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Aims and Scope

This book series is devoted to the publication of high-level books that contribute
to topic areas related to intelligent engineering and informatics. This includes
advanced textbooks, monographs, state-of-the-art research surveys, as well as edited
volumes with coherently integrated and well-balanced contributions within the main
subject. The main aim is to provide a unique forum to publish books on math-
ematical models and computing methods for complex engineering problems that
require some aspects of intelligence that include learning, adaptability, improving
efficiency, and management of uncertain and imprecise information.

Intelligent engineering systems try to replicate fundamental abilities of humans
and nature in order to achieve sufficient progress in solving complex problems.
In an ideal case multi-disciplinary applications of different modern engineering
fields can result in synergistic effects. Informatics and computer modeling are the
underlying tools that play a major role at any stages of developing intelligent sys-
tems. Soft computing, as a collection of techniques exploiting approximation and
tolerance for imprecision and uncertainty in traditionally intractable problems, has
become very effective and popular especially because of the synergy derived from
its components. The integration of constituent technologies provides complemen-
tary methods that allow developing flexible computing tools and solving complex
engineering problems in intelligent ways.
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Preface

The theory and applications of intelligent system is today an important field of
research of scientists and engineers, doctors, economists, in many different fields,
which include learning, adaptability, management of uncertain information, deci-
sion. It is hard to define precisely uniquely the notion of intelligent system, includ-
ing the intelligence of humans, which strongly depends on the field of research and
applications.

The present edited book is a collection of 17 chapters, written by recognized ex-
perts in the fields. The origin of papers are based on the invitation of authors initiated
by selected papers from the 9th IEEE International Symposium on Intelligent Sys-
tems and Informatics (SISY), Subotica, Serbia, September 8-10, 2011. Chapters are
contributions to different aspects and applications of intelligent systems. I believe
that the state-of-the art investigations presented in this book will be very useful not
only for experts in the field but to broad readership. The volume is organized in five
parts according to the considered subjects.

The first part of the book is devoted to the mathematical base. First, it is given
an overview of generalizations of the integral inequalities for (Choquet, Sugeno,
universal, pseudo) integrals based on nonadditive measures as Hölder, Minkowski,
Jensen, Chebishev and Berwald inequalities, with their applications in pseudo-
probability and decision making. Second chapter in this part is focused on two
approaches to interval-valued measures and corresponding integrals with general-
izations of the Jensen and the Chebyshev integral inequalities. The third chapter
is devoted to a construction of the General Prioritized Fuzzy Satisfaction Problem
(GPFCSP) that can handle any logical expression whose atomic symbols are pri-
oritized constraints with applications in Fuzzy Relational Databases, multilateral
negotiations, decision making, etc. In the fourth chapter there are presented new
results about T -supermodularity for Choquet integral as generalization of the con-
cept of supermodularity for Choquet integral which was based on Frank t-norms,
now extending on general membership functions using properties and links among
belief measures, Möbius transform and Choquet integrals, in order to present the
general case studied over a finite set.
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The second part of the book concerns different aspects of robotics. The first
chapter in this part emphasizes some of the differences between human beings and
robots, and also some differences between computers and their programming, and
robots and programming of robots, and it recognize programming as an integral
part of the overall human culture, and formulates complementing the usual Turing
hypothesis, another Turing hypothesis rooted in the famous Turing test. The second
chapters demonstrates the possibility of using primitives to generate complex move-
ments that ensure motion of bipedal humanoid robots in unstructured environments,
and it is pointed out that for the robot’s motion in an unstructured environment an
on-line generation of motion is required. Third chapter deals with benchmarking
and qualitative evaluation of different autonomous quadrotor flight controllers us-
ing three characteristic representatives of frequently used flight control techniques:
PID, backstepping and fuzzy.

The third part of the book presents applications of fuzzy systems in different
fields. The first chapter of this part presents a new mathematical model of basic
planar imprecise geometric objects (fuzzy line, fuzzy triangle and fuzzy circle),
basic measurement functions (distance between fuzzy point and fuzzy line, fuzzy
point and fuzzy triangle, two fuzzy lines and two fuzzy triangles), spatial operation
(linear combination of two fuzzy points) and main spatial relations (coincidence,
between and collinear) allowing various applications in image analysis (imprecise
feature extraction), GIS (imprecise spatial object modeling), robotics (environment
models). The second chapter deals with basic concepts of type-2 fuzzy logic, com-
puting with words and perceptual computing, and then architectural details of an
object-oriented realization of a software library for developing perceptual comput-
ers are exposed and explained. The third chapter addresses issues of two–degree–
of–freedom (2–DOF) speed control solutions for brushless Direct Current motor
(BLDC–m) drives with focus on design methodologies: classical 2–DOF structure,
2–DOF proportional-integral (PI) and proportional-integral-derivative (PID) struc-
tures and 2–DOF fuzzy control solutions.

The forth part of the book is devoted to applications of intelligent systems in
medicine. The first chapter is devoted to Virtual Doctor System (VDS) which is
built as intelligent thinking support for assisting medical doctor in a hospital to do
medical diagnosis based on the avatar of that doctor, where the medical knowledge
is collected from the doctor based on his/her experience in diagnosis, and the avatar
interacts with patients through their voices, and other sensors to read patient men-
tal state and physical state that are used in aligned manner to assess the patient
sickness states through Bayesian network. The second chapter deals with methods,
which are used for an individual adaption of a dialog system, an automatic real-time
capable visual user attention estimation for a face to face human machine inter-
action, and an emotion estimation is presented, which combines a visual and an
acoustic method, specially onto the current head pose. The third chapter presents
a mathematical model construction approach for functioning systems for heteroge-
neous systems when the available information is insufficient, with applications for
multiple diseases and the effect of the applied therapy. The fourth chapter presents
the concepts of knowledge similarity and approximation, together with appropriate
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scaling - degrees of similarity/approximation, in metric spaces for continuous case
and the solution for discrete information spaces-spaces for the later case, with dif-
ferent applications as for example signals with speech, arterial pressure, electroen-
cephalogram, heart rate, and then the beginning of the famous music performance,
intraocular pressure, submarine echogram, and encephalogram of acoustic stimulus.

The last part of the book covers different applications in transportation, network
monitoring, and localization of pedestrians in images. The first chapter presents an
overview of existing optimization problems in container terminal operations, with
the goal of defining a model for quay crane operations in river container termi-
nals giving a scheduling of quay cranes in river terminals for barge reloading. The
second chapter describes implementation of the agent-based system for network
components and services monitoring, and it is designed in a modular fashion to pro-
vide easy and efficient inclusion of diverse monitoring objects. The third chapter
presents two different approaches for pedestrian localization using neural networks
with local receptive fields, where the first approach uses a trained ranking classi-
fier to determine the relative order of image windows in regard to their localization
quality (coverage) of the pedestrian, and the second approach uses a binary classifier
which is trained to stepwise move an initial window towards the optimal position.

The editor is grateful to the authors for their effort in bringing their papers in
nice form and in time. Thanks due to the editors of the series Imre Rudas and
Janos Fodor to accept this edited book. I want to thank Faculty of Sciences, De-
partment of Mathematics and Informatics in Novi Sad, and Óbuda university in
Budapest, for working conditions in the preparation of this edited book. The book
is supported in part by the Project MPNRS 174009, and by the project Mathemati-
cal models of intelligent systems and their applications of Academy of Sciences and
Arts of Vojvodina supported by Provincial Secretariat for Science and Technological
Development of Vojvodina.

July 12, 2012 Endre Pap
Novi Sad and Budapest



Contents

Part I: Mathematical Base

Generalizations of Integral Inequalities for Integrals Based on
Nonadditive Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Endre Pap and Mirjana Štrboja
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and Tatjana Došenović
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1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
2 An Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
3 Our Per-C Realization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

3.1 Data Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
3.2 Considerations for Object-Oriented Design . . . . . . . . . . . 162
3.3 Code Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

4 Hierarchical Decision Making: Missile System Selection . . . . . . . 168
4.1 The Problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.2 Per-C Architecture for Hierarchical Decision

Making . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.3 The Data and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Classical and Fuzzy Approaches to 2–DOF Control Solutions for
BLDC–m Drives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
Alexandra-Iulia Stinean, Stefan Preitl, Radu-Emil Precup,
Claudia-Adina Dragos, and Mircea-Bogdan Radac

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
2 Classical Structures of 2–DOF and 2–DOF PI(D) Controllers . . . 177

2.1 Basic Structure and Polynomial Design of 2–DOF
Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

2.2 PID Controllers. 2–DOF Controller Interpretation . . . . . 178
2.3 2–DOF Takagi–Sugeno Fuzzy Control Structures for

PID Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
3 Mathematical Modeling of Plant as BLDC–m Drive . . . . . . . . . . . 183
4 Experimental Scenarios and Simulation Results . . . . . . . . . . . . . . . 186

4.1 Feed–Forward–Set–Point Filter Structures . . . . . . . . . . . . 187
4.2 Feedback–Set–Point Filter Structures . . . . . . . . . . . . . . . . 188
4.3 Feed–Forward–Feedback–Set–Point Filter

Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191



Contents XIII

Part IV: Applications in Medicine

Virtual Doctor System (VDS) and Ontology Based Reasoning for
Medical Diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Hamido Fujita, Masaki Kurematsu, and Jun Hakura

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
2 VDS System Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
3 Reasoning Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
4 Conceptual Reasoning Based on Ontology . . . . . . . . . . . . . . . . . . . 203
5 Bayesian Network for Decision Making . . . . . . . . . . . . . . . . . . . . . 203
6 Case Based Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

Attention and Emotion Based Adaption of Dialog Systems . . . . . . . . . . . . 215
Sebastian Hommel, Ahmad Rabie, and Uwe Handmann

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

2.1 Visual Focus of Attention . . . . . . . . . . . . . . . . . . . . . . . . . . 217
2.2 Head Gesture Recognition . . . . . . . . . . . . . . . . . . . . . . . . . 217
2.3 Audio-Visual Emotion Recognition . . . . . . . . . . . . . . . . . 217

3 Head Pose Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
3.1 Head Pose Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
3.2 Attention Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
3.3 Head Gesture Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 221
3.4 Eye Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

4 Emotion Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
4.1 Visual Facial Expression Recognition . . . . . . . . . . . . . . . . 223
4.2 Emotion Recognition from Speech . . . . . . . . . . . . . . . . . . 224
4.3 Probabilistic Decision Level Fusion . . . . . . . . . . . . . . . . . 224

5 User Re-identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
6 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

6.1 Head Pose Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
6.2 Attention Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
6.3 Head Gesture Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 231
6.4 Eye Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
6.5 Bimodal Emotion Recognition . . . . . . . . . . . . . . . . . . . . . 232

7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

Topological Modelling as a Tool for Analysis of Functioning Systems . . . 237
Ivars Karpics, Zigurds Markovics, and Ieva Markovica

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
2 Mathematical Model of a Functioning System . . . . . . . . . . . . . . . . 238

2.1 The Use of Topological Modelling for the
Construction of a Mathematical Model . . . . . . . . . . . . . . . 239



XIV Contents

2.2 The Construction Stages of a Model . . . . . . . . . . . . . . . . . 240
2.3 Model Homomorphism . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
2.4 Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

3 Topological Model of Multiple Diseases . . . . . . . . . . . . . . . . . . . . . 243
3.1 Topological Model Elements . . . . . . . . . . . . . . . . . . . . . . . 243
3.2 Development of the Pathogenesis Model . . . . . . . . . . . . . 246

4 Decision Support System for Optimal Solution Selection . . . . . . . 249
5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252

Some Aspects of Knowledge Approximation and Similarity . . . . . . . . . . . 255
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Generalizations of Integral Inequalities
for Integrals Based on Nonadditive Measures

Endre Pap and Mirjana Štrboja

Abstract. There is given an overview of generalizations of the integral inequali-
ties for integrals based on nonadditive measures. The Hölder, Minkowski, Jensen,
Chebishev and Berwald inequalities are generalized to the Choquet and Sugeno in-
tegrals. A general inequality which cover Hölder and Minkowski type inequalities
is considered for the universal integral. The corresponding inequalities for impor-
tant cases of the pseudo-integral and applications of these inequalities in pseudo-
probability are also given.

Keywords: Nonadditive measure, Choquet integral, Sugeno integral, pseudo-
integral, Jensen inequality, Hölder inequality, Minkowski inequality, Chebishev
inequality, Berwald inequality.

1 Introduction

The Hölder, Minkowski, Jensen and Chebyshev inequalities for Lebesgue integral,
see [12], play an important role in mathematical analysis and in other areas of math-
ematics, especially in theory of probability, differential equations, geometry, and
wider, e.g., information sciences, economics, engineering.
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Faculty of Sciences and Mathematics,
University of Novi Sad,
Trg Dositeja Obradovića 4,
21000 Novi Sad, Serbia
e-mail: {pap,mirjana.strboja}@dmi.uns.ac.rs

Endre Pap
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4 E. Pap and M. Štrboja

The classical measure theory is based on countable additive measures and the
Lebesgue integral. However, additivity measures do not allow modeling many phe-
nomena. For this reason, nonadditive measure, called also fuzzy measure or ca-
pacity, and the corresponding integrals, e.g., Choquet, Sugeno, are introduced, see
[15, 18, 36, 45]. The Choquet and Sugeno integrals have important applications as
aggregation functions in decision theory (multiple criteria, multiple attributes, mul-
tiperson decision making, multiobjective optimization), information or data fusion,
artificial intelligence and fuzzy logic, see [17, 44, 47, 48].

The pseudo-analysis as a generalization of the classical analysis is based on a spe-
cial nonadditive measures, called pseudo-additive measures, and one of its tools is
the pseudo-integral. There we consider instead of the field of real numbers a semir-
ing, i.e., a real interval [a,b] ⊆ [−∞,∞] with pseudo-addition ⊕ and with pseudo-
multiplication �, see [34, 35, 36, 37, 39, 40, 46]. On this structure the notions of
⊕-measure (pseudo-additive measure) and corresponding integral (pseudo-integral)
are introduced. Methods of the pseudo-analysis can be applied for solving prob-
lems in many different fields such as system theory, optimization, decision making,
control theory, differential equations, difference equations, etc. Similar approach
was introduced independently by Maslov and his collaborators in the framework of
idempotent measures theory, see [20, 22, 25]. The theory of cost measures based on
idempotent measures and integrals of Maslov was delevoped, see [7, 8, 9].

Considering the wide applications of integrals based on nonadditive measure,
there is a need for the study of inequalities for those integrals. The study of inequal-
ities for Choquet and Sugeno integral, were given in [1, 2, 16, 27, 28, 30, 31, 43].
The first of all Jensen type inequality for Sugeno integral was obtained by Román-
Flores et al. [43]. A fuzzy Chebyshev type inequalty has been considered by a sev-
eral authors, see [2, 16, 28, 30, 32]. Inequalities with respect to the Choquet integral
is observed by Wang [31] and Mesiar, Li, and Pap [27]. The generalizations of the
classical integral inequalities for the universal integral (introduced in [19]) were in-
vestigated in [6]. In [1, 5, 41, 42] inequalities with respect to pseudo-integrals were
obtained.

In the Section 2 an overview on generalizations of the Jensen, Hölder, Minkowski,
Chebishev and Berwald type inequalities for Choquet and Sugeno integrals are
given. In Section 3, we review results related to the universal integral, as gen-
eralization of Choquet and Sugeno integral. There are given a general inequal-
ity which cover Hölder and Minkowski type inequalities. Generalizations of the
Hölder, Minkowski, Jensen and Chebyshev type inequalities for important cases
of the pseudo-integral are presented in Section 4. Inspired by applications integral
inequalities in the probability theory, the pseudo-probability is introduced and the
inequalities valid for the pseudo-integral is applied in this theory in Section 4.6.1.
Finally, using the notions of the cost measure we review these inequalities related to
the value of a cost variables.
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2 General Nonadditive Measures and Integrals Based on Them

Let X be a non-empty set and A a σ -algebra of subsets of X . Then (X ,A ) is
measurable space and a function f : X → [0,∞] is called A -measurable if, for each
B ∈ B ([0,∞]), the σ -algebra of Borel subsets of [0,∞], the preimage f−1(B) is an
element of A .

Definition 1. ([36, 48]) A monotone measure m on a measurable space (X ,A ) is a
function m : A → [0,∞] satisfying
(i) m(∅) = 0,
(ii) m(X)> 0,
(iii) m(A)� m(B) whenever A⊆ B.

Normed monotone measures on (X ,A ), i.e., monotone measures satisfying m(X) =
1, are also called fuzzy measures (see [36, 48]).

The Choquet, Sugeno and Shilkret integrals (see [10, 36, 38, 48]) are based on
monotone measure and they are defined, respectively, for any measurable space
(X ,A ), for any measurable function f and for any monotone measure m, by

Ch(m, f ) =
∫ ∞

0
m({ f � t})dt,

Su(m, f ) = sup{min(t,m({ f � t})) | t ∈ ]0,∞])} ,
Sh(m, f ) = sup{t ·m({ f � t}) | t ∈ ]0,∞])} ,

where the convention 0 ·∞= 0 is used.
Now we give a short overview on results related to the generalizations of the

classical integral inequalities for Choquet and Sugeno integrals.
Jensen inequality and reverse Jensen inequality for Sugeno integral is obtained

in [43]. Jensen, Chebyshev, Hölder and Minkowski type inequalities for Choquet
integral and several convergence concepts as applications of these inequalities are
observed in [31]. An approach to the Choquet integral as Lebesgue integral is given
in [27] and in this way there are obtained the related inequalities.

Chebyshev type inequality for Sugeno integral based on Lebesgue measure are
obtained in [16]. Previous results from [16] are generalised in [30]. Namely, there
is presented a Chebyshev type inequality for Sugeno integral based on an arbi-
trary fuzzy measure. This inequality for comonotone functions and arbitrary fuzzy
measure-base Sugeno integral were given in [28]

A general Minkowski type inequality for Sugeno integral is obtained in [1].
Berwald inequality for Sugeno integral is studied in [4]. This inequality holds in

the following form:

Theorem 1. Let 0 < r < s < ∞, f : [a,b]→ [0,∞[ be a concave function and m be
the Lebesgue measure on R. Then
(a) if f (a)< f (b) , then
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(Su(m, f r))
1
r � min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(b−a)
1
r (1+s)

1
s

(1+r)
1
r

(
Su(m, f s)

b−a

) 1
s
,

⎛
⎜⎝b−

(b−a)
1+r

r (1+s)
1
s

(1+r)
1
r

(
Su(m, f s)

b−a

) 1
s
+a f (b)−b f (a)

f (b)− f (a)

⎞
⎟⎠

1
r

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(b) if f (a) = f (b) , then

(Su(m, f r))
1
r � min

{
f (a) ,(b− a)

1
r

}
,

(c) if f (a)> f (b) , then

(Su(m, f r))
1
r � min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(b−a)
1
r (1+s)

1
s

(1+r)
1
r

(
Su(m, f s)

b−a

) 1
s
,

⎛
⎜⎝

(b−a)
1+r

r (1+s)
1
s

(1+r)
1
r

(
Su(m, f s)

b−a

) 1
s
+a f (b)−b f (a)

f (b)− f (a) − a

⎞
⎟⎠

1
r

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

3 Universal Integral

In order to define the notion of the universal integral the following notions are
needed.

Definition 2. ([19]) Let (X ,A ) be a measurable space.
(i) F (X ,A ) is the set of all A -measurable functions f : X → [0,∞];
(ii) For each number a ∈ ]0,∞], M

(X ,A )
a is the set of all monotone measures (in the

sense of Definition 1) satisfying m(X) = a; and we take

M (X ,A ) =
⋃

a∈]0,∞]
M

(X ,A )
a .

An equivalence relation between pairs of measures and functions was introduced in
[19].

Definition 3. Two pairs (m1, f1) ∈ M (X1,A1) ×F (X1,A1) and (m2, f2) ∈ M (X2,A2)

×F (X2,A2) satisfying

m1({ f1 � t}) = m2({ f2 � t}) for all t ∈ ]0,∞] ,

will be called integral equivalent, in symbols
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(m1, f1)∼ (m2, f2) .

Notion of the pseudo-multiplication is necessary to introduce the universal integral.

Definition 4. ([36, 46]) A function ⊗ : [0,∞]2 → [0,∞] is called a pseudo-
multiplication if it satisfies the following properties:

(i) it is non-decreasing in each component, i.e., for all a1,a2,b1,b2 ∈ [0,∞] with
a1 � a2 and b1 � b2 we have a1⊗ b1 � a2⊗ b2;
(ii) 0 is an annihilator of , i.e., for all a ∈ [0,∞] we have a⊗ 0 = 0⊗ a = 0;
(iii) has a neutral element different from 0, i.e., there exists an e ∈ ]0,∞] such that,
for all a ∈ [0,∞], we have a⊗ e = e⊗ a = a.

Let S be the class of all measurable spaces, and take

D[0,∞] =
⋃

(X ,A )∈S

M (X ,A )×F (X ,A ).

The Choquet, Sugeno and Shilkret integrals are particular cases of the following
integral given in [19].

Definition 5. A function I : D[0,∞] → [0,∞] is called a universal integral if the fol-
lowing axioms hold:

(I1) For any measurable space (X ,A ), the restriction of the function I to M (X ,A )

×F (X ,A ) is non-decreasing in each coordinate;
(I2) there exists a pseudo-multiplication ⊗ : [0,∞]2 → [0,∞] such that for all pairs
(m,c ·1A) ∈D[0,∞] (where 1A is the characteristic function of the set A)

I(m,c ·1A) = c⊗m(A);

(I3) for all integral equivalent pairs (m1, f1) ,(m2, f2) ∈D[0,∞] we have

I(m1, f1) = I(m2, f2) .

By Proposition 3.1 from [19] we have the following important characterization.

Theorem 2. Let ⊗ : [0,∞]2 → [0,∞] be a pseudo-multiplication on [0,∞]. Then the
smallest universal integral I and the greatest universal integral I based on ⊗ are
given by

I⊗ (m, f ) = sup{t⊗m({ f � t}) | t ∈ ]0,∞])} ,
I⊗ (m, f ) = essupm f ⊗ sup{m({ f � t}) | t ∈ ]0,∞])} ,

where essupm f = sup{t ∈ [0,∞] | m({ f � t})> 0} .
Notice that Su = IMin and Sh = IProd , where the pseudo-multiplications Min and
Prod are given by Min(a,b) = min(a,b) and Prod(a,b) = a ·b.
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There is neither a smallest nor a greatest pseudo-multiplication on [0,∞]. But,
if we fix the neutral element e ∈ ]0,∞] , then the smallest pseudo-multiplication ⊗e

with neutral element e is given by

a⊗e b =

⎧⎨
⎩

0 if (a,b) ∈ [0,e[2 ,
max(a,b) if (a,b) ∈ [e,∞]2 ,
min(a,b) otherwise.

Then by Proposition 3.2 from [19] there exists the smallest universal integral I⊗e

among all universal integrals given by

I⊗e(m, f ) = max(m({ f � e}),essinfm f ),

where essinfm f = sup{t ∈ [0,∞] | m({ f � t}) = e}.

3.1 A General Inequality for the Universal Integral

We will give first a main inequality, see [6], and then the Minkowski and Chebyshev
type inequalities appear as special cases.

The following important property of a pair of functions is needed, see [15, 36].
Functions f ,g : X →R are said to be comonotone if for all x,y ∈ X ,

( f (x)− f (y))(g(x)− g(y))� 0.

The comonotonicity of functions f and g is equivalent to the nonexistence of points
x,y ∈ X such that f (x) < f (y) and g(x)> g(y).

Theorem 3. Let � : [0,∞[2→ [0,∞[ be continuous and nondecreasing in both ar-
guments and ϕ : [0,∞[→ [0,∞[ be continuous and strictly increasing function. Let
f ,g ∈ F (X ,A ) be two comonotone measurable functions and ⊗e : [0,∞]2 → [0,∞]
be a smallest pseudo-multiplication on [0,∞] with neutral element e ∈ ]0,∞] and m
∈ M (X ,A ) be a monotone measure such that I⊗e (m,ϕ ( f )) and I⊗e (m,ϕ (g)) are
finite. If

ϕ−1 ((ϕ (a � b)⊗e c))�
(
ϕ−1 ((ϕ (a)⊗e c))� b

)∨ (a �ϕ−1 ((ϕ (b)⊗e c))
)
,

then the inequality

ϕ−1 (I⊗e (m,ϕ ( f � g)))� ϕ−1 (I⊗e (m,ϕ ( f )))�ϕ−1 (I⊗e (m,ϕ (g)))

holds.
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3.2 Minkowski’s Inequality for Universal Integral

As a corollary of Theorem 3 we obtain an inequality related to Minkowski type for
universal integral. Hence, if ϕ (x) = xs for all s > 0, the following holds:

Corollary 1. Let f ,g ∈ F (X ,A ) be two comonotone measurable functions and
⊗e : [0,∞]2 → [0,∞] be a smallest pseudo-multiplication on [0,∞] with neutral el-
ement e ∈ ]0,∞] and m ∈ M (X ,A ) be a monotone measure such that I⊗e (m, f s)
and I⊗e (m,gs) are finite. Let � : [0,∞[2→ [0,∞[ be continuous and nondecreasing
in both arguments. If

((a � b)s⊗e c)
1
s �

(
(as⊗e c)

1
s � b

)
∨
(

a � (bs⊗e c)
1
s

)
,

then the inequality

(I⊗e (m,( f � g)s))
1
s � (I⊗e (m, f s))

1
s � (I⊗e (m,gs))

1
s

holds for all s > 0.

3.3 Chebyshev’s Inequality for Universal Integral

Due to Theorem 3, if s = 1 we have the Chebyshev type inequality.

Corollary 2. Let f ,g ∈ F (X ,A ) be two comonotone measurable functions and
⊗e : [0,∞]2 → [0,∞] be a smallest pseudo-multiplication on [0,∞] with neutral ele-
ment e ∈ ]0,∞] and m ∈M (X ,A ) be a monotone measure such that I⊗e (m, f ) and
I⊗e (m,g) are finite. Let � : [0,∞[2→ [0,∞[ be continuous and nondecreasing in both
arguments. If

(a � b)⊗e c)� [(a⊗e c)� b]∨ [a � (b⊗e c)] ,

then the inequality

I⊗e (m,( f � g))� I⊗e (m, f )� I⊗e (m,g)

holds.

4 Pseudo-Integral

Let [a,b] be a closed (in some cases semiclosed) subinterval of [−∞,∞]. The full
order on [a,b] will be denoted by 
. This can be the usual order of the real line,
but it can be another order. The operation ⊕ (pseudo-addition) is a commutative,
non-decreasing (with respect to 
 ), associative function ⊕ : [a,b]× [a,b]→ [a,b]
with a zero (neutral) element denoted by 0 . Denote [a,b]+ = {x : x ∈ [a,b] ,0 

x}. The operation � (pseudo-multiplication) is a function � : [a,b]× [a,b]→ [a,b]
which is commutative, positively non-decreasing, i.e., x 
 y implies x� z 
 y� z,
z ∈ [a,b]+, associative and for which there exist a unit element 1 ∈ [a,b], i.e., for
each x∈ [a,b] ,1�x = x. We assume 0�x = 0 and that� is distributive over⊕, i.e.,
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x� (y⊕ z) = (x� y)⊕ (x� z)

The structure ([a,b] ,⊕,�) is called a semiring (see [23, 36]). We will consider only
semirings with the following continuous operations:

Case I: The pseudo-addition is idempotent operation and the pseudo-multiplication
is not.

(a) x⊕ y = sup(x,y), � is arbitrary not idempotent pseudo-multiplication on the
interval [a,b] (or [a,b)). We have 0 = a and the idempotent operation sup induces a
full order in the following way: x 
 y if and only if sup(x,y) = y.

(b) x⊕ y = sup(x,y), � is arbitrary not idempotent pseudo-multiplication on the
interval [a,b] (or (a,b]). We have 0 = b and the idempotent operation inf induces a
full order in the following way: x 
 y if and only if inf(x,y) = y.

Case II: The pseudo-operations are defined by a monotone and continuous function
g : [a,b]→ [0,∞] , i.e., pseudo-operations are given with

x⊕ y = g−1(g(x)+ g(y)) and x� y = g−1(g(x) ·g(y)).

If the zero element for the pseudo-addition is a, we will consider increasing genera-
tors. Then g(a) = 0 and g(b) = ∞. If the zero element for the pseudo-addition is b,
we will consider decreasing generators. Then g(b) = 0 and g(a) = ∞.

If the generator g is increasing (decreasing), the operation ⊕ induces the usual
order (opposite to the usual order) on the interval [a,b] in the following way: x 
 y
if and only if g(x)≤ g(y) .

Case III: Both operations are idempotent. We have
(a) x⊕ y = sup(x,y), x� y = inf(x,y), on the interval [a,b]. We have 0 = a and

1 = b. The idempotent operation sup induces the usual order (x 
 y if and only if
sup(x,y) = y).

(b) x⊕ y = inf(x,y), x� y = sup(x,y), on the interval [a,b]. We have 0 = b and
1 = a. The idempotent operation inf induces an order opposite to the usual order
(x
 y if and only if inf(x,y) = y).

In order to present the Hölder and Minkowski integral inequalities for the pseudo-
integral, it is necessary to introduce the pseudo-power. For x∈ [a,b]+ and p∈ ]0,∞[,
the pseudo-power x(p)

� is defined in the following way. If p = n is an integer then

x(n)� = x� x�·· ·� x︸ ︷︷ ︸
n

. Moreover, x
( 1

n )� = sup
{

y | y(n)� ≤ x
}

. Then x
(m

n )� = x(r)� is well

defined for any rational r ∈ ]0,∞[, independently of representation r = m
n = m1

n1
, m,

n, m1, n1 being positive integers (the result follows from the continuity and mono-
tonicity of �). Due to continuity of �, if p ∈ ]0,∞[ is not rational, then

x(p)
� = sup

{
x(r)� | r ∈ ]0, p[ , r is rational

}
.
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Evidently, if x� y = g−1(g(x) ·g(y)), then x(p)
� = g−1 (gp (x)). On the other hand, if

� is idempotent, then x(p)
� = x for any x ∈ [a,b] and p ∈ ]0,∞[.

Let (X ,A ) be a measurable space. A set function m : A → [a,b] is a σ -⊕-
measure if there hold

(i) m(∅) = 0 (if ⊕ is not idempotent),
(ii)m(

⋃∞
i=1 Ai) =

⊕∞
i=1 m(Ai) holds for any sequence (Ai)i∈N of pairwise disjoint

sets from A .

We suppose that ([a,b] ,⊕) and ([a,b] ,�) are complete lattice ordered semigrups.
We suppose that [a,b] is endowed with a metric d compatible with sup and inf, i.e.
limsupxn = x and liminfxn = x, imply limn→∞ d (xn,x) = 0, and which satisfies at
least one of the following conditions:

(a) d (x⊕ y,x′ ⊕ y′)≤ d (x,x′)+ d (y,y′)
(b) d (x⊕ y,x′ ⊕ y′)≤max{d (x,x′) ,d (y,y′)} .
Let f and h be two functions defined on X and with values in [a,b]. We define for
any x ∈ X for functions f and g that ( f ⊕ g)(x) = f (x)⊕ g(x) and ( f � g)(x) =
f (x)� g(x) , and for any λ ∈ [a,b] (λ � f )(x) = λ � f (x).

The pseudo-characteristic function with values in a semiring is defined with

χA(x) =

{
0 , x ∈ A
1 , x ∈ A

.

A step (measurable) function is a mapping e : X → [a,b] that has the following

representation e =
n⊕

i=1

ai�χAi for ai ∈ [a,b] and sets Ai ∈A are pairwise disjoint if

⊕ is nonidempotent.
Let ε be a positive real number, and B ⊂ [a,b]. A subset {lεi }n∈N of B is a ε-net

in B if for each x∈ B there exists lεi such that d (lεi ,x)� ε . If we have lεi 
 x, than we
call {lεi } a lower ε-net. If lεi 
 lεi+1 holds, than {lεi } is monotone, for more details
see [33, 36].

Let m : A → [a,b] be a ⊕-measure.

(i) The pseudo-integral of a step function e : X → [a,b] is defined by

∫ ⊕

X
e� dm =

n⊕
i=1

ai�m(Ai) .

(ii)The pseudo-integral of a measurable function f : X → [a,b], (if ⊕ is not idem-
potent we suppose that for each ε > 0 there exists a monotone ε-net in f (X)) is
defined by ∫ ⊕

X
f � dm = lim

n→∞

∫ ⊕

X
en(x)� dm,

where (en)n∈N is a sequence of step functions such that d(en(x), f (x))→ 0 uni-
formly as n→ ∞.
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4.1 Two Important Special Cases

If the pseudo-operations are defined by a monotone and continuous function g :
[a,b]→ [0,∞] , the pseudo-integral for a measurable function f : X → [a,b] is given
by, ∫ ⊕

X
f � dm = g−1

(∫
X
(g ◦ f )d (g ◦m)

)
, (1)

where the integral applied on the right side is the standard Lebesgue integral. In
special case, when X = [c,d] ,A = B (X) and m= g−1◦λ , λ the standard Lebesgue
measure on [c,d] , then the pseudo-integral reduces on g -integral. Therefore, due to
(1) we have ∫ ⊕

[c,d]
f dx = g−1

(∫ d

c
g( f (x))dx

)
.

When the semiring is of the form ([a,b] ,sup,�) , cases I(a) and III(a) from section
4 we shall consider complete sup-measure m only and A = 2X , i.e., for any system

(Ai)i∈I of measurable sets, m

(⋃
i∈I

A

)
= supi∈I m(Ai). Recall that if X is countable

(especially, if X is finite) then any σ -sup-measure m is complete and, moreover,
m(A) = supx∈Aψ (x), where ψ : X → [a,b] is a density function given by ψ (x) =
m({x}) . Then the pseudo-integral for a function f : X → [a,b] is given by

∫ ⊕

X
f � dm = supx∈X ( f (x)�ψ (x)) ,

where function ψ defines sup-measure m.
In [29] is shown that any sup-measure generated as essential supremum of a

continuous density can be obtained as a limit of pseudo-additive measures with
respect to generated pseudo-addition.

Theorem 4. Let m be a sup-measure on ([0,∞] ,B ([0,∞])), where B ([0,∞]) is the
Borel σ -algebra on [0,∞],

m(A) = essupμ (ψ (x) : x ∈ A) , (2)

and ψ : [0,∞]→ [0,∞] is a continuous density. Then for any pseudo-addition⊕ with
a generator g there exists a family {mλ} of ⊕λ -measure on ([0,∞[ ,B), where ⊕λ
is generated by gλ (the function g of the power λ ), λ ∈ ]0,∞[ , such that

limλ→∞mλ = m.

For any continuous function f : [0,∞]→ [0,∞] the integral
∫ ⊕

f � dm can be ob-

tained as a limit of g-integrals, ([29]).
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Theorem 5. Let ([0,∞] ,sup,�) be a semiring with � generated by the generator
g. Let m be the same as in Theorem 4. Then exists a family {mλ} of ⊕λ -measures,
where ⊕λ is generated by gλ , λ ∈ ]0,∞[, such that for every continuous function
f : [0,∞]→ [0,∞]

∫ sup
f � dm = limλ→∞

∫ ⊕λ
f �λ dmλ .

In the following we will give the Hölder, Minkowski, Jensen and Chebyshev type
inequaities for important cases of the pseudo-integral.

Since the cases I(b) and III(b) are linked to the cases I(a) and III(a) by duality,
all inequaities for the pseudo-integral related to the cases I(a) and III(a) can be
transformed into inequaities for pseudo-integral related to the cases I(b) and III(b).

4.2 Hölder’s Inequality for Pseudo-integral

Now we shall give a generalization of the classical Hölder inequality on the semiring
with generated pseudo-operations based on [5].

Recall that if p and q are positive real number such that 1
p +

1
q = 1, then p and q

is a pair of conjugate exponents.

Theorem 6. Let p and q be conjugate exponents, 1< p<∞. For a given measurable
space (X ,A ) let u,v : X → [a,b] be two measurable functions and let a generator
g : [a,b]→ [0,∞] of the pseudo-addition ⊕ and the pseudo-multiplication � be an
increasing function. Then for any σ -⊕-measure m it holds:

∫ ⊕

X
(u� v)� dm �

(∫ ⊕

X
u(p)
� � dm

)( 1
p

)

�
�
(∫ ⊕

X
v(q)� � dm

)( 1
q

)

�
.

Example 1. (i) Let [a,b] = [0,∞] and g(x) = xα for someα ∈ [1,∞[ . The correspond-
ing pseudo-operations are x⊕ y = α√xα + yα and x� y = xy. Then the inequality
from Theorem 6 reduces on the following inequality

α

√∫
[c,d]

u(x)αv(x)α dx � pα

√∫
[c,d]

u(x)pα dx qα

√∫
[c,d]

v(x)qα dx.

(ii) Let [a,b] = [0,∞] and g(x) = xα for some α ∈ [1,∞[ . The corresponding pseudo-
operations are x⊕ y = α√xα + yα and x� y = xy. Then the inequality from Theorem
6 reduces on the following inequality

α

√∫
[c,d]

u(x)αv(x)α dx � pα

√∫
[c,d]

u(x)pα dx qα

√∫
[c,d]

v(x)qα dx.
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Let x⊕ y = sup(x,y) and x� y = g−1(g(x)g(y)). As a consequence of the Hölder
type theorem for a complete sup-measure the following result holds for general σ -
sup-measure by [5].

Theorem 7. Let � be represented by an increasing generator g and m be σ -sup-
measure. Let p and q be conjugate exponents with 1 < p <∞. Then for any measur-
able functions u,v : X → [a,b] , it holds:

∫ sup

X
(u� v)� dm≤

[∫ sup

X
u(p)
� � dm

]( 1
p

)

�
�
[∫ sup

X
v(q)� � dm

]( 1
q

)

�
.

In the case III(a) and p > 0, x(p)
� = x, the Hölder inequality reduces to the inequality

∫ sup

X
(u� v)� dm≤

(∫ sup

X
u� dm

)
�
(∫ sup

X
v� dm

)
,

which trivially holds because of distributivity of sup and inf.

Example 2. Let [a,b] = [−∞,∞] and g generating� be given by g(x) = ex. Then

x� y = x+ y,

and Hölder type inequality from Theorem 7 reduces on

supx∈X (u(x)+ v(x)+ψ(x))

� 1
p

supx∈X (p ·u(x)+ψ(x))+
1
q

supx∈X (q · v(x)+ψ(x))

where u,v,ψ are arbitrary real function on X .

4.3 Minkowski’s Inequality for Pseudo-integral

In [5] is given Minkowski’s inequality for three cases of the pseudo-integrals. The
following inequality holds for the case II and corresponding pseudo-integral.

Theorem 8. Let u,v : X → [a,b] be two measurable functions and p ∈ [1,∞[. If
an additive generator g : [a,b]→ [0,∞] of the pseudo-addition ⊕ and the pseudo-
multiplication � are increasing. Then for any σ -⊕-measure m it holds:

(∫ ⊕

X
(u⊕ v)(p)

� � dm

)( 1
p

)

�

�
(∫ ⊕

X
u(p)
� � dm

)( 1
p

)

�
⊕
(∫ ⊕

X
v(p)
� � dm

)( 1
p

)

�
.
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If we observe semiring ([a,b] ,sup, inf) , then the corresponding inequality means

(recall that x(p)
� = x for each x ∈ [a,b] , p > 0)

∫ ⊕

X
(u⊕ v)� dm � sup

(∫ ⊕

X
u � dm,

∫ ⊕

X
v � dm

)
.

In the case I(a) also Minkowski type inequality holds.

Theorem 9. Let � be represented by an increasing generator g, m be a complete
sup-measure and p ∈ ]0,∞[. Then for any functions u,v : X → [a,b], it holds:

(∫ sup

X
(sup(u,v))(p)

� � dm

)( 1
p

)

�

= sup

⎛
⎝
(∫ sup

X
u(p)
� � dm

)( 1
p

)

�
,

(∫ sup

X
v(p)
� � dm

)( 1
p

)

�

⎞
⎠ .

4.4 Jensen Inequality for Pseudo-integral

Due to [42] we have the following generalization Jensen inequality for two cases of
the pseudo-integral.

Theorem 10. Let (X ,A ) be a measurable space, m be a σ -⊕-measure and m(X) =
1. Let a generator g of the pseudo-addition⊕ and the pseudo-multiplication� is a
convex and increasing function. If f : X → [a,b] is a measurable function such that∫ ⊕

X
f � dm < b and Φ is a convex and nonincreasing function on a subinterval of

[a,b] containing the range of f , with values in [a,b] , then we have

Φ
(∫ ⊕

X
f � dm

)
�
∫ ⊕

X
(Φ ◦ f )� dm.

Example 3. (i) Let g(x) = xα for some α ∈ [1,∞[ . The corresponding pseudo-
operations are x⊕ y = α√xα + yα and x� y = xy. Then the inequality from Theo-
rem 10 has the following form

Φ

(
α

√∫
[0,1]

f (x)α dx

)
� α

√∫
[0,1]

Φ ( f (x))α dx.

(ii)Let g(x) = ex. The corresponding pseudo-operations are x⊕ y = ln(ex + ey) and
x� y = x+ y. Then we have the following inequality

Φ
(

ln
∫
[0,1]

e f (x) dx

)
� ln

(∫
[0,1]

eΦ( f (x)) dx

)
.
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Now we consider the case when ⊕= max, and �= g−1(g(x)g(y)). From Theorem
5 and the previous theorem it follows the next theorem.

Theorem 11. Let the pseudo-multiplication � is represented by a convex and
increasing generator g, μ be the usual Lebesgue measure on R and m be a sup-
measure on ([c,d] ,B ([c,d])) defined by (2) where ψ : [c,d]→ [0,∞] is a continu-
ous density and m([c,d]) = 1. If f : [c,d]→ [0,∞] is continuous function such that

pseudo-integral
∫ sup

[c,d]
f �dm is finite andΦ is a convex and non-increasing function

on the range of f , then it holds:

Φ
(∫ sup

[c,d]
f � dm

)
�
∫ sup

[c,d]
(Φ ◦ f )� dm.

Example 4. Using Example 3(ii) we have that gλ (x) = eλ x. Then

lim
λ→∞

1
λ

ln
(

eλ x + eλ y
)
= max(x,y),

and
x�λ y = x+ y.

Therefore Jensen type inequality from Theorem 11 reduces on

Φ (sup( f (x)+ψ(x)))� sup(Φ( f (x))+ψ(x)) ,

where ψ is a density function related to m..

4.5 Chebyshev’s Inequality for Pseudo-integral

The Chebyshev type inequality for pseudo-integral is studied in [1, 41]. Let in the
following theorems ([c,d],A ) be a measure space and m be σ -⊕ -measure such that
m([c,d]) = 1.

Theorem 12. Let f1, f2 : [c,d]→ [a,b] be measurable functions. If an additive gen-
erator g of the pseudo-addition ⊕ and pseudo-multiplication � is an increasing
function and f1, f2 are either both increasing or both decreasing, then

∫ ⊕

[c,d]
f1� dm�

∫ ⊕

[c,d]
f2� dm �

∫ ⊕

[c,d]
( f1� f2)� dm.

In special case, when [c,d] = [0,1] , A = B ([0,1]) and m = g−1 ◦λ , λ the standard
Lebesgue measure on [0,1] , we have the inequality from [41].
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Example 5. (i) Let g(x) = xα for some α ∈ [1,∞) . The corresponding pseudo-
operations are x⊕ y = α√xα + yα and x� y = xy. Then by the previous theorem
we obtain the following inequality

α

√∫
[0,1]

f1(x)α dx α

√∫
[0,1]

f2(x)α dx � α

√∫
[0,1]

f1(x)α f2(x)αdx .

(ii) Let g(x) = ex. The corresponding pseudo-operations are x⊕ y = ln(ex + ey) and
x� y = x+ y. Then by the previous theorem we obtain the following inequality

ln
∫
[0,1]

e f1(x) dx+ ln
∫
[0,1]

e f2(x) dx � ln

(∫
[0,1]

e f1(x)+ f2(x)dx

)
.

Now, we consider the second case, when⊕= max, and �= g−1(g(x)g(y)). Due to
Theorem 5 and the previous theorem the following holds:

Theorem 13. Let � is represented by an increasing multiplicative generator g and
m be the same as in Theorem 11. Then for any continuous functions f1, f2 : [c,d]→
[a,b], which are either both increasing or both decreasing, holds:

∫ sup

[c,d]
f1� dm�

∫ sup

[c,d]
f2� dm �

∫ sup

[c,d]
( f1� f2)� dm.

Example 6. Using Example 5(ii) we have that gλ (x) = eλ x. Then

lim
λ→∞

1
λ

ln
(

eλ x + eλ y
)
= max(x,y),

and
x�λ y = x+ y.

Therefore, Chebyshev type inequality from Theorem 13 reduces on

sup( f1(x)+ψ(x))+ sup( f2(x)+ψ(x))� sup( f1(x)+ f2 (x)+ψ(x)) ,

where ψ is a density function related to m.

4.6 Applications

4.6.1 Pseudo-probability

The pseudo-probability is a generalization of the classical probability. In an analo-
gous way as in the probability theory, see [11], we will introduced the corresponding
notions in the framework of the σ -⊕-measure and the pseudo-integral.

Let ([a,b] ,⊕,�) be a semiring and (X ,A ) be a measurable space.
The pseudo-probability P is σ -⊕-measure on (X ,A ) satisfying P(X) = 1.
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Specially, if we observe case II and P is a classical probability then P= g−1 ◦P
is distorted probability, see [13].

The function Y : X → [a,b] is a pseudo-random variable if for any y ∈ [a,b] it
holds

{ω ∈ X | Y (ω)≺ y}= {Y ≺ y} ∈A .

The pseudo-expectation of the pseudo-variable Y is introduced by

E(Y ) =
∫ ⊕

X
Y � dP.

If the pseudo-expectation of the pseudo-random variable Y has a finite value in the
sense of a given semiring, i.e., if the operation ⊕ induces the usual order (opposite
to the usual order) on the interval [a,b] it means that E(Y )< b, (E(Y )> a), then Y
is integrable.

Due to definition of the pseudo-expectation, we have

E( f (Y )) =
∫ ⊕

X
f (Y )� dP (3)

for any measurable function f : [a,b]→ [a,b] .
As consequences of (3) and the inequalities valid for pseudo-integral, with the

same assumptions as in the corresponding inequalities type theorems the following
hold:

(i) By Hölder’s inequality we have

E (Y �Z)

(

E
(
(Y )(p)

�
))( 1

p

)

�
�
(

E (Z)(q)�
)( 1

q

)

�
, (4)

(ii) By Minkowski’s inequality we have

(
E
(
(Y ⊕Z)(p)

�
))( 1

p

)

�


(

E
(
(Y )(p)

�
))( 1

p

)

�
⊕
(

E
(
(Z)(p)

�
))( 1

p

)

�
, (5)

(iii) By Jensen’s inequality we have

Φ (E(Y ))
 E(Φ (Y )) ,

(iv) By Chebyshev’s inequality we have

E( f1 (Y ))�E( f2 (Y ))
 E( f1 (Y )� f2 (Y )) .

4.6.2 Cost Measure and Decision Variable

The duality between probability and optimization was considered in [9]. Hence,
there (R+,+,×) is replaced by the semiring (]−∞,∞] ,min,+) . By analogy with
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probability theory there cost mesure, decision variable and related notions were in-
troduced. Let the semiring (]−∞,∞] ,min,+) is denoted by Rmin.

Let U be a topological spaces, U be the set of open sets of U. A set function
K : U →Rmin is a cost measure if there hold

(i) K( /0) = ∞,
(ii) K(U) = 0,

(iii) K(
⋃

n An) = infnK(An) za sve An iz U .

The triplet (U,U ,K) is called a decision space.
A function c : U → Rmin such that K(A) = infu∈A c(u) for any A ∈ U is a cost

density of the cost measure K.
A l.s.c. function c : U → Rmin such that infu c(u) = 0 defines a cost measure on

(U,U ) by K(A) = infu∈A c(u) ([8]). Also, for any cost measure K defined on open
sets of a topological space with a countable basis of open sets there exists a unique
minimal extension K∗ to P (U) ([21, 26]).

Now we recall the definitions of the decision variables and related notions [9].
The mapping Y : U → E is a decision variables on (U,U ,K) , where E is a

topological space with a countable basis of open set. It induces a cost measure
KY on (E,B) (where B denotes the set of open sets of E ) defined by KY (A) =
K∗
(
Y−1 (A)

)
for all A ∈ B. The cost measure KY has a l.s.c. density denoted cY .

When E = Rmin a decision variable Y is called a cost variable.
The value of a cost variable Y is defined by

V(Y ) = inf
x
(x+ cY (x)) .

The convergence of decision variables, law of large numbers, Bellman chains and
processes are also considered in [9].

Remark 1. The cost measure, decision variables and related notions can also be de-
fined in a general idempotent semiring, see [8].

Notice that the value of a cost variable Y is defined by the pseudo-integral with
respect to σ -⊕-measure K∗, i.e.,

V(Y ) =
∫ inf

U
Y � dK∗.

Let Y and Z be decision variables on (U,U ,K) . Due to the previous notations the
inequalities (4) and ( 5) have the following forms:

(i) For Hölder’s inequality

V(Y +Z)≥ 1
p
V(pY )+

1
q
V(qZ) ,

where p and q are conjugate exponents, 1 < p < ∞,
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(ii) For Minkowski’s inequality

1
p
V(p inf(Y,Z)) = inf

(
1
p
V(pY ) ,

1
p
V(pZ)

)
,

where p ∈ ]0,∞[ .
In [14] the semiring ([−∞,∞) ,sup,+) are considered and there are given the

corresponding inequalities related to idempotent integral introduced in [24]. These
inequalities also have applications in decision theory. Hence, in this case Hölder’s
and Minkowski’s inequalities have the following forms:

E(Y +Z)≤ 1
p
E(pY )+

1
q
E(qZ) ,

where p and q are conjugate exponents, 0 < p≤ q < ∞ and

1
p
E(psup(Y,Z)) = sup

(
1
p
E(pY ) ,

1
p
E(pZ)

)
,

where p ∈ (0,∞) and E(Y ) is the value of a decision variables (in the sense of a
given semiring) defined by sup-integral (see [24]).

5 Conclusion

We have given the generalizations of the mostly used integral inequalities for non-
additive integrals (Choquet integral, Sugeno integral, universal integral, pseudo in-
tegral). The future work will be the investigation of new applications of obtained
results in many fields.
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Inequalities of Jensen and Chebyshev Type
for Interval-Valued Measures
Based on Pseudo-integrals

Tatjana Grbić, Slavica Medić, Ivana Štajner-Papuga, and Tatjana Došenović

Abstract. Since interval-valued measures have applications in number of prac-
tical areas, this paper is focused on two approaches to this problem as well as
on the corresponding generalizations of the Jensen and the Chebyshev integral in-
equalities. The first approach is based on an interval-valued measure defined by the
pseudo-integral of interval-valued function, while the second approach considers an
interval-valued measure obtained through pseudo-integrals of real-valued functions.

Keywords: Pseudo-operations, Pseudo-integral, Interval-valued measure, Jensen
type inequality, Chebyshev type inequality.

1 Introduction

The interval-valued measures, as the natural generalization of the classical (single-
valued) measures, have applications in number of practical areas. Investigation of
these specific measures, due to the possible representation of uncertainty by inter-
vals ([10, 13, 17, 28, 30, 35]), can lead in the direction of the economic uncer-
tainty, interval-valued probability, multi-valued fuzzy entropy, fuzzy random vari-
ables, fixed point theory, etc.
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Since the problem of generalization of different classical integral inequalities is
also an contemporary issue ([1, 2, 3, 4, 6, 11, 25, 29], etc.), the main topic of this
paper are two approaches to the interval-valued measures and the corresponding ex-
tensions of two well known classical integral inequalities to the interval-valued case.
Pseudo-analysis is chosen as the background of this paper due to its applicability in
many different areas of mathematics as well as in various practical problems (see
[14, 15, 18, 23, 24, 25, 26, 34], etc.).

The first approach is based on the pseudo-integral of interval-valued function
that is generalization of the Aumann’s integral ([7, 9]). The second approach as
a base has an interval-valued measure obtained through pseudo-integrals of real-
valued functions. The proposed approach has been investigated in [12] for Choquet
integral.

The paper is organized as follows. Section 2 contains preliminary notions, such
as pseudo-operations, semiring, pseudo-integral and interval-valued functions. The
short overview of results from [1] and [25] is also given in the second section. The
first approach to the interval-valued measure is given in the third section. Also, Sec-
tion 3 contains results concerning the Jensen type and the Chebyshev type integral
inequalities from [8, 32, 33] that are now given in the form which corresponds to
the presented interval-valued measure. The second approach and corresponding in-
equalities are given in Section 4. Some concluding remarks are given in the fifth
section.

2 Preliminary Notions

The basic preliminary notions needed in this paper are notions of the pseudo-
operations and the semiring.

Let [a,b] be a closed subinterval of [−∞,+∞] (in some cases semiclosed subin-
tervals will be considered) and let 
 be a total order on [a,b].

A semiring is a structure ([a,b],⊕,�) such that the following holds:

• ⊕ is a pseudo-addition, i.e., a function⊕ : [a,b]× [a,b]→ [a,b]which is commu-
tative, non-decreasing (with respect to 
), associative and with a zero element,
denoted by 0;

• � is a pseudo-multiplication, i.e., a function � : [a,b]× [a,b]→ [a,b] which
is commutative, positively non-decreasing (x 
 y implies x� z
 y� z, where
z ∈ [a,b]+ = {x : x ∈ [a,b], 0
 x}) , associative and for which there exists a unit
element denoted by 1;

• 0� x = 0;
• x� (y⊕ z) = (x� y)⊕ (x� z).

There are three basic classes of semirings with continuous (up to some
points) pseudo-operations. The first class contains semirings with idempotent
pseudo-addition and non idempotent pseudo-multiplication. Semirings with strict
pseudo-operations defined by the monotone and continuous generator function
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g : [a,b]→ [0,+∞], i.e. g-semirings ([22, 23]), form the second class, and semir-
ings with both idempotent operations belong to the third class.

Total order 
 is closely connected to the choice of the pseudo-addition.
For the semirings of the first and the third class, i.e., for the semirings with idem-

potent pseudo-addition, the total order is induced by the following

x
 y if and only if x⊕ y = y.

For the semiring of the second class given by a generator g, total order is given by

x
 y if and only if g(x)≤ g(y).

Further on, let ([a,b],⊕,�) be a semiring and let ([a,b],⊕) and ([a,b],�) be com-
plete lattice ordered semigrups. Also, let us suppose that the interval [a,b] is en-
dowed with a specific metric d (see [23]).

Of the special interest for this paper are the following semirings of the first and
the second class:

Example 1. (a)([a,b],sup,�) and ([a,b], inf,�) where � is an operation given by a
strictly monotone bijection g : [a,b]→ [0,+∞] as

x� y = g−1 (g(x)g(y)) ;

(b)g-semiring, i.e., ([a,b],⊕,�) where ⊕ and � are operations given by a strictly
monotone bijection g : [a,b]→ [0,+∞] as

x⊕ y = g−1 (g(x)+ g(y)) and x� y = g−1 (g(x)g(y)) .

Remark 1. It was proven in [19] that a semiring of the first class, provided that
pseudo-multiplication is of the form x� y = g−1(g(x)g(y)) where g is a generator,
can be obtained as a limit of a family of semirings of the second class generated by
gλ . The connection between semirings of the second and the third class was also
established in [19].

2.1 Pseudo-integral

The construction of the pseudo-integral is similar to the construction of the Lebesgue
integral, therefore it is necessary to define a σ -⊕-decomposable set function ([23]).

Definition 1. Let A be a σ -algebra of subsets of an arbitrary nonempty set X . The
⊕-measure is a set function μ : A → [a,b]+ if it holds

i) μ ( /0) = 0,

ii) μ

(
∞⋃

i=1

Ai

)
=

∞⊕
i=1

μ(Ai) = lim
n→∞

n⊕
i=1

μ(Ai) (σ -⊕-decomposable)
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where (Ai)i∈N is a sequence of pairwise disjoint sets from A . If ⊕ is an idempotent
operation, then the disjointness of sets and the condition i) can be omitted.

This construction starts with pseudo-integration of an elementary function ([23]).
If e : X → [a,b] is an elementary function of the following representation

e =
∞⊕

i=1

ai� χAi, (1)

where ai ∈ [a,b], Ai ∈A and χA is the pseudo-characteristic function of a set A (see
[23]), the pseudo-integral of an elementary function e with respect to the⊕-measure
μ is

⊕∫

X

e� dμ =
∞⊕

i=1

ai� μ (Ai) . (2)

The pseudo-integral of a measurable function f : X → [a,b] (with respect to σ -
algebra A and ⊕-measure μ , see [23]) is

⊕∫

X

f � dμ = lim
n→∞

⊕∫

X

ϕn� dμ , (3)

where (ϕn)n∈N is a sequence of elementary functions chosen in such manner that
d (ϕn(x), f (x))→ 0 uniformly while n→ ∞ and d is the previously mentioned met-
ric. The previous limit does not dependent on the choice of a sequence (ϕn)n∈N
(see [23]). The pseudo-integral of a function f on some arbitrary subset A of X is
given by

⊕∫

A

f � dμ =

⊕∫

X

( f � χA)� dμ ,

where χA is the pseudo-characteristic function.
Forms of the pseudo-integral that are essential for this paper are given by the

following example.

Example 2. (a)For the semiring of the first class such that x⊕ y = sup{x,y} and
x� y = g−1(g(x) g(y)), the pseudo-integral of a function f : X → [a,b] is given
by

⊕∫

X

f � dμ = sup
x∈X

( f (x)�ψ(x))

where functionψ : X → [a,b] defines sup-measure μ . Analogous form is obtained
when x⊕ y = inf{x,y} (see [23]).

(b)For the semiring of the second class, i.e., for pseudo-operations generated by a
strictly monotone bijection g : [a,b]→ [0,∞], the pseudo-integral of a measurable
function f : X → [a,b] has the following form ([22, 23]):
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⊕∫

X

f � dμ = g−1

⎛
⎝∫

X

(g ◦ f )� d(g ◦ μ)
⎞
⎠,

where integral on the right-hand side is the Lebesgue integral.

Remark 2. Both sup-measure and inf-measure with continuous density and the cor-
responding pseudo-integral based on a semiring of the first class, that had been
previously obtained as a limit of semirings of the second class generated by gλ , are
the limits of families of decomposable measure generated by gλ and corresponding
gλ -integrals (see [19]). That is, based on [19], it holds:

• Let B ([c,d]) be Borelσ -algebra in an interval [c,d] . Let ν be the usual Lebesgue
measure on R and μ be a sup-measure on ([c,d] ,B ([c,d])) such that

μ (A) = esssupν (ψ (x) | x ∈ A) , (4)

where ψ : [c,d]→ [a,b] is a continuous density. Let ([a,b],sup,�) be a semiring
with � generated by a strictly increasing bijection g.
Then, there exists a family {μλ} of ⊕λ -measures, where ⊕λ is generated by gλ ,
λ ∈ (0,∞), such that for every continuous function f : [c,d]→ [a,b] it holds

sup∫
f � dμ = lim

λ→∞

⊕λ∫
f � dμλ .

It should be stressed that boundness that is required through this paper is considered
in the sense of a given semiring. The boundness issues that are relevant for the
presented results are given by the following example (see [9]).

Example 3. (a)If the given semiring is ([−∞,∞],sup,�), it is obvious that 0 =−∞,
1 = 0, [a,b] = [a,b]+ = [−∞,∞] and that the convention −∞+∞ = −∞ has to
be accepted. For this example the function f : X → [a,b]+ is bounded if f (x) ≤
M <∞ for all x ∈ X and some M ∈ [a,b), i.e., if f (x) 
M ≺ b for all x ∈ X .
Another possibility, in order to avoid unpleasant conventions, is to observe the
semiring ([−∞,∞),max,�) and functions that map X to [−∞,∞).
The pseudo-integral of a function f is given by (3). However, we say that the
function f is pseudo-integrable if

∫⊕
X f � dμ exists as a finite value in the sense

of a given semiring, which in this case means that
∫⊕

X f � dμ ≺ b.
(b)Let ([a,b],⊕,�) be a semiring of the second class given by a generator g :

[a,b]→ [0,∞]. In this case it holds that 0 = g−1(0), 1 = g−1(1) and [a,b]+ =
[a,b] and the needed convention is 0 ·∞= 0. If g is a strictly increasing bijection,
then 0 = a and some function f : X → [a,b]+ is bounded if f (x)≤M < b for all
x ∈ X and some M ∈ [a,b), i.e., if f (x) 
M ≺ b for all x ∈ X .
The function f is pseudo-integrable if

∫ ⊕
X f � dμ ≺ b.
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2.1.1 Jensen Type Inequality for Pseudo-integrals

Pseudo-analysis’ form of the well known Jensen integral inequality has been studied
in [25]. The authors have proved the Jensen type inequality for pseudo-integrals
based on two classes of semirings, i.e., on g-semiring and on ([a,b],sup,�), where
� is given by some generating function.

Let [a,b]⊆ [0,∞], ([a,b],⊕,�) be a semiring of the second class given by some
generator g, [c,d] an interval and (X ,A ,μ) a measure space where μ is ⊕-measure
such that μ (X) = 1. Let f : X → (a,b) be an arbitrary pseudo-integrable function,
i.e., pseudo-integral

∫ ⊕
X f � dμ exist as a finite value in the sense of the observed

semiring, and Φ a function on (a,b). Now, based on [25], we have the following:

• If g is a convex and increasing and Φ a convex and non-increasing, then it holds

Φ

⎛
⎝

⊕∫

X

f � dμ

⎞
⎠


⊕∫

X

(Φ ◦ f )� dμ . (5)

• If g is a convex and decreasing and Φ a concave and non-decreasing, then (5)
holds.

Also, based on results from [19], the following has been proved in [25]:

• Let ([a,b],sup,�) be a semiring where � is generated by a strictly increasing,
convex bijection. If μ is given by (4), then for some continuous function f :
[c,d]→ (a,b) , the corresponding form of inequality (5) holds.

2.1.2 Chebyshev Type Inequality for Pseudo-integrals

The Chebyshev integral inequality in the pseudo-analysis’ surrounding has been
studied in [1]. For this type of inequality some additional restrictions for integrable
functions are needed, i.e., condition of comonotonicity is unavoidable.

Definition 2. A function f ,h : X → R are comonotone if for all x,y ∈ X it holds

( f (x)− f (y)) (h(x)− h(y))≥ 0.

Results from [1] can be easily extended from the unit interval to an arbitrary interval
[c,d], μ ([c,d]) = 1, that is, the following hold.

• Let ([a,b],⊕,�) be a semiring of the second class given by an increasing gener-
ator g, [c,d] an interval and ([c,d],A ,μ) a measure space where μ is⊕-measure
such that μ ([c,d]) = 1. Let f ,h : [c,d]→ [a,b] be two comonotone measurable
functions. Then, it holds:

⎛
⎜⎝

⊕∫

[c,d]

f � dμ

⎞
⎟⎠�

⎛
⎜⎝

⊕∫

[c,d]

h� dμ

⎞
⎟⎠


⊕∫

[c,d]

( f � h)� dμ . (6)
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• Let ([0,∞] ,sup,�) be a semiring with� generated by some increasing generator
g, [c,d] an interval and ([c,d],A ,μ) a measure space where μ is given by (4).
Let μ ([c,d]) = 1. If f ,h : [c,d]→ [0,∞] are continuous comonotone functions,
then the corresponding form of inequality (6) holds.

2.2 Interval-Valued Functions on Semiring ([a,b],⊕,�)
Let ([a,b],⊕,�) be a semiring that belongs to one of the three basic classes. Let
X be a nonempty set, A = P(X) and (X ,A ,μ) measure space where μ is a ⊕-
measure.

Let I be the class of all closed subintervals of [a,b]+, i.e.,

I = {[u,v] | u≤ v and [u,v]⊆ [a,b]+} .

Definition 3. An interval-valued function is a function from X to I .

Interval-valued functions that are being observed, with respect to the previously
given measure space, are measurable ([9]).

Remark 3. A set-valued functions F : X → F\{ /0}, where F is the class of all
closed subsets of [a,b]+, is measurable if its graph is measurable, that is if

Gr(F) = {(x,r) ∈ X × [a,b]+ |r ∈ F(x)} ∈A ×B([a,b]+),

where B([a,b]+) is the Borel field of [a,b]+.

Due to theirs specific range, interval-valued functions F that are being studied
through this paper, are represented by the border functions l,r : X → [a,b]+ in the
following way

F(x) = [l(x),r(x)] . (7)

While working with sets, by the pseudo-sum and the pseudo-product of sets we are
considering the following.

Definition 4. Let ([a,b],⊕,�) be a semiring from one of three basic classes. Let A
and B be two arbitrary subsets of [a,b] and let α be a constant from [a,b]+. Then

i) A⊕B = {x⊕ y | x ∈ A and y ∈ B};
ii) A�B = {x� y | x ∈ A and y ∈ B};
iii)α�A = {α� x | x ∈ A}.
It has been shown (see [31]) that for arbitrary interval-valued functions F1 and F2

represented by their border functions l1, r1, l2 and r2, the following holds

(F1⊕F2)(x) = F1(x)⊕F2(x) = [l1(x)⊕ l2(x),r1(x)⊕ r2(x)] (8)
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and
(α�F1)(x) = α�F1(x) = [α� l1(x),α � r1(x)],

for some α ∈ [a,b]+.
Also, it can be easily shown that, if � is given by a strictly monotone generator

g, for interval-valued functions F1 and F2 with border functions l1, r1, l2 and r2, it
holds

(F1�F2)(x) = F1(x)�F2(x) = [l1(x)� l2(x),r1(x)� r2(x)].

Remark 4. The pseudo-sum (8) can be extended to countable case by the following
definition

lim
n→∞

[an,bn] = [ lim
n→∞

an, lim
n→∞

bn],

when the right-hand side exists.

Remark 5. Constructions and results presented in [8, 9, 31, 32, 33] are given for
set-valued functions in general, however presented restriction to the interval-valued
functions is being additionally considered due to the specific form which has the
high impact to the possible applications in the field of convex fuzzy random vari-
ables and random sets ([16, 20, 21, 27]).

Another notion necessary for the presented research is the notion of an interval-
valued set-function on a semiring ([a,b],⊕,�).
Definition 5. Let A be a σ -algebra of subsets of X . A function Π : A →I is the
interval-valued σ −⊕-measure if

i) Π( /0) = {0}= [0,0],

ii) Π(
∞⋃

i=1
Ai) =

∞⊕
i=1

Π(Ai) = lim
n→∞

⊕n
i=1Π(Ai),

where (Ai)i∈N is a sequence of pairwise disjoint sets from A . If ⊕ is an idempotent
operation, the disjointness of sets can be omitted.

Example 4. (a)If μ : A → [a,b]+ is a ⊕-measure then for all x ∈ X

Π(A) = [μ(A),μ(A)] = {μ(A)}

is an interval-valued σ −⊕-measure.
(b)If μ : A → [a,b]+ is a ⊕-measure then for all x ∈ X

Π(A) = [0,μ(A)]

is an interval-valued σ −⊕-measure.

In order to investigate monotonicity of this specific type of measure, it is necessary
to introduce the relation ”less or equal” applied on sets from I :

for C,D ∈I holds C 
S D if for all x ∈C there exists y ∈ D such that x
 y and
for all y ∈ D there exists x ∈C such that x 
 y.
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Now, it is possible to formulate the following definition.

Definition 6. An interval-valued σ −⊕-measure Π : A →I is monotone with re-
spect to 
S if for A ⊆ B, A,B ∈A , holds Π(A)
S Π(B).

Remark 6. Necessity for introduction of relation 
S can be illustrated by the previ-
ous example. If the usual subset ⊆ is used instead of 
S, monotonicity for interval-
valued σ −⊕-measure from Example 4(a) would not hold. However, for some spe-
cial cases, as in Example 4(b), 
S and ⊆ can coincide.

3 Case I: Interval-Valued Measure via Pseudo-integral of
Interval-Valued Function

The first approach to the interval-valued σ -⊕-measures presented in this paper is
baseb on a generalization of the pseudo-integral done in the Aumann’s style (see
[7, 9]).

Through this section let ([a,b],⊕,�) be a semiring that belongs to one of the
three basic classes. Let X be a nonempty set, A = P(X) and (X ,A ,μ) measure
space where μ is a ⊕-measure. Let f : X → [a,b]+ be a measurable real-valued
function. Furthermore, let us suppose that the function f is integrable with respect
to the pseudo-integral given by (3), i.e., pseudo-integral

∫ ⊕
X f � dμ exist as a finite

value in the sense of the observed semiring. The family of all such functions f is
denoted with L1⊕(μ).

Definition 7. Let F be an interval-valued function. The pseudo-integral of F on
A ∈A is

⊕∫

A

F � dμ =

⎧⎨
⎩

⊕∫

A

f � dμ
∣∣∣ f ∈ S(F)

⎫⎬
⎭ , (9)

where
S(F) =

{
f ∈ L1

⊕(μ) | f (x) ∈ F(x) on X μ− a.e.
}
. (10)

Specially, for
∫ ⊕ being the Lebesgue integral, (9) is the classical Aumann’s integral

([5]).
An interval-valued function F : X →I is pseudo-integrable on some A ∈A if

⊕∫

A

F� dμ = /0.

As in the classical case, the following property is closely connected with pseudo-
integration of interval(set)-valued functions (see [7, 9]).

Definition 8. An interval-valued function F is pseudo-integrably bounded if there
is a function h ∈ L1⊕(μ) such that:
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i)
⊕

α∈F(x)
α 
 h(x), for the idempotent pseudo-addition,

ii) sup
α∈F(x)

α 
 h(x), for the pseudo-addition given by an increasing generator g,

iii) inf
α∈F(x)

α 
 h(x), for the pseudo-addition given by a decreasing generator g.

It has been proved in [9] that border functions of integrably bounded interval(set)-
valued functions are from class S(F) and that integrably bounded interval(set)-
valued functions are pseudo-integrable. Now, for a pseudo-integrably bounded
interval-valued function F with border functions l and r the following holds

⊕∫

X

F� dμ =

⎡
⎣

⊕∫

X

l� dμ ,
⊕∫

X

r� dμ

⎤
⎦ (11)

(see [9]).
The interval-valued σ -⊕-measure that is being considered through this section is

given by the following theorem from [9, 31].

Theorem 1. Let F : X →I be a pseudo-integrably bounded interval-valued func-
tion with border functions l and r, an interval-valued set-function μF based on
interval-valued pseudo-integral of F given by

μF(A) =
∫ ⊕

A
F� dμ =

[∫ ⊕

A
l� dμ ,

∫ ⊕

A
r� dμ

]
, (12)

where A⊆ X , has the following properties:

i) μF( /0) = {0}= [0,0];
ii) μF is monotone with respect to 
S, i.e., if A ⊆ B, A,B ∈ A , then μF(A) 
S

μF(B);
iii)μF is additive, i.e., μF (A∪B) = μF(A)⊕ μF(B), where A and B are pairwise

disjoint sets from A (if ⊕ is an idempotent operation, then disjointness of sets
can be omitted).

iv) μF is σ−⊕-additive, i.e., μF (∪∞i=1Ai) =
∞⊕

i=1

μF(Ai), where (Ai)i∈N is a sequence

of pairwise disjoint sets from A (if ⊕ is an idempotent operation, then disjoint-
ness of sets can be omitted).

Obviously, (12) is a monotone (with respect to
S) interval-valuedσ -⊕-measure.

3.1 Integral Inequalities for Case I

The following results concerning Jensen type and Chebyshev type inequalities are
from [8, 32, 33] and are now, for the sake of completeness, given in the new form,
that is, in the form of the interval-valued measure (12).
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3.1.1 Jensen Type Inequality for Case I

Let ([a,b],⊕,�), [a,b] ⊆ [0,∞], be a semiring of the second class given by some
generator g and μ the corresponding⊕-measure.

Theorem 2. Let μ (X) = 1 and let Φ : [a,b]+→ [a,b]+ be a convex, decreasing and
bounded function. If the generator g is a convex and increasing function, and if F is
a pseudo-integrably bounded interval-valued function on X , then it holds:

Φ (μF(X))
S μΦ◦F(X). (13)

Remark 7. If Φ is a function from U to V, where U and V are some arbitrary sets,
and A⊂U, then the following notation is used

Φ (A) = {Φ (x) |x ∈ A} . (14)

As seen in [8], the analogous claim holds for a decreasing generator g. Additionally,
based on results from [19, 25], the previous can be extended to the semiring of the
first class as follows (see [8]).

Theorem 3. Let ([a,b],sup,�) be a semiring where � is given by some generator
g. Let B ([c,d]) be Borel σ -algebra on an interval [c,d] such that μ([c,d]) = 1,
where μ is given by (4). Let Φ be a convex, decreasing and bounded function. If F
is a pseudo-integrably bounded interval-valued function on [c,d] , with continuous
S(F), then it holds:

Φ (μF([c,d]))
S μΦ◦F([c,d]).

3.1.2 Chebyshev Type Integral Inequalities for Case I

Let ([a,b],⊕,�) be an arbitrary semiring of the first class with⊕= sup and pseudo-
multiplication given by some generator g, or a g-semiring.

Theorem 4. Let ([a,b],⊕,�) be an arbitrary g-semiring given by an increasing
generator g. Let F1,F2 : [c,d]→ I be pseudo-integrably bounded interval-valued
functions represented by their border functions l1, r1, l2 and r2, where μ([c,d]) = 1.
Let F1�F2 be a pseudo-integrably bounded interval-valued function. If l1 and l2
are comonotone and r1 and r2 are comonotone, then it holds:

μF1([c,d])� μF2([c,d])
S μF1�F2([c,d]). (15)

Theorem 5. Let ([a,b],sup,�) be a semiring where� is given by an increasing gen-
erator g. Let B ([c,d]) be Borel σ -algebra on an interval [c,d] such that μ([c,d]) =
1, where μ is given by (4). Let F1,F2 : [c,d]→ I be pseudo-integrably bounded
interval-valued functions represented by their continuous border functions l1, r1,
l2 and r2, such that F1 �F2 is also a pseudo-integrably bounded interval-valued
function. If l1 and l2 are comonotone and r1 and r2 are comonotone, then the
corresponding form of (15) holds.
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4 Case II: Interval-Valued Measure via Pseudo-integrals of
Real Valued Functions

This section follows the approach to interval-valued measures from [12] that is now
considered in the pseudo-analysis’ framework.

Through this section let ([a,b],⊕,�) be a semiring that belongs to one of the
three basic classes. Let X be a nonempty set, A a σ -algebra of its subsets and
(X ,A ,μ) measure space where μ is a⊕-measure. Let f : X → [a,b] be a measurable
real-valued function.

The interval-valued σ -⊕-measure that is used as the base for construction of a
new type of interval-valued pseudo-integral is given by the following definition.

Let M be an arbitrary nonempty family of ⊕-measures μ given on A .

Definition 9. The interval-valued set-function μM : A →I for the family M is

μM = [μl ,μr], μl ,μr ∈M ,

where
μl(A)
 μ(A)
 μr(A)

for all μ from M and all A from A , if such μl and μr exist.

Proposition 1. If exists, μM is an interval-valued σ -⊕-measure.

The previous proposition follows directly from the definitions of ⊕-measures and
pseudo-addition of intervals.

Remark 8. Let M0 be a family of ⊕-measures that includes the trivial ⊕-measures
μ0 of the form μ0(A) = 0 for all A∈A . If μr from the previous definition for family
M0 exists, the interval-valued set-function μM0

is

μM0
= [0,μr].

Further on, for two ⊕-measures μ1 and μ2 from M the shorter notation μ1 
 μ2

will be used if for all sets A from A holds μ1(A)
 μ2(A).

4.1 Construction of Interval-Valued Pseudo-integral Based on
μM

The proposed construction is an extension of the construction from [23] to the
interval-valued case. The first step is to define the interval-valued pseudo-integral
of an elementary function.

Let M be an arbitrary nonempty family of ⊕-measures μ such that μl and μr

from Definition 9 exist.

Definition 10. The interval-valued pseudo-integral of an elementary function e
given by (1), with respect to the interval-valued σ -⊕-measure μM is
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⊕∫

X

e� dμM =
∞⊕

i=1

ai� μM (Ai) .

Proposition 2. If e is an elementary function given by (1), then it holds

⊕∫

X

e� dμM =

⎡
⎣

⊕∫

X

e� dμl,

⊕∫

X

e� dμr

⎤
⎦ ,

where integrals of the right are the pseudo-integrals from Section 2.1.

Proof. Proof follows from definition of the pseudo-integral of elementary function
given by (2) and extension of the pseudo-sum to countable case from Remark 4:

⊕∫
X

e� dμM =
∞⊕

i=1

ai� μM (Ai)

= lim
n→∞

n⊕
i=1

ai� μM (Ai)

= lim
n→∞

n⊕
i=1

ai� [μl (Ai) ,μr (Ai)]

= lim
n→∞

n⊕
i=1

[ai� μl (Ai) ,ai� μr (Ai)]

= lim
n→∞

[
n⊕

i=1

ai� μl (Ai) ,
n⊕

i=1

ai� μr (Ai)

]

=

[
lim
n→∞

n⊕
i=1

ai� μl (Ai) , lim
n→∞

n⊕
i=1

ai� μr (Ai)

]

=

[⊕∫
X

e� dμl,
⊕∫
X

e� dμr

]
. �

Now is possible to introduce the corresponding integral of an arbitrary measurable
function.

Definition 11. The interval-valued pseudo-integral of a measurable function f :
X → [a,b] with respect to the interval-valued σ -⊕-measure μM is

⊕∫

X

f � dμM = lim
n→∞

⊕∫

X

ϕn� dμM , (16)

where (ϕn)n∈N is a sequence of elementary functions chosen in such manner that
d (ϕn(x), f (x))→ 0 uniformly while n→ ∞.

As in the case of the pseudo-integral from [23], the interval-valued pseudo-integral
based μM of a function f on some arbitrary subset A of X is given by
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⊕∫

A

f � dμM =

⊕∫

X

( f � χA)� dμM , (17)

where χA is the pseudo-characteristic function.
Connection between interval valued pseudo-integral (16) and the pseudo-integral

(3) is given in the next theorem.

Theorem 6. If f : X → [a,b] is a measurable function, then

⊕∫

X

f � dμM =

⎡
⎣

⊕∫

X

f � dμl,

⊕∫

X

f � dμr

⎤
⎦ . (18)

Proof. Proof is based on Definition 11, Proposition 2 and extension of the pseudo-
sum to the countable case:

⊕∫
X

f � dμM = lim
n→∞

⊕∫
X
ϕn� dμM

= lim
n→∞

[⊕∫
X
ϕn� dμl,

⊕∫
X
ϕn� dμr

]

=

[
lim
n→∞

⊕∫
X
ϕn� dμl, lim

n→∞

⊕∫
X
ϕn� dμr

]

=

[⊕∫
X

f � dμl,
⊕∫
X

f � dμr

]
. �

Some of the basic properties of this new integral are given by the following
proposition.

Proposition 3. Let f , f1, f2 : X → [a,b] be measurable functions, α a value from
[a,b]+ and A a subset of X from A . Then the following holds

i)
⊕∫
X
( f1⊕ f2)� dμM =

⊕∫
X

f1� dμM ⊕
⊕∫
X

f2� dμM ,

ii)
⊕∫
X
(α� f )� dμM = α�

⊕∫
X

f � dμM ,

iii)
⊕∫
A
α� dμM = α� μM (A),

iv) if f1 
 f2 then
⊕∫
X

f1� dμM 
S

⊕∫
X

f2� dμM .

The claims of the previous proposition easily follow from Theorem 6, properties of
the pseudo-integral (3) and pseudo-addition of intervals.

Remark 9. It is easy to see that Theorem 6 and Proposition 3 also hold for integration
over arbitrary set A from A .
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Remark 10. If the family M0 is used for construction of the interval-valued set-
function μM′ , integral (18) is of the form

⊕∫

X

f � dμM0
=

⎡
⎣0,

⊕∫

X

f � dμr

⎤
⎦ .

4.2 Interval-Valued Measure Based on Pseudo-integration with
Respect to μM

The construction of new interval-valued measure that is the core of this section
is presented by the next theorem. Now we are observing functions with range in
[a,b]+.

Let M be an arbitrary nonempty family of ⊕-measures μ such that μl and μr

from Definition 9 exist.

Theorem 7. Let f : X → [a,b]+ be a measurable function. An interval-valued set-
function μ f

M based on interval-valued pseudo-integral of f given by

μ f
M (A) =

∫ ⊕

A
f � dμM =

[∫ ⊕

A
f � dμl,

∫ ⊕

A
f � dμr

]
, (19)

where A⊆ X , has the following properties:

i) μ f
M ( /0) = {0}= [0,0];

ii) μ f
M is monotone with respect to 
S, i.e., if A ⊆ B, A,B ∈ A , then μ f

M (A) 
S

μ f
M (B);

iii)μ f
M is additive, i.e., μ f

M (A∪B)= μ f
M (A)⊕μ f

M (B), where A and B are pairwise
disjoint sets from A (if ⊕ is an idempotent operation, then disjointness of sets
can be omitted).

iv)μ f
M is σ −⊕-additive, i.e., μ f

M (∪∞i=1Ai) =
∞⊕

i=1

μ f
M (Ai), where (Ai)i∈N is a se-

quence of pairwise disjoint sets from A (if ⊕ is an idempotent operation, then
disjointness of sets can be omitted).

Proof. Proofs of claims i), iii) and iv) follow from Theorem 6, Proposition 3 and
well known properties of the pseudo-integral (3) (see [23]).

Proof of claim ii) is base on Theorem 6. Let A and B two sets from A such that
A⊆ B, and let us use the following notation

Al =

∫ ⊕

A
f�dμl , Ar =

∫ ⊕

A
f �dμr, Bl =

∫ ⊕

B
f �dμl and Br =

∫ ⊕

B
f�dμr.
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Now,
μ f

M (A) = [Al ,Ar] and μ f
M (B) = [Bl ,Br].

Since, based on properties of the pseudo-integral (3), it holds

Al 
 Bl and Ar 
 Br,

there are only two following possibilities for intervals [Al ,Ar] and [Bl ,Br] :

Al 
 Ar 
 Bl 
 Br or Al 
 Bl 
 Ar 
 Br.

For both possibilities it is obvious that for all x ∈ [Al ,Ar] there exists y ∈ [Bl ,Br]
such that x 
 y and that for all y ∈ [Bl ,Br] there exists x ∈ [Al ,Ar] such that x 
 y,
i.e., [Al ,Ar]
S [Bl ,Br]. �

Obviously, (19) is a monotone (with respect to
S) interval-valuedσ -⊕-measure.

4.3 Integral Inequalities for Case II

This section contains Jensen type and Chebyshev type inequalities based on the
new interval-valued measure (19). Through this section let us suppose that M0 is a
family of ⊕-measures such that it includes μ0 and μr from Definition 9 exists.

Due to the specific interval forms that are being observed, the Jensen type in-
equality is now of the reverse form while the Chebyshev type inequality remain as
in the previous case.

4.3.1 Jensen Type Inequality for Case II

Let ([a,b],⊕,�), [a,b] ⊆ [0,∞], be a semiring of the second class given by some
generator g. Let f : X → [a,b]+ be a measurable pseudo-integrable function, i.e.,
pseudo-integral

∫⊕
X f �dμ exist as a finite value in the sense of the observed semir-

ing for all μ ∈M0. Let μM0
(X) = [0,1].

Theorem 8. LetΦ : [a,b]+→ [a,b]+ be a convex, decreasing and bounded function.
If the generator g is a convex and increasing function, then it holds:

μΦ◦ f
M0

(X)
S Φ
(
μ f

M0
(X)

)
. (20)

Proof. From (19) and properties of family M0 follow

μΦ◦ f
M0

(X) =

[
0,
∫ ⊕

X
(Φ ◦ f )� dμr

]

and

Φ
(
μ f

M0
(X)

)
=Φ

([
0,
∫ ⊕

X
f � dμr

])
.



Inequalities of Jensen and Chebyshev Type for Interval-Valued Measures 39

Now, due to the monotonicity of Φ , for an arbitrary value ω from Φ
(
μ f

M0
(X)

)
it

holds

Φ
(∫ ⊕

X
f � dμr

)

 ω 
Φ(0).

If the following notation is used

A =

∫ ⊕

X
(Φ ◦ f )� dμr and B =Φ

(∫ ⊕

X
f � dμr

)

from (5) it follows B
 A. Also, based on properties of the pseudo-integral, nonneg-
ativity of function f and monotonicity of Φ it can be easily shown that A 
 Φ(0).
Now, the following order is obtained

0
 B
 A
Φ(0)

from which easily follows the claim. �

As in the case I, the analogous claim holds for a decreasing generator g. Also,
again based on results from [19, 25], the previous can be extended to the semiring
of the first class.

Theorem 9. Let ([a,b],sup,�) be a semiring where� is given by some generator g.
Let B ([c,d]) be Borel σ -algebra on an interval [c,d] such that μM0

([c,d]) = [0,1],
where μ from M0 are of the form (4). Let Φ be a convex, decreasing and bounded
function and let f be continuous. Then, it holds:

μΦ◦ f
M0

([c,d])
S Φ
(
μ f

M0
([c,d])

)
.

4.3.2 Chebyshev Type Integral Inequalities for Case II

Let ([a,b],⊕,�) be an arbitrary semiring of the first class with⊕= sup and pseudo-
multiplication given by some generator g, or a g-semiring.

Theorem 10. Let ([a,b],⊕,�) be an arbitrary g-semiring given by an increasing
generator g. Let f1, f2 : [c,d]→ [a,b]+ be measurable functions where μM0

([c,d])=
[0,1]. If f1 and f2 are comonotone, then it holds:

μ f1
M0

([c,d])� μ f2
M0

([c,d])
S μ f1� f2
M0

([c,d]). (21)

The proof of the previous theorem can be done in the same manner as the proof of
Theorem 8. It is based on results known for the pseudo-integral [1], the construction
of measure μ f

M and the pseudo-multiplication of intervals.
Also, the corresponding claims can be easily shown for a g-semiring given by

decreasing generator g and for the semiring of the first class. Form of this inequality
for the semiring of the first class is given by the following theorem.
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Theorem 11. Let ([a,b],sup,�) be a semiring where � is given by an increas-
ing generator g. Let B ([c,d]) be Borel σ -algebra on an interval [c,d] such that
μM0

([c,d]) = [0,1], where μ from M0 are of the form (4). Let f1, f2 : [c,d]→ [a,b]+
be continuous functions . If f1 and f2 are comonotone, then the corresponding form
of (21) holds.

5 Conclusion

Some of the recent research by the various authors is focused on generalizations of
the classical integral inequalities for the integrals based on non-additive measures
(see [1, 2, 3, 4, 6, 11, 25, 29], etc.). The presented results are incorporating this
direction of research with the problem of the interval-valued measures. Therefore, a
highly interesting possibility for the future lies in the field of random sets and fuzzy
random variables.
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ence and Technological Development of Republic of Serbia 174009 and TR32035 and by the
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GPFCSP Systems: Definition and Formalization

Aleksandar Takači, Aleksandar Perović, and Srdjan Škrbić

Abstract. The aim of this paper is to construct a General Prioritized Fuzzy Satis-
faction Problem (GPFCSP) that can handle any logical expression whose atomic
symbols are prioritized constraints. GPFCSP can be applied in the field of Fuzzy
Relational Databases, multilateral negotiations, decision making etc. The interpre-
tation method is used in order to obtain a complete axiomatization.

Keywords: Decision making, constraint satisfaction problem, priority, fuzzy set,
fuzzy constraint satisfaction problem.

1 Introduction

The aim of this paper is to formalize Generalized Constraint Satisfaction Prob-
lems(GPFCSP) using the LΠ 1

2 logic. GPFCSP system incorporates priorities into
constraints allowing calculations of any logical formula whose atomic elements
are prioritized constraints. The main contribution of this paper is the definition of
GPFCSP and their formalizatiion.

GPFCSP problems have evolved from the concept of constraint satisfaction prob-
lem (CSP). The aim of CSP is to find a solution that satisfies all the constraints in
optimal time, see [3]. If the satisfaction of the constraint is not a Boolean value, i.e.,
if there can be many levels of constraint satisfaction, it is clear that there is room for
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inserting fuzzy values and fuzzy logic into CSP. We can model constraints as fuzzy
sets over a particular domain. This leads to the fuzzy constraint satisfaction problem
(FCSP). Fargier, Lang in [6] interpret the degree of satisfaction of a constraint as
the membership degree of its domain value on the fuzzy set that represents it. In
order to obtain the global satisfaction degree, we need to aggregate the values of
each constraint. For the aggregation operator we use fuzzy logic operators: t-norms
(see [16]), t-conorms and fuzzy negation.

Priority is generally viewed as the importance level of an object among others and
it is often used in real time systems. PFCSP is actually a fuzzy constraint satisfac-
tion problem (FCSP) in which the notion of priority is introduced. Dubois, Fargier,
Prade [4] propose the idea on how to handle priority in decision making. Later,
Luo, Jennings, Shadbolt, Leung, Lee [17] and Luo, Lee, Leung, Jennings [18] de-
velop the idea and axiomatize PFSCP. Finally, Takači [35] and Takači, Škrbić [37]
generalize PFCSP and obtain Generalized Priority Fuzzy Constraint Satisfaction
Problem.

It is not difficult to see that formalization of the reasoning about GPFCSP can
be carried out in several well known Hilbert style systems such as ZFC (Zermelo-
Fraenkel set theory with the axiom of choice), RCF (the first order theory of real
closed fields), LΠ 1

2 (a fuzzy logic that combine product logic and Łukasiewicz logic
with all rational numbers from the real unit interval as truth constants) etc. However,
due to decidability and complexity issues, it is important to identify formalizations
that are as simplest as possible in terms of complexity. Here we will propose one
such system - the LGPFCSP-logic. The most important properties of LGPFCSP-are:

• The SAT problem for LGPFCSP-formulas is NP-complete;
• LGPFCSP is expressible enough to formally capture decision making according to

prioritized queries;
• Strong completeness (every finite satisfiable LGPFCSP-theory is satisfiable).

In section 2 some preliminaries that are needed for better understanding of the pa-
per will be given. In section 3 GPFCSP systems are defined. In section 4 the logic
LGPFCSP is defined. Finally, section 5 concludes the chapter.

2 Preliminaries

Definition 1. A fuzzy subset A of a universe X is defined by its membership function
μA : X → [0,1], where μA(x) is the membership degree of element x in fuzzy set A.

Let us recall the definition of t-norms. For more details on t-norms, see [16].

Definition 2. A mapping T : [0,1]2 → [0,1] is called a t-norm if the following con-
ditions are satisfied for all x,y,z ∈ [0,1]:
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(T1) T (x,y) = T (y,x),
(T2) T (x,T (y,z)) = T (T (x,y),z),
(T3) if y � z then T (x,y)� T (x,z),
(T4) T (x,1) = x.

The four basic t-norms are:

TM(x,y) = min(x,y),
TP(x,y) = x · y,
TL(x,y) = max(x+ y− 1,0),

TD(x,y) =

{
0, if(x,y) ∈ [0,1)2;

min(x,y), otherwise.

In fuzzy logic, t-norms are a generalization of the conjunction operator. In order to
generalize disjunction, t-conorms or s-norms are used.

Definition 3. A mapping S : [0,1]2 → [0,1] is called a s-norm or a t-conorm if the
following conditions (T1), (T2), (T3) from the previous definition and the condition
(S4) are satisfied for all x,y,z ∈ [0,1].

(S4) S(x,0) = x.

The four basic t-conorms are:

SM(x,y) = max(x,y),
SP(x,y) = x+ y− x · y,
SL(x,y) = min(x+ y,1),

SD(x,y) =

{
1, if(x,y) ∈ [0,1)2;

max(x,y), otherwise.

3 Generalized Priority Fuzzy Constraint Satisfaction Problem

Constraint satisfaction problems (CSP) have been developed over a long period of
time. Basically, they deal with a set of constraints and the means to find a solution,
i.e., an evaluation of variables that satisfies all the constraints. Applications of CSP
problems are found mostly in scheduling problems, e.g. bus/plain schedules, school
timetables, etc. If we cannot precisely determine whether a constraint is satisfied,
i.e., if there can be many levels of constraint satisfaction, we can expand CSP al-
lowing a constraint to have a satisfaction degree from the unit interval. In practice,
most of constraints have inherited fuzziness (tall, bald, strong, young, age around
24, good stamina, etc.) and they are more naturally represented as fuzzy sets. We
can model constraints as fuzzy sets over a particular domain. This leads to the fuzzy
constraint satisfaction problems (FCSP). Obviously, the degree of satisfaction of a
constraint is the membership degree of its domain value on the fuzzy set that repre-
sents it. In order to obtain the global satisfaction degree, we need to aggregate the
values of each constraint. For the aggregation operator we can use operators from
fuzzy logic: t-norms, t-conorms and fuzzy negation.
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Further on, we can add an importance degree to each of the constraints. Besides a
satisfaction degree each constraint has its importance value, i.e., priority. Many con-
cepts of priority have been studied. In our paper, we consider priority of constraints
as the global importance of a constraint among other ones. The more important the
constraint is, the more impact it has on the aggregated output of the PFCSP. If the
value of a more important constraint is increased by some value, then the aggre-
gated output should be greater than in the case when the value of the less important
constraint is increased by the same. If we try to interpret this concept, we can view
constraints as two investments where one of the investments results in a bigger profit
margin, i.e., constraint with a larger priority. Obviously, if we have more money to
invest, we will invest it in the better earning investment, i.e., increase the value of
constraint with the larger priority, which would result in a bigger profit margin. We
are dealing with a very strict notion of priority which favors the constraint with the
larger priority regardless of its value. Systems that satisfy and implement this no-
tion of priority is found. These systems use well known t-norms and t-conorms (see
[35]).

Priority Fuzzy Constraint Satisfaction Problem (PFCSP) make decisions that de-
pend not only on the satisfaction degree of each constraint (which is the case in
FCSP), but also on the priority that each constraint has. PFCSP are introduced by
an axiomatic framework.

The problem is that FCSP only deals with the conjunction of the constraints. Ob-
viously, PFCSP need to be generalized in order to handle disjunction and negation.
The result is that PFCSP systems evolve into a GPFCSP that can handle priorities
which are incorporated into each atomic formula (see [37]).

Definition 4. (see [17]) A fuzzy constraint satisfaction problem (FCSP) is a triple
〈X ,D,C f 〉 such that:

• X = {x1, . . . ,xn} is a set of variables.
• D = {d1, . . . ,dn} is a set of domains. Each domain di is a finite set of possible

values for the corresponding variable xi.
• C f is a finite nonempty set of elements called fuzzy constraints, where each con-

straint Ci ∈C f , i ∈ {1, . . . ,m} has a form:

Ci : di1 ×·· ·× dik −→ [0,1], 1≤ k ≤ n.

�

The membership degree of each constraint indicates the local degree to which the
constraint is satisfied. In order to obtain the global satisfaction degree, local degrees
are aggregated using certain t–norm. Adding priorities to the FCSP and allowing
constraints to be aggregated by any logical formula produces the GPFCSP.

Before we define GPFCSP, let us recall the well known notion of the compound
label. A label of a variable x is an assignment of a value of the variable, denoted as
vx. A compound label vX of all variables in the set X = {x1,x2, . . . ,xn} is a simulta-
neous assignment i.e. an evaluation of all variables in the set X , that is,
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vX = (vx1 ,vx2 , . . . ,vxn).

For each assignment we obtain a local satisfaction degree si for every constraint. For
example, if a constraint Ci : d j −→ [0,1] is a fuzzy subset of a domain d j, (dom(Ci)=
d j) then we have si = μCi(vxj ), vxj ∈ d j.

Definition 5. Let (X ,D,C f ) be a FCSP defined as in definition 4, and let ρ : C f →
[0,∞) and a compound label vX of all variables in X, and , g : [0,1)× [0,∞]→ [0,1].

Generalized PFCSP is defined as a tuple (X ,D,C f ,ρ ,g,∧,∨,¬).
An elementary formula in generalized PFCSP is a pair (si,ρ(Ci)) where Ci ∈

C f , si represents the local satisfaction degree of a constraint Ci and pi = ρ(Ci) rep-
resents its priority.

A formula in GPFCSP is defined in the following way:

(i) An elementary formula is a formula.
(ii) If f1 and f2 are formulas then also ∧( f1, f2), ∨( f1, f2) and ¬( f1) are formulas.

For each valuation vX a satisfaction degree αF(vX ) of a formula F is calculated
depending on the interpretation of connectives.

A system is a GPFCSP if

1. Let F = ∧i∈{1,...,n} fi be a formula in GPFCSP where fi, i ∈ {1, . . . ,n} are ele-
mentary formulas and let R f be a set of constrains that appear in the formula.
Let R f

max be a constraint with the highest priority i.e it satisfies the following
condition:

ρmax = ρ(R f
max) = max{ρ(R f ) | R f ∈C f }.

Then for each formula F we have:

μ
R f

max
(vX ) = 0⇒ αF(vX ) = 0.

2. If ∀R f ∈C f , ρ(R f ) = ρ0 where ρ0 ∈R
+, then for each formula F it holds:

αF(vX) = FL (vX )

where FL is the interpretation of the logical formula F in fuzzy logic L (∧,∨,¬)).
3. For R f

i , R f
j ∈C f , assume ρ(R f

i )≥ ρ(R f
j ), δ > 0, a small positive number δ and

assume that there are two different compound labels vX and v′X such that:

• if ∀R f = R f
i and ∀R f = R f

j , then
μR f (vX) = μR f (v′X ),

• if R f = R f
i , then μR f (vX) = μR f (v′X )+ δ ,

• if R f = R f
j , then μR f (v′X) = μR f (vX )+ δ .
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Then the following properties hold for

F =
n∧

k=1

(xk,ρ(Rk)), xk ∈ Dom(Rk)

or F =
∨n

k=1(xk,ρ(Rk)), xk ∈ Dom(Rk):

αF(vX)≥ αF(v
′
X ).

4. Assume that two different compound labels vX and v′X such that ∀R f ∈C f satisfy

μR f (vX)� μR f (v′X ).

If formula F that has no negation connective, then it holds

αF (vX)� αF(v
′
X ).

5. Let there be a compound label such that ∀R f ∈C f , μR f (vX ) = 1.

If F is a formula F =
n∧

i=1
fi, where fi are elementary formulas then

αF(vX ) = 1.

The function ρ represents the priority of each constraint. Greater value of ρ(R f )
means that the constraint R f has larger priority.

On the other hand, the function g aggregates priority of each constraint with the
value of that constraint. These aggregated values of each constraint are then aggre-
gated by the operator

⊕
, which results in the satisfaction degree of that valuation.

The first axiom states that, if the constraint with the maximum priority has a zero
value of the local satisfaction degree, then the global satisfaction degree should be
also zero.

The second axiom states that, if all priorities are equal, the satisfaction degree is
the evaluation of the logical formula F .

The third axiom is the most important one. It captures the notion of priority, i.e., if
one constraint has a larger priority then, the increase of the value on that constraint
should result in a bigger increase of the global satisfaction degree than when the
value with the smaller priority has the same increase.

The fourth axiom is the monotonicity property, and finally the fifth is the upper
boundary condition.

One of the problems is to find a triple∧,∨,¬ that satisfies the previous properties.
The following theorem gives the answer to this question.

Theorem 1. The following system is a GPFCSP, where (X ,D,C f ,ρ , g,∧,∨,¬)
where ∧ = TL, ∨ = SL, ¬ = NS, ρ : C f → [0,∞), ρmax = max{ρ(Ci),Ci ∈C f } and

finally g(xi,ρ(Ci)) = SP(xi,1− ρ(Ci)
ρmax

) . The global satisfaction degree of a valuation
vX for a formula F is obtained in the following way:
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αF (vX) = F{g(vxi ,ρ(Ci))|Ci ∈C f },
where TL is the Lukasiewicz t-norm, SL is the Lukashiewicz t-conorm, NS is the
standard involutive negation, C f is the set of constraints of formula F , and F is
the interpretation of formula F in GPFCSP.

Proof. The proof is similar to the proof of Theorem 7 in [35]. Axioms 1,2,4,5 are
trivially satisfied.

Now, we will prove that this system satisfies Axiom 3. Let pi > p j, δ > 0. Then
the following inequalitie need to be proven:

A(SP(1− pi,ai + δ ),SP(1− p j,a j))≥ A(SP(1− pi,ai),SP(1− p j,a j + δ ))

where A = TL and A = SL. Actually, it is enough to prove the following inequality:

p′i +ai+δ − p′i ∗ (ai +δ )+ p′j +a j− p j ∗a j ≥ p′i +ai− p′i ∗ai + p′j +a j +δ − p j ∗ (a j +δ ).

In fact, after short calculation we obtain that it is equivalent to:

−p′iδ ≥−p′jδ .

This is a true statement since −p′i ≥ −p′j and δ ≥ 0 which finally proves our
theorem. �

The previous theorem gives us a concrete set of operators whose combination gives
us a concrete GPFCSP. We illustrate on an example how a GPFCSP works.

Example 1. Let us give an example of a GPFCSP. Suppose that we require stu-
dents to promote the University. We rank our candidates based on 3 variables Age,
testScore and PhE (physical exam). We have formulated the following grading
criteria:

( Age=”around 24 years” PRIORITY 0.8 OR testScore=”excellent test results”
PRIORITY 0.8) AND ( PhE=”good fitness” PRIORITY 1)

So, we would have the following set of variables and domains:

• x1 = Age, d1 = [0,150],
• x2 = testScore, d1 = [0,10],
• x3 = PhE, d1 = [0,5].

Constraints would be:

• c1 =”around 24 years”,
• c2 =”excellent test results”,
• c3 =”good fitness”.

Constraints ci are given by fuzzy subsets of the domains di. Constraint c1 is a linear
triangular fuzzy number whose center is at the point 24, with left and right tolerance
of 2.0. The constraint c2 is a left shoulder fuzzy set with an increasing membership
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function starting at the point 8.0 and increasing linearly up to the point 10.0. Simi-
larly, c3 is aleft shoulder fuzzy set with an increasing membership function starting
at the point 2.0 increasing up to the point 5.0.

The priorities of the constraints are represented by ρ(c1) = 8, ρ(c2) = 8 and
ρ(c3) = 10 yielding that physical fitness is the most important, age and test score
are less important. Each candidate is represented by an evaluation e which consists
of the values of his Age, testScore and PhE respectively. Assume we have data
available for 4 students which is given in table 1.

Table 1 Sample test data for testing GPFCSP

Age testScore PhE

25 8.2 4
23 8.4 3
24 6.4 4
28 8.6 5

We will explain in detail how the value of the satisfaction degree α is calculated
for student 1. First, we normalize the priorities of constraints c1, c2 and c3 in order
to obtain normalized priority values for each ρnorm(ci) =

ρ(ci)
ρmax

. In this case, ρmax =

ρ(c3) = 10. This leads to the following normalized priority values ρnorm(c1) = 0.8,
ρnorm(c2) = 0.8 and ρnorm(c3) = 1. Next, the satisfaction degree for each condition
(constraint) should be calculated. Since the data values of constraints are all exact,
the satisfaction degree for each constraint is obtained as the value of the membership
function of each constraint at a particular point. Thus, for the first student we obtain
v1 = μc1(25) = 0.5, v2 = μc2(8.4) = 0.2 and v3 = μc3(4) = 0.6. Now, we calculate
the satisfaction degree, denoted by αi, i ∈ 1, . . . ,4 for each student using GPFCSP.
We will show in detail how it is done for student 1.

α1 = TL(SL(SP(v1,1−ρnorm(c1)),SP(v2,1−ρnorm(c2))),SP(v2,1−ρnorm(c3)))

= TL(SL(SP(0.5,0.2),SP(0.1,0.2)),SP(0.6̄,0))

= 0,546̄

Similarly, α2 = 0,293̄, α3 = 0.6̄ and α4 = 0.72.

4 LGPFCSP Logic

Before we start to formalize reasoning about general prioritized fuzzy constraint
satisfaction problem, we should specify what exactly we want to reason about.
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Our aim is to capture certain type of classification problems with the classification
criteria expressible as prioritized query with fuzzy constraints, i.e. something that
looks like the example (3.1.).

To be more precise, we want to develop a logic that can yield formal classification
(partial ordering) of any finite or countably infinite set E of [0,1]-evaluations of the
set X of variables according to the classification criteria which is expressible as a
formula of the Łukasiewicz logic L, where each propositional letter is a triple of the
form

〈x,c, p〉;
x is a variable, c is a fuzzy set (fuzzy constraint) and p ∈ [0,1]∩Q is a priority.
More on fuzzy logic can be found in [8, 9, 10, 11, 12, 13, 14, 19, 20, 21, 23, 24].
Here we have restricted fuzzy constraints to the following four types: triangular, left
shoulder, right shoulder and trapezoidal. For the sake of simplicity, all of them are
in normalized form.

Definition 6. Suppose that X is a nonempty set of syntactical objects called vari-
ables, E is a nonempty set of [0,1]-evaluations of X and that C is a nonempty set of
fuzzy sets, where each of them is either triangular, left shoulder, right shoulder or
trapezoidal. Furthermore, let L be the Łukasiewicz logic with propositional letters
of the form 〈x,c, p〉, where x ∈ X , c ∈C and p ∈ [0,1]∩Q.

For each L-formula φ we define a function [φ ] : E −→ [0,1] recursively on com-
plexity of formulas as follows:

• [〈x,c, p〉](e) = p · c(e(x));
• [φ&ψ ](e) = max(0, [φ ](e)+ [ψ ](e)− 1);
• [φ →L ψ ](e) = min(1,1− [φ ](e)+ [ψ ](e));
• [0](e) = 0. �

With the notation as in the previous definition, a classification of E according to φ
is a partial ordering <φ defined by

e <φ e′ iff [φ ](e)< [φ ](e′).

Clearly, there are many formal systems that are expressible enough for the compu-
tation of <φ . The most obvious example is ZFC (Zermelo-Fraenkel set theory with
axiom of choice); the same can be achieved in RCF (first order theory of the real
closed fields) and LΠ 1

2 (fuzzy logic that combines Łukasiewicz logic, product logic
and rational numbers from the real unit interval as truth constants).

It is well known that ZFC is undecidable, while RCF and LΠ 1
2 have far too

complex decision procedures (EXPSPACE and PSPACE respectively). We believe
it would be of interest to develop a simpler formalism in terms of the complexity
of decision procedure that is expressible enough for the formalization of <φ . In
the development of a suitable propositional formal system for our purposes we will
closely follow the research presented for various probability logics, see for instance
[7, 15, 25, 26, 27, 29, 38].
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4.1 Syntax

Let X = {xn | n ∈ N} be the set of variables for individuals, E = {en | n ∈ N} be
the set of variables for evaluations of X and let C be the set of variables for fuzzy
constraints, where each element of C has exactly one of the following forms:

• TRI(a,b,c), where a,b and c are rational numbers from the real unit interval and
0 � a < b < c � 1;

• LS(a,b), where a and b are rational numbers from the real unit interval and 0 �
a < b � 1;

• RS(c,d), where c and d are rational numbers from the real unit interval and 0 �
c < d � 1;

• TRA(a,b,c,d), where a,b,c and d are rational numbers from the real unit interval
and 0 � a < b < c < d � 1.

Let L be the Łukasiewicz logic built over the set

{〈x,c, p〉 | x ∈ X ,c ∈ C, p ∈ [0,1]∩Q}

of propositional letters. L-formulas will be denoted by φ , ψ and θ , indexed or
primed if necessary.

A basic LGPFCSP-term is any syntactical object that has one of the following
forms:

• q, q ∈Q;
• en(xm);
• φ(en).

The set of all LGPFCSP-terms is the smallest superset of the set of all basic LGPFCSP-
terms that is closed under the following formation rules:

• 〈p, f 〉 �→ p f ;
• 〈 f ,g〉 �→ ( f + g);
• f �→ (− f ).

Variables for LGPFCSP-terms are f , g and h, indexed or primed if necessary. In or-
der to simplify notation we will use the usual convention for the association and
omission of parentheses. For instance,

3 f − g

is the LGPFCSP-term
((( f + f )+ f )+ (−g)).

The set of all LGPFCSP-formulas is the set of classical propositional formulas built
over the set of propositional letters

{ f � 0 | f is an LGPFCSP− term}.
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Variables for LGPFCSP-formulas are Φ ,Ψ andΘ , indexed or primed if necessary. In
order to simplify notation we will use the usual abbreviations: for instance, f � g is
f − g � 0

4.2 Semantics

Recall that triangular fuzzy number tri(a,b,c), left shoulder ls(a,b), right shoulder
rs(a,b) and trapezoidal fuzzy number tra(a,b,c,d) are defined as follows:

• tri(a,b,c)(x) =

⎧⎨
⎩

0 , x � a∨ x � c
1

b−a x− a
b−a , a < x � b

−1
c−b x+ c

c−b , b < x � c,

• ls(a,b)(x) =

⎧⎨
⎩

0 , x � a
1 , x � b

1
b−a x− a

b−a , a < x < b,

• rs(a,b)(x) =

⎧⎨
⎩

0 , x � b
1 , x � a

−1
b−a x+ b

b−a , a < x < b,

• tra(a,b,c,d)(x) =

⎧⎪⎪⎨
⎪⎪⎩

0 , x � a∨ x � d
1 , b � x � c

1
b−a x− a

b−a , a < x < b
−1
d−c x+ d

d−c , c < x < d.

Here x ranges over the unit real interval [0,1].
A model is any set E = {en | n ∈ N} of evaluations en : X −→ [0,1], where

X = {xn | n ∈ N}. For each LGPFCSP-term f we define its E-interpretation f E as
follows:

• qE = q;
• en(xm)

E = en(xm);
• 〈xm,TRI(a,b,c), p〉(en)

E = 1− p+ p tri(a,b,c)(en(xm));
• 〈xm,LS(a,b), p〉(en)

E = 1− p+ p ls(a,b)(en(xm));
• 〈xm,RS(a,b), p〉(en)

E = 1− p+ p rs(a,b)(en(xm));
• 〈xm,TRA(a,b,c,d), p〉(en)

E = 1− p+ p tra(a,b,c,d)(en(xm));
• (φ&ψ)(en)

E = max
(
0,φ(en)

E +ψ(en)
E − 1

)
;

• (φ →L ψ)(en)
E = min

(
1,1−φ(en)

E +ψ(en)
E
)
;

• ( f + g)E = f E + gE;
• (p f )E = p f E ;
• (− f )E =− f E .

The satisfiability relation |= is defined recursively on complexity of formulas in the
following way:
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• E |= f � 0 iff f E � 0;
• E |=Φ ∧Ψ iff E |=Φ and E |=Ψ ;
• E |= ¬Φ iff E |=Φ .

Satisfiability, validity and finite satisfiability are defined as usual.

Remark 1. Similarly as in the case of probability logics (see [27]), the compactness
theorem (every finite satisfiable theory is satisfiable) fails for LGPFCSP logic as well:
it is easy to see that theory

T = {e1(x1)> 0}∪{e1(x1)< 10−n | n ∈N}

is finitely satisfiable and unsatisfiable. �

4.3 Axiomatization

LGPFCSP logic is a Hilbert style formal system with the following axioms and infer-
ence rules:

Propositional axioms

A1 Substitutional instances of classical tautologies;

Bookkeeping axioms

A2 p+ q = p+ q;
A3 pq = pq;
A4 p � q whenever p � q;
A5 ¬(p � q) whenever p > q;

Algebraic axioms

A6 f + g = g+ f ;
A7 f +(g+ h) = ( f + g)+ h;
A8 f + 0 = f ;
A9 f − f = 0;
A10 0 f = 0;
A11 1 f = f ;
A12 p f + q f = p+ q f ;

Equality axioms

A13 f = f ;
A14 f = g→ g = f ;
A15 f = g∧g = h→ f = h;
A16 (substitution) f = g→ (Φ(. . . , f , . . . )→Φ(. . . ,g, . . . ));
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Ordering axioms

A17 f � f ;
A18 f � g∨g � f ;
A19 f � g∧g � h→ f � h;
A20 f � g→ f + h � g+ h;
A21 f � g∧ p > 0→ p f � pg;

Triangular axioms

A22 (en(xm)� a∨en(xm)� c)→
〈xm,TRI(a,b,c), p〉(en) = 1− p;

A23 a < en(xm)� b→
〈xm,TRI(a,b,c), p〉(en) = p 1

b−aen(xm)+ 1− p− p a
b−a;

A24 b < en(xm)� c→
〈xm,TRI(a,b,c), p〉(en) =−p 1

c−ben(xm)+ 1− p+ p c
c−b;

Left shoulder axioms

A25 en(xm)� a→ 〈xm,LS(a,b), p〉(en(xm)) = 1− p;
A26 en(xm)� b→ 〈xm,LS(a,b), p〉(en(xm)) = 1;
A27 a < en(xm)< b→
〈xm,LS(a,b), p〉(en(xm)) = p 1

b−aen(xm)+ 1− p− p a
b−a;

Right shoulder axioms

A28 en(xm)� a→ 〈xm,RS(a,b), p〉(en(xm)) = 1;
A29 en(xm)� b→ 〈xm,RS(a,b), p〉(en(xm)) = 1− p;
A30 a < en(xm)< b→
〈xm,RS(a,b), p〉(en(xm)) =−p 1

b−aen(xm)+ 1− p+ p b
b−a;

Trapezoidal axioms

A31 (en(xm)� a∨en(xm)� d)→ 〈xm,TRA(a,b,c,d), p〉(en) = 1− p;
A32 b � en(xm)� c→ 〈xm,TRA(a,b,c,d), p〉(en) = 1;
A33 a < en(xm)< b→
〈xm,TRA(a,b,c,d), p〉(en) = p 1

b−aen(xm)+ 1− p− p a
b−a;

A34 c < en(xm)< d →
〈xm,TRA(a,b,c,d), p〉(en) =−p 1

d−cen(xm)+ 1− p+ p d
d−c;

Conjunction axioms

A35 φ(en)+ψ(en)< 1→ (φ&ψ)(en) = 0;
A37 φ(en)+ψ(en)� 1→ (φ&ψ)(en) = φ(en)+φ(en)− 1;

Implication axioms

A38 φ(en)� ψ(en)→ (φ&ψ)(en) = 1;
A39 φ(en)> ψ(en)→ (φ →L ψ)(en) = 1−φ(en)+φ(en).
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Modus ponens

R1 From Φ and Φ →Ψ inferΨ ;

Archimedean rule

R2 From the set of premises

{Φ → f � p+(n+ 1)−1 |n ∈ N}

infer Φ → f � p.

Remark 2. The present form of the Archimedean rule is well known to the re-
searches in probability logics, since it is a standard tool for the achievement of
strong completeness in real valued probability logics, see for instance [26, 27, 29].
The Archimedean rule should be understood as follows: if the value of f is infinitely
close to the rational number a, than it must be equal to a. �
Remark 3. The proof of the strong completeness theorem for LGPFCSP is a straight-
forward modification of the corresponding proofs for real valued probability logics
presented in [26, 27, 29]. It is based on the following steps:

1. Completion technique. Using the pseudo code, we can describe it as follows:
input = consistent T ; output = its completion T ∗;

T �→ T ∗;
For �→ F ;
while F = /0 do

chose Φ ∈ F ;
F \ {Φ} �→ F;
if T ∗ ∪{Φ} is consistent, then T ∗ ∪{Φ} �→ T ∗;
if T ∗ ∪{Φ} is inconsistent and Φ cannot be derived by the application of
Archimedean rule, then T ∗ ∪{¬Φ} �→ T ∗;
else, find a premise Ψ in derivation of Φ by Archimedean rule so that
T ∗ ∪{¬Ψ} is consistent; T ∗ ∪{¬Φ,¬Ψ} �→ T ∗; F \ {Ψ} �→ F ;

return T ∗;

2. The canonical model E = {en | n ∈ ω} is defined by

en(xm) = sup{a ∈ [0,1]Q | T ∗ � en(xm)� a};

3. E |= Φ iff T ∗ � Φ . The proof can be carried out by induction on complexity of
Φ . It is reasonably a straightforward consequence of the following two facts:

• Triangular, left and right shoulder and trapezoidal fuzzy sets are continuous
functions;

• For each positive integer k, Qk is dense in R
k.

Any eventual doubt should be easily dispelled once the reader becomes familiar
with at least one completeness proof for probability logics with Archimedean rule,
see for instance [27]. �
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Remark 4. Concerning decidability, it is easy to see that basic LGPFCSP-formulas
are actually linear inequalities with rational coefficients in variables en(xm). As a
consequence, the satisfiability problem for the LGPFCSP-formulas is NP-complete,
since it can be reduced to the satisfiability of systems of linear inequalities with
rational coefficients. �

4.4 Formalization of GPFCSP in LGPFCSP

As we have mentioned earlier, the structure of each query in prioritized fuzzy rela-
tional database has the following form:

SELECT from TABLE by CRITERION

In normalized form, each table t, which is defined by

Table 2 Definition of data table

x0 . . . xk

e0 a00 . . . a0k
...

el al0 . . . alk

can be represented by an LGPFCSP-formula Φt defined by

l∧
i=0

k∧
j=0

ei(x j) = ai j.

Moreover, each criterion c is expressible as an L-formula φc, so the resulting clas-
sification (partial ordering) 〈{e0, . . . ,el},≺〉 is expressible by an LGPFCSP-formula
Φ〈{e0,...,el},≺〉 defined by ∧

ei≺e j

φc(ei)< φc(e j).

Finally, Φ〈{e0,...,el},≺〉 is derivable from Φt . We will illustrate this by the explicit
LGPFCSP-formalization of the example 2.1.

The corresponding LGPFCSP-formula Φt is formed as it is described above. Fur-
thermore, the corresponding criterion in the example 2.1 can be formally represented
by the L-formula φ defined by

(〈x0,TRI(22/150,24/150,26/150),0.8〉⊕〈x1,LS(0.8,1),0.8〉)&〈x2,LS(2/5,1),1〉,

where ⊕ is the Łukasiewicz disjunction
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Table 3 Normalized version of the corresponding table t

x0 x1 x2

e0
25
150 0.82 2/3

e1
23
150 0.84 1/3

e2
24
150 0.64 2/3

e3
28
150 0.86 1

ψ⊕θ ⇔def (ψ →L 0)&(θ →L 0)→L 0.

Now we can easily derive the following:

• �Φt → 0.5466 � φ(e0)� 0.5467;
• �Φt → 0.2933 � φ(e1)� 0.2934;
• �Φt → 0.6666 � φ(e2)� 0.6667;
• �Φt → 0.7200 � φ(e3)� 0.7201.

Finally, the above enable us to formally derive in LGPFCSP the corresponding classi-
fication:

• �Φt → φ(e0)> φ(e1);
• �Φt → φ(e0)< φ(e2);
• �Φt → φ(e0)< φ(e3);
• �Φt → φ(e1)< φ(e2);
• �Φt → φ(e1)< φ(e3);
• �Φt → φ(e2)< φ(e3).

5 Concluding Remarks

In this paper, we have presented a logic based on a concrete set of operators that
satisfies GPFCSP (Theorem 1), and applied the interpretation method in order to
obtain a complete and decidable axiomatization.

Some of the results presented here were announced in ([28], [37]). We are aware
of only a few papers that address the similar problems. Usually, problems con-
cerning the priority of constraints are studied without a proper logic formalization
([2, 17, 18]). Interpretation method given here is one of the possible syntactical ap-
proaches. A part of the future work will include the formalization of certain aspects
of GPFCSP within the framework of the LΠ 1

2 logic.
We also plan to expand our research towards the applications of GPFCSP, espe-

cially in the field of fuzzy relational databases. In particular, we intend to formal-
ize fuzzy relational databases in such a way that will allow the application of the
methodology presented here.
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9. Hájek, P.: Metamathematics of fuzzy logic. Kluwer Academic Publishers (1998)
10. Horcik, R., Cintula, P.: Product Łukasiewicz logic. Arch. Math. Log. 43(4), 477–504

(2004)
11. Esteva, F., Godo, L., Montagna, F.: The LΠ and LΠ 1

2 logics: two complete fuzzy systems
joining Lukasiewicz and Product Logics. ARCH 40(1), 39–67 (2001)

12. Flaminio, T.: NP-containment for the coherence test of assessments of conditional prob-
ability: a fuzzy logic approach. Arch. Math. Log. 46(3-4), 39–67 (2007)

13. Flaminio, T.: Strong non-standard completeness for fuzzy logics. Soft Comput. 12(4),
321–333 (2008)

14. Gerla, B., Rational, B.: Łukasiewicz logic and DMV-algebras. Neural Networks
World 11, 579–584 (2011)

15. Keisler, H.J.: Probability quantifiers. In: Barwise, J., Feferman, S. (eds.) Model–
Theoretic Logics. Perspectives in Mathematical Logic. Springer (1985)

16. Klement, E., Mesiar, R., Pap, E.: Triangular norms, Series: Trends in Logic, vol. 8.
Kluwer Academic Publishers, Dordrecht (2000)

17. Luo, X., Jennings, N.R., Shadbolt, N., Leung, H., Lee, J.H.: A fuzzy constraint based
model for bilateral multi-isssue negotiations in semi competitive enviroments. Artificial
Intelligence 148, 53–102 (2003)

18. Luo, X., Lee, J.H., Leung, H., Jennings, N.R.: Prioritised fuzzy constraint satisfaction
problems: axioms, instantiation and validation. Fuzzy Sets and Systems 136, 151–188
(2003)



60 A. Takači, A. Perović, and S. Škrbić
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31. Perović, A., Škrbić, S., Takači, A.: Towards the Formalization of Fuzzy Relational
DatabaseQueries. Acta Politechnica Hungarica 6(1), 185–193 (2009)

32. Schweizer, B., Sklar, A.: Probabilistic metric spaces. North Holand, New York (1983)
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Choquet Integrals and T -Supermodularity

Martin Kalina, Maddalena Manzi, and Biljana Mihailović

Abstract. This paper presents new results about T -supermodularity for Choquet
integral. This property was introduced in [17] in order to extend the concept of
supermodularity for Choquet integral, by using Frank t-norms and considering the
particular case of two membership functions such that their minimum is zero. Now
we consider general membership functions and we use properties and links among
belief measures, Möbius transform and Choquet integrals, in order to present the
general case studied over a finite set.

Keywords: Triangular norms, fuzzy measures, fuzzy sets, belief measure, necessity
measure, Möbius transform, Choquet integral, T -supermodularity.

1 Introduction

Nonlinear integrals defined with respect to a fuzzy measure are often used in eco-
nomics, engineering, pattern recognition and decision analysis as nonlinear aggre-
gation tools [13, 16, 26, 31]. In the literature a set function which is monotone and
such that its value at the empty set equals zero is known by various names, such as
capacity, monotonic cooperative game, non-additive measure, fuzzy measure. In this
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paper we will call it a fuzzy measure. The fuzzy measure is a non-negative set func-
tion, obviously the requirement μ( /0) = 0 ensures its non-negativity. To any fuzzy
measure μ we can link its Möbius transform m, vanishing at the empty set, which
can take negative values. A characterization of Möbius transform of fuzzy measures
was given in [9], and some of its properties were studied in [9, 12]. The application
in combinatorics was presented in [28].

The most important integral defined with respect to fuzzy measures is the Cho-
quet integral, introduced by G. Choquet in [10]. The main properties of Choquet
integral are monotonicity and comonotonic additivity, but it is not additive, in gen-
eral ([11, 26]). If the underlying fuzzy measure is supermodular (resp. submodular),
then the Choquet integral is superadditive (resp. subadditive) and, in the case of
additive measures on the finite set, the Choquet integral is equal to the Lebesgue
integral ([5, 11, 26, 30]).

In the fuzzy set theory, introduced by L. Zadeh in [33], the two-place functions
on the unit interval, triangular norms (t-norms, for short) and triangular conorms
(t-conorms) were used for defining intersection and union of fuzzy sets. We recall
also that t-norms are bounded from above with the minimum, and t-conorms are
bounded from below with the maximum and all of them are used in fuzzy logic,
with wide applications in many fields of science and real life. In [3] evaluators with
respect to t-norms T , respectively t-conorms S, were introduced and their integral
representations were studied in [4].

In [17], the authors introduced T -supermodularity of Choquet integral in order to
generalize the property of supermodularity.

In this article we continue to study T -supermodularity for Choquet integral in
the general case of membership functions of all fuzzy sets on a finite set Xn = /0.
The paper is organized as follows. In Section 2 we recall t-norms and t-conorms,
and in the next two sections we recall fuzzy sets and fuzzy measures, in particular
belief and necessity measures. In Section 5 we present Choquet integral. In Section
6 we define T -supermodularity, provide some examples and prove that the Choquet
integral with respect to belief measures is T -supermodular for an arbitrary Frank
t-norm T . Finally, the S-superadditivity of Choquet integral is considered for Frank
t-conorms and some concluding remarks are given.

Throughout the paper, we assume a finite space Xn with n elements, i.e. Xn =
{1,2, . . . ,n}. By |A| we will denote the cardinality of a subset A ⊂ Xn. Moreover,
we denote by ∧, ∨ the minimum and maximum operators on the real line.

2 Triangular Norms

A triangular norm (briefly t-norm) T is defined to be a two-place function

T : [0,1]× [0,1]→ [0,1]

fulfilling the following properties:
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1. T (1,y) = y, for each y ∈ [0,1];
2. T (x,y1)≤ T (x,y2), for all x,y1,y2 ∈ [0,1], if y1 ≤ y2;
3. T (x,y) = T (y,x), for all x,y ∈ [0,1];
4. T (x,T (y,z)) = T (T (x,y),z), for all x,y,z ∈ [0,1].

Note that a t-norm defines an Abelian monoid on [0,1] with unit 1 and annihilator 0
and where the semigroup operation is order-preserving.
Given a t-norm T , the two-place function

S : [0,1]× [0,1]→ [0,1],

defined by
S(x,y) = 1−T(1− x,1− y)

is called a t-conorm (or the dual of T ). Obviously S fulfills monotonicity, commuta-
tivity, associativity and

S(x,0) = x ∀x ∈ [0,1], Boundary Condition.

Here we deal with the Frank family of t-norms Tλ , λ ∈ [0,∞].
For each λ ∈ [0,∞], the Frank t-norms are defined by the following formulas

• the minimum t-norm, T0(x,y) := min{x,y},
• the product t-norm, T1(x,y) := x · y,
• the Łukasiewicz t-norm T∞(x,y) := max{0,x+ y− 1},
• if λ ∈ (0,∞)\ {1},

Tλ (x,y) := logλ

[
1+

(λ x− 1)(λ y− 1)
λ − 1

]
, (1)

where usually we denote T0 = TM , T1 = TP and T∞ = TL.
The basic t-conorms (dual to four basic t-norms) are:

• the maximum t-conorm, S0(x,y) := max{x,y},
• the probabilistic sum, S1(x,y) := x+ y− x · y,
• the Łukasiewicz t-conorm S∞(x,y) := min{1,x+ y},
• if λ ∈ (0,∞)\ {1},

Sλ (x,y) := 1− logλ

[
1+

(λ 1−x− 1)(λ 1−y− 1)
λ − 1

]
(2)

and similarly we denote S0 = SM, S1 = SP, S∞ = SL.
The family {Tλ |λ ∈ [0,∞]} appeared first in Frank’s [14] investigation of the func-
tional equation

x+ y = T (x,y)+ S(x,y), ∀x,y ∈ [0,1], (3)

where T is a triangular norm and S is an associative function on the unit square.
Note that the only strict solutions of (3) are just t-norms Tλ for λ ∈ (0,∞) and the
corresponding Sλ are just the dual t-conorms, i.e., Sλ (x,y) = 1− Tλ(1− x,1− y).



64 M. Kalina, M. Manzi, and B. Mihailović

In particular Frank [14] showed that the t-norms Tλ , 0 ≤ λ ≤ ∞, form a paramet-
ric family in the sense that TM , TP and TL are the limits of Tλ corresponding to
their subscripts. The system of all Frank t-norms (i.e., all solutions of (3)) is the set
{Tλ |λ ∈ [0,∞]} and ordinal sums of t-norms Tλ for λ ∈ [0,∞].

3 Fuzzy Sets

Following [32, 34], we recall the definition of a fuzzy set.
Let n ∈ N and Xn be a nonempty finite set Xn = {1, . . . ,n}, a fuzzy subset F

of Xn is defined by a characteristic function f : Xn → [0,1] which associates with
each i in Xn its “grade of membership”, f (i) in [0,1]. To distinguish between the
characteristic function of a nonfuzzy set and the characteristic function of a fuzzy
set, the latter will be referred to as a membership function.

A fuzzy set F is normal if

sup
i∈Xn

f (i) = max
i∈Xn

f (i) = 1.

Since any crisp set A can be defined by its characteristic function χA : Xn → {0,1},
it is a special fuzzy set, which is normal if A = /0.

Note that the vector x = (x1, . . . ,xn) ∈ [0,1]n corresponds to the membership
function f defined on Xn, i.e. x can be understood as a membership function f :
Xn → [0,1], f (i) = xi, i ∈ Xn. So, f ≡ x and from now on we will use the vector
symbol to denote the membership function of fuzzy subsets of Xn.

Let F (Xn) denote the family of all membership functions of all fuzzy sets on
Xn. For x,y ∈ F (Xn), such that x : Xn → [0,1] and y : Xn → [0,1], x ≤ y means
that x(i) ≤ y(i) ∀i ∈ Xn. Further, (x ∨ y)(i) = max{x(i),y(i)} and (x ∧ y)(i) =
min{x(i),y(i)}.

Definition 1. Let F and G be fuzzy subsets of Xn whose membership functions are
x and y, respectively. If x(i) ≤ y(i) for any i ∈ Xn, we say that the fuzzy set F is
included in the fuzzy set G and we write F ⊂ G. If F ⊂ G and G ⊂ F , we say that
F and G are equal, which we write as F = G.

Definition 2. Let F and G be fuzzy sets. The standard union of F and G, F ∪G, is
defined by

(x∨y)(i) = x(i)∨y(i), ∀i ∈Xn.

Definition 3. Let F and G be fuzzy sets. The standard intersection of F and G,
F ∩G, is defined by

(x∧y)(i) = x(i)∧y(i), ∀i ∈Xn.

Similar to the way operations on ordinary sets are treated, we can generalize the
standard union and the standard intersection for an arbitrary class of fuzzy sets: if
{Fr|r ∈ R} is a class of fuzzy sets, where R is an arbitrary index set, then ∪r∈RFr



Choquet Integrals and T -Supermodularity 65

is the fuzzy set having membership function supr∈R xr(i), i ∈ Xn, and ∩r∈RFr is the
fuzzy set having membership function infr∈R xr(i), i ∈ Xn.

Definition 4. Let F be a fuzzy set. The standard complement of F , F̄ , is defined by
the membership function

xc(i) := 1− x(i), ∀i ∈Xn.

Two or more of the three basic operations can also be combined. For example, con-
cerning the difference F−G of fuzzy sets F and G, we have the following member-
ship function

(x− y)(i) := max{0,x(i)− y(i)},
for all i ∈ Xn.

Alsina et al. [1] and Prade [27] suggested to use a t-norm for intersection and its
dual t-conorm for union of fuzzy sets. The extension of the operations intersection,
union and complementation in ordinary set theory to fuzzy sets was always done
pointwise: one considered two two-place functions T : [0,1]× [0,1]→ [0,1], S :
[0,1]× [0,1]→ [0,1] and one-place function (·)c : [0,1]→ [0,1] and extended them
in the usual way: if x, y are two membership functions of fuzzy sets F and G, then

T (x,y)(i) =T (x(i),y(i)), (4)

S(x,y)(i) =S(x(i),y(i)), (5)

(x)c(i) =(x(i))c. (6)

4 Fuzzy Measures and Möbius Transform

Each integration method on Xn is based on a set function μ : P(Xn)→ [0,1] (ful-
filling certain properties), which can be understood as a system of weights of the
relevant set of criteria Xn.

Definition 5. Let Xn = {1,2, . . . ,n} be a fixed set of criteria. A mapping
μ : P(Xn)→ [0,1] is called a fuzzy measure, whenever μ( /0) = 0, μ(Xn) = 1 and
for all A⊂ B ⊂ Xn, it holds μ(A)≤ μ(B).

The second requirement means that a greater set of criteria B cannot have the weight
which is less than the weight of a smaller set of criteria A. As we have mentioned
already in Introduction, set functions with these properties are known under several
names. For example, these functions are called pre-measures in [30], capacities in
[10], but the most popular seems to be the name fuzzy measures, introduced by
Sugeno and therefore in what follows we will adopt this terminology.

A fuzzy measure μd is said to be dual to μ if for all A⊂ Xn we have

μd(A) = 1− μ(Ac).
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For a fixed k ≥ 2, μ is called k-monotone if for all E1, . . . ,Ek ∈P(Xn) we have

μ

(
k⋃

i=1

Ei

)
≥ ∑

/0 =J⊆{1,...,k}
(−1)|J|+1μ

(⋂
j∈J

E j

)
. (7)

Moreover, if a fuzzy measure μ satisfies (7) for all k ≥ 2 then μ is called totally
monotone or a belief measure. For more details see [26, 32].
2-monotonicity is known also as supermodularity, a widely used concept in the
theory of non-additive measures.
With the inequality reversed we have submodularity and when A∩B = /0, we have
respectively super/subadditivity.

Remark 1. (i) If a fuzzy measure is both submodular and supermodular, it is mod-
ular and thus a probability measure on Xn. Evidently, each supermodular fuzzy
measure is also superadditive and similarly, each submodular fuzzy measure is
subadditive.

(ii) It is evident that (μd)d = μ and that μ is submodular if and only if μd is
supermodular. Concerning subadditivity and superadditivity, they are not dual
properties, i.e., a dual μd of a subadditive fuzzy measure μ need not be superad-
ditive, and vice versa.

For an arbitrary finite set A |A| will denote its cardinality. Any fuzzy measure μ can
be uniquely expressed in terms of its Möbius transform or Möbius representation
given by mμ : P(Xn)→ R, such that

mμ(A) = ∑
B⊆A

(−1)|A\B|μ(B), ∀A ⊂ Xn, (8)

so that we have
μ(A) = ∑

B⊆A

mμ(B), ∀A⊂ Xn. (9)

In a more general way, the Möbius transform provides an inversion formula useful
in combinatorics (see [9] and [28]). In the following, the superscripts μ will be
omitted.

Of course, a function m : P(Xn)→ R does not necessarily correspond to the
Möbius transform of a fuzzy measure on Xn. The boundary and monotonicity con-
ditions must be ensured, as established in the following result (see Proposition 2 in
[9]).

Proposition 1 μ is a fuzzy measure if and only if its Möbius transform satisfies

m( /0) = 0, ∑
B⊂Xn

m(B) = 1, ∑
B⊂A

m(B)≥ 0, A⊂ Xn.

In particular, it is necessary that m({i})≥ 0, ∀i ∈Xn.

Since Xn is finite, A is also finite and if we denote Ai = A\{i}, then A = ∪n
i=1Ai, so

that the previous expression (8) becomes
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m(A) = ∑
B⊂A

(−1)|A\B|μ(B)

= μ(A)− ∑
/0 =I⊂{1,...,n}

(−1)|I|+1μ(∩i∈IAi)

= μ(∪n
i=1Ai)− ∑

/0 =I⊂{1,...,n}
(−1)|I|+1μ(∩i∈IAi).

(10)

Hence, we can conclude that for a belief measure we obtain m(A)≥ 0, ∀A⊂Xn (see
also Corollary 1 in [9]).

Definition 6. Let T be a t-norm. A fuzzy measure μ : P(Xn)→ [0,1] is called a
T -measure if for all A,B ∈P(Xn), such that A∪B = X , we have

μ(A∩B) = T (μ(A),μ(B)). (11)

A special type of T -measures, when T = TM is called a necessity measure [13].

For Xn finite, i.e. our case, any necessity measure is a special example of a belief
measure (see Theorem 4.26 in [32]).

5 Choquet Integral for Membership Functions with Respect to
Belief Measures

Now we are focusing our attention to the integral with respect to nonadditive fuzzy
measures, known as the Choquet integral, which is useful in many fields such as
mathematical economics and multicriteria decision making.
Let F (Xn) denote the family of all membership functions of all fuzzy sets on a
finite set Xn = /0, and μ : P(Xn)→ [0,1] a fuzzy measure. Then we can give the
following definition of the Choquet integral for a membership function x ∈F (Xn)
with respect to a fuzzy measure μ .

Definition 7. Let μ be a fuzzy measure defined on Xn. The Choquet integral of a
membership function x is the operator Chμ : [0,1]n → [0,1] given by

Chμ(x) = (C)
∫

xdμ =
n

∑
i=1

x(i)[μ(X(i))− μ(X(i+1))], (12)

where (·) indicates a permutation on Xn such that x(1) ≤ ·· · ≤ x(n). Furthermore
X(i) := {(i), . . . ,(n)} and X(n+1) := /0.

Observe that if we fix the order of input arguments, e.g. x1 ≤ ·· · ≤ xn, then (12)
becomes a weighted mean ∑n

i=1 wixi with weights

wi = μ(Xi)− μ(Xi+1), i = 1, . . . ,n and
n

∑
i=1

wi = 1.
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If we consider the space of all fuzzy measures V := (Xn,P(Xn),μ) and we define
∀A⊂ Xn

μB(A) =

{
1 B ⊂ A

0 otherwise

then the set {μB}B⊂Xn\{ /0} is a linear basis for V , such that

μ(A) = ∑
B⊂Xn\{ /0}

m(A)μB(A) (13)

and the function m : P(Xn)→R given by (10) is the unique system of coefficients
satisfying (13). This result is proved for the general case of real-valued functions
defined on arbitrary finite lattices in [15] and is used in [16] in order to express
Choquet integral with respect to the Möbius transform, i.e. in Theorem 4.3 that now
we recall.

Theorem 1. For every μ ∈V and x ∈F (Xn), the following result holds:

Chμ(x) = ∑
A⊂Xn

m(A)
∧
i∈A

xi. (14)

6 T -Supermodular Choquet Integrals

Now we recall the definition of T -supermodularity for Choquet integrals (see Defi-
nition 8 in [17]).

Definition 8. Let T be a Frank t-norm. For a fixed fuzzy measure μ , the corre-
sponding Choquet integral is said to be T-supermodular if it satisfies the following
relation:

Chμ(T (x,y))+Chμ(S(x,y))≥ Chμ(x)+Chμ(y), (15)

∀x,y∈F (Xn). If the equality holds, we say that this Choquet integral is T -modular.

Remark 2. (i) Note that the T -modularity was exactly examined by Butnariu and
Klement with the name T -measures, introduced in [8] as a natural generalization
of σ−additive measures on σ−algebras (see also [2], [5], [6], [7], [18], [19],
[20], [23] and [25]).

(ii) When we use the minimum t-norm and its dual t-conorm, we have ∧-
supermodular Choquet integral, i.e. standard supermodularity.

(iii) In the case of a finite set Xn and T = TL, the T -modular Choquet integral is
the Lebesgue integral.

Based on the previous definition, the following proposition holds:
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Proposition 2 Consider a finite set Xn and arbitrary two membership functions
x and y. If μ is a belief measure on P(Xn), then the Choquet integral is T -
supermodular on F (Xn) for all Frank t-norms T .

Proof. We have the following membership functions: x = (x1, . . . ,xn), y =
(y1, . . . ,yn), T (x,y) = (t1, . . . , tn) and S(x,y) = (s1, . . . ,sn). We observe that ti =
T (x,y)(i) = T (x(i),y(i)) = T (xi,yi) and si = S(x,y)(i) = S(x(i),y(i)) = S(xi,yi),
∀i = 1, . . . ,n.
So, thanks to (14), we can write:

Chμ(T (x,y))+Chμ(S(x,y)) = ∑
A⊂Xn

m(A)

[∧
i∈A

T (xi,yi)+
∧
i∈A

S(xi,yi)

]
. (16)

Moreover, thanks to non-decreasingness of t-norms with respect to each argument,
we have

T (xi,yi)≥ T
(∧

i∈A

xi,
∧
i∈A

yi
)
, ∀i = 1, . . . ,n

and hence ∧
i∈A

T (xi,yi)� T
(∧

i∈A

xi,
∧
i∈A

yi
)
.

Similarly, the same inequality holds for t-conorms. Hence, we have

Chμ(T (x,y))+Chμ(S(x,y))� ∑
A⊂Xn

m(A)

[
T
(∧

i∈A

xi,
∧
i∈A

yi
)
+ S
(∧

i∈A

xi,
∧
i∈A

yi
)]

and for the right side of the last inequality we can use equation (3), i.e.

T
(∧

i∈A

xi,
∧
i∈A

yi
)
+ S
(∧

i∈A

xi,
∧
i∈A

yi
)
=
∧
i∈A

xi +
∧
i∈A

yi. (17)

So, Choquet integral is T -supermodular with T being an arbitrary Frank t-norm
whenever μ is a belief measure. � 
Remark 3. We have shown that the Choquet integral with respect to belief measures
is T -supermodular for an arbitrary Frank t-norm T . In the next example we show a
measure that is not a belief one, but the Choquet integral with respect to this measure
is supermodular. But it remains an open problem if there exists a measure μ that is
not a belief one and such that the Choquet integral is T -supermodular with respect
to μ for all Frank t-norms T .

Example 1. Consider Xn = {1,2,3} and a fuzzy measure μ : P(Xn)→ [0,1], given
by its Möbius transform:

m(A) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if A = /0,

0.2, if |A|= 1,

0.15, if |A|= 2,

−0.05, if A = Xn.
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We show that the Choquet integral with respect to μ is supermodular. For arbitrary
membership functions x,y (fuzzy subsets of Xn) we have on the one hand

(C)
∫

min{x,y}dμ+(C)
∫

max{x,y}dμ = 0.2
3

∑
i=1

(min{xi,yi}+max{xi,yi})

+ 0.15∑
i< j

(
min{xi,yi,x j,y j}+min

{
max{xi,yi},max{x j,y j}

})
(18)

− 0.05(min{x1,y1,x2,y2,x3,y3}+min{max{x1,y1},max{x2,y2},max{x3,y3}}) ,

and on the other hand

(C)
∫

xdμ+(C)
∫

ydμ = 0.2
3

∑
i=1

(xi + yi)+ 0.15∑
i< j

(min{xi,x j}+min{yi,y j})

− 0.05(min{x1,x2,x3}+min{y1,y2,y3}) . (19)

Obviously, we have 0.2
3
∑

i=1
(min{xi,yi}+max{xi,yi}) = 0.2

3
∑

i=1
(xi+yi). Without

loss of generality we can assume that x1 =min{x1,x2,x3,y1,y2,y3}. Then, excluding
equal expressions of (18) and (19), we get that the Choquet integral with respect to
μ is supermodular iff the following holds

0.15(min{x2,x3,y2,y3}+min{y1,max{x2,y2}}+min{y1,max{x3,y3}})
+ 0.15min{max{x2,y2},max{x3,y3}}− 0.05min{y1,max{x2,y2},max{x3,y3}}
≥ 0.15(min{x2,x3}+min{y1,y2}+min{y1,y3}+min{y2,y3}) (20)

− 0.05min{y1,y2,y3}.

Now we will consider two cases.

• First, assume that y1 = min{y1,y2,y3}. Then from the left-hand side of (20) we
have

0.15(min{x2,x3,y2,y3}+min{y1,max{x2,y2}}+min{y1,max{x3,y3}})
+0.15min{max{x2,y2},max{x3,y3}}− 0.05min{y1,max{x2,y2},max{x3,y3}}
=0.15(min{x2,x3,y2,y3}+min{max{x2,y2},max{x3,y3}})+ 0.25y1

≥0.15(min{x2,x3}+min{y2,y3})+ 0.25y1,

where we have used (17). The right-hand side of the last inequality is equal to
the right-hand side of (20).

• Assume that y2 = min{y1,y2,y3}. Further, let

min{y1,max{x2,y2},max{x3,y3}}= min{y1,max{x2,y2}} .

Then from the left-hand side of (20) we get
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0.15(min{x2,x3,y2,y3}+min{y1,max{x2,y2}}+min{y1,max{x3,y3}})
+0.15min{max{x2,y2},max{x3,y3}}−0.05min{y1,max{x2,y2},max{x3,y3}}
=0.15(min{x2,x3,y2}+min{max{x2,y2},max{x3,y3}}+min{y1,max{x3,y3}})
+0.1min{y1,max{x2,y2}} ≥ 0.15(min{x2,x3}+y2 +min{y1,y3})+0.1y2.

The case min{y1,max{x2,y2},max{x3,y3}} = min{max{x2,y2},max{x3,y3}}
would be treated similarly.

We have shown that the Choquet integral with respect to μ , when we integrate func-
tions with range from [0,1], is supermodular.

We give also an example of belief fuzzy measure and its respective Choquet integral.
As proved in [22], we observe that this fuzzy measure is supermodular (see also [3]).
Now we check if this is a necessity measure and thus a belief measure, because Xn

is finite.

Example 2. Let Xn = {1,2,3} and a fuzzy measure μ : P(Xn)→ [0,1] be given
for all A ∈P(Xn) by

μ(A) =
{ 1

4−|A| if 1 ∈ A,

0 otherwise.

First of all we check that this is a necessity measure. We note that we can exchange
A with B and also 2 with 3, so that we consider the following two cases:

1. A = {1} and B = {2,3};
2. A = {1,2} and B = {3}.

In both of these situations we have A∪B = X and A∩B = /0, so that μ(A∩B) = 0 =
μ(A)∧ μ(B) and we can conclude that μ is a necessity measure and thus a belief
measure, because Xn is finite.

Now we construct two membership functions x and y.

Table 1 Membership functions x and y

1 2 3
x 0.1 0.2 0.5
y 0.8 0.3 0.4

Computing the Choquet integrals of x and y with respect tu μ we get

1. (C)
∫

xdμ =
∫ 1

0 μ({i ∈ Xn : x(i)≥ t})dt =
∫ 0.1

0 μ({Xn})dt = 0.1;
2. (C)

∫
ydμ =

∫ 1
0 μ({i ∈ Xn : y(i)≥ t})dt =

∫ 0.3
0 μ({Xn})dt +

∫ 0.4
0.3 μ({1,3})dt+

+
∫ 0.8

0.4 μ({1})dt = 0.3+ 0.05+ 0.13= 0.48.

We consider the fuzzy sets TP(x,y) and SP(x,y) and their respective Choquet
integrals:

1. (C)
∫

TP(x,y)dμ =
∫ 1

0 μ({i ∈ Xn : (x ·y)(i)≥ t})dt =
∫ 0.06

0 μ({Xn})dt+
+
∫ 0.08

0.06 μ({1,3})dt = 0.06+ 0.01= 0.07;
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Table 2 Membership functions of TP(x,y) and SP(x,y)

1 2 3
TP(x,y) 0.08 0.06 0.2
SP(x,y) 0.82 0.44 0.7

2. (C)
∫

SP(x,y)dμ =
∫ 1

0 μ({i ∈Xn : (x+ y− x ·y)(i)≥ t})dt =
∫ 0.44

0 μ({Xn})dt+
+
∫ 0.7

0.44μ({1,3})dt +
∫ 0.82

0.7 μ({1})dt = 0.44+ 0.13+ 0.04= 0.61.

Finally we have that 0.61+ 0.07 = 0.68 ≥ 0.58 and so the Choquet integral is T -
supermodular on F (Xn).

Remark 4. We know already that, for x,y the Choquet integral is S-subadditive in
the following sense

(C)
∫
(x∨y)dμ ≤ S

(
(C)

∫
xdμ ,(C)

∫
ydμ

)

if μ(A ∪ B) ≤ S(μ(A),μ(B)) for an arbitrary t-conorm S that is dominated by
weighted arithmetic means (see [4]). Further, it is known that if μ is supermodu-
lar then the Choquet integral is superadditive (see [11]), i.e.

(C)
∫
(x+ y)dμ ≥ (C)

∫
xdμ+(C)

∫
ydμ . (21)

Now, we would like to answer the question whether formula (21) can be generalized
in the following sense

(C)
∫

S(x,y)dμ ≥ S

(
(C)

∫
xdμ ,(C)

∫
ydμ

)
, (22)

whenever y is S-residual to x, i.e.,

y≤ inf{z : Xn → [0,1];Sλ (x,z)≤ 1}, (23)

if S is a Frank t-norm and μ is a T -supermodular measure for T being dual to S.
Of course, for the case when T = min and S = max the inequality (22) is trivially
fulfilled due to the monotonicity of the Choquet integral. We show that S = SM or
S = SL are the only cases out of the family of Frank t-conorms {Sλ}λ∈[0,∞] for which
the S-superadditivity is fulfilled.

Theorem 2. Let Sλ be a Frank t-conorm for λ ∈ [0,∞] and x, y be such that y is
Sλ -residual to x. Further, let μ : P(Xn)→ [0,1] be a Tλ -supermodular measure,
possessing at least 3 values. Then inequality (22) is fulfilled for Sλ if and only if
λ ∈ {0,∞}, i.e., iff Sλ = SM or Sλ = SL.
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Proof. For Sλ = SM the inequality (22) is trivially fulfilled due to the monotonicity
of Choquet integral. For Sλ = SL and x,y such that y ≤ 1− x inequalities (21) and
(22) are equivalent (see [11]).

Consider an arbitrary set A ⊂ Xn and let λ ∈ [0,∞]. Denote Sλ ,R = sup{z ∈
[0,1];Sλ (z,z) < 1} and let χA be the characteristic function of A and b ∈ [0,Sλ ,R[.
Define x = y = bχA. Then inequality (22) gives

(C)
∫

Sλ (x,y)dμ = μ(A)Sλ (b,b) ≥ Sλ (bμ(A),bμ(A)) (24)

= Sλ

(
(C)

∫
xdμ ,(C)

∫
ydμ

)
,

which is a necessary condition for Sλ to yield the Sλ -superadditivity of the Choquet
integral. This condition is fulfilled for Sλ = SM and Sλ = SL. Inequality (24) means
that, for x ∈ [0,Sλ ,R[ the diagonal section Sλ (x,x) of the t-conorm Sλ has to be a
convex function. On the other hand we have Sλ (x,x) ≥ x for an arbitrary t-conorm.
For all Frank t-conorms Sλ , except for the Łukasiewicz one, Sλ ,R = 1. This gives
Sλ (x,x) = x for all x ∈ [0,1] and arbitrary Sλ = SL, and hence Sλ = SM or Sλ = SL.

� 

7 Concluding Remarks

In this paper we have analyzed T -supermodularity of Choquet integrals and showed
that the Choquet integral with respect to belief measures is T -supermodular for
the whole family of Frank t-norms. However, the question whether this is also a
necessary condition under which the Choquet integral is T -supermodular for all
Frank t-norms T , is still open. In Example 1 we have shown a measure that is not a
belief one and such that the corresponding Choquet integral is T -supermodular for
T = min.
Moreover, we have given also an example of T -supermodular Choquet integral in
the case of a necessity measure which is a particular belief measure for a finite space
Xn. As the next step we want to continue and study T -super- or submodularity also
for Sugeno and Shilkret integrals.
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Part II
Robots



Two Particularities Concerning Robots

Jozef Kelemen

Dedicated to the Alan M. Turing Centenary.

Abstract. The contribution, in its first part (chapters 1-4), emphasizes some of the
differences between human beings and robots, and in its second part (chapters 5-7)
also some differences between computers and their programming, and robots and
programming of robots. It recognize programming as an integral part of the overall
human culture, and formulates complementing the usual Turing hypothesis, another
Turing hypothesis rooted in the famous Turing test. As an example of focusing stu-
dents attention to the differences in programming computers and robots the article
provides some examples of the teaching experiences of the Institute of Computer
Science of the Silesian University in Opava, Czech Republic.

Keywords: Robot, mechanical lady bug, Koala robot, Khepera robot.

1 Introduction - From Traditional Views towards the
Baudrillad’s Question

The traditional and broadly accepted definition of the machine has been and still
up to today is related with physics. Machines of the previous centuries have been
considered as man-made physical systems working deterministically in some phys-
ically well-defined cycles, and intended to concentrate the dispersion of the energy
in order to do some economically meaningful (valuable) physical work. A famous
example of such a type of machine is the steam-engine which predestined the revo-
lution of the whole industry during the 19th century.
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The industrial revolution of the 19th century accelerated during the 20th century
owing to the machines intended for information processing. This technical devel-
opment brings about dramatic scientific as well as social and cultural changes, and
considerably influenced also the self-image of the man of the West. Karel Čapek
as one among the first realized the social transformation of the human being to the
form of the machine of some specific kind - of a dehumanized being with only
one reason - to participate in mass production in a role of certain kind of machine
called in Čapek’s famous theatre play R. U. R. (first on the stage in January 1921
in the Czech National Theatre in Prague). However, Čapek’s imagination gives to
his robots another view which becomes to be usual in the sci-fi literature and in the
movies after the first presentation of robots look (Figure 1 provides the costume of
robots from the first night presentation of the R. U. R.). Might be because of the
rapid development of the mechanization of the mass production, the general pic-
ture of the robots have been changed, and e.g. the robot from the movie Metropolis
(directed by Fitz Lang) from 1927 presents an (electro)mechanical albeit visually a
human-like device (see the right part of the Fig. 1).

The above mentioned but only very shortly illustrated developmental line of the
culture of West lead us to completely new and fundamental problems of our present
critical thinking, technical creativity, and to different new forms of our artistic ex-
pressions, too. Am I a man or am I a machine? Asked the philosopher Jean Bau-
drillard [3] his colleagues in his speech at the Ars Electronica Festival in Linz (Aus-
tria), September 14, 1988, and he answered immediately to himself: Virtually and
physically we are approaching machines. Where has the Baudrillard’s idea (and
many similar ideas that appear so often in contemplations of so many intellectuals
of the West during the 20th century) its roots?

Fig. 1 The picture of the
first robot (the costume
designed by Josef Čapek for
the first night of the Karel
Čapek’s R. U. R., 1921), and
the robot from Fritz Lang’s
movie Metropolis (1927)
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2 Roots and Shifts

In some of our previous publications - in [12], [11], and [10] for instance - we have
analyzed from a specific cultural perspectives the common features and principal
differences which robots and human beings form. First, let us sketch in very short
some of these differences and similarities. Then, in the second part of this contri-
bution, we will discuss some among the particularities of programming robots in
comparison with programming ”ordinary” computers.

The considerable paradigmatic shift in our cultural, scientific and technical com-
prehension of machines consists in the shifting from view of machines as physi-
cal systems intended to perform physical actions in physical world towards their
comprehension as universal symbol-manipulating systems intended for storing and
retrieving information coded (represented) symbolically in certain suitable ways.
Hodges ([9], Chapter 2) informs us about the first steps towards this new picture of
the machine proposed by A. M. Turing (1912-1954).

Rather surprisingly another conceptual shift has been accomplished in the first
half of the past century - the shift from human beings towards ”organic” robots
appearing in the Karel Čapek’s play R. U. R. in 1921 - for more details about this
shift see e.g. in [11] - and then, during a very short period of the time towards
the ”mechanized” robots of the next decades (visualized manifoldly e.g. in lot of
B-movies).

3 Machines of the Turing’s Age

Alan Turing in spring of 1935, when his dissertation went the rounds of the King’s
Fellow at Cambridge University, he went to a course on foundations of mathematics
delivered by M. H. A. Newman. Newman finished his course with outlining the
Gödel’s proof of his famous undecidability theorem, which did not rule out of the
possibility that there was some way of distinguishing the provable from the non-
provable statements. Newman put a question to his students: Was there a mechanical
process which could be applied to a mathematical statement, and which would come
up with the answer as to whether it was provable? The phrase ”mechanical process”
revolved in Turing’s mind and leads him to a challenging question: What would by
the most general kind of machine that deals with symbols? Inspired by a mechanical
typewriter Turing invented and described with all of necessary mathematical rigor
an idea of such machine called automatic (or a-) machine by him [23], and now
generally known (according Alonzo Church’s suggestion) as the Turing Machine.

Informally speaking, the Turing Machine consists in two formally well definable
basic parts: the control engine, and the writing hand. The writing hand is able to read
and (re)write symbols appearing in the bi-directionally potentially infinite tape. It is
able to write a specific symbol (say the symbol 1) into a square on which it just stay-
ing on or to withdraw the symbol form this square. The control engine governs the
writing hand actions by four commands: write, erase, move one square to the right,
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and move one square to the left. Turing invented this abstract ”mechanical” (math-
ematically well-defined and formally rigorous constructively proposed) method (an
abstract ”machine”), and he mathematically proved - roughly speaking - that this
”machine” is the most universal one dealing with symbols in order to provide com-
putation (to perform algorithms). Moreover, he proved that form the perspective of
this ”machine” the answer to the above mentioned Newman’s question is definitely
”no”. In other words, he gave the exact mathematical proof of the statement that
there exist mathematically well-defined functions for which their values cannot be
effectively (algorithmically) computed from the values of their variables.

The invention and further study of the universal Turing machine provide the basis
for formulation of at least two fundamental hypotheses related with our understand-
ing of machines and their capabilities.

The First Turing’s Hypothesis is about the capabilities of machines [23], and is
known as the Church-Turing Hypothesis in the literature; for more details on it see
e.g. [22]. It states, roughly speaking, that all what is intuitively computable in any
realistic sense, is computed by the universal Turing machine.

The Second Turing’s Hypothesis is, mainly in the literature on Artificial Intelli-
gence, known as the Turing test; see e.g. in [21]. The test consists in comparing the
capabilities of machines (computers) and human beings with respect to their capa-
bilities to perform tasks associated in human beings with their intelligence. If the
test proves that the behavior of the human beings and the computers are unrecog-
nizable for a human observer, then the computer might be considered as intelligent
one. So, in other word, the test allows us to hypothesizes, roughly speaking, that the
human intelligence is expressible as a collection of computable tasks. In such a way
the original Turing hypothesis is conceptually connected with the Turing test, and
makes clearer the relation between - build a bridge between the two in certain sense
- efforts in Artificial Intelligence and the theory of abstract computation.

4 Robots

However, robots, at least in certain aspects, fundamentally differ also from other
technical devices. This article as a free continuation of the matter presented in [15]
focuses to another aspect of the large context of robotics - to robots connections
with human beings, esp. with those who program robots to do what they are able to
do. In this context we will understand robots in the usual sense formulated precisely
enough in [18] as ”. . . autonomous system which exists in the physical world, can
sense its environment, and can act on it to achieve some goals”, however we add - in
order to exclude human beings form the scope of the definition, - the continuation
of the Matarić’s definition the part which exists as results of engineering efforts a
human beings.

We will focus towards some of the similarities and differences of programming
robots and computers, and to some of our experiences with introducing these
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similarities and differences to curricula of programming for students of informatics
and computer science in order to prepare them to the similarities as well as to the
differences, and in order to become deserving when meet them in their practice. Of
course, there are numerous similarities, but also numerous differences between the
two mentioned above types of programmable technical systems - the advanced com-
puter controlled robotic systems and the usual computers. Moreover, the differences
are reflected not only in the architectural structures and functional behavior of these
types of systems but also in their programming.

From certain traditional perspectives the robotic platforms are at least in some ex-
tent similar devices as the traditional personal computers. The traditional computers
have, similarly as the robotic platforms, a central processor, some input devices (re-
minding robots sensors, e.g. the ”mouse” or the keyboard, and also some output
devices (reminding robots actuators), and some possibilities to program the proces-
sor for providing the required relations between the input data and the output data.
In the case of the traditional computers we have keyboards, mice, monitors, printers,
etc.

Similarly, in the case of robotic platforms we have different sensors which pro-
vide input data from observations of the robot sensors, and different actuators of
robots which provide output performances in the robots external environments on
the base of data computed by the programs in the robots. From this aspect robots
and computers are similar programmable computing devices. However, there are
some differences in programming traditional computers and robots. The aim of the
present article is to comment some among the specificities appearing in robot pro-
gramming in a significantly clearer manner as in the case of programming ordinary
computers.

5 Programming Robots

If expression of ideas in the form which makes intercommunication of ideas pos-
sible represents the part of the culture, then writing programs is in certain sense
an important enlargement of this ability because of communicating products of in-
tellectual efforts not exclusively between human beings but also between human
beings and the artifacts they are constructing and producing as part of their material
culture - between computers and robots. So, our technical creativity and our gen-
erally comprehended culture meet in a specific discipline we will focus to it in the
following sections.

We will focus to the activity consisting in programming our technical devices,
esp. robots. We will discuss some among the common feature of traditional com-
puter programming, and to compare them with the programming of robots. We will
try to emphasize that robot programming should be used as an alternative approach
to the computer programming. On the other side we will try to emphasize also the
opposite side of the same coin, resp. that robot programming opens many prob-
lems which appear not so crucially in traditional programming as in the contexts of
programming robots.
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A very substantial difference of the computer programming and the robot pro-
gramming consists in the ability of programmers to deal with in fact real-time
programming. The robots environments are usually dynamic, end the dynamics of
changes are usually only hardly predictable for physically real environments. Be-
cause of the requirement to act under such conditions it seems to be required to
provide robots’ processors with programs which are able to connect the input data
from the real environment very effectively with the required output data managing
the robots’ actuators performance. This is one among the crucial specificity of robot
programming in comparison with programming usual computers having usually, at
least in the cases forming the basics of general programming training - almost noth-
ing common with coping with programming real time processes. In the consequence
of that, one among the important differences lies, for instance, in the necessity to
comprehend complexity in different ways. In the case of programming traditional
problem solving procedures by traditional computers, the traditional space and time
measures play an important role from well known reasons.

However, in the case of programming robots working under the real time con-
ditions, the principal requirement for having a sufficiently complex program might
consist in having quick enough connection between sensed data and the output data
without the necessity to pay distinguished attention to the computational complexity
of the program behind the computation of the required output managing the actua-
tors functioning from the input provided by sensors.

Another type of problem arise from the behavior of robots in physically real en-
vironments full of different types of noises and uncertainties, unexpected obstacles
and other physical barriers appearing in their physically changing environments.
These noises must be in certain sense presupposed during the process of construct-
ing the programs for robots. The programs must be robust enough for copying with
such types of complications which might appear during the particular runs of pro-
grams.

Keep in the mind the above mentioned and some similar requirements specific
for robot programming seems to be important, and should be emphasized in robot
programming curricula.

Few information on the above mentioned matter are contained e.g. in [2] where
the languages Lisp and C are mentioned, and in [24] which emphasized the tra-
ditional lingua franca of artificial intelligence experimentations - different dialects
of the language Lisp (the Scheme, for instance). Good inspiration might come also
from [18] and from [4]. More specialized problems and their possible solutions are
included in [8]. Some inspiration for programming can be found also in [19]. In the
case of [2] the short notes follows from programming reactive robots, in the second
one the main emphasis is put to traditional artificial intelligence programming which
is not identical with the matter of robot programming, however, Lisp or its derivates
like Scheme, for instance, could be effectively used for purposes of robotics. Other
publications are focused to general settings of problems without a special attention
devoted to programming languages.
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6 Few Types of Problems

Now, based on [5] and [15], we will focus to some of the types of problems spe-
cific for programming robots in comparison with programming usual computers.
The first class of such problems is the problems concerning the realization of the
possibility of emergent behavior of robots - it means the behavior which comes as
an ”unexpected” result of interactions of programmed behavior.

The primary requirement putted to robots behavior is the high level capacity of
obstacle avoidance. The programs making possible for a robot to avoid obstacles
must be quite effective and must work with high efficiency.

The problem of obstacle avoidance is in certain specific situations solvable us-
ing the principle of reactivity, moreover by mechanical devices having no electronic
information processing parts. So, it is solvable without any programming, realizing
only the advantage which follows form the mechanical construction of the mecha-
nism.

A good example of the solution of this kind of problem provides the mechani-
cal ladybug depicted in the figure 3 with its two parts arranged according the sim-
ple architectural principle of so called subsumption architecture usually used in the
present so called fully reactive robotics. The application of the principle of this idea
for the case of the mechanical ladybug is depicted in the figure 4. For more details
on different types of autonomous agents including robots see e.g. [13].

Fig. 2 The low level rational mechanical ladybug

Fig. 3 The ”ladybug”, and its two crutial parts
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As presented in ([14], two non-rational parts subsumed in a right way result in a
low level rational behavior consisting in the avoidance of vertical obstacles (like a
table edges) of the whole ladybug; see figure 4.

A specific type of the just mentioned problem of obstacle avoidance is the prob-
lem of collision free moving, i.e. moving of the robot without touching the obstacles
appearing in its route. As it was demonstrated e. g. in [6] in experiments with a
Khepera robot (with eliminated functioning of its built-in collision avoidance pro-
gram) at the Institute of Computer Science of the Silesian University during his
PhD study an almost perfect collision avoiding program could be generated rather
quickly (8 minutes of the run of Khepera inboard processor) using the technique
of genetic algorithms, and a suitable programming tool provided for the use of the
programming language Lisp. In [7] this original tool - an interface language KHLI
providing the possibility to program Khepera robots in Lisp by ”translating” Lisp
programs into C language programs is reported.

Another type of problem is the wall-following capacity appearing in certain mis-
siles of robots. In ([18], p. 215-216) a good example of the wall-following effect
which emerges from two ”simplest” programs, one which provides the straightfor-
ward movement of the robot, and the second one providing the obstacle avoidance
capacity of the robot. The main idea is surprisingly simple and is depicted in the
figure 5.

Fig. 4 The way how two well subsumed fully reactive parts result in the low level rational of
the mechanical ”ladybug”
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7 Some Experiments

First, we mention two traditional navigation problems which are used in order to
test our students of computer science at the Silesian University in Opava. These
problems involve the above mentioned problems of obstacle avoidance and line fol-
lowing, and integrate the solution of both of them into the program which solves a
more complex navigation missile of the robot. The first one is the so called mark
identification and following problem, the second one is the so called red line on top
floor following problem. These experiments are provided by students as their regu-
lar part of examination process after the lectures on robotics and pattern recognition.
Usually it has the form of a competition between small gross of students providing
their own programs each. To solve the problems students must have preliminary
knowledge from several areas of their previous study. From basics of robotics and
robotic hardware, embedded programming in languages C and C++, embedded OS
and Linux platforms, computer vision, and the theory of automata, for instance. For
more details on the experiments see in [5]. The experiments are executed at the
Silesian University Institute of Computer Science robotic laboratory.

The first example is the experiment consisting in solving a package of prob-
lems, some of them connected with patter recognition and image processing prob-
lems, other with the problem of autonomous navigation according the ”road signs”,
and the line-following problem. The experiments are executed using a Koala robot
produced by K-Team. The Koala robot in the configuration consisting of the au-
tonomous automotive part with six wheels, six boards, maximally two video cams,
and a WiFi connection provider; see figure 6.

The writing the problem for the robot is the part of the exam on pattern recogni-
tion and introductory robotics. Students form several small (per two to three member
in each) groups, and each group proposes at the end of the exam its own program
which integrates the programs for solving the parts of the robot missile. Then the
programs are started, and the behavior of the Koala is evaluated for each group. The
results of evaluation then form the parts of students’ individual evaluations. Figure 5
takes a snapshot on the environment and the robot during the run of the experiment.
More details can be found in [5].

Fig. 5 Emergence of the wall-following behavior (c) from the straightforward movement (a),
and the obstacle avoidance (b)
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The second example is the subject of the diploma project of Michal at the ICS of
Silesian University then published as [20]. As it was mentioned above, the
second type of robots used in our robotic laboratory are approximately eight actually
working small mobile robots Khepera produced by the K-Team. These robots are
due to their small size and various extensions as ideal for a number of experiments
in teaching basic programming in the field of mobile robotic. They are equipped
with two independent wheels - each wheel is powered by its own motor - and with
eight infra red sensors, and by some additional sensors and actuator (see figure 2).
By its infrared sensors the Khepera can measure both light intensity and distance to
obstacles and walls.

The main goal of the above mentioned diploma thesis was to develop a program
for controlling the society, in this case particularly a two member society, of robots
to solve cooperatively the so called box-pushing problem. This problem defines one
among the basic and quite favorite tasks in the cooperative robotic.

The goal is to push selected object (the box) to a pre-specified goal-place in
the robots environment. In order to perform this task it is necessary to design and
implement number of subtasks and their composition to get the requested behavior
and the solution of the problem.

Variant approaches and techniques of the solving this task can produce many
results and experiences which can be used for solving similar tasks in the real world.
In the thesis the so called master and slave concept was used, and programmed
successfully. The original Kheperas sensors have been modified in certain extent
during the experiment in order to reduce the sensors usual angle of sensitivity, as
the figure 7 shows.

Figure 8 illustrates the beginning of the mission of the collective of two robots.
For technical details see [20].

Fig. 6 A Koala robot during
the missile using camera im-
pute for obstacle-avoidance,
marker-respecting motion,
and line-following motion.
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Fig. 7 A Khepera robot prepared for the multi-robot solution of the box-pushing missile

Fig. 8 Two Khepera robots
in the process of the box-
pushing missile

8 Conclusions

The presented contribution might be comprehended in different ways. It might be
comprehended as a contribution to the didactics of teaching robot programming or
as a contribution to the diverse discussion on the present influences of technologies
to culture, for instance. However, from our point of view, the best way to com-
prehend it starts from the question of how our present culture enables to integrate
different parts of the human creativity, not only the pure and traditional artistic cre-
ativity, but also other type of creative acts like technical creativity, as a part of itself.
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The growing of this ability to integrate might mean that the chasm between the
”technicians” and the ”artists” opinions will be step by step eliminated, and we will
be closer to certain ”general” understanding of the culture as the sphere created by
the human creativity in general.

So, we are ready to conclude that the concept of robot with its long and contradic-
tory cultural as well as technological (pre-)history together with new technologies
that enable artists to create unusual interactive communication scripts in physical
or virtual worlds, possibly in some of new kind of spaces is not exclusively in the
context of the contemporary new branches of arts connected with a new aesthetic
dimension. This dimension prefers modeling of behavior (when the author creates
the possibilities for actions and reactions of the created system according to the
inner or outer stimuli sensed from by it in its environment) over creation of static
objects. Preference of the behavior over the form, and the system over the object
is then understood as a general and characteristic feature of robotic and cybernetic
art today, ninety years after placing robots into the theater stages. In the other hand,
the creativity of programmers, the purely ”technologically” oriented professionals,
enables to presuppose the origin of new ways how also the artistic works might be
”materialized” in working, functioning artifacts. This will be also a contribution to
the unification of different parts of the widely comprehended culture.
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Brno for productive cooperation and discussions on some parts of the subject of this contri-
bution, to the former and present members of the ”robotic staff” of the Silesian University
Institute of Computer Science, namely to Michaela Ačová, Petr Čermák, Martin Dostál, Aleš
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Online Generation of Biped Robot Motion
in an Unstructured Environment

Borovac Branislav, Mirko Raković, and Milutin Nikolić

Abstract. In this work is demonstrated the possibility of using primitives to generate
complex movements that ensure motion of bipedal humanoid robots in unstructured
environments. It is pointed out that for the robot’s motion in an unstructured envi-
ronment an on-line generation of motion is required. Generation of motion by using
primitives represents superposition of simple movements that are easily performed.
Simple movements are either reflex or learned synchronous movements of several
joints, and each of these movements represents one primitive. Each primitive has
its parameters and constraints that are determined on the basis of the movements
capable of performing by a human. A set of all primitives represents the data base
from which primitives are selected and combined for the purpose of performing a
complex movement.

Keywords: Robot, biped robot motion, humanoid robot, primitive.

1 Introduction

In the recent years we have witnessed an explosive development of Humanoid
Robotics. However, in the realization of their movements, many humanoid robots
perform motions that are synthesized in advance [4, 18, 5].

Bearing in mind the high sensitivity of humanoid robots to disturbances, it is
straightforward that the maintenance of dynamic balance represents the primary
control task. In [17, 16], different control algorithms were analyzed for preserving
an anthropomorphic motion, whereas a separate control law was defined based on
the deviation of the Zero-Moment Point (ZMP) [14] from its reference position, for
preserving dynamic balance. Authors, in [17, 16], made a comparison of the fuzzy
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logic control and Proportional-Integral-Differential (PID) control, and it was shown
that these strategies were mainly adequate for compensating small disturbances,
whereas the compensation of large disturbances requires a different approach. In
[14], Vukobratović et al. considered in detail the notion of dynamic balance, espe-
cially from the aspect of biological principles that are used to preserve it, including
the case of a non-standard foot-ground contact. The problem of classifying distur-
bances has been considered in detail in [15].

If robots are to share the living and working space with humans, which assumes
their motion in unstructured environments, it is not possible to use a predefined mo-
tion since they will have to react to the situations in real time during the motion
realization, which will not be possible to plan in advance. A main prerequisite to
achieve this is to ensure the robot’s efficient motion, that is its ability to compen-
sate for the ever-present disturbance and the ability for online generation in highly
unstructured environment. Current techniques applied for online motion synthesis
lack fast response and flexibility, and new methods are needed.

From biology we can learn a lot. In [8], it was clearly shown that an electrical
micro-stimulation of the same interneuron region of the spinal cord evoked syner-
gistic contractions that generated forces directing the hand limb toward an equilib-
rium point in space. The collection of the measured forces corresponded to a well-
structured spatial pattern (vector field) that was convergent and characterized by a
single equilibrium point. Further, there are important findings about modular orga-
nization of spinal motor systems in the frog spinal cord. The experiments showed
that only a few of distinct types of motor outputs could be evoked by stimulation.
However, when the stimulation was applied simultaneously to two different sites in
the spinal cord, each of which when stimulated individually produced a different
type of motor output, the resulting motor output was a simple combination of the
separate motor outputs. Based on these observations it was proposed that complex
movements might be produced by the flexible combination of a small number of
spinally generated motor patterns.

The use of primitives to generate motion of humanoid robots is not a new ap-
proach. In [3, 2, 9, 6, 7], the authors used the whole movement (overall gait, transi-
tion from standing to walking, etc.) as a primitive. In [3], authors used a library of
motion primitives where each primitive is a single step. The library of motion prim-
itives actually represents a set of different steps. Depending on the requirements
and robot state, each time a new primitive is selected from the library. In [2], au-
thors describe an approach to generate walking primitive databases in which each
primitive is a cyclic walk with different parameters. They also generate a different
primitive for transition from one cyclic walk to another. A general framework for
learning motor skills which is based on a thorough analytical understanding of the
robot task representation and execution was presented in [9]. Finally, in [7, 6] an
approach was presented for online segmentation of the whole-body human motion
observation and learning.
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An essential feature in the approach we advocate is that the online motion is
formed by a combination of simple movements and not of the complex movements
recorded in advance. Complex movements are decomposed into simple ones, called
primitives (e.g. leg stretching, leg bending, hip turning, etc.). The basic idea is to
enable the system to learn to execute online each primitive with different parame-
ters (let say, leg bending to different knee and hip angles) and from different initial
positions. A movement may be continued (if needed) with another primitive (also,
online selected) to perform a complex movement. For example, the movement of the
leg in swing phase consists of leg bending immediately followed by leg stretching.
In addition, the primitives can be added on top of each other (superimposed) in case
the cur-rent motion is basically properly executed but small corrections are needed.
For ex-ample, even when dynamic balance is not directly endangered, human real-
izes a series of simple movements and changes its motion in real time. Thus, for
example, if in the course of the gait a need arises to modify the motion (e.g. there
appears an obstacle that is to be bypassed or the need to climb the staircases), the
human does not waste time on the calculation of a new and complex motion to be
realized and of new kinematic and dynamic parameters of motion, but it selects a
most appropriate primitive, by adjusting only some of the basic parameters such as
the height of the leg lifting, angle of leg bending or the stride length. By introducing
the base of primitives that are realized by taking as a model human’s movements, the
aim of this work was to demonstrate that the appropriate selection and combination
of primitives can yield the realization of a complex motion.

2 Motion Decomposition and Synthesis

Every motion can be considered as being composed of a set of basic movements
which can be easily combined. In this chapter we describe how climbing stairs can
be decomposed into primitives, and how the primitives can be combined into a more
complex motion.

2.1 Primitives

The term primitive stands for a simple movement that a human or robot is capable
to realize. A primitive itself should be simple in order it could be easily combined
with the other primitives. This implies that a certain primitive can be included in
different complex movements. Each primitive is parameterized and has the follow-
ing parameters: intensity of the movement in the span of 0-1 (which determines the
extent to which, for example, a leg is to bend or stretch), time instant from which
the primitive execution should start, and duration of the primitive execution.

Figs. 1 (a) and 1 (b) show stick diagrams representing bending and stretching (at
the hip, knee and the ankle) of the leg in swing phase and stretching of the support
leg (Fig. 1 (c)), as well as the primitive for the mechanism’s inclination forward
(Fig. 1 (d)).
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(a) (b) (c)

(d)

Fig. 1 Stick diagrams of the humanoid robot model in the realization of primitives by the
swing leg: a) leg bending, b) leg stretching. And support leg c) stretching, d) inclining, by
which the system as a whole moves forward.

Each of the primitives is realized by activating one or more Degrees of Free-
dom (DOFs). Thus, for example, the primitive for bending the leg in swing phase
involves activation of the joints at the hip, knee and ankle of the swing leg. In the
realization of the primitive for stretching of the support leg (Fig. 1(c)) use is made of
the ankle, knee, and hip joints. By the realization of the primitives for stretching of
the support leg, these joints move so to ensure that at the end of the movement, when
the stretching intensity was preset to 1, the leg is fully stretched, which corresponds
to the angles at the joints of 0 rad.

In the realization of the primitive for inclining, the support leg is activated again,
and the same joints are used as in the realization of the primitive for stretching the
support leg (Fig. 1(d)), but now the toes link is also moving since the rear part of the
foot (heel) separates from the ground and the system remains supported only on the
link of the toes. With this primitive, the angles at the joints of the knee and hip are
of the opposite sign to the angles at the links of the toes and ankle, to ensure keeping
the trunk in the upright position with respect to the external coordinate frame. The
primitives shown here are just examples identified on the basis of human motion for
the purpose of climbing stairs, which is in the focus at the moment.

It also should be noted that, considering kinematics, the motion at each joint
is of simple ”s” shape. However, the simulation motion was realized by applying
appropriate driving torques at the joints or by applying appropriate voltages to the
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driving motors1, assuming that each joint is actuated by its own DC motor. For the
same shape of movement (with different starting points), the control variables vary,
and their exact values depend of the ”gravity contribution” to the joint load which
vary with different position of the leg in space, etc. This means that the shape of the
control variable does not always correspond to the shape of the movement.

2.2 Composing Primitives

In this section is presented the motion of climbing stairs, entirely synthesized using
primitives (Fig. 2). In order to make clearer the process of the synthesis procedure,
the motion was split into three phases. First, the robot from a regular walk is brought
to the initial upright posture which is adopted to be the initial position for impos-
ing the primitive for climbing stairs. Then, it is to realize climbing the first step
and afterwards the second step. Further climbing can be realized by repeating the
movements performed to climb up the second step.

Fig. 2 Stick diagram (only
four postures are shown) of
humanoid robot climbing
stairs

It should be pointed out that there is no reference motion for such type of walk,
and the overall motion is to be realized by superimposing the appropriate primitives.
Sampling time in this example is 1ms.

Climbing the first step is realized by combining the following primitives. First,
to the robot in the upright position the leg-bending primitive is imposed, by which
the leg takes off from the ground and passes to the swing phase. This primitive lasts
1650 iterations at an intensity of 0.44. At the same time is imposed the primitive for
lifting up the same leg. This primitive is imposed beginning from the 275th iteration
and lasts to the 1925th iteration at an intensity of 0.2. In the span from the 1100th
to the 2750th iteration the two primitives - for stretching the support leg and bringing

1 The driving torque of the joints or motor driving voltage for the joint actuation will be
called the control variable.
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(a) (b)

(c)

(d) (e)

(f)

Fig. 3 Diagrams of forming the motion at the joints at the hip, knee and ankle (downwards)
of the swing (left) and support (right) leg by superimposing the appropriate primitives: (a, hip
of the leg in swing phase), (b, hip of the support leg), (c, knee of the leg in swing phase), (d,
knee of the support leg), (e, ankle of the leg in swing phase), (f, ankle of the support leg)

down the swing leg - are imposed simultaneously at the intensities of 0.35 and 0.1,
respectively. An additional primitive for inclining forward is imposed to the support
leg from the 1350th to the 3000th iteration at an intensity of 0.25.

The third phase is the climbing up the second step, the initial posture being dif-
ferent from the one prior to climbing the first step. In this phase the leg bending
is realized, lasting from the first to the 1650th iteration at an intensity of 0.44. The
primitive for stretching the support leg is applied simultaneously (lasting also from
the first to 1650th iteration at an intensity of 1). After that follows the lifting up of
the swing leg, and this primitive lasts from the 275th to the 1925th iteration at an
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intensity of 0.23. Then comes the realization of the inclination2 (in Fig. 3 denoted
as the primitive for humanoid inclination) of the supporting leg from the 1350th to
the 3000th iteration at the intensity of 0.28, and finally, the landing of the swing leg
lasting the same time at an intensity of 0.1. Afterwards, the procedure is repeated
from the beginning.

This example is given just to explain and illustrate the basic idea of composing
movements. However, primitives are not composed by selecting motion for each
joint separately, but by selecting motion ”as a whole”. For example, the motion
of the leg in swing phase is composed by the realization of three primitives: leg
bending, leg lifting and leg landing. Each primitive ensures a synchronized motion
of all joints involved.

3 Model of the Humanoid Robot

The humanoid is modeled as a set of open kinematic chains connected to the central
(basic) link and interconnected by rotational joints with only one DOF [10]. Fig.
4 shows the mechanism structure of anthropomorphic shape consisting of 46 links.
The basic link is the pelvis, numbered as 1. The joints with more DOFs (ankle and
hip) are modeled as a series of one-DOF joints, connected by massless links of
infinitesimal length (fictitious links). For example, the spherical joint at the right
hip is modeled by three one-DOF joints (the orth of rotation axes e7, e8 and e9
are mutually orthogonal), connected by the fictitious links 2 and 3. The position
and orientation of the pelvis, (the basic link, to which all other kinematic chains
are connected), are presented by a vector consisting of three translational and three
angular coordinates X = [x,y,z,θ ,ϕ ,ψ ]T . The other kinematic chains connected to
the pelvis are: links 1-9 representing the right leg, the links 1, 10-17 constituting the
left leg; links 1, 18-42 representing the 10-link trunk (backbone) and the right arm,
whereas the fourth kinematic chain is represented by the 10-link trunk (the links are
interconnected by 2-DOF joints) and the left arm (links 1, 18-38, 43-46). The head
is included into the link 38. The feet are two-link ones, consisting of the foot body
and toes connected by a one-DOF joint (left foot: links 8 and 9; right foot: links 16
and 17).

The motion of each joint is described by one joint coordinate (q7,q8, . . . ,q51).
Taking into account that 6 coordinates are needed for the positioning of the base link
in the space we obtain that the overall number of DOFs of the described mechanism
is 51, whereas the system’s position is described by the following expression:

Q = [XT qT ]T = [x,y,z,θ ,ϕ ,ψ ,q7,q8, . . . ,q51]
T . (1)

2 Inclination is realized by activating the joint by which the link of toes is connected to the
rest of the foot, thus inclining the overall humanoid forward. To preserve the verticality of
the trunk, this inclination has to be compensated for, so that the curves of the ”primitive
for humanoid inclination” are applied at all joints of the support leg, which can be seen in
the right-hand diagrams of Fig. 3.
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a) b) c)

Fig. 4 Kinematic model of the robot: a) the whole robot, b) detailed schematic of the legs, c)
detailed schematic of the trunk and arms

Each joint has its own actuator that generates the corresponding driving torque τi ,
whereas the first six DOFs of the vector Q correspond to the position and orientation
of the basic link (x,y,z,θ ,ϕ ,ψ), and they are unpowered. The vector of driving
torques at the joints is , and the expanded vector of generalized forces of the length
51 is . In the simulation we can select either that the joints are actuated by applying
driving torques or the motor voltages. In the case when the joints are powered by DC
motors with permanent magnets, the motor is controlled by the rotor coil voltage,
and, without the loss of generality, the same motor can be used at each of the joints.

In the course of stepping, the system passes from the single-support to the double-
support phase. In the beginning, the leg that performs stepping is not in contact
with the ground, the contact is being realized when the stepping is ended. Also, in
the course of the contact realization, slipping may occur between the foot and the
ground, and during the settling phase the rear leg can separate from the support.
Because of that, it is of great importance to model appropriately the foot-ground
contact, i.e. to describe in the most reliable way all the effects that may arise between
the two bodies in contact.

3.1 Modeling of the Contact

The two-link foot is rectangular, with a flat contact area, so that for an exact identifi-
cation of the contact type it suffices to observe only six characteristic points shown
in Fig. 5. Four contact points (1-4 in Fig. 5) are the foot body corners, whereas the
points 5 and 6 are at the top of the toes. By observing only these six points we can
describe all the possible configurations of the foot-ground contact. If three or more
points (which are not collinear) are in contact with the support, the contact is pla-
nar; if two points are involved, it is a linear and, finally, there may exist one-point
contact.
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Fig. 5 Positions of the vis-
coelastic elements through
which the foot-ground con-
tact is realized (view from
the bottom of the foot)

Since there are two feet, the total number of points that are to be observed is
12. However, not all the points are always in contact with the ground. The moment
when a certain point establishes or breaks contact with the ground was calculated
using slack variables [12].

3.2 Model of the Overall System

By uniting the model of the robot’s mechanical structure and of the viscoelastic
foot-ground contacts, the overall system can be described by the following set of
differential equations:

H · Q̈+h0 = T+∑
i∈S

JT
i ·
[

Fi

δ i×Fi,

]
(2)

where Q̈ represents the vector of generalized accelerations of the mechanical sys-
tem; H is the system inertia matrix; h0 is the column vector of velocity effects and
gravitational moments; T is the column vector of driving torques; S is the set of
points in contact with the ground; δ i and Fi are the deformation and contact force at
the i-th contact point, respectively; Ji is the Jacobian matrix calculated for the i-th
contact point [1].

In the case when each joint is powered by a separate electric motor, the second-
order DC electric motor model is used in the following way:

uk = Rr · irk +Ce · q̇k +Lr · i̇rk

τk =Cm · irk +B · q̇k + Jr · q̈k.
(3)

In these equations, τk represents the driving torque at the k-th joint (actuator); irk

is the rotor current of the k-th actuator; q̇k and q̈k are the angular velocity and ac-
celeration at the k-th joint. The rotor coil voltage of the k-th actuator is uk. The
actuator parameters are: torque constant ( Cm=4.1910 Nm/A), speed constant ( Ce=
4.1794 rad/Vs), rotor thermal resistance (Rr=0.3630 Ω ), rotor inductance (Lr =
161 · 10−6 H), rotor inertia (Jr=0.1459 kgm2), and coefficient of viscous friction
(B=1.268·10−3 Nm/s). The motion of the actuator is controlled by changing the
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rotor coil voltage uk. Therefore, the overall model of the system is presented by
equation (2), together with another 45 second-order differential equations (3), de-
scribing the behavior of the actuators at each of powered joints.

4 Realization of the Primitives

Simple motion of human limbs requires very complex, simultaneous and well syn-
chronized change of the joints’ angles. The task becomes even more complex when
the motion has to be synthesized and performed online on the basis of the current
state of the robot-environment interaction.

Let us direct our attention to some important issues. The first one is the difference
between kinematic and dynamic composition of primitives. In the case of kinematic
composition it is just the shape of the movement to be achieved, while dynam-
ics composition supposes the application of a control variable to achieve a desired
movement. Let us explain this on the example of leg bending in swing phase. The
first characteristic of this movement is that spatial trajectory of the ankle is approx-
imately a straight line during normal walking without obstacles. However, during
the motion in an unstructured environment it is not necessary that a certain primi-
tive is always realized in the same way. The bending intensity and bending speed
have to be on-line selected on the basis of the current situation in the environment.
As it is clear from Fig. 6, illustrating two examples of leg bending, one and the same
movement can be realized with different motion parameters and from different ini-
tial positions. In both cases, small circles denote the initial and terminal position of
the swing leg ankle (terminal position is defined by bending intensity). If the bend-
ing intensity is larger, the ankle terminal position will be higher. This issue will be
further discussed in the next section.

a) b)

Fig. 6 Examples of leg bending from different starting positions and with different intensi-
ties: a) leg bending intensity is 91%, b) leg bending intensity is 50%

The second issue on which we will focus our attention can be explained on an
example when the movement has to be changed during the execution or when a
primitive is to be executed while the robot is moving. Let us suppose that during the
execution of a certain primitive such situation arises in which the system is forced to
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stop performing current primitive and starts execution of a new one. The execution
of a new primitive should start immediately after the need has been recognized, and
it is not necessary to stop the limbs first and then start the new primitive. Hence,
such situation can be generalized as the primitive execution in case the velocity at
the start-ing point is not zero. This issue will be described in details in Section 4.2.

4.1 Realization of Primitives using Support Vector Machine
(SVM)

Having in mind findings reported in [8], we believe that human learns some basic
motions and, when needed, they are to be recalled and replayed. Another important
point is that the same stimuli drive limb to the same point regardless of its initial
position (whole vector field is formed). And finally, those vector fields are additive.
We believe that an approach with similar characteristics is needed for robots, too.

4.1.1 Generation of Training Data Set

To enable the application of SVM learning algorithms for the realization of primi-
tives it is necessary to define the sets of appropriate inputs and outputs, which will
be explained on the example of the leg bending. The adopted inputs are: the bending
in-tensity, movement velocity (specified by movement duration), current velocity of
the ankle, current values of angles and current angular velocities at the knee (rotation
about the y-axis) and the hip (rotation about the x and y-axes). The outputs are the
driving torques at the hip and the knee. At the starting position, the leg is not mov-
ing and the driving torques have to be defined so to ensure this (just to compensate
for the gravity). Then, the torques should be such to ensure a linear ankle trajectory
whose terminal point is defined by bending intensity. When the ankle terminal point
is reached, the torques should be such to keep the leg at this position.

If the movement velocity increases, the time needed for motion realization be-
comes shorter. The angular velocities at the knee and hip joints (constituting the
vector q̇L) can be determined from the relation:

q̇L = J−1
L ·Vskz. (4)

In (4), vskz denotes the desired ankle velocity, while the values of the Jacobian matrix
represent the relationship between the leg’s joints angular velocities and ankle linear
velocity. The driving torques are calculated from (2).

To use the SVM approximation it is necessary to ensure a proper training set. Let
us remind once more that inputs for primitives (and also for SVM) are the bending
in-tensity, movement velocity (specified by the movement duration), current ankle
velocity, current leg posture, i.e. current values of the angles and of current angular
velocities of the performing leg, while the outputs are the driving torques. In view of
the fact that bending can be performed from any possible initial position the training
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set should span, as much as possible, over all the initial postures that might appear.
The training set should also span the whole range of possible bending intensities
and velocities.

The procedure of determining the input and output quantities for training data set
is as follows:

1. Starting posture of the robot’s leg is determined by random selection of the hip
and knee joint angles from a predefined range.

2. Intensity (I) of the leg bending and movement duration (S) are also selected ran-
domly.

3. Desired velocity profile of the ankle is calculated.
4. Then, the procedure to compute driving torques is as follows:

a. The desired ankle velocity profile being known, the corresponding angular
velocities at leg’s joints are in each iteration calculated from (4);

b. After that, the angle and angular velocity at each joint are calculated;
c. Since the whole system state is known (angles, angular velocities and accel-

erations at all joints) the driving torques are calculated from (2).

5. The procedure is repeated till the ankle is sufficiently close to its terminal po-
sition, and the ankle velocity is sufficiently low. Then, the procedure for this
movement is stopped, a new ankle starting position is randomly selected (the
target point is defined by the intensity of leg bending) and steps 1-4 are repeated.

6. After a sufficient number of performed movements, the procedure is stopped.

In this way the leg bending is simulated from an arbitrary point to the target point
defined by the intensity of leg bending. For each time instant, the values of all in-
put and output quantities needed for SVM training are obtained. The input vector
[I S vskz qL q̇L]

T for the training set is of dimension 11, whereas the dimension of
the output vector is 3.

4.1.2 SVM Regression

Since the SVM is used to calculate driving torques for primitives it is necessary
to briefly describe what the SVM regression stands for. There are a number of al-
gorithms for approximating the function for establishing the unknown interdepen-
dence between the input and output data, but an ever-arising question is how good
is the approximation of the function y = fa (x). In determining the approximation
function, it is necessary to minimize some of the error functions. The majority of
the algorithms for the function approximation minimize the empirical error. With
the function approximation algorithms that minimize only the empirical error, there
arises the problem of large generalization errors. The problem appears when the
training set is small compared to the number of different data that can appear at the
input. Structural Risk Minimization (SRM) [13] is a new technique of the statistical
learning theory, which apart from minimizing the empirical errors, also minimizes
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the generalization errors (elements of the weight matrix w). Hence, it follows that
the structural error will be minimized by minimizing a function of the form:

R =
1
2
‖w‖2 +C

l

∑
i=1
|yi− fa (xi,w)|ε . (5)

In (5), the error function with the ε− insensitivity zone was used as the norm. The
parameter C is the penalty parameter which determines the extent to which the em-
pirical error is penalized relatively to the penalization of the large values in the
weighting matrix. The network input is denoted by x, and the desired output by y.
The approximating function is denoted by fa (x,w) , and it has to be chosen in ad-
vance. Since the case considered is highly nonlinear, Radial Basis Function (RBF)
network with Gaussian kernel was chosen as approximation function, for which the
output is calculated from the following relation:

fa (x,w) =
N

∑
i=1

wiexp
(
−γ ‖x− ci‖2

)
+ρ . (6)

The nonlinear SVM regressions (minimization of (5)) determines the elements of
the weight matrix w and bias ρ . During the SVM training, the support vectors (ci)
are chosen from the set of input training data. Design parameter ρ defines the shape
of RBFs, and it is experimentally chosen to minimize the VC-dimension, which
provides a good generalization [13].

By following the procedure described in the previous section, the training set
generation lasted 100s. In this period, 178 different initial postures were generated
and the same number of leg bending was performed. The training set was formed
on the basis of data from every sampling period (in this case it was 1 ms) and 100
000 input-output pairs were collected. Of all collected data, only 10% were selected
for the training data set (for SVM regression) 3. The penalty parameter C and ε
zone of insensitivity were selected as 100 and 0.1, respectively. These parameters
are specific for each particular task and their values were obtained by trial-and-error
till a satisfactory response was obtained.

4.2 Realization of Primitives by Setting Target Points

Let us consider now the situation when it is necessary to realize a primitive in the
case that at the initial moment the system is not at rest. Let us consider this on the
example of the system that at the moment of observation is in the single-support
phase (as shown in Fig. 7 (a)) and the task is to have the swing leg landing by

3 There are three reasons to select just 10% of available data. A first one is that for the
training set a quadratic programming problem has to be solved. This requires large memory
resources and training is time consuming. The second reason is that by selecting a training
set of such size the problem of over-fitting is avoided. Third reason is that such training
set size was proven to be large enough for a successful training dealing with such kind of
problems [11].
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stepping for-ward. To achieve this, let us observe a characteristic point (in Fig 7
(a) it is the heel tip denoted with A), its predefined target position at rest (in Fig.
7 (a) denoted with B) and the orientation to be achieved by the realization of the
leg stretching. Depending of the velocity of the heel tip at the moment when the leg
stretching is to begin, the trajectories of the heel tip to the point A may be different
(in Fig. 7 (b) shown by thin full lines from A to B).

(a)

B

A

A - Current position

of point on foot

B - Target point

(b)

B

A

Fig. 7 Humanoid robot prepared for the realization of leg stretching. Current position of the
robot’s foot is determined with the point A and target is the point B

In other words, at the moment when the realization of the ”leg stretching” primi-
tive starts, the velocity of point A may be of arbitrary intensity and direction. Let us
denote with rA and rB the vectors determining positions of the points A and B, so
rA and rB are determined by six components each:

rA = [rAx rAy rAz φAx θAy ψAz]
T

rB = [rBx rByrBz φBx θBy ψBz]
T (7)

determining the instantaneous position and orientation and the target (desired) po-
sition and orientation of the foot. Vector rA is to be calculated while the vector rB

is predefined with respect to the coordinate system attached to the basic robot link
(pelvis).

Let us denote with vA the velocity of the point A. The vector vA is also determined
by six components that represent the linear and angular velocity of the foot link at
the point A with respect to the basic robot link:

vA = [vAx vAy vAz ωAx ωAy ωAz]
T . (8)

In order to realize a smooth motion of the leg, the desired velocity of point A is
determined from the vector field of velocities that lead the point A to the target
point B. To form the vector field of velocities it is necessary to predefine the vector
rB and maximal desired linear and and angular velocity of the foot, vmax. The value
of the instantaneous velocity is determined in the following way. First, we determine
the orth of the vector re = rB − rA. If there would not exist the requirement for
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smooth transition from the instantaneous to the desired velocity, then the desired
foot velocity would be vmax ·re. The desired foot velocity at the instant t is calculated
from the relation:

vA (t) = (1− b) ·vA (tp0)+ b · vint · re. (9)

The coefficient b serves for a gradual transition from the initial foot velocity to the
velocity that will bring the foot to the target point. This coefficient is calculated as
follows:

b =

(
(t− tp0)/dt− 250

30

)
, (10)

where f is the logistic function shown in Fig. 8. It is evident from the figure that 0.3s
from the beginning of the realization of the primitive the desired foot velocity is:

vA (t)≈ vint · re, (11)

which means that the vector of linear velocity of point A is directed toward the
point B.

Fig. 8 Values of the co-
efficient b for the case
when dt = 0.66ms, tp0 = 1s,
t = 1.5s
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In order to ensure smooth stopping of the foot at the desired point, the desired
velocity is obtained by multiplying the orth of the vector vre with the intensity of
the velocity vint . Stopping of the foot begins when the condition |re| < 0.1 · vmax

is satisfied. Since vmax is given in the span [0− 1], when, for example, vmax = 0.1,
the foot begins stopping when the point A comes to a distance of 1cm from the
equilibrium point B. Hence vint is calculated in the following way:

vint =

{
vmax i f |re|> 0.1 · vmax

10 · |re| i f |re| ≤ 0.1 · vmax.
(12)

On the basis of the desired velocity vA (t), it is possible to calculate the reference
velocity at the robot leg joints as follows:

q̇i (t) = J+A ·vA (t) , (13)

where J+A is the pseudo-inverse Jacobean calculated for the point A, and the sub-
script ”i” stands for the ordinal numbers of the joints that are included in the real-
ization of the given primitive. Since each leg has 8 DOFs (3 at the hip, 1 at the knee,
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3 at the ankle, and 1 at the toes), in equation (13) use is made of the pseudo-inverse
Jacobean because the realization of the primitive does not always require exactly
6 DOFs. In order to compensate for the ever-present disturbances, the calculated
reference velocities at the joints (̇q)i (t) are additionally corrected to preserve dy-
namic balance 4. The final reference velocity at the robot joint is obtained from the
following equation:

q̇re f
i (t) = q̇i (t)+ q̇corr

i . (14)

In order to follow the reference velocities q̇re f
i (t) PID regulators were implemented

at the robot joints, on the basis of which is calculated motor voltage for joint actua-
tion, using the following relation:

ui (t) = ui (t− dt)− (KP · q̇e
i (t)+KI ·∑ q̇e

i (t)+KD · (q̇e
i (t)− q̇e

i (t− dt))
)
. (15)

5 Simulation Verification

In this section we describe the simulations that were performed to verify the validity
of the proposed procedure for generating the robot’s motion using only primitives. In
the first simulation, the driving torques at the robot’s joints were generated by using
SVM. In the second simulation use was made of the primitives that were realized
by setting the target point and using the model of DC motors for joint actuation.

5.1 Simulation Verification for Primitives Realized Using SVM

After the SVM training has been completed, the performance testing on the hu-
manoid model was performed by simulation. On the basis of specified leg bending
intensity, movement duration, current ankle velocity, current leg posture, and angu-
lar velocities at the joints (the knee and the hip) the driving torques are obtained
from SVM and applied on the robot. The torques drive the system to a new state,
new torques are obtained, and the procedure is repeated till the movement is com-
pleted. In Fig. 9 are shown two examples of leg bending performed using the trained
SVM. The starting posture (angles at the hip and the knee) is selected to correspond
approximately to the posture of swing leg after its separation from the ground. Bend-
ing intensity and movement duration are defined randomly.

In the example sketched in Fig. 9 (a), the initial angles intensities (hip rotation
about the x and y axes, and the knee joint rotation about the y axis) were 0o, 40o and
10o, respectively. Bending intensity was 41%, and the motion duration (parameter
S) 45%. As a consequence, the movement was performed for tprim=0.69s. The dis-
tance between the target ankle position (defined by bending intensity) and achieved
position was 6.3cm.

4 The way to calculate the correction q̇corr
i is described in detail in [17].
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(a) (b)

Fig. 9 Examples of leg bending from different starting positions and at different intensities:
a) leg bending intensity is 91%, b) leg bending intensity is 50%

In the second example (sketched in Fig. 9 (b)), the initial angle values were 0o,
30o and 15o, respectively. Bending intensity was 92%, and motion duration (param-
eter S) was 70%. The motion was performed for tprim=0.46s. The distance between
the target ankle position (defined by bending intensity) and achieved position was
2.7cm.

To perform complete walk in swing phase, the leg bending has to be continued
by leg stretching. Also, appropriate primitives have to be realized for the supporting
leg. In Fig. 10 is shown a stick diagram of the walk composed only from primitives.

Fig. 10 Humanoid robot walk composed from primitives

At the beginning, the robot stands still with both feet in contact with the ground.
When the walk starts, the robot first transfers its weight to left leg in order to be
able to step forward and after that right leg lifts up from the ground. Then, the
right leg bending is performed first, followed by its stretching. The trunk moves for-
ward and the robot inclines forward too. When the right leg touches the ground, the
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double-support phase starts. After that, robot transfers its weight to the right leg and
the left leg takes of the ground and system comes again to single-support phase.
Then the process continues. The two half-steps lasted 2.3s.

5.2 Simulation Verification for the Primitives Realized by Setting
Target Points

For the purpose of generating motion by using the primitives that are realized by
setting target points, five primitives were implemented, and these are: the primitives
for leg bending and stretching, the primitive for robot’s forward inclination, the
primitive for transferring the robot weight over the support leg, and the primitive for
leg landing at the onset of the double-support phase (the first three primitives can be
seen in Fig. 1 and the other two in Fig. 11).

(a) (b)

Fig. 11 Stick diagrams of humanoid robot performing the primitives: (a) for transferring the
robot weight over the support leg, and (b) for leg landing

From the aspect of walk realization using primitives, a step can be considered as
being composed of four time periods, in accordance with the primitives that are exe-
cuted during these periods. In the initial moment, the robot is in the double-support
phase and standing still with both feet on the ground. To start walking, the robot
has to transfer its support to only one foot, so that the other foot could get separated
from the ground. Therefore, during the first period, two primitives are successively
executed, viz. the primitive for transferring the mass center above the support leg
and the leg bending primitive. The execution of the leg bending primitive begins
when the projection of the center of mass and ZMP reach the border of the area cov-
ered by the foot of the support leg, i.e. when they ”enter” the support polygon of the
single-support phase, which is just about to begin. A condition for the termination
of the first period is that the selected point at the heel tip of the foot of the bending
leg is at a 1-cm distance from the target point and that the projection of the mass
center of the basic link onto the ground is at the 1-cm distance from the center of
the support area of the single-support phase (the area on the ground covered by the
foot of the support leg). During this period, in a certain instant, the robot passes from
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the double-support to the single-support phase. In the second period, the primitives
for leg stretching and trunk inclining forward are executed. During this period it is
necessary to ensure that in the realization of the leg stretching primitive in swing
phase the leg is brought on time to the front of the trunk and thus made ready to
form contact with the ground. During this period the humanoid is still in the single-
support phase. The second period ends when the leg which was in the swing phase
establishes contact with the ground, i.e. when the robot assumes again the double-
support phase. The third period is the time of the realization of the primitive for leg
landing, while the robot is all the time in the double-support phase. This period ter-
minates when the foot made contact with the ground, at least at three non-collinear
contact points. After that comes again the execution of the primitive from the first
period (the transfer of the robot’s mass center above the support foot). It is necessary
to point out once more that the primitives can be realized from the different initial
positions and without the need for the robot to stop completely before continuing
execution of the next primitive, which is clear from the presented example. At the
beginning of the step, the humanoid was standing on both legs, with the parallel feet,
and then it realized inclination on the support leg, enabling thus the beginning of the
single-support phase. In the last period of the step the system made contact with the
ground by its front leg. From that moment on robot was in the double-support phase
(the posture of which is different from the double-support phase at the beginning
of the step). After that started again the realization of the primitive for transferring
robot’s mass center above the support leg (of course, the projection of the system’s
mass center also shifted from the hind to the front leg) in order to enable separation
of the hind leg from the ground and re-establishing of the single-support phase. The
hind leg separated from the ground just at the moment when the conditions ensuring
dynamic balance were fulfilled, i.e. when the projection of the center of mass and
ZMP entered the support polygon of the single-support phase which was just about
to begin. It should be pointed out once more that the parameters of the primitive for
transferring robot’s mass center above the support leg was in both cases (i.e. at the
beginning and at tend of the half-step) entirely the same. In other words, the param-
eters of the position of the target point and velocity of the primitive realization were
in both cases the same, although the conditions at the beginning of the realization of
the primitive were different.

In this way, the cycle of successive execution of the primitives for realization of
one half-step is completed. The ending of all three periods described means that the
half-step is over, after which the leg that was supporting one, in the next half-step
becomes a swing leg and vice versa.

In Fig. 12 (a) is presented the result of the simulation of the robot’s walk gen-
erated by the described procedure. During the execution of the movements it was
necessary to activate also the correction for the maintenance of dynamic balance,
by which reference velocity of robot’s joints was corrected at each instant of the
motion. In Fig. 12 (b) is shown the position of the point A at the moment of ending
of the first and beginning of the second period. At that instant, the velocity of the
point A is different from 0, and the linear velocity of A is given by the vector vt0 .
In the case of an instantaneous change of the direction and velocity of the point A
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Fig. 12 Humanoid robot walk composed from the primitives realized by setting target points
(a); trajectory of point A on foot during realization of leg stretching primitive(b)

there would arise large accelerations, which could endanger the dynamic balance of
the robot. Due to a gradual change of the desired velocity of the point A, determined
from equation 9, as can be seen from Fig. 12 (b), the point A in the beginning con-
tinues to move in the direction determined by the vector vt0, and then it gradually
moves toward the target point B. It should be noted that the positions of the points
A and B are determined with respect to the hip of the swing leg. For the sake of a
simpler illustration, the position of the point B is shown for the moment when the
execution of the primitive for leg stretching is ended.

6 Conclusion

One of the most important characteristics of the environment where humans are liv-
ing and working is that it is unstructured. In order to be able to share the living and
working space with humans, the humanoid robots will have to be capable to per-
form the online synthesis and execution of a motion that cannot be specified (either
defined or programmed) in advance. In this paper, we presented a novel approach
to composing complex motions from basic movements, called primitives. A basic
characteristic of the proposed method is that the system is able to perform a primi-
tive from different starting points and with different motion parameters. Also, a new
primitive can be started when the previous one is completed (or even before the
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current movement is ended), without time-consuming calculations. This enables the
realization of a human-like motion of the humanoid in an unstructured environment,
based on the online synthesis of the motion.
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Qualitative Evaluation of Flight Controller
Performances for Autonomous Quadrotors

Aleksandar Rodić, Gyula Mester, and Ivan Stojković

Abstract. The paper regards to benchmarking and qualitative evaluation of different
autonomous quadrotor flight controllers. Three characteristic representatives of fre-
quently used flight control techniques are considered: PID, backstepping and fuzzy.
The paper aims to contribute to the objective assessment of quadrotor control per-
formances with respect to the criteria regarding to dynamic performances, trajec-
tory tracking precision, energy efficiency and control robustness upon stochastic
internal and/or external perturbation. Qualitative evaluation of the closed-loop sys-
tem performance should enable the best choice of microcopter control structure.
Non-linear modeling, control and numerical simulation of two characteristic flight
test-scenarios (indoor as well as outdoor) are described in the paper, too. Obtained
simulation results for three representative control algorithms are graphically and
table presented, analyzed and discussed.

Keywords: Autonomous quadrotor, flight controller, PID controller, fuzzy
controller.

1 Introduction

Over the recent years, many research groups are working in order to exploit the
potential advantages of quadrotor rotorcrafts as UMAVs of future. This paper is ad-
dressed to problems of controller performances evaluation and analysis. The main
benefits of this research concern with achievement of a controller architecture that
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should enable quadrotor high dynamic performances, robustness to external pertur-
bations as well as satisfactory trajectory tracking precision.

The overview of the most important techniques and the respective publications
are listed in the text to follow. The Lyapunov Theory of Stability was frequently
considered in the literature as for example [1] - [3]. According to this technique, it
is possible to ensure, under certain condition, the asymptotical stability of the micro
copter.

The linear control techniques based on proportional-integral-derivative (PID)
feedback structure [4], [5] are frequently used with micro copters for flight control.
The strength of the PID feedback is the exponential convergence property mainly
due to the compensation of the Coriolis and gyroscopic terms. On the contrary a
PID structure does not require some specific model parameters and the control law
is much simpler to implement.

Some researchers used adaptive techniques [6] [7]. These methods provide good
performance with parametric uncertainties and unmodeled dynamics.

The control based on a Linear quadratic Regulator (LQR) [4] [8] [9] shows fine
results. The main advantage of this technique is that the optimal input signal turns
out to be obtainable from full state feedback (by solving the Ricatti equation). On
the other hand the analytical solution to the Ricatti equation is difficult to compute.

In the recent time, very popular control technique is done with backstepping con-
trol [10]. In the respective publications the convergence of the quadrotor internal
states is guaranteed, but a lot of computation is required.

Dynamic control methods are based on use of a dynamic feedback [11] [12]. This
technique is implemented in few quadrotor projects to transform the closed loop part
of the system into a linear, controllable and decoupled subsystem.

There are also control methods based on utilization of visual feedback informa-
tion. The camera used for this purpose can be mounted on-board [13] [14] (fixed on
the helicopter) or off-board [15] [16] (fixed to the ground).

Other control algorithms belong to the class so called the knowledge-based al-
gorithms. Main characteristics of these methods are that they represent non-linear
techniques that do not require knowledge about the model of system. These tech-
niques assume quadrotor plant as a black-box. They use control platform with fuzzy
techniques[17], neural networks [18] and reinforcement learning [19].

In [20] a procedure allowing the computation of time-optimal quadrotor ma-
neuvers for arbitrary initial and final states by solving the boundary value prob-
lem induced by the minimum principle. The algorithm allows the computation of
quadrotor maneuvers that satisfy Pontryagins minimum principle with respect to
time-optimality. Such maneuvers provide a useful lower bound on the duration of
maneuvers, which can be used to assess performance of controllers and vehicle de-
sign parameters. The usage of the computed maneuvers as a benchmark is demon-
strated by evaluating quadrotor design parameters, and a linear feedback control law
as an example of a control strategy.
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The main contribution of the paper regards to design and simulation of the ap-
propriate simulation benchmark procedures (indoor as well outdoor) to be used for
the objective assessment and evaluation of different control algorithms applied to
microcopoter rotorcrafts.

2 Quadrotor Dynamics Modeling

The quadrotor is satisfactory well modeled [21] - [23] with a four rotors in a cross
configuration Fig. 1. This cross structure is quite thin and light, however it shows
robustness by linking mechanically the motors (which are heavier than the struc-
ture). Each propeller is connected to the motor through the reduction gears. All the
propellers axes of rotation are fixed and parallel. Furthermore, they have fixed-pitch
blades and their air flows point downwards (to get an upward lift). These consider-
ations point out that the structure is quite rigid and the only things that can vary are
the propeller speeds.

As shown in Fig. 1, one pair of opposite propellers of quadrotor rotates clock-
wise (2 and 4), whereas the other pair rotates anticlockwise (1 and 3). This way it
is able to avoid the yaw drift due to reactive torques. This configuration also offers
the advantage of lateral motion without changing the pitch of the propeller blades.
Fixed pitch simplifies rotor mechanics and reduces the gyroscopic effects. Control
of quadrotor is achieved by commanding different speeds to different propellers,
which in turn produces differential aerodynamic forces and moments. For hovering,
all four propellers rotate at same speed. For vertical motion, the speed of all four
propellers is increased or decreased by the same amount, simultaneously. In order
to pitch and move laterally in that direction, speed of propellers 3 and 1 is changed
conversely. Similarly, for roll and corresponding lateral motion, speed of propellers
2 and 4 is changed conversely. To produce yaw, the speed of one pair of two oppo-
sitely placed propellers is increased while the speed of the other pair is decreased
by the same amount. This way, overall thrust produced is same, but differential drag
moment creates yawing motion. In spite of four actuators, the quadrotor is still an
under-actuated system.

The Fig. 1 shows the structure model [22] [23] in hovering condition, where all
the propellers have the same speed of rotation ωi = ωH , i = 1, . . . ,4. In the Fig. 1
all the propellers rotate at the same (hovering) speed ωH (rad/s) to counterbalance
the acceleration due to gravity. Thus, the quadrotor performs stationary flight and no
forces or torques moves it from its position. Even though, the quadrotor has 6 DOFs,
it is equipped just with four propellers hence it is not possible to reach a desired set-
point for all the DOFs, but at maximum four. However, thanks to its structure, it
is quite easy to choose the four best controllable variables and to decouple them
to make control easier. The four quadrotor targets are thus related to the four basic
movements which allow the microcopter to reach a certain height and attitude.

To describe the motion of a 6 DOF rigid body it is usual to define two reference
frames Fig. 1 : (i) the earth inertial frame (E-frame), and (ii) the body-fixed frame
(B-frame).
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Fig. 1 Quadrotor rotorcraft – a non-linear dynamic system that uses synergy of its rotary-
wings to fly. Commonly used model of quadrotor with corresponding degrees of freedom.
Coordinate systems assumed to enable model derivation.

The linear position of the helicopter (X ,Y,Z) is determined by the coordinates
of the vector between the origin of the B-frame and the origin of the E-frame ac-
cording to equation. The angular position (or attitude) of the helicopter ( ϕ , θ , ψ)
is defined by the orientation of the B-frame with respect to the E-frame. The vector
that describes quadrotor position and orientation is:

s = [X Y Z ϕ θ ψ ]T . (1)

The generalized quadrotor velocity expressed in the B-frame can be written as [1]:

v = [u υ w p q r]T , (2)

where, the u, υ , w represent linear velocity components in the B-frame, while
p, q, r are corresponding angular velocities of rotation about corresponding roll,
pitch and yaw axes. Finally, the kinematical model of the quadrotor correlates the
motions in these two coordinate systems [21].

The quadrotor dynamics can be described in the known form [21], extended by
adding of the air-resistance member. The equation that describes model in B-frame
is:

MBv̇+CB (v)v+GB(s)+Ra(v) = OB(v)Ω +EBΩ 2, (3)
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where v̇ is the generalized acceleration vector with respect to (w.r.t.) the B-frame,
MB is the system inertia matrix, CB is the Coriolis-centripetal matrix and GB is
the gravitational force vector, all expressed w.r.t. the B-frame. The Ra is the air-
resistance vector. The OB and EB are the gyroscopic propeller matrix and the move-
ment matrix, successively. The gyroscopic propeller matrix OB depends on total
rotational moment of inertia around the propeller axis and corresponding angular
speeds p, q. The matrix EB depends on the design parameters – thrust and drag co-
efficients. Air resistance forces appear as an external perturbation to the quadrotor
translational movements in longitudinal (x), lateral (y) and normal (z) direction w.r.t
B-frame. The drag force Ra depends on a magnitude of body-fluid relative velocity.
It takes into account both - air resistance and wind gust.

Ra =
1
2
ρ ·
⎡
⎣ (ẋ− vw,x)

2 ·Cd,x ·Ax

(ẏ− vw,y)
2 ·Cd,y ·Ay

(ż− vw,z)
2 ·Cd,z ·Az.

⎤
⎦ (4)

In equation (4) ρ is the air density, Cd,x, Cd,y and Cd,z are drag coefficients, Ax, Ay,
Az are reference areas exposed against the streaming fluid, vw,x, vw,y, vw,z are wind
velocity components in the particular directions w.r.t B-frame.

Equation (3), after certain rearrangement and transformation from the B-frame
space to E-frame space, can be written in the scalar form suitable for controller
design. Now, the model of quadrotor dynamics can be described by a system of
equations [21]:

Ẍ = (sinψ sinϕ+ cosψ sinθ cosϕ)U1
m − Ra,x

m ,

Ÿ = (−cosψ sinϕ+ sinψ sinθ cosϕ)U1
m − Ra,y

m ,

Z̈ =−g+ cosθ cosϕ U1
m − Ra,z

m ,

ϕ̈ = IYY−IZZ
IXX

θ̇ ψ̇ − JT P
IXX

θ̇ Ωr +
U2
IXX

,

θ̈ = IZZ−IXX
IYY

ϕ̇ψ̇+ JT P
IYY
ϕ̇ Ωr +

U3
IYY

,

ψ̈ = IXX−IYY
IZZ

ϕ̇θ̇ + U4
IZZ

,

(5)

where the propeller’s speed inputs are given through equation (6) [21]:

U =

⎡
⎢⎢⎣

U1

U2

U3

U4

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

b
(
ω1

2 +ω2
2 +ω3

2 +ω4
2
)

l b
(−ω2

2 +ω4
2
)

l b
(−ω1

2 +ω3
2
)

d
(−ω1

2 +ω2
2−ω3

2 +ω4
2
)
.

⎤
⎥⎥⎦ (6)
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The movement vector U in (6) relates to the movement force and torques acting in
quadrotor body MC. The component U1 acts along the z-axis of the B-frame while
the movement torques U2, U3, U4 act about the particular B-frame axes - roll, pitch
and yaw. The overall propeller’s speed Ωr (rad/s) is defined by equation (7):

Ωr =−ω1 +ω2−ω3 +ω4. (7)

Quadrotor is equipped with four fixed-pitch rotors, each one includes a Brush-Less
Direct Current (BLDC) motor, a one-stage gearbox and a rotary-wing (propeller).
The entire rotor dynamics can be approximated by a first order transfer function,
sufficient to reproduce the dynamics between the propeller’s speed set-point and its
true speed. The model form is given in (8) [21]:

Gm(s) =
Km

Tms+ 1
· e−τms, (8)

where Km, Tm and τm are corresponding motor parameters related to gain, time con-
stant and time delay.

3 Control System Architecture

Commonly used control system architecture of autonomous quadrotor microcopter
is presented in Fig. 2 [21] [24] [25]. The task planning block is in debt to deter-
mine referent 3D rotorcraft trajectory as well as to propose the referent flight speed
along the trajectory. The task planning block generates referent path based on flight
parameters and microcopter task imposed.

Position control block Fig. 2 has to ensure accurate 3D trajectory tracking. It
represents so called outside control loop. Based on sensory information (GPS, IR,
SONAR) about the referent positions (speeds) and corresponding actual ones de-
fined in the inertial coordinate system (E-frame), the position controller calculates
referent attitude position of quadrotor body (pitch θre f and roll angle ϕre f ) that have
to enable desired motion.

Inner control block represents the core of the control scheme. It is responsible
for the attitude control of quadrotor system. Appropriate attitude control ensures in
an indirect way required flight performances in the particular directions of motion
such as longitudinal, lateral as well as vertical. Inner control block processes the
task and sensor data and provides a signal for basic movements which balances the
position error. Equation (9) is used in this block to transfer an acceleration command
to a basic movement one. The control rules to be used to estimate the acceleration
commands are to be considered in the next section.

The essence of building control scheme presented in Fig. 2 is that by controlling
a body attitude (within an inner loop) it is enabled controlling of the linear rotor-
craft movements. Also, high robustness to parameter and structural uncertainties of
system modeling are required in design of attitude control algorithm.
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Fig. 2 Block-scheme of the global control system architecture of autonomous UMAVs

Inverted Movements Matrix block Fig. 2 is used to compute the propeller’s squared
speed from the four basic movement signals. Since the determinant of the movement
matrix is different than zero, it can be inverted to find the vector Ω2. The computa-
tion block is shown in equation (9) [21] [24].

Ω 2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ω2
1

ω2
2

ω2
3

ω2
4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

re f

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
4bU1− 1

2blU3− 1
4d U4

1
4bU1− 1

2blU2 +
1

4d U4

1
4bU1 +

1
2blU3− 1

4d U4

1
4bU1 +

1
2blU2 +

1
4dU4.

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(9)

Variety of control algorithms can be implemented within the flight controller pre-
sented in Fig. 2. This paper aims to propose corresponding testing procedure and a
qualitative evaluation of three representative flight control techniques. These are: (i)
conventional linear PID regulator, (ii) non-linear, model-based backstepping method
(BSM), and (iii) non-linear, knowledge-based fuzzy logic control (FLC) based on
use of a Fuzzy Inference System. The choice was made due to the reason that the
fore mentioned control algorithms are frequently used in the open literature. The
PID controller is assumed as the main representative of the linear control techniques.
The backstepping method was considered in the paper as a typical representative of
the model-based, dynamic, non-linear control method while the fuzzy controller was
assumed as the representative of so called knowledge-based control algorithms.
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3.1 PID Controller

A proportional-integrative-derivative controller (PID) is most common feedback
form in all kinds of control systems, and is also being used for flight control of
quadrotor [4] [5]. The ideal PID is represented in continuous time domain as:

u(t) = kPe(t)+ kI

t∫

0

e(τ)dτ+ kD
de(t)

dt
, (10)

where the terms kP, kI and kD are proportional, integral and derivative gain, respec-
tively, u(t) is the output of the controller, and input e(t), is the reference tracking
error. The PID quadrotor flight controller consists of six PID controllers for the par-
ticular state coordinates (1), see Fig. 1.

3.2 Backstepping Controller

The backstepping technique is recursive design methodology that makes use of Lya-
punov stability theory to force the system to follow a desired trajectory. Backstep-
ping approach to quadrotor flight control was successfully applied in number of
researches such as for example [10] [24].

First, the dynamical model from (5) is rewritten in state-space form Ẋ = f (X ,U),
by introducing X = [x1, . . . ,x12]

T ∈ℜ12as space vector of the system (7) [24]:

x1 = φ ,
x2 = ẋ1 = φ̇ ,
x3 = θ ,
x4 = ẋ3 = θ̇ ,

x5 = ψ ,
x6 = ẋ5 = ψ̇ ,
x7 = X ,
x8 = ẋ7 = Ẋ ,

x9 = Y,
x10 = ẋ9 = Ẏ ,
x11 = Z,
x12 = ẋ11 = Ż.

(11)

Next, the x- coordinates are transformed into the new z- coordinates by means of a
diffeomorphism [24].

z1 = x1 re f − x1,
z2 = x2− ẋ1 re f −α1z1,
z3 = x3 re f − x3,
z4 = x4− ẋ3 re f −α3z3,
z5 = x5 re f − x5,
z6 = x6− ẋ5 re f −α5z5,

z7 = x7 re f − x7,
z8 = x8− ẋ7 re f −α7z7,
z9 = x9 re f − x9,
z10 = x10− ẋ9 re f −α9z9,
z11 = x11 re f − x11,
z12 = x12− ẋ11 re f −α11z11.

(12)

Introducing the partial Lyapunov functions (example for z1 and z2) V1(z1) =
1
2 z2

1

and V2(z1,z2) =
1
2 (z

2
1 + z2

2), it is possible to determine the control law such that
V̇2 < 0 and therefore the global asymptotic stability will be guaranteed, according
to Lyapunov stability theorem, and x1 tends to x1 re f . Applying this procedure to all
x- coordinates results in the following backstepping controller (9):
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UX = m
U1
(z7−α7(z8 +α7z7)−α8z8),

UY = m
U1
(z9−α9(z10 +α9z9)−α10z10),

U1 =
m

cosx1 cosx3
(z11 + g−α11(z12 +α11z11)−α12z12),

U2 = IXX(z1− IYY−IZZ
IXX

x4x6 +
JT P
IXX

x4Ωr−α1(z2 +α1z1)−α2z2),

U3 = IYY (z3− IZZ−IXX
IYY

x2x6− JT P
IYY

x2Ωr−α3(z4 +α3z3)−α4z4),

U4 = IZZ(z5− IXX−IYY
IZZ

x2x4−α5(z6 +α5z5)−α6z6),

(13)

where α1,2,...,12 > 0 are parameters of the backstepping flight controller.

3.3 Fuzzy Controller

While some conventional control methods heavily depends on the exact model
of controlled system, fuzzy controllers can be designed intuitively in light of the
knowledge acquired on the behaviour of the system. This knowledge is often gained
through experience and common sense, regardless of the mathematical model of the
dynamics governing its behaviour, and it is in the form of set of rules that tries to
mimic human-like reasoning. In [25] a Mamdani type of fuzzy inference is used
to control quadrotor, and in [26] the comparison of Mamdani and Takagi-Sugeno-
Kang (TSK) fuzzy controllers is conducted. The controller that will be implemented
here consists of six FLCs, one for each particular state (1), that are in form of zero
order TSK fuzzy inference system (14):

u = FLC(e, ė) =

n
∑

k=1
μk,1(e)·μk,2(ė) ·Ck

n
∑

k=1
μk,1(e)·μk,2(ė)

. (14)

FLC described in (14) works with error e and the error rate ė. Actually, inputs in the
FLC are first preprocessed, then they are normalized to fit membership function in-
tervals [−1 1] and [−3 3], and finally feed to FLC. The output of the FLC is control
action u. Each input variable possess the corresponding three fuzzy sets NEGA-
TIVE, ZERO and POSITIVE and they are presented in Fig. 3. Output membership
functions are fuzzy singletons CN =−1, CZ = 0 and CP = 1.
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Fig. 3 Membership functions for input variables

Fuzzy rules are in the form: If ( e is μk,1) and ( ė is μk,2) then ( u is Ck), and there
are nine rules in the Fuzzy Rule Base that are presented in Table 1.

Table 1 Table of fuzzy rules used for the flight control of quadrotor

Fuzzy rule base

Rule No Input e Input ė Output u

1 NEGATIVE NEGATIVE NEGATIVE

2 NEGATIVE ZERO NEGATIVE

3 NEGATIVE POSITIVE ZERO

4 ZERO NEGATIVE NEGATIVE

5 ZERO ZERO ZERO

6 ZERO POSITIVE POSITIVE

7 POSITIVE NEGATIVE ZERO

8 POSITIVE ZERO POSITIVE

9 POSITIVE POSITIVE POSITIVE

4 Simulation Experiments and Flight Controller Evaluation

For the purpose of testing flight controller the following quadrotor parameters are
assumed Table 2, [22] [23]. The parameters fit the model described in Sect. 2.

For the purpose of analysis and qualitative evaluation of quadrotor flight con-
troller performances, three representative control algorithms (PID, BSM and FLC)
are considered. Control parameters of the PID regulator and Backstepping controller
are given in Tables 3 and 4. Fuzzy control parameters are given in Sect. 3.3. Control
parameters from Tables 3 and 4 are determined by simulation.
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Table 2 Quadrotor model parameters used in simulation experiments

Model parameters

Symbol Value Unit Symbol Value Unit

m 1.0 kg ρ 1.225 kg/m3

IXX , IYY 8.1 ·10−3 Nms2 Ax,Ay 0.0121 m2

IZZ 14.2 ·10−3 Nms2 Az 0.0143 m2

b 54.2 ·10−6 Ns2 Cd,x,Cd,y 1.125 −
d 1.1 ·10−6 Nms2 Cd,z 1.04 −
l 0.24 m Km 0.973 −

JT P 104 ·10−6 − Tm 0.113 −
g 9.81 m/s2 τm 0.112 s

Table 3 PID regulator parameters used in simulation

PID gains
State coordinates i=1,. . . ,6

1 2 3 4 5 6

proportional 2.22 1.84 1.90 0.30 0.30 0.48

integral 0.01 0.01 0.01 0.20 0.20 0.000001

differential 3.42 2.54 2.28 0.10 0.10 0.04

Table 4 Backstepping controller parameters used in simulation

α1 α2 α3 α4 α5 α6 α7 α8 α91 α10 α11 α12

10.7 2.0 9.5 3.8 2.2 2.1 2.0 3.0 2.0 3.0 3.0 3.0

Assessment and qualitative evaluation of three representative control techniques
frequently used with UMAV are accomplished upon the criteria imposed. The
following criteria are introduced: (i) criterion on fine dynamic performances; (ii)
criterion on trajectory tracking accuracy; (iii) criterion on control robustness upon
the external perturbation; and (iv) criterion on energy efficiency. Control algorithms
chosen are evaluated by comparison of the simulation results obtained for the same
control object and same flight conditions. Two experimental scenarios are consid-
ered as the characteristic benchmarking procedures. These are: (i) dynamic quadro-
tor flight in the 3D-loop manoever, and (ii) typical cruising flight along the
trajectory introduced by setting waypoints with the pre-defined GPS coordinates.
Chosen benchmarking tests enable credible assessment of different control
techniques under the same conditions.
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Dynamic quadrotor flight regards to a microcopter movement in the perpendicu-
lar planes in a rather narrow space Fig. 4. It is accomplished by flying in the 3D-loop
about a horizontal and a vertical rod set in such a way to be 2 meters far one from
another. The curve-linear, smooth loop (trajectory) is pre-defined by introducing 8
key-waypoints Fig. 4. The trajectory defined includes several flight maneuvers: (i)
throttle movements in the vertical direction (1-2 and 7-8), (ii) counter-clockwise
roll movements (2-3-4 and 5-6-7), (iii) tilt movement about the pitch axis (4-5), and
short (iv) hovering with the constant propeller speed (in the point 2 i.e. 7). Quadro-
tor is required to track the imposed trajectory-loop shown in Fig. 4 moving along
at a low speed of maximal value 0.5 (m/s) and to repeat the same path for 33%
increased average speed with maximum of 1 (m/s). Flying in the loop, quadrotor is
subjected to influence of the inertia and centripetal forces that tend to run a rotorcraft
away from the desired path as well as to disturb its dynamic performances (keep-
ing attitude within the allowed range, smooth acceleration profile, no vibration and
turbulence, etc.). The obtained simulation results for the three representative control
techniques chosen are summarized, analyzed and commented in the text to follow.
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Fig. 4 Trajectory-loop for testing of quadrotor dynamic flight perfromances

Analyzing the simulation results, Backstepping method ensures the best control
performances in sense of trajectory tracking precision. Other two concurrent algo-
rithms have slightly better characteristics in sense of energy efficiency (less con-
sumptions). By increasing of flight speed dynamic effects become influential upon
the system performances. Consequently, Backstepping method is more sensitive to
changing of flight speed than other two controllers PID and FLC. Degradation of
control system performances with excitation of dynamic modes in the case of BSM
implementation are shown in Figs. 5 and 6.
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Fig. 5 Trajectory tracking accuracy of the reference path obtained for three examined control
techniques and for the case of low speed flight

Corresponding position error in X-, Y-, Z- and Yaw-direction for the “increased”
experimental flight speeds is presented in Fig. 7. Corresponding attitude deflections
in the roll and pitch directions are shown in Fig. 8.

The second benchmarking procedure (test) considered in the paper regards to
assessment of control techniques synthesized to navigate quadrocopter towards pre-
defined waypoints where the microcopter trajectory is imposed by setting of the
reference waypoints whose GPS coordinates (longitude, latitude and altitude) are
acquired by use of the Google Earth software [27], Fig. 9.

A multi-segment trajectory of 5689 (m) is chosen as test trajectory. It is de-
fined by the 7 waypoints (1-8-3-4-12-10-28-1) whose coordinates are presented in
Table 6. Quadrocopter is required to track the trajectory by constant cruising speed
of 5 (m/s). When approaching the particular waypoints, quadrocopter varies its
flight speed, slows down in order to avoid large deviations of position from the
reference path due to inertial effects that become rather expressed especially at high
speeds of flight.

Control algorithms PID, BSM and FLC are tested upon the criteria regarding tra-
jectory tracking accuracy, energy efficiency and control robustness upon the internal
and external perturbations. In this case, a sudden wind gust is considered as an ex-
ternal perturbation while sensor noise is considered as internal perturbation of the
system. Side wind gust is modelled in the paper as additional air-resistance force
produced at the quadrotor body due to air streaming (wind blowing). It is assumed
the case of south-east wind (143 degrees w.r.t. longitudinal axis) blowing with a
constant speed amplitude of 18 (km/h).
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Fig. 6 Trajectory tracking accuracy of the reference path obtained for three considered con-
trol techniques and for the case of increased flight speed

0 5 10 15 20
−0.5

0

0.5
tracking error X

time [s]

er
ro

r [
m

]

0 5 10 15 20
−1

−0.5

0

0.5

1
tracking error Y

time [s]

er
ro

r [
m

]

0 5 10 15 20
−0.2

0

0.2

0.4

0.6
tracking error Z

time [s]

er
ro

r [
m

]

0 5 10 15 20
−1

−0.5

0

0.5
tracking error psi

time [s]

er
ro

r [
ra

d]

Fig. 7 Position error indicators obtained for the increased flight speed and BSM controller
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Fig. 9 Fragment of the Google-Earth map [27]. The site “ADA” park of nature (Belgrade,
Serbia). Flags in the map are set to mark the particular waypoints used to plot a contour of
the desired path model
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Table 5 Performance indicators of quadrotor controllers for outdoor flight test scenario

Perturbation PID maxi-
mal/average

VBSM maxi-
mal/average

VFLC maxi-
mal/average

Flight duration (s) noise
wind

1172.00
1172.20

1172.30
1172.35

1175.70
1178.30

Energy consump-
tions (J)

noise
wind

50765
56930

52475
56936

50836
57122

Position error w.r.t.
reference traject. (m)

noise
wind

5.55 / 1.57
7.15 / 1.85

5.035 / 1.45
5.46 / 1.558

8.32 / 2.87
16.03 / 3.99

Deviation from the
reference altitude
(m)

noise
wind

0.15 / 0.0326
0.035 / 0.0041

0.35 / 0.0698
0.015 / 0.0001

0.205 / 0.0305
0.154 / 0.0022
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Fig. 10 Trajectory tracking accuracy obtained for implementation of the PID, BSM and FLC
controllers in the cases without and with presence external perturbation

Investigating the simulation results reviewed in Table 5, the Backstepping method
achieves better control performances than the concurrent PID and FLC controllers
bearing in mind the criterion on tracking accuracy. The BSM control shows satis-
factory robustness to a side wind gust as external perturbation, too. PID method,
as a representative linear technique, achieves satisfactory precision of tracking and
better efficiency regarding energy criterion. PID and BSM controllers enable better
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Fig. 11 Flight speed obtained for implementation of the backstepping and fuzzy controller

Table 6 GPS coordinates of the waypoints of the experimental test trajectory 1-8-3-4-12-10-
28-1 shown in Fig. 9

Point number Latitude Longitude Altitude (m)

1 44◦ 46′ 40.82′′ 20◦ 22′ 21.21′′ 72

3 44◦ 47′ 26.61′′ 20◦ 22′ 57.66′′ 67

4 44◦ 47′ 38.12′′ 20◦ 23′ 14.35′′ 67

8 44◦ 47′ 06.30′′ 20◦ 22′ 33.93′′ 74

10 44◦ 47′ 10.40′′ 20◦ 23′ 33.13′′ 73

12 44◦ 47′ 19.20′′ 20◦ 23′ 48.77′′ 72

28 44◦ 46′ 57.54′′ 20◦ 23′ 26.45′′ 70

reference velocity tracking of than fuzzy regulator. Regarding criterion on keeping
the reference flight altitude better results are achieved by implementing BSM and
PID techniques, too.

Some characteristic simulation results concerning precision of trajectory track-
ing, keeping reference flight speed and actual motor (rotor) speed as control variable
are presented in Figs. 10 and 11. One of the drawbacks of implementation the back-
stepping controller regards to anisotropic operation of quadrocopter motors Fig. 12
that have rather pronounced oscillation of rotor speeds.
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Fig. 12 Rotor speed as control variable obtained at the 1st motor of quadrocopter

5 Conclusion

The paper regards to development of appropriate benchmarking and qualitative
evaluation procedures dedicated to exploration, analysis and validation of flight
controller performances of quadrocopter UMAVs. The system benchmarking rep-
resents inexpensive and no risky procedure for valuable assessment and evaluation
of the control quality of the UMAV systems. Because of that it is of great interest
to set up appropriate benchmark simulation procedures to be accomplished before
implementation of the chosen control algorithm with real microcopters. Two objec-
tive benchmark simulation tests are proposed in the paper. One indoor test, capa-
ble for exploration of dynamic flight scenarios and another outdoor waypoint nav-
igation and trajectory tracking test are simulated. Three controllers (PID regulator,
Backstepping and Fuzzy controller) as typical representatives of linear/non-linear
and model-based/knowledge-based control techniques are validated through several
closed-loop simulation tests. Based on a qualitative analysis of the obtained simu-
lation results the Backstepping controller was identified as the best flight controller
solution in this case. In spite of that, it has a drawback that regards to anisotropic
operation of quadrocopter motors that leads towards potential damaging of actuators
over longer exploitation and worse energy efficiency. The PID regulator has certain
advantages compared to the Backstapping and FLC, regarding to energy efficiency
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and precision of reference velocity tracking. Concerning robustness to the internal
and external perturbations, the Backstepping controller ensures better characteris-
tics than two concurrent techniques. Generally spoken, existence of perturbations
degrades the control system performances in all cases and in that sense need addi-
tional compensation. Proposed benchmark and evaluation procedure, described in
the paper, can be usefully implemented in evaluation of other control methods in
the same way, too. The proposed benchmarking procedure ensures equal conditions
for testing and validation of different control architectures of such kind dynamic
systems. It enables designer to bring valuable conclusions in the phase of controller
development before performing tests with real system and in real exploitation con-
ditions. Further research leads to combining (hybridization) of different types of
control algorithms in order to minimize potential drawbacks of the particular tech-
niques and to enhance their existing advantages.
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Applications of Fuzzy Systems



Fuzzy Geometry in Linear Fuzzy Space

Djordje Obradović, Zora Konjović, Endre Pap, and Imre J. Rudas

Abstract. In this paper a new mathematical model of basic planar imprecise ge-
ometric objects (fuzzy line, fuzzy triangle and fuzzy circle) are introduced. Also,
basic measurement functions (distance between fuzzy point and fuzzy line, fuzzy
point and fuzzy triangle, two fuzzy lines and two fuzzy triangles) as well as spatial
operation (linear combination of two fuzzy points) and main spatial relations (coin-
cidence, between and collinear)is proposed. Results obtained with our model can be
used in various applications such as image analysis (imprecise feature extraction),
GIS (imprecise spatial object modeling), robotics (environment models). Imprecise
point objects are modeled as a union of linear combinations of fuzzy points in linear
fuzzy space. However, it is proved that fuzzy line could be represented only by two
and fuzzy triangle with three fuzzy points.
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1 Introduction

Extraction of basic geometric features, such as lines, from digital raster image is one
of fundamental processes in image analysis. Common problems in image analysis
arise from the fact that a discrete space (digital raster image) is used for real-world
elements representation, while spatial relations apply rules of continual space. For
example, line is represented as a set of discrete points that usually do not have to
be collinear, which contradicts the line definition. Real-world objects are mapped
to the digital raster image through a variety of sensors, making the image only an
approximation to the real-world object. Due to imperfections in either the image
data or the edge detector, there may be missing points or pixels on lines as well
as spatial deviations between ideal line and the set of imprecise points obtained
from the edge detector. The overall effect is an image that has some distortion in its
geometry.

The research topic which is relevant for this paper is modeling of basic planar
imprecise geometry objects and their relations, as well as their application to spatial
data management systems. In the sequel, the results belonging to this topic will be
briefly presented.

An overview of the papers dealing with imprecise point objects modeling is given
in [1]. In general, three basic approaches to spatial data uncertainty/imprecision are
recognized : exact models [2, 3, 4, 5, 6], probabilistic models [7, 8, 9, 10, 11] and
fuzzy models [1], [12, 13, 14, 15, 16, 17, 18].

Löffler [4] has proposed models for imprecise lines as set of possible precise
planar lines, while Guibas,Salasin and Stolfiin [2]present basic spatial relations (co-
incidence, between and collinear) between imprecise points modeled as circles with
same diameter. Simplicity in description and efficiency in computation are advan-
tages of such models. However, with this approach, it is not possible to describe the
line whose points are known with different levels of accuracy.

In the paper [16] the problem of spatial objects which do not have homoge-
neous interiors and sharply defined boundaries is considered. For a spatial vagueness
called fuzziness this paper provides a conceptual model of fuzzy spatial objects that
also incorporates fuzzy geometric union, intersection, and difference operations as
well as fuzzy topological predicates. In particular, this model is not based on Eu-
clidean space and on infinite-precision arithmetic, but relies on a finite, discrete
geometric domain called grid partition which takes into account finite-precision
number systems available in computers.

In the paper [12] the abstract conceptual model of fuzzy spatial data types, such
as fuzzy points, fuzzy lines and fuzzy regions, is proposed. The paper focuses on
defining their structure and semantics. Theory of fuzzy sets and fuzzy topologies is
a formal framework for the conceptual model.

Buckley and Eslami in their paper [15] present fuzzy plane geometry. The fuzzy
point and fuzzy line are defined as fuzzy sets with membership functions that are
convex and upper semi-continuous.

One of the earliest and the most commonly used technique in feature extraction,
known as Generalized Hough transformation, is given by Duda and Hart [19] in
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1972. This technique is based on voting procedure which is carried out in parameter
space. Line candidates are obtained as local maxima of Hough transformation which
highly depends on spatial relation co linearity.

Based on our previous results [1] we introduce a new mathematical model of
fuzzy line, fuzzy triangle and fuzzy circle, as well as basic spatial relations: coin-
cidence, between and collinear. Practical applications of the results obtained in this
paper are based on simple, yet effective, modeling of imprecise data using fuzzy
sets, which enables the gradual estimation of objects spatial relations.

This paper consists of six sections. Following this introductory section several
definitions and preliminaries related to imprecise point object model are set out in
Section 2. Mathematical models of the basic planar imprecise geometrical objects
are set out in Section 3. Section 4 contains basic spatial measurement functions
and Section 5 contains basic spatial relations. The final section contains concluding
remarks and future research directions.

2 Preliminaries

Definition 1. Fuzzy point P ∈ R
2, denoted by P̃ is defined by its membership func-

tion μP̃ ∈ F2, where the set F2 contains all membership functions u : R2 → [0,1]
satisfying following conditions:

i) (∀u ∈ F2)(∃1P ∈ R
2)u(P) = 1,

ii) (∀X1,X2 ∈ R
2)(λ ∈ [0,1])u(λX1 +(1−λ )X2)≥ min(u(X1),u(X2)),

iii) function u is upper semi continuous,
iv) [u]α = X |X ∈ R

2,u(X)≥ α α -cut of function u is convex.

The point from R
2, with membership function μP̃(P) = 1, will be denoted by P (P

is the core of the fuzzy point P̃ ), and the membership function of the point P̃ will
be denoted by μP̃. By [P]α we denote the α -cut of the fuzzy point (this is a set from
R

2).

Definition 2. R2 Linear fuzzy space is the set H2 ⊂ F2 of all functions which, in
addition to the properties given in Definition 1, are:

i) Symmetric against the core S ∈ R
2

(μ(S) = 1 ),
μ(V ) = μ(M)∧μ(M) = 0→ d(S,V) = d(S,M),
where d(S,M) is the distance in R

2.
ii) Inverse-linear decreasing w.r.t. points distance from the core according to:

If r = 0

μS̃(V ) = max(0,1− d(S,V )

|rS| ),

if r = 0
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μS̃(V ) =

{
1 if S =V

0 if S =V,

where d(S,V) is the distance between the point V and the core S(V,S ∈ R
n) and

r ∈R is constant.

Elements of that space are represented as ordered pairs S̃ = (S,rS) where S ∈ R
2 is

the core of S̃, and rS ∈ R is the distance from the core for which the function value
becomes 0; in the sequel parameter rS will be denoted as fuzzy support radius.

Definition 3. Let the linear fuzzy space H be defined on R. Fuzzy relations ≤RF

and ≤LF for the set H are defined by membership functions

μ(Ã≤RF B̃) =

⎧⎪⎨
⎪⎩

0 if A > B,
B−A

rA−rB
if A≤ B∧A+ rA > B+ rB

1 if A≤ B∧A+ rA ≤ B+ rB,

μ(Ã≤LF B̃)=

⎧⎪⎨
⎪⎩

0 if A > B
B−A

rB−rA
if A≤ B∧A− rA > B− rB

1 if A≤ B∧A− rA ≤ B− rB,

respectively, where Ã=(A,rA)

and B̃ = (B,rB) are points from H, A is the core of Ã and rA is a parameter deter-
mining the membership function of point Ã.

3 Basic Fuzzy Plane Geometry Objects in R
2 Linear Fuzzy

Space

In this section we shall introduce basic operations over linear fuzzy space H2 de-
fined on R

2, as well as their properties which will be used in definitions of basic
fuzzy plane geometry objects.

Definition 4. Let Ã, B̃ ∈H2. An operator + : H2×H2 →H2 is called fuzzy points
addition given by

Ã+ B̃ = (A+B,rA + rB),

where A+B is a vector addition, and rA + rB is a scalar addition.

Definition 5. LetH2 be a linear fuzzy space. Then a function f :H2×H2×(0,1)→
H2 is called linear combination of the fuzzy points Ã, B̃ ∈H2 given by

f (Ã, B̃,u) = Ã+ u · (B̃− Ã),

where u ∈ [0,1] and operator is a scalar multiplication of fuzzy point.

Figure 1 shows alpha-cuts of the fuzzy points Ã, B̃ ∈H2 and alpha-cut of the fuzzy
point f (Ã, B̃,u). Cores of the all three fuzzy points are collinear. All straight lines
that connects points X ∈ (Ã)α and Y ∈ (B̃)α always contains at least one point from
( f (Ã, B̃,u))α .
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Fig. 1 Geometric illustration of linear combination of the fuzzy points Ã, B̃ ∈H2

Remark. The linear combination of the two fuzzy points could be also expressed as

f (Ã, B̃,u) = (1− u)Ã+ u · B̃.
Definition 6. Let Ã, B̃ ∈ H2 and Ã = B̃. Then a point TAB ∈ R

2 is called internal
homothetic center if the following holds

TAB = A+
ar

ar + br
(B−A),

where Ã = (A,ar) and B̃ = (B,br).

In the previous definitions we introduced the basic element of a linear fuzzy space
and provide an overview of its basic features. Fuzzy points are used to describe the
position of a real object when there is some uncertainty to the measured position.
Most often this uncertainty in practical applications is ignored. There are applica-
tions in which real objects are not only represented by the position but the entire
series of uniformly spaced points. These points can be distributed along a curve that
has a beginning and an end. Curve that connects two points is called a line or path.

If the points that represent the path are imprecise, then the whole line should be
described in way similar to imprecise point’s description. In this section we will
present mathematical model for such fuzzy line.

Definition 7. Let H2 be a linear fuzzy space and function f is a linear combination
of the fuzzy points Ã and B̃. Then a fuzzy set ÃB is called fuzzy line if following
holds

ÃB =
⋃

u∈[0,1]
f (Ã, B̃,u).
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Theorem 1. Let H2 be linear fuzzy space, fuzzy line ÃB defined by fuzzy points Ã
and B̃ ∈H2. Then following holds

ÃB = B̃A.

Proof. We shall prove that for all X ∈ R
2

μÃB(X) = μB̃A(X)

is satisfied. Therefore, we have

μÃB(X) = max
u=[0,1]

(max(0,1− d(A+ u(B−A),X)

|ar + u(br− ar)| )),

which can be expressed as

μÃB(X) = max
u=[0,1]

(max(0,1− d(B+(1− u)(A−B),X)

|br +(1− u)(ar− br)| )). (1)

If we take v = 1− u in equation (1) following is obtained μÃB(X) = maxv=[0,1]

(max(0,1− d(B+v(A−B),X)
|br+v(ar−br)|) ), implying

μÃB(X) = μB̃A(X).

�

Definition 8. Let ÃB be fuzzy line defined on linear fuzzy space H2 and X ∈ R
2.

Then a fuzzy point X̃ ′ ⊂ ÃB is called fuzzy image of point X on fuzzy line ÃB, and a
real number u ∈ [0,1] is called eigenvalue of the fuzzy image X on fuzzy line ÃB if
following hold

i) X̃ ′
= Ã+ u(B̃− Ã),

ii) d(X ,(X̃ ′)1) = min{d(X ,Y)|∀Y ∈ (ÃB)1},

iii) u = min(1,max(0, (x1−a1)(b1−a1)+(x2−a2)(b2−a2)

(b1−a1)2+(b2−a2)2 )),

where X = (x1,x2), Ã = ((a1,a2),ar) and B̃ = ((b1,b2),br).

Remark. If the eigenvalue of the fuzzy image X is equal 0, then fuzzy image is the
starting fuzzy point, if eigenvalue is equal 1 it is the final point, otherwise it is the
inner point of a fuzzy line.

Figure 2 shows alpha cuts of the fuzzy points Ã, B̃ ∈ H2 and alpha-cut of the
fuzzy image of point X on fuzzy line ÃB (fuzzy point X̃ ′ ). The nearest point from
point X to the straight line AB = [ÃB]0 is core of its fuzzy image X̃ ′.

Theorem 2. Let ÃB ∈ L2 be fuzzy line, X̃ ′ ∈H2 fuzzy image of point X ∈ R
2 on ÃB

and u ∈ [0,1] eigenvalue of the fuzzy image X on ÃB. Then point X belongs to fuzzy
set ÃB according to following
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Fig. 2 Geometric illustration of the fuzzy image of point X on fuzzy line ÃB

μÃB(X) =

⎧⎪⎨
⎪⎩
μÃ(X) if um = 0,

μX̃T
(X) if 0 < um < 1,

μB̃(X) if um = 1,

,

where fuzzy point X̃T = Ã+ um(B̃− Ã) and um = u+ (br−ar)

x′r
d(X ,X

′
)2

d(A,B)2 .

Proof. Since, the membership function of the union of two fuzzy sets is defined
as maximum of the two individual membership functions, and the fuzzy line ÃB
is union of all linear combination of fuzzy points Ã and B̃ it follows that value
of the membership function of fuzzy line ÃB in point X calculated as μÃB(X) =

max(μỸ (X))Ỹ ⊂ ÃB).
Fuzzy point Ỹ = Ã+u(B̃− Ã) is represented by corresponding membership func-

tion μỸ (X) = max(0,1− d(A+u(B−A),X)
|ar+u(br−ar)| ). It follows that

μÃB(X) = maxu = [0,1](max(0,1− d(A+ u(B−A),X)

|ar + u(br− ar)| )) (2)

if we take expressions

μÃB(X) = max
u=[0,1]

( f (u)),

f (u) = max(0,1− g(u)),

g(u) =
d(A+ u(B−A),X)

|ar + u(br− ar)| ,

into Eq. (2), and let g(um) = min(g(u)). Since function g is defined for non negative
values, it follows that g(u1)≤ g(u2)→ g2(u1)≤ g2(u2), and g2(um) = min(g2(u)).
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Consequence is that we are looking for um such that (g2(um))
′
= 0. Solution to this

equation is

um = u+
(br− ar)

x′r

d(X ,X
′
)2

d(A,B)2 .

�

Definition 9. Let Ã, B̃, C̃ ∈H2 be fuzzy points with noncollinear cores (Ã = B̃ = C̃)

and function f is a linear combination of two fuzzy points. Then the fuzzy set ÃBC
is called fuzzy triangle, if the following holds

ÃBC =
1⋃

u=0

f (Ã,
1⋃

v=0

f (B̃,C̃,v),u).

It’s membership function is denoted by μÃBC(X) and determined according to the
following formula

μÃBC(X) = max
u∈[0,1],v∈[0,1]

{μỸ (X)|Ỹ = f (Ã, f (B̃,C̃,v),u)}.

α -cut of fuzzy triangle ÃBC is denoted by (ÃBC)α .
Figure 3 shows geometric illustration of the fuzzy triangle membership function

and corresponding α− cuts.

 
) 

 

  

  

 

 

:ℝ2 → [0,1] 

) 

Fig. 3 a) Fuzzy triangle membership function b) Fuzzy triangle α−cuts

Definition 10. Let ÃBC be a fuzzy triangle defined on fuzzy linear space H2. Fuzzy
point X̃ ⊂ ÃBC is called edge point of the fuzzy triangleÃBC if for all α ∈ [0,1] a
point Y ∈ (X̃)α exists such that all its neighborhoods contain at least one point from
(ÃBC)α and at least one point out side of (ÃBC)α .

Remark. α-cut of all edge points intersect α-cut of fuzzy triangle in at least one
point.
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Definition 11. Let ÃBC be a fuzzy triangle defined on fuzzy linear space H2. Fuzzy
point X̃ ⊂ ÃBC is called inner point of fuzzy triangle ÃBC if it is not an edge point.

Definition 12. Let ÃBC be a fuzzy triangle defined on fuzzy linear space H2. Union
of all edge points of the fuzzy triangle ÃBC is called fuzzy edge of fuzzy triangle
ÃBC, denoted by ∂ ÃBC.

Theorem 3. Let ÃBC be a fuzzy triangle defined on H2. Then, for every fuzzy point
X̃ ∈ ∂ ÃBC/{Ã, B̃,C̃} and α ∈ (0,1) the single point T ∈ (X̃)α exists such that all
its neighborhoods contain at least one point from (ÃBC)α and at least one point
outside of (ÃBC)α .

Proof. This proposition is an immediate consequence of the Theorem 2.1 from [1],
where it is proved that the convex hull of fuzzy points consists of lines and arcs. �

Theorem 4. Let ÃBC be a fuzzy triangle defined on linear fuzzy space H2. Then for
all X ∈ R

2 the following holds

μÃBC(X) = μC̃AB(X) = μB̃CA(X).

Proof. Analogously to the proof of Theorem 3 �

Direct consequence of this proposition is that a fuzzy triangle can be represented by
three fuzzy points, i.e., the set {Ã, B̃,C̃}.

Fuzzy circle is also one of the basic planar imprecise geometrical objects. Analo-
gously to the definitions of fuzzy line and fuzzy triangle, which is an extension of a
precise circle, we define a fuzzy circle as a union of fuzzy points. There by, we also
take care that a newly defined geometrical object is appropriate for implementation
in GIS applications.

Definition 13. Let be H a fuzzy space defined on R, fuzzy relation ≤RF be fuzzy
ordering in linear fuzzy space, C ∈R

2 and R̃∈H. Then the union of all fuzzy points
Ã ∈H2 such that

μ(d̃(C, Ã)≤RF R̃) = 1,

is called fuzzy circle with center C and radius R̃.

Fuzzy circle is represented by the ordered pair (C, R̃).

Theorem 5. Let (C, R̃) be a fuzzy circle defined on linear fuzzy space H2. Then
the value of the fuzzy circle membership function in point X ∈ R

2 is determined
according to the following formula

μ(C,R̃)(X) = max(0,min(1,1− d(X ,C)−R
rr

)),

where R̃ = (R,rr).
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Proof. We shall consider three cases: (i) d(C,X)≤ R, (ii) R < d(C,X)≤ R+ rr and
(iii) R+ rr < d(C,X).

Case (i) is a trivial one. Namely, due to the definition of the fuzzy relation ≤RF

the fuzzy point Ã with core X such that μ(d̃(C, Ã)≤RF R̃) = 1 exists, which implies
μ(C,R̃)(X) = 1. For the cases (ii) and (iii) d(C,X) = R+ x where x ≥ 0 and there

exists the fuzzy point Ã = (A,rr) such that d(C,A) = R, d(A,X) = x and point A
is on the line which connects C and X . According to the previous assumptions,
d(X ,C) = d(C,A)+ d(A,X) = R+ x and x = d(X ,C)−R. Therefore, μÃ(X) could

be expressed as μÃ(X) = max(0,1− d(A,X)
rr

) = max(0,1− d(X ,C)−R
rr

) �

4 Spatial Measurement in R
2 Linear Fuzzy Space

Measurement of the space especially the distance between plane geometry objects
is defined as a generalization of the concept of physical distance. Distance function
or metric is a function that behaves according to specific set of rules. In this section
we shell present the basic distance functions between fuzzy plane geometry objects
and their main properties according to the set of rules presented in our papers [1],
[20].

Definition 14. Let H2 be a linear fuzzy space, d̃ : H2 ×H2 → H+, L,R : (0,1)×
(0,1)→ [0,1] be symmetric, associative and non-decreasing for both arguments, and
L(0,0) = 0, R(1,1) = 1. The ordered quadruple (H2, d̃,L,R) is called fuzzy metric
space and the function d̃ is a fuzzy metric, if and only if the following conditions
hold:

i) d̃(X̃ ,Ỹ ) = 0̃⇔ (X̃)1 = (Ỹ )1.
ii) d̃(X̃ ,Ỹ ) = d̃(Ỹ , X̃) for each X̃ ,Ỹ ∈H2.
iii) ∀X̃ ,Ỹ ∈H2:

a. d̃(X̃ ,Ỹ )(s+ t)≥ L(d(x,z)(s),d(z,y)(t)) if
s≤ λ1(x,z)∧ t ≤ λ1(z,y)∧ s+ t ≤ λ1(x,y);

b. d̃(X̃ ,Ỹ )(s+ t)≤ R(d(x,z)(s),d(z,y)(t)) if
s≥ λ1(x,z)∧ t ≥ λ1(z,y)∧ s+ t ≥ λ1(x,y),

where the α -cut of fuzzy number d̃(x,y) is given by [d̃(X̃ ,Ỹ )]α = [λα(x,y),ρα(x,y)]
(x,y ∈ R

+,0 < α ≤ 1). The fuzzy zero, 0̃ is a non-negative fuzzy number with
[0̃]1 = 0.

Remark: Following distance functions are fuzzy metrics

i) d̃(X̃ ,Ỹ ) =DF (d(X ,Y ),(rX + rY )),
ii) d̃(X̃ ,Ỹ ) =DF (d(X ,Y ),max(rX ,rY )),
iii) d̃(X̃ ,Ỹ ) =DF (d(X ,Y ), |rX − rY |).
Distance (iii) also satisfies set of rulles which define clasic metric.
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In the following definitions we shall extend distance between fuzzy points to
distance between different fuzzy plane geometric objects, such as distance between
fuzzy point and fuzzy line, fuzzy point and fuzzy triangle and at last between two
fuzzy triangles.

Definition 15. Let H2 be a linear fuzzy space, L2 set of all fuzzy lines defined on
H2, d̃ is fuzzy distance between fuzzy points, and μL is membership function of the
fuzzy relation minimal (Definition 15. in the paper [1]). The function dist : H2 ×
L2 →H+ is called distance between fuzzy point and fuzzy line if the following holds:

dist(T̃ , ÃB) = d̃(T̃ , X̃),

where X̃ ∈ ÃB such that μL(d̃(T̃ , X̃)) = hgt({d̃(T̃ ,Ỹ )∀Ỹ ∈ ÃB}).
Definition 16. Let H2 be linear fuzzy space, T2 be a set of all fuzzy triangles defined
on H2, d̃ is fuzzy distance between fuzzy points and μL is membership function of
the fuzzy relation minimal. The function dist : H2 ×T2 → H+ is called distance
between fuzzy point and fuzzy triangle if the following holds:

dist(T̃ , ÃBC) = d̃(T̃ , X̃),

where X̃ ∈ ÃBC such that μL(d̃(T̃ , X̃)) = hgt({d̃(T̃ ,Ỹ )∀Ỹ ∈ ÃBC}).
Definition 17. Let H2 be linear fuzzy space, L2 set of all fuzzy lines on H2 d̃ is
fuzzy distance between fuzzy points and μL is membership function of the fuzzy
relation minimal. The function dist : L2×L2 → H+ is called distance between two
fuzzy lines if the following holds:

dist(ÃB,C̃D) = d̃(X̃ ,Ỹ ),

where X̃ ∈ ÃB and Ỹ ∈ C̃D such that

μL(d̃(X̃ ,Ỹ )) = hgt({d̃(Q̃,W̃ )∀Q̃ ∈ ÃB∧∀W̃ ∈ C̃D}).
Definition 18. Let H2 be a linear fuzzy space, L2 be a set of all fuzzy lines on H2,
T 2 be a set of all fuzzy triangles, d̃ is fuzzy distance between fuzzy points and μL is
membership function of the fuzzy relation minimal. The function dist : L2×T 2 →
H+ is called distance between fuzzy line and fuzzy triangle if the following holds:

dist(ÃB,C̃DE) = d̃(X̃ ,Ỹ ),

where X̃ ∈ ÃB and Ỹ ∈ C̃DE satisfies condition

μL(d̃(X̃ ,Ỹ )) = hgt({d̃(Q̃,W̃ )∀Q̃ ∈ ÃB∧∀W̃ ∈ C̃DE})

Definition 19. Let H2 be linear fuzzy space, T 2 be a set of all fuzzy triangles on
H2, d̃ is fuzzy distance between fuzzy points and μL is membership function of
the fuzzy relation minimal. The function dist : T 2 × T 2 → H+ is called distance
between two fuzzy triangles if the following holds:
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dist(ÃBC, D̃EF) = d̃(X̃ ,Ỹ ),

where fuzzy points X̃ ∈ ÃBC and Ỹ ∈ D̃EF such that

μL(d̃(X̃ ,Ỹ )) = hgt({d̃(Q̃,W̃ )∀Q̃ ∈ ÃBC∧∀W̃ ∈ D̃EF}).

5 Spatial Relations in R
2 Linear Fuzzy Space

Spatial relations (predicates) are functions that are used to establish mutual rela-
tions between the fuzzy geometric objects. The basic spatial relations are coincide,
between and collinear. In this section we will give their definitions and basic prop-
erties.

Fuzzy relation coincidence expresses the degree of truth that two fuzzy points are
on the same place.

Definition 20. Let λ be the Lebesgue measure on the set [0,1] and H2 is a linear
fuzzy space. The fuzzy relation coin : H2×H2 → [0,1] is fuzzy coincidence repre-
sented by the following membership function

μcoin(Ã, B̃) = λ ({α|[Ã]α ∩ [B̃]α = /0}).
Remark. Since the lowest α is always 0, then a membership function of the fuzzy
coincidence is given by

μcoin(Ã, B̃) = max{α|[Ã]α ∩ [B̃]α = /0}.
Proposition

“Fuzzy point Ã is coincident to fuzzy point B̃”

is partially true with the truth degree μcoin(Ã, B̃); in the Theorem 6 we present
method for its calculation.

Theorem 6. Let the fuzzy relation coin be a fuzzy coincidence. Then the member-
ship function of the fuzzy relation fuzzy coincidence is determined according to the
following formula

μcoin(Ã, B̃) =

⎧⎪⎨
⎪⎩

0 if |ar|+ |br|= 0∧d(A,B) = 0,

max(0,1− d(A,B)
|ar|+|br| ) if |ar|+ |br| = 0,

1 if |ar|+ |br|= 0∧d(A,B) = 0.

Proof. It is trivial to prove that (Ã)α2 ⊂ (Ã)α1 iff α2 > α1. Also it is obvious that for
every set Q1,Q2,T1 and T2 proposition Q1 ⊂ Q2∧T1 ⊂ T2 → (Q1∩T1)⊂ (Q2∩T2)
is true. Since, we are looking for the largest α for which (Ã)α ∩ (B̃)α = /0 holds, it
follows that intersection should be a set with only one element T ∈ (Ã)α ∧T ∈ (B̃)α .
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Since d(T,A)≤ (1−αm)|rA|, d(T,B)≤ (1−αm)|rB| and T is unique, it follows that
d(T,A)+d(T,B)= d(A,B). After some arranging we finally obtain three equations:

d(T,A) = (1−αm)|rA|,

d(T,B) = (1−αm)|rB|,

d(T,A)+ d(T,B) = d(A,B).

Solution of this system is

αm = max

(
0,1− d(A,B)

|ar|+ |br|
)
,

because αm could not be less than 0. In the case that |ar|+ |br| = 0 it follows that
Ã and B̃ are precise points which are coincident only if distance is 0. Finally we
obtain:

μcoin(Ã, B̃) =

⎧⎪⎨
⎪⎩

0 if |ar|+ |br|= 0∧d(A,B) = 0,

max(0,1− d(A,B)
|ar|+|br | ) if |ar|+ |br| = 0,

1 if |ar|+ |br|= 0∧d(A,B) = 0

. �

Fuzzy relation contains or between is a measure that fuzzy point belongs to fuzzy
line or fuzzy line contains fuzzy point.

Definition 21. Let λ be Lebesgue measure on the set [0,1], H2 linear fuzzy space
and L2 be set of all fuzzy lines defined on H2. Then fuzzy relation contain : H2×
L2 → [0,1] is fuzzy contain represented by following membership function

μcontain(Ã, B̃C) = λ ({α|[Ã]α ∩ [B̃C]α = /0}).
Remark. Its membership function could be also represented as

μcontain(Ã, B̃C)= λ ({α|∃u∈ [0,1]∧∃X ∈ [Ã]α∧∃Y,Z ∈ [B̃C]α∧X =Y +u(Z−Y)}).

Proposition

“Fuzzy line B̃C contain fuzzy point Ã ”

is partially true with the truth degree μcontain(Ã, B̃C); in the Theorem 7 we present
method for its efficient calculation.

Theorem 7. Let Ã, B̃,C̃ ∈ H2 be fuzzy points defined on H2 linear fuzzy space,

u ∈ [0,1] and Ã′ be fuzzy image of point A on fuzzy line B̃C. Points TAB and TAC

are internal homothetic center fuzzy points for fuzzy points Ã and B̃ and Ã and C̃
respectively. Then the membership function of the fuzzy relation fuzzy contain is
determined according to the following formula
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μcontain(Ã, B̃C) =

{
μcoin(Ã, Ã

′) if u ∈ {0,1}
μÃ(A

∗) if u ∈ (0,1),

where the point A∗ is a projection of the core of Ã on the line passing through the
points TAB and TAC.

Proof. Similarly to previous proof, we are looking for the largest α that satisfies
proposition card([Ã]α ∩ [B̃C]α) = 1. It is obvious that such a point should be an
intersection of tangents to α cuts of [B̃]α , [C̃]α and [Ã]α . Direct consequence is
that we are looking for α such that there exists a common tangential line for three
circles ( [Ã]α , [B̃]α and [C̃]α ). It is the largest one because if α∗ > α exists then /0 =
[Ã]α

∗ ∩ [B̃C]α
∗ ⊂ [Ã]α ∩ [B̃C]α holds, which is impossible since the set [Ã]α ∩ [B̃C]α

is a minimal non empty set.
According to definition of internal homothetic center it follows that all internal

tangents between circles [Ã]α and [B̃]α pass through TAB, and all internal tangents
between circles [Ã]α and [C̃]α intersects in point TAC ; it also follows that if such α >
0 exists, then tangent line common to the circles [Ã]α , [B̃]α and [C̃]α pass through
the points TAB and TAC. Since the radius of the circle [Ã]α is (1−α)ar it follows that
distance between point A and its projection on common tangent line is d(A,A∗) =
(1−α)|ar|. From this we can express α as α = 1− d(A,A∗)

|ar| . Since α cannot be less
than it follows that

α = max

(
0,1− d(A,A∗)

|ar|
)

which is, according to Definition 2, same as

μÃ(A
∗) = α = max

(
0,1− d(A,A∗)

(|ar|
)
.

If the eigenvalue of the core A on fuzzy line B̃C is u = 0 it follows that fuzzy image
of Ã on fuzzy line B̃C is B̃, and from [Ã]α ∩ [B̃C]α = [Ã]α ∩ [B̃]α we finally obtain
μcontain(Ã, B̃C) = max{α|[Ã]α ∩ [B̃]α = /0}= μcoin(Ã, B̃). The proof for the case that
eigenvalue u = 1 is analogous to the proof for the case u = 0. �

Collinearity is also one of the fundamental relations between three points in plane
geometry. In the following definition we will present our definition of fuzzy collinear-
ity in fuzzy linear space, as well as a method for its practical computation.

Definition 22. Let Ã, B̃,C̃ ∈H2 be a fuzzy points defined on H2 linear fuzzy space
and λ be Lebesgue measure on the set [0,1]. The fuzzy relation coli : H2 ×H2×
H2 → [0,1] is fuzzy collinearity between three fuzzy points and it is represented by
following membership function

μcoli(Ã, B̃,C̃)

= λ
({α | ∃u ∈ R∧∃X ∈ (Ã)α ∧∃Y ∈ (B̃)α ∧∃Z ∈ [C̃]α ∧A = B+ u(C−B)}) .
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Proposition

”Fuzzy points Ã, B̃ and C̃ are collinear”

is partially true with the truth degree μcoli(Ã, B̃,C̃) ; in the Theorem 8 we present
method for its calculation.

Theorem 8. Let Ã, B̃,C̃ ∈H2, fuzzy relation contain be fuzzy contain. Then a mem-
bership function of the fuzzy relation fuzzy colinearity is determined according to
the following formula

μcoli(Ã, B̃,C̃) = max(μcontain(Ã, B̃C),μcontain(B̃, ÃC),μcontain(C̃, ÃB)).

Proof. Analogously to the Theorem 7 , we ought to prove that the largest α corre-
sponds to case that all three circles ([Ã]α , [B̃]α and [C̃]α ) have a common tangent
line. In general there are three possible solutions: (i) Fuzzy line B̃C contains fuzzy
point Ã. (ii) Fuzzy line ÃC contains fuzzy point B̃ and (iii) Fuzzy line ÃB contains
fuzzy point C̃. �

6 Conclusion

In this paper we have proposed a new mathematical model of the imprecise basic
plane geometric object (fuzzy line, fuzzy triangle, fuzzy circle), proven, theirs main
properties, introduced basic distance functions and introduced the basic imprecise
spatial relations (coincidence, contain and collinear).

Our model of the imprecise line object is based on the model of fuzzy impre-
cise point presented in [1] as the union of linear combination of two fuzzy points.
Consequence is that fuzzy line can be represented only by two fuzzy points, which
is simple, yet descriptive extension of precise ideal line. Imprecise spatial relations
proposed in this paper are based on fuzzy relations between fuzzy points and fuzzy
lines.

The proposed models of imprecise line objects could be used in various applica-
tions, such as image analysis (imprecise feature extraction), GIS (imprecise spatial
object modeling) and robotics (environment models). In the our paper [21] we use
fuzzy line as model of the road lane. The algorithm for lane detection is primarily
based on fuzzy spatial relations introduced by this work, and it is characterized by
reduced computational complexity versus the standard Hough transformation.

In order to reach our final goal, which is development of an effective applicable
framework for dealing with imprecise spatial data, it is necessary to develop new
specialized fuzzy indexing structures analogous to R tree, Quad tree and GRID. In
fact, this is one of the main research directions related to the development of fuzzy
linear space-based algorithms.

Another future research direction would be in the extension of the introduced two
dimensional concepts to the three dimensional linear fuzzy space.
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An Object Oriented Realization
of Perceptual Computer

Dragan Šaletić and Mihajlo And̄elković

Abstract. In the chapter basic concepts of type-2 fuzzy logic, computing with words
and perceptual computing are presented. Architectural details of an object-oriented
realization of a software library for developing perceptual computers are exposed
and explained. Thereby, following topics are covered: mathematical models for data
types, class hierarchies for types and inference operators, operation in multithreaded
environment, comparison with an existing MATLAB realization, and a short code
sample. Introducing a class hierarchy for inference operators is motivated by prior
work of the authors that implied novel weighted averages can be replaced with other
operators. Development of a perceptual computer and its usage for hierarchical de-
cision making in solving known problem of missile system selection is described.
Input values and produced results are presented in details in the chapter. The re-
sults are consistent with results from the literature. Conclusions are given, as well
as possible directions for further research and application work.

Keywords: Fuzzy logic, type-2 fuzzy logic, perceptual computer, hierarchical
decision making, MATLAB, missile system selection.

1 Introduction

When modeling phenomena from the real world with objective to make basis for
software implementations of intelligent systems (agents) [1], incomplete or uncer-
tain information may be encountered. As such information hinders a more structured
approach to modeling, it is natural to deal with the uncertainty through fuzzy sets
theory, [2]. This theory provides a methodology for dealing with phenomena too
complex or ill-defined to be analyzed by conventional means. In general, uncertainty
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may arise from imprecise, inaccurate, or incomplete information, from verbal am-
biguity, and from disagreement between different sources of information. In many
real world phenomena, both numerical and linguistic imprecision may appear in the
available data. When it can not be clearly determined whether the membership of an
element in a set is 0 or 1, this necessitates the application of fuzzy models, founded
on the theory of fuzzy sets [3], [4]. A fuzzy set has the characteristic that a mem-
bership of an element in a set is not only 0 or 1, as is the case with classical (crisp,
Cantor) sets. Membership degree (grade) to a fuzzy set is a crisp number from [0,1].

Fuzzy sets theory has been around for nearly 50 years, and it generated widely
accepted applications, among which fuzzy-logic controllers are the most noticeable
one. Very soon after introducing fuzzy sets (FS), L. Zadeh, the father of fuzzy logic,
in the paper [5] in which he introduced many important notions of fuzzy sets, intro-
duced also a generalization of his fuzzy sets now called type-2 fuzzy sets (T2 FSs):
fuzzy sets with fuzzy membership functions. Now, fuzzy sets with membership de-
grees that are crisp numbers from [0,1] are called type-1 fuzzy sets (T1 FSs).

However, T2 FS, that is, Zadeh’s generalization of T1 FS have not been actively
studied until Zadeh’s paper from 1996. with the title ”Fuzzy Logic = Computing
With Words”, [6]. Research activities dealing with computing with words based on
T2 FSs have been intensified, [7], [8], after that Zadeh’s paper. In last ten years,
mainly Mendel and his collaborators have developed one class of applications for
computing with words, [9], [10], for aiding people in making subjective judgments.
He called it perceptual computing.

After this introductory section, in Section 2 a brief overview of employed theory
terms concerning fuzzy logic, computing with words and perceptual computing is
given. In Section 3 our work, reported in [11], is extended, covering all important
architectural details of our perceptual computer (Per-C) realization. Section 4 con-
cerns reproduction of results from [10] for the problem of missile system selection,
using our Per-C. Section 5 deals with conclusions and directions for further research
work in the field.

2 An Overview

Perceptual computing is a methodology of building an interactive device that could
aid people in making subjective judgments, a device that would propagate random
and linguistic uncertainty into subjective judgments, but in a way that could be
modeled and observed by judgment maker, [10]. A Per-C, Fig. 1 is such a device,
designed for each specific problem using the methodology of perceptual comput-
ing. This chapter describes building of a Per-C with object oriented techniques and
its application in solving a problem from literature, the problem of missile sys-
tem selection. In the considered problem, each missile system is evaluated by sev-
eral experts, each of which has his subjective judgment regarding the given score.
Decision-makers set their priorities in order to choose the system that optimally fits
their requirements.
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The block from Fig. 1 denoted by ”encoder” consists of a model of sensor infor-
mation. Elements of that block are described in the sequel. In modeling the phenom-
ena from the problem considered, T2 FSs have to be used, and their special case,
interval type-2 fuzzy sets (IT2 FSs) are the most popular at the time. IT2 FSs can
model first-order linguistic uncertainty, which becomes necessary when there are
several decision-makers willing to use data given by numbers, number intervals and
words, whereas the T1 FSs can not. T1 FS can model words, but only by expressing
point of view for one person, as words mean different things to different people.

So, when real world phenomena are so fuzzy that it is difficult to determine the
membership degree even as a crisp number in [0,1], fuzzy sets of type-2 are used.
Symbol A is used for a T1 FS, whereas symbol Ã is used for a T2 FS. Type-1 FS A
defined on a domain (universe of discourse) X , is given by its membership function
(MF) shown in Fig. 2(a), and denoted by μA(x). Blurring the type-1 membership
function (T1MF) depicted in Fig. 2(a) (blurring corresponds to different meaning of
a word to different people), an entity given by Fig. 2(b) can be obtained.

Having the blurred MF from Fig. 2(b), at a specific value of x, say x′, the member-
ship function takes on values wherever the vertical line intersects the blur. Ordinary

Fig. 1 The architecture of
a Per-C. The entry point
is encoder, that receives
words. Those words are
being prepared and encoded
into FSs, and then sent to
the CWW engine. After a
result has been acquired,
it is still a FS. As such, it
is sent to decoder in order
to be decoded into output
consisting of words.

Fig. 2 a) A type-1 fuzzy set, b) A fuzzy set with blurred membership, and c) FOU of an
interval type-2 fuzzy set
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type-2 fuzzy sets add weights to these primary membership grades, as depicted in
Fig. 3. When all of those values are weighted as 1 for all x′, an interval type-2 fuzzy
set is obtained. Such a FS, Ã, is completely described by its so-called footprint
of uncertainty (FOU), FOU(Ã), an example of which is depicted in Fig. 2(c). The
FOU(Ã), in turn, is completely described by its lower and upper membership func-
tions, LMF(Ã) and UMF(Ã). These functions can have many shapes, for example,
triangles, trapezoids, Gaussians, and others.

The union and intersection of IT2 FSs, Fig. 4, and complement of those sets can
be computed in terms of simple T1 FS operations [3], [4], that are performed only on
LMFs or UMFs of IT2 FSs. This makes such FSs useful for practical applications.

The centroid of Ã, CÃ, provides a measure of the uncertainty about IT2 FS. The

centroid of Ã is an interval of numbers that has both a smallest and a largest value,
that is, CÃ = [cl(Ã),cr(Ã)], and cr(Ã)− cl(Ã) is small for thin FOUs and is large

for broad FOUs. The quantities cl(Ã) and cr(Ã) must be computed, but there are no
closed-form formulas for doing that. Karnik and Mendel [12], [10], have developed

Fig. 3 A type-2 fuzzy set. For a given variable x′ are depicted the membership grades to UMF
and LMF, and also membership grade μAi(x

′) to an embedded T1 FS Ai. On the right half of
the image is depicted a continuous cut of weights, and the weight for the given variable x′
and embedded T1 FS Ai has been marked as Wi(x′).

Fig. 4 An union and an intersection of two IT2 FSs
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iterative algorithms, now known as Karnik-Mendel (KM) algorithms, for computing
cl(Ã) and cr(Ã).

Cardinality of a crisp set is a count on the number of elements in that set. The
cardinality of a T1 FS A defined on a finite domain X , is, [13], a sum of membership
degrees of elements of the FS

card(A) = |A|= ∑
x∈X

A(x). (1)

For the continuous case, the definition of the cardinality of a T1 FS is, [14],

card(A) = |A|=
∫

X

A(X)dx. (2)

The cardinality of an IT2 FS Ã is an interval of numbers, the smallest number being
the cardinality of LMF(Ã) and the largest number being the cardinality of UMF(Ã).
The average cardinality of Ã is the average of these two numbers.

An IT2 FS is used as a FS model of a word because it is characterized by its FOU
and, therefore, has the potential to capture word uncertainties implied by different
meanings of a word to different decision-makers.

How an IT2 FS model for a word is obtained? First, a continuous scale must be
established for each variable of interest. After that, a vocabulary of words must be
created so that their FS models (MFs) cover the entire scale. For perceptual com-
puting, one begins by establishing a vocabulary of application-related words. The
collection of words, W̃i, in the vocabulary and their IT2 FS models, FOU(W̃i), consti-
tutes a codebook for an application (Ap), that is, Codebook = {(W̃i,FOU(W̃i)), i =
1, . . . ,NAp}. After a scale is established and a vocabulary of words is created, inter-
val end-point data are collected from a group of subjects. This is done in two steps:
in the first one the words are randomized, and, in the second step a group of subjects
is measured to provide end-point data for the words on the scale. A practical type-2
method for modeling a word [10] is called the interval approach (IA). It consists
of two parts, a data part and a fuzzy set (FS) part. In the data part, data intervals
that have been collected from a group of subjects are preprocessed, after which data
statistics are computed for the surviving intervals. In the FS part, FS uncertainty
measures are established for a prespecified triangle T1MF. Here we are always be-
ginning with the assumption that the FOU is an interior FOU (as in Fig. 5), and, if
need be, later switching to a shoulder FOU (as in Fig. 5).

Then the parameters of the triangle T1MF are determined using the data statistics,
and the derived T1MFs are aggregated using union leading to an FOU for a word,
and finally to a mathematical model for the FOU. The three FOU shapes that can be
obtained for a word using the IA are the ones depicted in Fig. 5, and so these FOUs
are referred to herein as canonical FOUs for a word.

The block from Fig. 1 denoted by CWW represents approximate reasoning in
an IT2 FS environment; in that block a CWW engine is implemented. Elements
of that block are described in the sequel. That block can be built in two forms,
[3], [4]: as a fuzzy decision-making system, and as a fuzzy expert system. As the
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problem this chapter is dealing with, the problem of missile system selection, is con-
sidered as a fuzzy decision-making system, only that form of CWW engine is here
shortly described. The second form, a fuzzy expert system variant of CWW engine
is described in literature, for example, in [10]. The decision-making form of the
CWW engines, as any other form of decision-making, involves aggregation of nu-
merical subcriteria (data, features, decisions, recommendations, judgments, scores,
etc.). Aggregation obtained by using a weighted average of numbers connected with
criteria is quite common and widely used. In many situations, however, providing
a single number for either the subcriteria or weights is problematic (there could
be uncertainties about them), and it is more meaningful to provide intervals, T1
FSs or IT2 FSs, or a mixture of all these, in such cases. A novel weighted aver-
age (NWA) is a weighted average in which at least one subcriterion or weight is
not a single real number, but is instead an interval, a T1 FS, or an IT2 FS. NWAs
are umbrella term for arithmetic weighted average (AWA), interval weighted aver-
age (IWA), fuzzy weighted average (FWA), and linguistic weighted average (LWA).
A decision-making form of the CWW engine is built using NWA as aggregation
operator.

When at least one subcriterion or weight is modeled as an interval, and all other
subcriteria or weights are modeled by numbers, the resulting WA is called an IWA,
denoted YIWA. On the other hand, when at least one subcriterion or weight is mod-
eled as a T1 FS, and all other subcriteria or weights are modeled by lesser types1,
the resulting WA is called a FWA, denoted YFWA. And, finally, when at least one
subcriterion or weight is modeled as an IT2 FS, the resulting WA is called a LWA.
The AWA, IWA and FWA are special cases of the LWA; hence, here our focus is
only on the latter. The following equation presents LWA in form that denotes it as a
generalization of AWA:

Fig. 5 Three types of FOU (from left to the right): A left shoulder FOU, an interior FOU, and
a right shoulder FOU. On each, domain values of UMF and LMF are labelled on separated
scales. A UMF is defined by (au,bu,cu,du,hu) and a LMF by (al ,bl ,cl ,dl ,hl).

1 Here we establish a convention that a Per-C type is called lesser than another if it is less
capable of expressing uncertainty. We also use to say that a lesser type has a lower rank.
For example, IT2 FS have the highest rank, and numbers are lesser type than intervals.
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ỸLWA =
∑n

i=1 X̃iW̃i

∑n
i=1 W̃i

, (3)

where subcriteria X̃i and weights W̃i are characterized by their FOUs, and ỸLWA is
also an IT2 FS. This is called an expressive way to summarize the LWA rather than
a computational way to summarize the LWA, because the LWA is not computed by
multiplying, adding, and dividing IT2 FSs. It is more complicated than that. The
KM algorithms can be used as tools for the computations. So, given FOUs for X̃i

and W̃i, it is possible to compute FOU(ỸLWA).
The decoder maps a resulting FOU into an output that consists of words. This

approach is supposedly correct, in accordance to the fact that “not only do words
mean different things to different people,” but they must also mean similar things to
different people, or else people would not be able to communicate with each other.
Known output types for a Per-C are:

1. Word. This is the most typical case. The FOU at the output of the CWW engine
is mapped into a word (or a group of similar words) in the codebook so that it
can be understood. Similarity measures that compare the similarity between two
FOUs are needed to do this.

2. Rank. In some decision-making situations, several strategies/candidates are com-
pared at the same time to find the best one(s). For example, three missile systems
are compared to find the one with the best overall performance. Ranking methods
should be used to do this.

3. Class. In some decision making applications, the output of the CWW engine has
to be mapped into a class. Classifiers are needed to do this.

Obviously, if two FOUs have the same shape and are located very close to each
other, they should be linguistically similar; or, if they have different shapes and are
located close to each other, they should not be linguistically similar; or, if they have
the same or different shapes but are not located close to each other they should also
not be linguistically similar.

Different similarity measures exist, as for T1 FSs, so for IT2 FSs. Among them,
the Jaccard similarity measure, which utilizes both shape and proximity information
about an FOU simultaneously, provides a crisp numerical similarity measure that
agrees with all three of the previous similarity cases.

Simply stated, the Jaccard similarity measure is the ratio of the average cardinal-
ity of the intersection of two IT2 FSs to the average cardinality of the union of the
two IT2 FSs.

One of the ranking methods that is very simple is based on the centroid of an
IT2 FS. First, the centroid is computed for each FOU, and then the center of each
centroid is computed, after which the average centroids for all FOUs are sorted in
increasing order to obtain the rank of the FOUs.
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Classifiers can be based on the notion of subsethood, which defines the degree of
containment of one set in another. Subsethood is conceptually more appropriate for
a classifier than similarity because Ã and class-FOUs belong to different domains.
The subsethood between two IT2 FSs, Ã and B̃, ss(Ã, B̃), may either be an interval
of numbers, ss(Ã, B̃) = [ssl(Ã, B̃), ssr(Ã, B̃)] or a single number.

3 Our Per-C Realization

In this section details of our object-oriented realization of Per-C are presented. Basi-
cally, it is explained how the data is internally structured and how the class hierarchy
is chosen. What follows after that is a short code sample before a demonstration on
the well known problem and data from the literature, in Section 4.

3.1 Data Model

Following the model that is proposed in [10], trapezoidal shape is used to represent
T1 FSs. In further text, it is refereed to T1 FS form as (a,b,c,d,h). Fig. 6 illustrates
how to project this five-tuple to actual T1 FS values. As it is suggested on the same
figure, both lower types can also be expressed with this five-tuple, as follows:

1. A number a: (a,a,a,a,h = 1).
2. An interval [a,b]: (a,a,b,b,h = 1).

An IT2 FS can be expressed with two T1 FSs that represent corresponding UMF
and LMF. Technically, this architecture allows both T1 FSs and IT2 FSs to have
highest membership degree that is lesser than 1, although this feature is not required
to reproduce results from [10]. This chapter will not address practical implications
of such design.

In addition to the four types featured in [10], fuzzy singleton and fuzzy interval
are added as separate types. They internally resemble to a number and an interval,
and the difference is that they have an additional parameter for membership degree.
However, during computations, these data types are treated as T1 FSs. Hence, the
further text is not referring to them as to special types. It can be assumed that ev-
erything that applies for T1 FSs also applies to fuzzy singletons and fuzzy intervals,
unless specified otherwise.

3.2 Considerations for Object-Oriented Design

When designing an OOP based software library, the primary concern should be
what the end-users2 see and how user-friendly the produced library is. Also, one
should take advantage of OO programming paradigm and make the actual objects
correspond to the real world objects in sense of their functionality and appearance.

2 By term user is meant fellow programmers.
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Fig. 6 All four Per-C types, with corresponding labels to map them to T1 FS model

There are several approaches to OO realization of Per-C types. What the types
should have in common is a base class or interface, that inserts a crossing point
between Per-C type class hierarchy and the general superclass or pointer type, such
as Object class or void* type pointer. Advantage of this is being able to define
a common set of methods and variables as well as common state and behavior that
all other classes in a class hierarchy should have. Regarding Per-C, one may feel
tempted to implement each lower type as a subtype of its closest higher type. We do
not recommend such subtyping, because it would require that even a number uses as
much memory as an IT2 FS. However, we do aim to achieve the same coding style
as if exactly that was done.

Fig. 7 An undesirable class hierarchy for Per-C types. Here IT2FS is the base class, and
further types gradually reduce its expressional capabilities down to a number, while using the
same amount of space
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Regarding programming language, the focus of the realization is on Java. Java
has been chosen with the purpose to target the widest auditorium possible. Silently,
a C++ realization is being developed with a lower priority. The basic package for
classes is rs.edu.raf.*, to which will be referred to as *. in further text.

3.2.1 Strict or Weak Typization

The major differences between considered realizations may concern common set of
methods of the base type. Regarding what set of base methods is selected for the
base type, it can be said that the class hierarchy is oriented toward strict or toward
weak typization.

Let’s say that all four basic types have their own sets of methods: S = {SN , SI ,
ST1FS, SIT 2FS}. Should it be chosen that the base class PerCType contains only
the methods that are found in intersection of all those subsets, direct knowledge and
use of types will be enforced. That is, this base type will limit available method set
even if its reference or pointer are employed to use an IT2 FS as an IT2 FS. Its use
would be limited only to transportation of the values under a common type.

It is observable that KM and enhanced KM (EKM) algorithms, that are basis
of present Per-C computations, require interpreting all aggregated values as if they
were of the highest type met among them. That is, if there is an array of numbers and
T1 FSs to be aggregated, all values should be treated as T1 FSs. To achieve this with
strict typization, one needs either type conversion, delegates, or multiple adapters.
Authors would make remark of inconveniences concerning these approaches:

1. The type conversion solution would require extra memory allocation and ini-
tialization for every object that is type converted. This is not desirable at all, if
optimal time and space performance are sought. It should also take extra coding
time to do this.

2. Delegates provide a clean way to code while working with different types, but
each lower type needs one delegate type for each higher type. This approach may
also include a factory pattern to decide which delegate is to be used. This would
in total mean having six delegate types, which (regardless of a not large number),
would not be a desirable option, for it would at lest require extra coding time.

3. Finally, using adapters would mean ability to interpret an PerCType as another,
using an all-knowing adapter class, or set of adapters. This would be equally as
much complicated as using delegates, although it seems to be even less clean
coding solution.

In contrast to that, weak typization can be used. This means the base typePerCType
will have union of all sets of methods from S, or most of them. Hence, the class hier-
archy itself will be the carrier of the meta-information needed to implicitly interpret
any of the lower types as a higher one. No explicit conversions would be needed.
Authors consider this an advantage that surpasses other disadvantages of the ap-
proach, because it minimizes the amount of required coding while keeping up with
the optimal performance.
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The major disadvantage of this approach is ambiguous meaning of some methods
in context of certain data types. For example, calling getLeft() from an interval
type clearly asks for its left bound. But calling it from an IT2 FS would rise a
question: left bound of what? It may refer to the left bound of UMF’s or LMF’s
core, to the left bound of its IT2 FS’s centroid, or to the left bound of the domain
that either UMF or LMF cover.

Such effects can be mitigated by adding interfaces that would help users access
only methods that are supposed to be available from a certain type. Runtime ex-
ceptions should be thrown on undesirable program states, and prevent users from
getting results that may not be what they actually wanted. Also, provided that docu-
mentation is a common way of communication, it may be relied on the facts (1) that
programmers who would want to use the library would also have interest in knowing
at least type-2 fuzzy logic basics, (2) and that they would read the documentation.

The bottom line is that extra methods do not do actual harm to the overall perfor-
mance. In turn, they optimize amount of written code, and there are several mecha-
nisms to mitigate their side effects. The authors believe it to be a fair trade for ability
to create a variable of type number, and use it straight as an IT2 FS without spending
extra computer resources and coding time to achieve the same result.

A lesser disadvantage of all mentioned approaches would be that there is no easy
way to do transformations between types. That is, these approaches will not let a
number internally become an interval without creating or reusing another object.
This could be overcome by allocating new parameters dynamically within an ob-
ject, as it shifts the type. However, such operations are not common in the studied
literature. Thus, that is neither implemented nor considered to be an actual disad-
vantage in the scope of this chapter.

3.2.2 The Class Hierarchy

The final set of major developed Per-C type classes is listed below. Some classes
have their interfaces that can be used to limit their methods only to those that are
expected within their actual type. The interfaces are named with prefix In.

1. PerCType - Superclass for all Per-C types
2. Number - Holds a crisp number. Its interface is InNumber.
3. Interval - Holds a crisp interval. Its interface is InInterval.
4. T1FS - Holds a T1 FS. It offers constructors for trapezoidal, triangular, and sym-

metrical triangular FS with±1 domain around the core. Its interface is InT1FS.
It is superclass of the following classes:

a. LST1FS - Uses T1FS base to construct a left shoulder T1 FS.
b. RST1FS - Uses T1FS base to construct a right shoulder T1 FS.

5. FSingleton - Holds a fuzzy singleton. Its interface is InFSingleton.
6. FInterval - Holds a fuzzy interval. Its interface is InFInterval.
7. IT2FS - Holds an IT2 FS. It has constructors that take either ten real values

for UMF and LMF, or T1 FSs that represent UMF and LMF. The class also has
a static method that can take an arbitrarily long array of T1FSs, and construct
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its FOU based on them, using the algorithm presented in [11], that implements
behavior described in [10]. Its interface is InIT2FS. It is superclass of the fol-
lowing classes:

a. RSIT2FS - Has constructors that either take six values or two RST1FSs. It
also has a static method that can initialize the FOU from an array of RST1FSs.

b. LSIT2FS - Has constructors that either take six values or two LST1FSs. It
also has a static method that can initialize the FOU from an array of LST1FSs.

In our realization, the types are found in the package *.perc.type, and the in-
terfaces are in *.perc.type.in.

3.2.3 Other Classes

As it can be observed in MATLAB examples from [10], Per-C computations rely on
knowing bounds of a global domain. There it is uniquely set to [0,10]. We decided
not to pass this domain through methods calls, but to extract it as a static singleton of
type Interval, that is globally available from class *.perc.Standards. This
same class should be used for holding any further global settings. A question, that
can be asked, is what happens if different applications want to use different domains.
We made it overridable on the process level, and so it can be customized. Next ques-
tion may be: what happens if multiple threads want to use different global domains.
That use case has also been taken in consideration. The class Standards stores the
custom global intervals in a map that maps thread identifiers to the interval objects,
thus making the architecture scalable and stable in multithreaded environment, in
addition to not requiring from users to worry about switching the contexts on their
own. All they need to do is to set the desired global domain interval from a thread,
and it will be available in the thread. The rest of the library is also thread-safe.

Class *.perc.KMAlgorithms implements statically the KM Algorithms, that
expect to get two arrays or Lists of Interval type variables. As a result, they
give an Interval type value.

Fig. 8 The major classes of desirable class hierarchy for Per-C types
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Package *.perc.agg.* is intended for aggregation operators. We have taken
the liberty of creating a base abstract class InferenceOperator that is used
as a base for implementation of NWAs, and may be used for realization of other
operators. The only reason that an interface has not been used, is allowing user to
call either process(List<PerCType>, List<PerCType>) or process
(PerCType[], PerCType[]) without having to implement both. In the re-
alization, the former is the default abstract method, and the latter is implemented
method that re-packs two arrays as Lists and passes them to the former method.
It can be overridden by the users. The class that implements NWAs is found at
*.perc.agg.NWA.

There are also various petty classes, like PerCException or problem solving
classes like HDM, for hierarchical decision making. The former group of classes is
common for any Java software and thus it does not call for special attention. The
latter group of classes does not impact the presented architecture. The realizations
from this group are stand-alone problems that are not addressed in details within
this chapter.

3.2.4 Type Control

Although the class hierarchy purposely blends the types, they still play a significant
role in present Per-C computations and algorithms. For example, even though the
NWAs do not require to know exact type of each aggregated value, they still need
to know the highest type in order to apply an optimal version of the algorithm and
to produce the result of the right type. It may also be required to use a type in a
switch-statement or to sort values by type rank.

Therefore, in addition to the values that need to be held in each type, an additional
variable is introduced to the PerCType class. It is intended to keep track of the real
type of a variable, and it is advisable for it to be a natural number. Advisable Java
type representatives are byte, char and at most int. More complex subtyping
may require dividing this variable with lower and higher bit mask, but that is not
being done in our realization. The convention we use is that type=1 stands for a
number, type=2 signifies an interval, type=3 means a T1 FS, and type=4 is taken for
IT2 FS. All other subtypes take their type from an adequate representative. That is,
fuzzy singletons and fuzzy intervals are of type=3.

3.3 Code Sample

Lets code the example from [10], p. 148, using the developed classes. The example
is an application of KM algorithms to aggregate an array of five intervals that is
weighted with five interval-weights. Result is an interval.

// Within the class Test
public static void main(String[] args) {

// Create the input data
PerCType[] values = { // Aggregated values

new Interval(8.2, 9.8),
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new Interval(5.8, 8.2),
new Interval(2, 8),
new Interval(3, 5),
new Interval(0.5, 1.5)

};

PerCType[] weights = { // Corresponding weights
new Interval(1, 3),
new Interval(0.6, 1.4),
new Interval(1.7, 8.9),
new Interval(2.4, 5.6),
new Interval(5, 7)

};

// Create operator for novel weighted averages
InferenceOperator operator = new NWA();

// Aggregate and print the result
PerCType result = operator.process(values, weights);
System.out.println(result);

}

Produced output describes interval [2.0190954773869345,6.356521739130436].
This result agrees with result from the literature.

Fig. 9 Results of data aggregation for companies A, B and C

4 Hierarchical Decision Making: Missile System Selection

On purpose of demonstrating the developed architecture, a hierarchical decision
making mechanism has been implemented. This implementation mimics behavior
presented in [10]. Missile system selection problem appeared a number of times.
For example, in [15], [16], [17]. In this chapter is aimed to present the example with
no tolerances applied to the source values.
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4.1 The Problem

In this problem, three alternatives — companies A, B and C — are evaluated. There
are main five criteria, that are divided into further 23 criteria. If this is presented as
a tree data structure, only leaves are supposed to have actual values. In this case, the
23 subcriteria are evaluated using numbers and words. However, both criteria and
subcriteria are weighted with T1 FSs, in order to express favoring some criteria and
subcriteria over others at the same level. Aggregation is being done from the leaves
to the root. That is, first a score of each criterion is acquired by aggregating its sub-
criteria. Then all criteria are aggregated to acquire the final score of an alternative.
The input data are given in Tables 4 and 5.

A remark should be made that each weight is a triangular T1 FS with tolerance
±1 around its core. Exceptions to this are smallest and largest weight. That is, 1̃ is
(1,1,1,2,1), and 9̃ is (8,9,9,9,1).

4.2 Per-C Architecture for Hierarchical Decision Making

In [10], a procurement judgment advisor (PJA) has been presented as assistance in
hierarchical decision making (HDM). Follows an overview of coder, CWW engine
and decoder of this Per-C.

The coder’s role is to normalize input data by its connotation and by its value.
The scores that are T1 FS or IT2 FS are supposedly already normalized to the do-
main [X ,X ], which is [0,10] in this example. Hence, they will be only normalized by
their connotation, which is the first step. Connotation can be positive (more=better)
or negative (less=better). Only the scores with negative connotation will be affected
by this normalization. Having a numerical score xi, in [10] is proposed to normalize
its negative connotation by xi → x∗i = 1/xi. T1 FSs are normalized by being replaced
with their antonyms, defined as μA(x)→ μA∗(X − x). This is extendible to IT2 FSs,
by applying it to their LMF and UMF. The second step is normalization by domain.
Having three scores of the same criterion Xi = {xi(A),xi(B),xi(C)} for three alter-
natives, the normalization is done by division with max(Xi) and multiplication by
X = 10.

NWAs are the CWW engine, and the decoder does ranking by defuzzified cen-
troids of the resulting IT2 FSs.

4.3 The Data and Results

The input data are given in Table 4. The score connotations are labeled with ↑ (pos-
itive) and ↓ (negative) in the beginning of each row. Triangular T1 FS weights have
been labeled with a tilde above them. The used words can be divided in two groups:
(1) Low and High, and (2) Poor, Average, Good and Very Good. Since this chapter
aims to reproduce the results from [10], word definitions are provided as UMF/LMF
pairs in Table 5. Whenever a height is not specified as the fifth parameter, it may be
assumed that it equals 1.
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In further text, numerical results of aggregation for each criterion are provided in
Tables 1, 2 and 3. Each final result is presented both numerically and graphically,
see Fig. 9.

The recommendation given by the system is the company B. The second place is
taken by the company C, and the third place remains for the company A. Similarities
between the resulting IT2 FSs by companies are, as follows: smJ(A,B) = 0.05226,
smJ(A,C) = 0.17721 and smJ(B,C) = 0.31190. All results are consistent with re-
sults provided in [10].

Table 1 Results for company A

Aggregation result UMF LMF

Tactics T1FS(9.05573, 9.17447, 9.17447, 9.24949)
Technology UMF(8.24879, 8.86759, 9.00374, 9.11501) LMF(8.57315, 8.98297, 9.00374, 9.11501)
Maintenance UMF(4.24313, 6.56368, 7.43684, 8.78182) LMF(5.53062, 6.59171, 7.4279, 8.16864, 0.53)
Economy UMF(6.86012, 7.70238, 8.0, 8.7917) LMF(7.04013, 7.58224, 8.02686, 8.35352, 0.53)
Andvancement UMF(1.93143, 3.83333, 4.95333, 6.70375) LMF(3.55857, 3.95616, 4.89323, 5.29286, 0.27)

Final UMF(5.84673, 7.24328, 7.66767, 8.52748) LMF(6.55344, 6.88888, 7.86374, 8.07115, 0.27)
Centroid [6.92295, 7.66822] defuzzified to 7.295589

Table 2 Results for company B

Aggregation result UMF LMF

Tactics T1FS(8.87148, 9.06815, 9.06815, 9.21781)
Technology UMF(8.17754, 8.68956, 8.88571, 9.18593) LMF(8.68683, 8.80396, 8.8738, 9.10516, 0.57)
Maintenance UMF(5.84188, 7.85895, 8.78684, 9.73) LMF(7.99591, 8.22408, 8.76919, 9.13045, 0.3)
Economy UMF(8.614, 9.40476, 9.70238, 9.98364) LMF(9.337, 9.46089, 9.61954, 9.69636, 0.3)
Andvancement UMF(6.50125, 8.52467, 9.25333, 9.79429) LMF(8.28875, 8.8021, 9.19632, 9.64429, 0.57)

Final UMF(7.72819, 8.8895, 9.2137, 9.60886) LMF(8.66804, 8.83498, 9.31372, 9.45663, 0.3)
Centroid [8.588739, 9.191289] defuzzified to 8.890014

Table 3 Results for company C

Aggregation result UMF LMF

Tactics T1FS(9.25819, 9.30729, 9.30729, 9.35168)
Technology UMF(8.33372, 8.86595, 9.0621, 9.33513) LMF(8.83236, 8.96747, 9.03916, 9.25383, 0.57)
Maintenance UMF(4.3575, 6.69737, 7.75526, 9.18091) LMF(6.41, 6.84849, 7.87427, 8.366, 0.3)
Economy UMF(7.44957, 8.17074, 8.46836, 8.91002) LMF(8.10684, 8.22162, 8.40207, 8.49403, 0.3)
Andvancement UMF(5.15429, 7.082, 7.84667, 8.9875) LMF(6.77, 7.05493, 8.05444, 8.37, 0.27)

Final UMF(7.10336, 8.29954, 8.63903, 9.1773) LMF(7.96407, 8.17024, 8.75713, 8.90594, 0.27)
Centroid [7.986224, 8.644687] defuzzified to 8.315456
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Table 4 Scores, criteria and weights for the three alternatives

Item Weighting Company A Company B Company C

Criterion I: Tactics 9̃
↑ 1. Effective range (km) 7̃ 43 36 38
↓ 2. Flight height (m) 1̃ 25 20 23
↑ 3. Flight velocity (M. No) 9̃ 0.72 0.80 0.75
↑ 4. Reliability (%) 9̃ 80 83 76
↑ 5. Firing accuracy (%) 9̃ 67 70 63
↑ 6. Destruction rate (%) 7̃ 84 88 86
↑ 7. Kill radius (m) 6̃ 15 12 18

Criterion II: Technology 3̃
↓ 8. Missile scale (cm) (l × d-span) 4̃ 521×35-135 381×34-105 445×35-120
↓ 9. Reaction time (min) 9̃ 1.2 1.5 1.3
↑ 10. Fire rate (round/min) 9̃ 0.6 0.6 0.7
↑ 11. Anti-jam (%) 8̃ 68 75 70
↑ 12. Combat capability 9̃ Very Good Good Good

Criterion III: Maintenance 1̃
↓ 13. Operation condition requirement 5̃ High Low Low
↑ 14. Safety 6̃ Very Good Good Good
↑ 15. Defiladea 2̃ Good Very Good Good
↑ 16. Simplicity 3̃ Good Good Good
↑ 17. Assembly 3̃ Good Good Poor

Criterion IV: Economy 5̃
↓ 18. System cost (10,000) 8̃ 800 755 785
↑ 19. System life (years) 8̃ 7 7 5
↓ 20. Material limitation 5̃ High Low Low

Criterion V: Advancement 7̃
↑ 21. Modularization 5̃ Average Good Average
↑ 22. Mobility 7̃ Poor Very Good Good
↑ 23. Standardization 3̃ Good Good Very Good

a Defilade means to surround by defensive works so as to protect the interior when in danger of being commanded by
enemy’s guns

Table 5 The codebook with six words used in missile system selection problem

Word UMF LMF

Low UMF(0.09, 1.25, 2.5, 4.62) LMF(1.67, 1.92, 1.92, 2.21, 0.3)
High UMF(5.38, 7.5, 8.75, 9.81) LMF(7.79, 8.3, 8.3, 9.21, 0.53)

Poor UMF(0.09, 1.5, 3, 4.62) LMF(1.79, 2.28, 2.28, 2.81, 0.4)
Average UMF(3.59, 4.75, 5.5, 6.91) LMF(4.86, 5.03, 5.03, 5.14, 0.27)
Good UMF(5.98, 7.75, 8.6, 9.52) LMF(8.03, 8.36, 8.36, 9.17, 0.57)
Very Good UMF(7.37, 9.41, 10, 10) LMF(8.72, 9.91, 10, 10, 1)
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5 Conclusions

In the chapter the basic concepts of computing with words and perceptual comput-
ing are presented. An original OO realization of a library for developing Per-Cs is
presented. Its architecture is observed from standpoint of important decisions that
affected it. Advantages and disadvantages of the decisions are discussed in details.
An implementation of Per-C for hierarchical decision making has been developed
and used to demonstrate the library. A well known problem of selecting missile
system is employed on this purpose. The acquired results correspond to the results
from [17] and [10]. It is pointed out that weighted mean based aggregation tech-
niques other than NWAs may exist, as presented in [18].

A perceptual computer is an artificial intelligent device, and is validated ac-
cording to classical artificial intelligence approach, using the Turing test, [1], [10].
However, perceptual computer is an intelligent agent, [1], an entity with sensors
accepting information modeled as IT2 FS, and acting through outputs in the form
of recommendations and data. It might be of research interest to explore the possi-
bility of introducing a validation criterion in form of a measure of performance in
developing such an agent, instead of the Turing test. Further, perceptual computers
are developed having in mind only Zadeh’s operators max and min for FSs union
and intersections, [10]. It might be of research interest also to consider other forms
of perceptual computers, with union and intersection operators other than max and
min. Both forms of CWW engine, the first one with aggregation using NWAs, and
the second one with a fuzzy expert system in the form of if-then rules heavily use ag-
gregation operators. Interesting field of research might be considering extensions of
perceptual computer using different aggregation functions, [19], [20], [21]. It seems
that possibility of using some form of the Turing test remains, in choosing adequate
aggregation operators.

There are many possibilities, not only for further research work, but also work in
developing applications of perceptual computers.

Acknowledgements. This paper is partly supported by Ministry of Education and Science –
Serbia, project #36002, ”Traffic and communication, planning and management, using com-
putational intelligence techniques”.
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Classical and Fuzzy Approaches to 2–DOF
Control Solutions for BLDC–m Drives

Alexandra-Iulia Stinean, Stefan Preitl, Radu-Emil Precup,
Claudia-Adina Dragos, and Mircea-Bogdan Radac

Abstract. This chapter gives two–degree–of–freedom (2–DOF) speed control so-
lutions for brushless Direct Current motor (BLDC–m) drives with focus on design
methodologies. A classical 2–DOF structure, 2–DOF proportional-integral (PI) and
proportional–integral–derivative (PID) structures and 2–DOF fuzzy control solu-
tions are presented and approaches regarding the methods are highlighted. A case
study concerning a BLDC–m drive with variable moment of inertia is presented.
Comparative studies based on digital simulation results are included to exemplify
the design methods.

Keywords: Speed control, 2–DOF control, brushless direct current motor, PID
control.

1 Introduction

The research results obtained in mechatronics systems during the last decade have
been focused on setting theoretical foundations and, based on it, on enlarging the
application domains. The studies are oriented to assessing the quality of motion
control systems and on disclosing the insurmountable performance limitations
inherent in the mechanical structures. Both accuracy and robustness are essential
characteristics in high performance motion applications with variable moment of in-
ertia (VMI), [1]. As result, robust control solutions for servomechanisms have been
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proposed to realize effective disturbance suppression in the presence of stability
degree constraints [2], [3].

The main advantages of using two–degree-of-freedom (2–DOF) control solutions
concern simultaneous good feedback properties, reference tracking and disturbance
rejection. One drawback of 2–DOF controllers is that the overshoot reduction is
paid by slower set–point responses [3], [4], [5]. So, the design of 2–DOF controllers
represents a multi-objective problem. With this regard, Miklosovic and Gao offer
in [3] a robust 2–DOF control design technique that extends the concepts of active
disturbance rejection control.

Several 2–DOF control structures (CSs) have been proposed during the last
decades. They are characterized by different combinations of the inclusion in the
feed-back loop the reference part and of the disturbance part requirements. Even
the classical design has different approaches [6], [7], [8], [9], [10]. For the develop-
ment of classical 2–DOF PI(D) CSs for low order plants, Araki and Taguchi present
in [6] similarities between 2–DOF control structures and one–degree–of–freedom
(1–DOF) controllers (mainly PI(D) ones) extended with input filters (reference and
feedback).

Alternative approaches to the design of 2–DOF proportional–integral (PI) and
proportional–integral–derivative (PID) control solutions are the ESO–m [11] and
the 2p–ESO–m design methods [12]. These approaches are recommended mainly
for applications with VMI. The computer–aided design of various types of 2–DOF
controllers based on algebraic methods is analyzed in [12], [14], [13].

The fuzzy logic technique can be also inserted in the 2–DOF CSs, and several
approaches are suggested for 2–DOF fuzzy control (FC) structures. A 2–DOF con-
troller consisting of a one-step-ahead fuzzy pre-filtering in the feed–forward loop
and a PI–fuzzy controller in the feedback loop dedicated to the foot trajectory track-
ing control is discussed in [15] and [16], where self–tuning and model reference
adaptive 2–DOF PID–fuzzy controllers are presented. A new framework for the de-
sign of generic 2–DOF linear and fuzzy controllers dedicated to plants with integral
components and nonlinearities is proposed and applied in [17] and [18]. In addition,
the variability of the plant parameters needs sometime also the permanent adaptation
of the control algorithm or of its parameters as shown in [13], [15] and [16].

The presented research results are based mainly on easy accessible references.
They are focused on two classes of 2–DOF controllers, the classical 2–DOF (and
its PI(D) representation) and 2–DOF fuzzy controllers. The applications involve a
class of mechatronics systems.

The chapter is structured as follows. Section 2 presents a brief overview on the
classical 2–DOF controller approach based on [14] and [19], on 2–DOF–PI(D)
equivalent structures providing the foundation for discussion and comparison for
the design methodology, and on the basic structures for 2–DOF fuzzy controllers
derived from a PI(D) approach. Section 3 gives a short description of the plant,
i.e., a servo system application built around a brushless Direct Current Motor
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(BLDC–m) with VMI, with inner control (current) and usable models for design.
Section 4 discusses some aspects regarding speed control solutions with 2–DOF
controllers, experimental scenarios and simulation results. Section 5 is dedicated to
the concluding remarks.

2 Classical Structures of 2–DOF and 2–DOF PI(D) Controllers

2.1 Basic Structure and Polynomial Design of 2–DOF
Controllers

The 2–DOF CS in its classical (discrete or continuous) form [4], [19], uses two
distinct controllers (Fig. 1): the reference controller T (z)/R(z), where T (z) is the
reference filter, and the feedback controller S(z)/R(z). The polynomial R(z) is the
common part which include mainly the integral components. The classical design
of the unknown polynomials T (z), S(z) and R(z) is known as polynomial design
problem based on solving the polynomial Diophantine equation [5], [14] under dif-
ferent particularities in treating the constrains and causality (degree) conditions for
the polynomials; such conditions are exemplified in [4] and [5]. Unlike the 1–DOF
CS, in case of the 2–DOF controller the enlisted attributes can be separately adjusted
without influencing one another.

In the usual discrete form the plant is characterized by the pulse transfer function
(t.f.) calculated from the continuous model

P(z) = (1− z−1)Z{P(s)
s
}= B(z)

A(z)
, (1)

where the plant parameters can be time variable. The servo performances are given
by a reference model in the form Bm(z)

Am(z)
with an additional condition for the zero

control error. Finally, the t.f. of the CS obtains the form

Fig. 1 Structure of classical 2–DOF controller and control structure with the R(z) component
placed in the loop
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T (z)
A(z)R′ (z)+B−(z)S(z) =

B
′
m(z)

Am(z)
· Ao(z)

Ao(z)
,

T (z) = B
′
m(z)Ao(z),

A(z)R
′
(z)+B−(z)S(z) = Am(z)Ao(z).

(2)

The last equation in (2) is a Diophantine equation over the ring of polynomials, and
its solutions are the coefficients of the polynomials T (z), R(z) and S(z) [12].

2.2 PID Controllers. 2–DOF Controller Interpretation

For 1–DOF controllers, the CS performance can be improved using several partic-
ular controller structures with non-homogenous dynamics with respect to the two
inputs [5] as shown in Fig. 2. Each controller block can be characterized by its
own t.f.s. The presented approach permits also an easy 2–DOF interpretation of
the design as discussed in [7] for classical PI(D) controllers and in [8] for fuzzy
controllers.

Three such 2–DOF CSs are presented in Fig. 3 and referred to as [17] the refer-
ence input filter structure, Fig. 3 (a), the feed-forward structure, Fig. 3 (b), and the
feedback structure, Fig. 3 (c). The connections between 2–DOF and extended with
input filters of 1-DOF controller structures are synthesized in Table 1, where: P –
proportional, D – derivative, I – integral, L1(2) – first (second) order lag filter. The
choice of a certain representation of the controller depends on the structure of the
available controller and on the adopted algorithmic design method and the result of
this design.

Using the approach proposed in [6], the main PI(D) controller component –
or/and C∗(s) - defined in Fig. 3 (a) to (c) are characterized by the following t.f.s:

C∗(s) =

{ kc(1+TF s)
s PIcontroller

kc(1+TF s)(1+T
′
c s)

s[1+(Td/N)s] PIDcontroller
, (3)

with a possible additional block CF(s) which accelerates the effect of the reference
input in the control signal:

Fig. 2 Typical controller structures and particular forms of the modules
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Table 1 Connections between 2–DOF controllers and extended 1–DOF controller structures

Fig. 3 (a) F(s) – F(s)C(s) C(s) Remarks 

Fig. 3 (b) – CF(s) C(s)–CF(s) C(s) - 

Fig. 3 (c) – CF(s) C*(s) C*(s)+CF(s) - 

1 2 – – (ref. channel) (feedback)  

0 0 1 0 PID PID 1-DOF controller 

0 1 PDL2 DL1 PI PID 

1 0 PD2L2 P PID-L1 PID 

1 1 PL2 PDL2 I PID 

1-DOF with non-
homogenous behavior 

1 2 PID controller with pre-filtering (2-DOF controller)  

CF(s) =

{
kc(Tc−TF) PIcontroller

kc(Tc−TF )(1+T
′
c s)

1+(Td/N)s PIDcontroller

The digital implementation can be supported by the classical informational diagram
presented in detail for example in [5]. The bump-less switching between two control
algorithms (c.a.s) – connected to linearized plant models and referred as c.a. (1)
and c.a. (2) – needs a permanent modification of the tuning parameters and the
reconsideration of the past values in the control algorithms.

2.3 2–DOF Takagi–Sugeno Fuzzy Control Structures for PID
Controllers

The main advantage of the classical Takagi–Sugeno (TS) fuzzy control (FC) struc-
ture concerns an easy modeling of the nonlinearities. They also do not need the
special bump-less circuit. Extended 2–DOF FC structures can be defined on the ba-

Fig. 3 Structures for 2–DOF controllers as extensions of 1–DOF controllers
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sis of the structures given in Figs. 2 and 3; for example, [5] and [17] offer 2–DOF
FCs defined around TS fuzzy blocks FB–Tc implemented in terms of Figs. 4 to 7.

The development of the extended 2–DOF PI–FC starts with the definition and
development of the classical PI block with the t.f.

Gτ(s) =
kc

s
(1+ sτ),

with τ ≥ 0.
The main PI(D) block is fuzzified in the set-point filter structure or in the feed-

forward structure, and the transfer function C(s) (or C∗(s)) is expressed in (3). The
fuzzification of the generic PI block with the t.f. Gτ(s) leads to the fuzzy block
FB–τ; it is accepted that the continuous-time linear block with the t.f. Gτ(s) has the
control error e as input and the control signal u as output (other variants are also
possible). The structure of the block FB–τ is presented in Fig. 8, where FB is the
TS fuzzy block without dynamics, with:

Δe(k) = e(k)− e(k− 1)

is the increment of control error,

Δu(k) = u(k)− u(k− 1)

Fig. 4 Structure of feed-forward 2–DOF PI-fuzzy controller

Fig. 5 Structures of feed-forward 2–DOF PID–fuzzy controllers
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is the increment of control signal, and k is the index of the current sampling interval
because the block FB–τ is implemented as a digital controller.

The fuzzification in the block FC is based on the input membership functions il-
lustrated in Fig. 9, which can be applied for the TS fuzzy block FB–τ . For a low-cost
implementation of the 2–DOF fuzzy controllers initially three input membership
functions are defined. Fig. 9 points out the tuning parameters, Be and BΔe.

More membership functions can be defined for nonlinear plants and high per-
formance specifications. The analysis of and design of the fuzzy controllers should
account for the necessary nonlinear scaling factors of the input and output variables
of the block FB which must be inserted in the plant. Accepting the sampling period
Ts, Tustin’s method can be applied to discretize the continuous-time linear generic
PI block with the t.f. Gτ(s). This results in the following recurrent equation of the
incremental digital generic PI block and its parameters:

Δu(k) = KP [Δ e(k) + μ e(k)], KP = kc (τ−Ts/2), μ = 2Ts/(2τ −Ts).

The complete rule base of the TS fuzzy block FB–τ is given by

Rule 1: IF e(k) IS N AND Δe(k) IS P THEN Δu(k) = K1
P[Δe(k)+ μ1e(k)],

Rule 2 : IF e(k) IS ZE AND Δe(k) IS P THEN Δu(k) = K2
P[Δe(k)+ μ2e(k)],

Rule 3 : IF e(k) IS P AND Δe(k) IS P THEN Δu(k) = K3
P[Δe(k)+ μ3e(k)],

Rule 4: IF e(k) IS N AND Δe(k) IS ZE THEN Δu(k) = K4
P[Δe(k)+ μ4e(k)],

Rule 5 : IF e(k) IS ZE AND Δe(k) IS ZE THEN Δu(k)=K5
P[Δe(k)+ μ5e(k)],

Rule 6 : IF e(k) IS P AND Δe(k) IS ZE THEN Δu(k) = K6
P[Δe(k)+ μ6e(k)],

Rule 7: IF e(k) IS N AND Δe(k) IS N THEN Δu(k) = K7
P[Δe(k)+ μ7e(k)],

Rule 8 : IF e(k) IS ZE AND Δe(k) IS N THEN Δu(k) = K8
P[Δe(k)+ μ8e(k)],

Rule 9 : IF e(k) IS P AND Δe(k) IS N THEN Δu(k) = K9
P[Δe(k)+ μ9e(k)].

This rule base shows, by the additional upper indices in the rule consequents, that the
TS fuzzy block FB–τ can be obtained from the separate tuning of nine linear blocks
FB–τ . Therefore the TS fuzzy block FB–τ exhibits like a bump-less interpolator of
nine separately tuned linear PI blocks defined in accordance with (9). The SUM and
PROD operators are used in the inference engine of the TS fuzzy block FB–τ , and
the weighted average method is used in the defuzzification. The modal equivalence

Fig. 6 Structure of feedback 2–DOF PI–fuzzy controller
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principle is applied to guarantee the quasi–PI behavior of the fuzzy block FB–τ .
This results in the useful tuning conditions

BΔe = μ Be, BΔu = KP μ Be. (4)

The tuning conditions are applied in the TS fuzzy block FB–τ . The restructuring of
the controller structure allows: accounting for the experience design with PI and
PID controllers; the easy introduction of additional specific facilities specific to
PI(D) controllers (output or inner limitations, anti windup reset referred to as AWR,
smoothing the transition from one algorithm to another one), and the conversion of a
PI, PID controller into a 2–DOF controller and vice versa. Such conversion relations
are given in [17] and [18].

Fig. 7 Structures of feedback 2–DOF PID–fuzzy controllers

Fig. 8 Structure of FB–τ

Fig. 9 Input membership functions of FB–τ
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The improvement of CS performance can be ensured by the proper choice of the
parameter Be > 0 in (4). This can be assisted by the stability analysis accompanied
by useful tools specific to the analysis and modeling of fuzzy control systems [20],
[21], [22], [23], [24], [25], [26], [27], [28], [29].

3 Mathematical Modeling of Plant as BLDC–m Drive

The controlled plant is represented by a BLDC–m drive with internal current con-
trol loop. In the symmetrical operating mode the mathematical models (MMs) of
classical DC motors and of BLDC–ms are very close. This fact leads to some sim-
ilarities in the development of control solutions, relative simple control structure
and cheap implementation of the control algorithms [30], [31]. In case of BLDC–
ms the current switch is obtained by specialized converters whose commutation
time is determined by the position of the rotor, determined either by position sen-
sors or by sensor-less techniques. The major advantages of BLDC–ms are lifespan,
high efficiency, very good torque-speed characteristics, and quiet operation. It is ac-
cepted that in case of vector control value of the current trends to be zero and the
speed control is achieved through the current. Moreover, it is assumed the excitation
flux is constant; and the nonlinear effects due to different constructive elements are
neglected.

The matrix form of the main equations of the MM of a BLDC–m is presented in
[30]. The electromagnetic torque me is used in the movement equation

me = Je
d
dt
ωr + k fωr +mLoad,

where mLoad is the load torque (i.e., a time variable load disturbance input); the
moment of inertia of the driven mechanism Jmech can be constant or time-variable:

Je(t) = JBLDC + Jmech(t).

Two case studies will be considered in the next section. The first case study, with
time-variable reference input (including regions characterized by r(t) = const), is
representative for defining the adopted controller design methods (the classical 2–
DOF and the case with 2–DOF PI controller and feed-forward filter). The main CS
performance indices and some simulation results are synthesized in [31].

The second case, to be treated in this chapter, considers the application (the plant)
as a simulated plant for a winding process with VMI and constant linear speed, vt(t)
= const according to Fig. 10, where the reference input r(t) for the angular speed
ω(t) must be correlated with the modification of the working roll radius rr(t). In
this context, the CS should ensure the modification of reference input r(t) and the
tuning and retuning of the controller parameters as well.

To treat the first aspect, the following condition must be fulfilled, and the mea-
surement of rr(t) enables the continuous modification of the reference input r(t):
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vt(t) = const⇒ r(t) = k/rr(t) (a), Je(t) =
1
2
ρπr4

r t (b). (5)

In the design step the inner loop can be characterized by linearized equivalent sec-
ond order benchmark-type t.f. connected to representative operating points [7]. Such
MMs, expressed as benchmark-type t.f.s, are:

• * in the speed control applications:

HP(s) =
kP

(1+ sTΣ)(1+ sT1)
, T1 >> TΣ , (6)

HP(s) =
kP

(1+ sTΣ)(1+ sT1)(1+ sT2)
, T1 > T2 >> TΣ , (7)

• * in the position control applications:

HP(s) =
kP

s(1+ sTΣ )
, (8)

HP(s) =
kP

s(1+ sTΣ )(1+ sT1)
, T1 >> TΣ , (9)

with time-variable T1 = f (Je(t)).
The main PI(D) controllers can be tuned by the Extended Symmetrical Optimum

method (ESO–m) [11] which can improve the CS performance. The main advantage
consist ins fact that only one design parameter (referred to as β ) must be adopted.
Useful design diagrams concerning the choice of the parameter β and the tuning
relations are given in [11]:

kc =
1

kPβ
√
βT 2

Σ
, Tc = β TΣ , T ′

c = T1. (10)

The CS performance indices can be improved further by introducing the reference
filter of first-order (a) or of second-order (b), with the t.f.s:

F(s) =
1

1+β TΣ s
(a) or F(s) =

1+(β −√β)TΣ s+β TΣ s2

(1+β TΣ s)(1+TΣs)
(b). (11)

Fig. 10 Block diagram of controlled plant for winding process with VMI



Classical and Fuzzy Approaches to 2–DOF Control 185

Since r(t) is time-variable and the inner loop can be characterized by a simplified,
benchmark-type model, the main (speed) controller is a PID one, extended or not
with an integral (I) component. The open–loop CS has k0 = kPkc , T1 >> TΣ , kP

and T1 – time–variable, T1 must be compensated (applying the pole–zero compen-
sation technique, T ′c = T1), and the gain k0 must be maintained constant using the
permanent recalculation of kc according to (10).

The considered BLDC–m–based servo system with VMI is characterized by the
following parameters: p = 2, Ra = 1 Ω , La = 0.02 H, VDC = 220 V, Je0 = 0.005
kg ·m2. The inner loop, which contains an on–off controller, ensures a second-order
(with lag) behavior of the plant. The controlled parameters of the BLDC–m, θ and
l pm, were set to ensure that the motor can operate at any desired speed within the
range 0 ≤ ω ≤ 314 s−1. The functional diagram of a speed controlled BLDC–m
drive is presented in Fig. 11.

The internal loop (block diagram) contains the PWM inverter, the current con-
trollers (on–off–type controller with hysteresis and also the current sensors). The
main loop contains the actual speed controller and the incremental speed (position)
sensor [32], [33], [34], [35]. The phase selection block ensures the proper switching
of the phases and the initialization as well.

In the design step of the speed controller the inner control loop characterized by
the equivalent second–order benchmark–type t.f. (6) with kP = 40, T1 = 0.03 s and
TΣ = 0.015. Accepting the variation range of the equivalent moment of inertia e(t)
as relatively small, the controller is tuned using the linearized models (6)–(9). In
the first step the classical PI(D) speed controller is designed and tuned using the
ESO–m for β = 12 (or in its extended form of double parameterized (2p–SO–m)
form [12]). Finally, due to the fact that the reference input is permanently variable,
the reference filter (11) (b) is applied. So the design becomes as a classic case of a

Fig. 11 Functional diagram of a speed controlled BLDC–m drive
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2–DOF PI(D) controller, Fig. 3 (a). Accepting a high value for β , which ensures a
great value for the nominal phase margin, the controller’s parameters are calculated
for the average value of Je(t), without parameter adaptation and with AWR.

4 Experimental Scenarios and Simulation Results

This chapter investigates analytical structures of two-input single-output (TISO)
Takagi–Sugeno fuzzy PI(D) controllers versus conventional PI(D) control and
variable gain control. Generally, to design and tune PI(D) fuzzy controllers, the
continuous–time PI controllers are discretized resulting in the incremental versions
of the quasi–continuous digital PI controllers with input/output integration.

The higher operating speed can be accounted for the components of the trape-
zoidal speed curve, resulting in an average speed equal to the movement speed. The
selected structures of 2–DOF PI(D) CSs and of 2–DOF fuzzy PI(D) CSs are pre-
sented in detail in Fig. 12 (a), (b) and (c).

In the first experimental scenario the reference input contains (in chronological
order) an acceleration part (0 – 1.0 s), a part with constant velocity (1.0 – 1.5 s),
a deceleration part (1.5 – 3.0 s), a part with constant velocity (3.0 – 3.5 s), a part
characterized by a step disturbance input applied at 3.1 s, and finally a part of de-
celeration until a stop is reached (3.5 – 4.5 s). This chapter presents the results of
the tests conducted with the presented CSs in a first step through simulation for a
driving system with BLDC–m with constant moment of inertia.

Fig. 12 (a): structures of feed-forward-set-point filter (FF–SP) 2–DOF PI(D)/fuzzy PI(D)
CSs, (b): structures of feedback–set–point filter (FB–SP) 2–DOF PI(D)/fuzzy PI(D) CSs, (c):
structures of feed–forward–feedback–set–point filter (FF–FB–SP) 2–DOF PI(D)/fuzzy PI(D)
CSs
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4.1 Feed–Forward–Set–Point Filter Structures

The main simulation results are synthesised in Fig. 13. Fig. 13 (a) illustrates for the
simulation scenario the system’s output, the angular speed ω(t) of BLDC–m drives
in case of the FF–SP structure. The output is almost the same for both cases, the FF–
SP–2–DOF PI(D) controller and the FF–SP–2–DOF fuzzy PI(D) controllers. Fig. 13
(b) details the output around the portion between 0.95 and 1.25 seconds sustaining
that the FF–SP structure with 2–DOF fuzzy PI(D) controller ensures better behavior.
The control error versus time is presented in Fig. 13 (c); it can be seen that in the
tracking phase the control error for FF–SP structure with 2–DOF fuzzy controller is
less than the control error for the FF–SP structure with 2–DOF PI(D) controller. For
both cases if the angular speed is constant, the control error reaches zero (due to the
presence of the I component in controller’s structure).

Fig. 13 Simulation results for the FF–SP structures
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4.2 Feedback–Set–Point Filter Structures

For the same simulation scenario applied to the FB–SP structure, the system per-
formance indices can be computed using the system responses given in Fig. 14 (a),
(b) and (c). For the FB–SP structure with 2–DOF fuzzy PI(D) controller and for
the FF–SP structure with 2–DOF PI(D) controller the angular speed are almost the
same as suggestively illustrated in Fig. 14 (a).

The results presented in Fig. 13 and 14 show that no discontinuities in the vari-
ation of v(t) are observed. During the winding regime the output of the controller
remains within the limitations.

According to Fig. 14 (b), the overshoot for the FB–SP structure with 2–DOF
PI(D) controller is less than the overshoot for the FF–SP structure with 2–DOF
PI(D) controller. In comparison with the FB–SP structure, the FF–SP structure has
a more oscillatory character. Finally, Fig. 14 (c) presents the evolution of the control
error for the FB–SP structure with 2–DOF PI(D) controller and for the CS with
2–DOF fuzzy PI(D) controller.

Fig. 14 Simulation results for the FB–SP structures
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4.3 Feed–Forward–Feedback–Set–Point Filter Structures

The same simulation scenario is considered for both FF–FB–SP structures. Fig. 15
(a) offers the evolution of the angular speed. Fig. 15 (b) offers some details concern-
ing the angular speed around 1.0 - 1.5 seconds, and it points out that the FF–FB–SP
structure with 2–DOF fuzzy controller performs better in comparison with the FF–
FB–SP structure with 2–DOF PI(D) controller. Fig. 15 (c) illustrates the control
error versus time.

The analysis of these simulations results shows the main conclusion which states
that the FF–FB–SP structure with 2–DOF fuzzy PI(D) controller has the best tran-
sient behaviors. Therefore, in this case the FF–FB–SP structure with 2–DOF fuzzy
PI(D) controller will be adopted for the next experiments (simulations) focused on
the case of BLDC–m drive with VMI.

Fig. 16 (a) to (d) synthesizes the main simulation results for fixed controller’s
parameters according to (10). Since the reference input is permanently variable, the
reference filter (11) (b) is applied. The drum radius is calculated according to (5) (a),
and the moment of inertia Je(t) is calculated according to (5) (b). The simulation
scenario illustrated in Fig. 16 consists of the start regime, and the angular velocity
modification to ensure the desired linear speed vr, which needs a proper modification
of reference input, corresponding to increasing the radius rr(t) and to the variation
of the moment of inertia.

Fig. 15 Simulation results for the FF–FB–SP structures
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Fig. 16 Simulation results for the FF–FB–SP structure with VMI.

5 Conclusions

This chapter has presented control solutions and methods based on extensions of 2–
DOF PI(D) control structures and derived Takagi–Sugeno 2–DOF fuzzy controllers,
focused on three basic structures: the FF–SP–, the FB–SP– and FF–FB–SP– struc-
tures. The application is a BLDC–m based servo system driving system. The integral
element specific to the 2–DOF controllers is included in the forward channel of the
control loop.

The advantage of fuzzy logic is the ability to tune certain variables easily by
varying the linguistic rules or input variables. The main feature of TS fuzzy models
is the expression of the local dynamics of each fuzzy rule by linear system models,
and this has been employed in our control solutions.

The proposed controller structures are tuned by the straightforward adaptation of
the tuning relations given in the literature. The choice of different representations
depends on the structure of the controller, the methods used in controller design and
tuning and the final form of the t.f.

Due to the nonlinearities in the plant, the fuzzy control solutions are more ad-
vantageous in comparison with other BLDC–m control solutions reported by the
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state–of–the–art. The proposed controller structures can be implemented relatively
easily in quasi continuous digital version by using well–known approaches [4], [5],
[7].

The application related to a BLDC–m drive system with VMI confirms the appli-
cability of the methods. Other aspects of interest for future research include sliding
mode control and state observers with disturbance observation.
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Part IV
Applications in Medicine



Virtual Doctor System (VDS) and Ontology
Based Reasoning for Medical Diagnosis

Hamido Fujita, Masaki Kurematsu, and Jun Hakura

Abstract. VDS is a system built as intelligent thinking support for assisting medical
doctor in a hospital to do medical diagnosis based on the avatar of that doctor. The
medical knowledge is also collected from the doctor based on his/her experience
in diagnosis. The avatar construction is mimicking real doctor. The avatar interacts
with patients through their voices, and other sensors to read patient mental state and
physical state that are used in aligned manner to assess the patient sickness states
through Bayesian network. The physical view is represented as physical ontology.
The mental view is represented as mental ontology. These two ontologies aligned
on medical knowledge for diagnosis and reasoning based on similarities computa-
tion. These two types of ontologies have been mapped and aligned for reasoning
using a simple Bayesian Network for causal reasoning to find related query decision
case based diagnosis collected from expert doctors. The system is implemented and
tested. We have constructed an integrated computerized model which reflects a hu-
man diagnostician and through it; an integrated interaction between that model and
the real human user (patient) is utilized for 1st stage diagnosis purposes recalled as
simple cases.

Keywords: Virtual doctor system, medical diagnoses, Bayesian network, avatar,
expert doctor. decision making.

1 Introduction

Virtual Doctor System (VDS) is reported in [2][9][10] and is related to design avatar
that resemble a real human doctor and act to interact with patient user to establish a
diagnosis scenarios. The system outline is shown on Fig. 1.
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Fig. 1 The VDS system outline

We have created a related technology, reflecting the state of art on creating a
program that resembles the user mental psychological behavior through a face, this
concept we called it mental cloning [1][2][3][10][11]. The mental cloning is used
to collect on the built avatar reflecting a real person, the animated real-time images
created in real-time on this avatar resembling the emotional behavior of that person
articulated through this avatar in the same manner the real person interact with cer-
tain world in similar invocation. This is represented by using that person ego state
[3][11].

In this paper the system is expanded to reflect on reasoning issue that the VDS
uses to interact with human patient for medical diagnosis. The inter operability is
represented by utilizing the medical diagnosis cases of medical doctor, and repre-
sented in machine executable fashion based on human patient interaction with vir-
tual avatar resembling a real doctor. The Virtual Doctor System (VDS) is installed in
a local hospital in Iwate-Japan where that doctor is regularly, practicing her medical
diagnosis in real situation and environment. The avatar or VDS is working as a 1st

glance diagnosis to classify patients based on the criticality, emergence related to
examination parameters and diagnosis scenarios outcome.
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2 VDS System Outline

The medical scenarios used in medical diagnosis are defined on general guide lines
formalization, and customization according to the subject doctor experience and
related specialization in the course of medical practices. This system is to help the
real doctor by filtering the outpatient (when they come to the hospital) who waiting
to see the real doctor. The virtual doctor sees patients by interacting with them and
issues a decision making for simple cases and non-simple cases categorical based
analysis. The simple medical case in our context; is defined as the case that usually
medical doctor reaches through medical diagnosis, and is considered by medical
Doctor namely A, as a state that the outpatient can be recovered by taking a rest, or
simple medical supplement, a case resulted from stress, heavy work or tiredness or
else.

Fig. 2 Outline of VDS conceptual reasoning

The simple case treatment is in most cases is to ask the patient to rest and come
back after few days if the recovery is not achieved or correlated physical (body)
phenomenal sign is emerged, or stayed (not relieved). We have selected thesimple
case approach due to the following: We can test our system and its reasoning design
framework. We use the system for helping the medical doctor to classify medical
cases for outpatient based on criticality issues. Criticality issues are estimation of the
outpatient sickness state. This is based on his/her mental and physical reasoning that
is achieved (i.e., reached) collectively (inferred) by the VDS. We have constructed
two concepts that the system uses to do reasoning. One is called Physical Ontology
, and the other is called Mental Ontology . We define the concept of ”pain” as part of
mental ontology; we implement the system using Owl (Ontology Web Language).
The two represented ontologies are merged to yield a third ontology called Medical
oncology, representing the diagnosis processor in Fig. 1. The action processor is the
decision making that use Bayesian Network, shown in Fig. 2, is utilized to calculate
the Conditional Probability Table (CPT) that assist the action processor to select
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the best scenarios that would readout the selected diagnosis fitting to the patient
instance, in the same manner as the real doctor does. On [11] we appended several
video that demonstrate how the VDS interact with the patient and how the system’s
camera eyeing on patient face to extract values to reason through on patient state.
This link below has demo files and news available for download, you can reference
to them.

http://www.somet.soft.iwate-pu.ac.jp/system news/

3 Reasoning Framework

There are several parts related to the VDS interaction parts that have already re-
ported in published work and are related to voice and face emotional recognition
[4][6][11] and voice emotional recognition [7][14]. We have built a concept we
call it as mental cloning [1] we could collect user emotion and mentality reflected
through face and voice to understand the mental state of the user. These are used for
creating output for the avatar and input data due to user emotional change (engage-
ment) with the avatar [2]. The reasoning issues are not reported yet, and this paper
is discussing the reasoning framework related to VDS application for diagnosis. We
have restricted our diagnosis reported in this paper to simple cases. The context of
the engagement is defined in advance (In this paper the context is medical diagnosis
based on Doctor A). So collecting the user mental state is to have the system adapt
to changes that would have the user be engaged with the system in a positive manner
(forwarding interactive style of communication).

The avatar in our system that we built as experiential is virtually constructed to
resemble real Doctor objectified for subjective human patient to interact with. We
have a mask face model for real doctor practicing his/her medical provision in hos-
pital in our town [2][1]. Such face (system) will interact with the user in emotional
based manner [11]. The face would smile or else and act in emotional manner ac-
cording to the context and engagement style of the user. The face mental background
resembling an ego state reflected through the egogram resembled person (medical
doctor) and represented in the system as a program [11]. We have studied this as-
pect and we created a program that can interact with the user using transactional
analysis [3]. The face states are the primitive states that the system would select
interactively according to the user engagement as cognitive state (shown in Fig. 3).
The user ego state is also collected from the best match from the database based on
what we called universal template. A set of egograms is stored in the system and
indexed according to universal templates [3].

We evaluated these universal template based on experimenting them with
Miyazawa Kenji avatar that experimented in A museum [11].

These stored classified egogram are to work as templates to test user ego states
(emotion). User observed ego state is measured through a set of universal tem-
plates. The measurement of face parts movements are referenced (computed) to a
indexed templates collected from many Japanese subject (people) contributed in our
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experiment [3][6][7][11]. On [11] you can view (download to view) the movies
showing how the system works and also for public news on the project, (in Japanese
media).

The system would test the mental states of the user based on these egograms, and
interact with the user based on instantiation of observed changes on the face parts
collected due to emotional reasoning based engagement. Also, the same is done on
the voice as well. The voice emotional features are examined to reflect the patient
voice sound features like soaring throat related sound feature, or related expression
to pain or else. The same also, is for expressing the dialogue with patient by doctors
with emotional voice to patient synchronized with their mental situation.

 

 

Fig. 3 The physical ontology and VDS related simple case
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We have not presented patient voice emotional recognition or VDS generated
emotional readout diagnosis in this paper [7], [14]. Taken all these issues into ac-
count we are reporting in this paper, using this established technology, we have
examined and experimented reasoning related matter reflected to medical use-case
provided by two medical doctors in Morioka city. We have built the system that en-
semble a medical doctor interacting with the patient based on the framework men-
tioned above, to do diagnosis on patient at clinic or hospital in Morioka city, Japan.
The system is working as a filter (sorter) to do the 1st diagnosis based on provided
medical guidelines specialized by these two nominated medical doctors working in
that clinic. This is especially useful in Japanese local hospitals when patient usu-
ally wait for one to two hours to see the doctor (human physician). The system is
assisting the hospital to set patient into simple cases (with category, and without
physical observation) and no-simple cases, (need doctor observation). The main is-
sue that reported in this paper are related to new findings that we have collected
in relation to VDS is using the mental cloning concept and the avatar technology
together to construct a copy of Medical Doctor (MD) avatar [9][10]. We have ex-
perimented two MDs’. These two hospitals’ doctors’ avatars are constructed [11].
The avatar face and voice with related diagnosis scenarios on ”simple cases” have
constructed. We have selected these two doctors based on the style of their diag-
nosis. As, Dr. A uses patient appearance in reasoning and diagnosis (with certain
physical touch), while Dr. B uses egogram based certification to analyze the patient
mental states and do diagnosis on patients’ condition by navigating in these states,
through specific scenarios and networked style of decision making. She integrates
all these decision based on her experience, represented as decision network style.
These two instances of MD style of reasoning (diagnosis) are examined and repre-
sented in the VDS system presented; based on provided instances of simple cases
medical practices data.

We define what is the simple case, and what are the formal guidelines defining the
simple case (Fig. 3). The relative customization of such simple cases due to the doc-
tor experiences in diagnosis. It is those cases that the MD concludes as non critical
symptoms, or symptoms that may need later on further observation, or situation that
is not necessarily be recovered by medication or surgery or else. A relative medical
advice, or supplementary medication supporting the medical case in hand, or/and
appointment to come again to confirm the sustainability of such case, and are to be
provided by MDs’ for these called simple case.

Ontology can provide means to allow human to understand meanings of the el-
ements and concepts or things in defining the problem, and also a means to reason
on these classified items, based on such semantically based representation. Seman-
tic technologies contribute to provide machine-executable metadata for reasoning
purposes.
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4 Conceptual Reasoning Based on Ontology

The conceptual reasoning framework is based on representing two types of ontolo-
gies, reflecting patient (user) physical conceptual status as seen by the VDS, as
shown in Fig. 3. We have used a combination of probabilistic techniques, ontology
representation and inference to determine the simple case, we defined in our con-
text. The target of the system is identifying the patient case as simple, with weight.
(Simple ?), where? is: High, medium and low, or not-simple. The decision taken as
”not simple” means go to the next room to see the real doctor. The related technical
reasoning is also sent to the real doctor.

We have defined two types of ontologies (as shown in Fig. 2).
Physical Ontology definition: PhO.
Mental Ontology Definition: MeO.
Each ontology represents causal relation articulated from physical view analysis,

and mental view analysis.
Probabilistic model has been used to reference and infer to doctor diagnosis. This

part is taking use of alignment of the two defined ontologies, and to do diagnosis
based on probabilistic type calculation to compute values that would be used to
make the decision related to special cases, this is modeled on Bayesian network.

Probabilistic model has been used to reference and infer to doctor diagnosis. This
part is taking use of alignment of the two defined ontologies, and to do diagnosis
based on probabilistic type calculation to compute values that would be used to
make the decision related to special cases, modeled on Bayesian network.

Values represented as Meta model by the PhO and MeO, as types reflecting col-
lected data from patient observation.

Ontology alignment is very challengeable problem and active research in ontol-
ogy engineering [8].

5 Bayesian Network for Decision Making

Inference uses the Bayesian network (as belief network) aligned and reflected on
these two ontologies. On Fig. 5 we can see the big arrow at the left side. This arrow
is reflecting to collecting data through the user interface to articulate in collective
manner on the PhO issue, aligned with the MeO for reasoning on medical ontology,
to select the best scenarios through the diagnosis processor. User situation classify
the meaning of metadata based on (gender, egogram, age, history) [2]. These are
variables, acting as values that in a collective manner classify the medical scenarios
articulated on the ontologies representation inference reflected on the two types of
nominated MDs’ Simple Cases. These values articulate to diagnosis in probabilistic
manner to reflect on the aligned mental view and physical view. The both are aligned
to articulate to the status of the outpatient in probabilistic manner; and to reason on
probabilistic combination of symptoms modeled as belief networks; that is used to
find the best value related remedy or the cause of anomaly.
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Fig. 4 The Bayesian network concept in our model

The history is related to last state patient state. If the last state is ”simple,” then
we carried on. If not ”simple” then continue with extracting data and send these to
real doctor, for real-diagnosis.

The variables are those values defined by the PhO and MeO views. These vari-
ables are any values between 0 and 1.

These values are representing the temperature in relation to threshold values (rep-
resenting normal situation articulated on user situation). The total weight total of
these values should be one.

Symptoms type Physical: Are those symptoms observed on the patient by devices or
previous documented data (Fig. 5). In our system, we have the patient be seated on
a chair with three types of devices that read: The body weight, temperature distribu-
tion on the face, and blood pressure. There are also other data that can be collected
from previous history or document, referencing to previous physical state and artic-
ulates on the new state.

Symptoms type Mental: These are the observed behavioral patterns on the patient
face, articulated through templates to reflect to the mental state of the patient, if
she/he is in a pain or a sort of situation.

These above two situations each are reflected and represented on ontology re-
flecting the medical ontology specified by the two medical doctors and specialized
by the difference in their ontology in patient diagnosis. The Symptoms reflected on
Physical ontology are those reflected on mental ontology are mutually independent.
The medical ontology represents the conceptual (abstract) view of medical diagno-
sis. The view is specialized by the doctor type, reflected as a model spe cialization,
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on the usage of the PhO and MeO in diagnosis. The simple case is defined in con-
ceptual view and generalized form, the specialization due to the type definition of
simple cases according to the doctor experiences, and is represented on medical
ontology. The style of reasoning diagnosis is also relative to the doctor diagnosis
ontology (as a specialization to medical ontology).

Food poisoning flu Catch cold 

Stomachache nausea headache cough 

smoking 
Prior probability 

posterior probability 

Temperature 

 

Fig. 5 Applying netica in MD provided simple case

The variables outcome would infer to the medical cases and invoke certain sce-
narios. These scenarios are explained to the outpatient as question or comments,
expressed by the VDS in the same manner the real doctor does.

Ontology is a set of concepts related to set of attributes on to each concept, and
set of relationship among these concepts. All variables values (relationship or at-
tributes) are computed based on mental and physical observation in the model. Vari-
ables are computed and collected by initiating scenarios with outpatient to collect
these causes’ values (probabilistic) for decision making.

With these medical doctors help we have established several cases resembling
different types of configuration of variables. These configurations can resemble dif-
ferent types of simple cases. We could create more complicated configuration in the
same manner, however this would make the Bayesian network more complicated.
At the moment our interest is to build the system and test it in these two hospi-
tals. There are several issues that need to be examined from real experiment. Not
only the inference complexity, but the practicality on having such system in medical
practices for simple case scenarios needs also, to be investigated.

The probability weight of each symptom is calculated with weights representing
the importance of that variable. All variables in the PhO, MeO are classified weight
reflecting the structure of medical knowledge. The knowledge base is categorized
and classified due to importance weight of these variables as part of the two defined
ontologies. The evaluation is not numerical but subjectively qualitative and oracle.
The PhO, is mapped with related aspect collected from the input to related aspect
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from the MeO, The alignment is articulated on MedO through causal relation based
on Bayesian Network which is proved to be useful in reasoning on imperfect knowl-
edge like these related to medical diagnosis on patient, with imperfect knowledge.
The result would produce a keyword (or a set of data) or a statement as query that
reason through the reasoner for the related scenarios that can reflect a nest of related
constraints. The medical alignment ontology is a conceptual view of simple med-
ical case that is defined in terms of PhO and MeO aligned on medical diagnosis.
The specialization is due to the type definition of simple cases implied to the doctor
experiences. The style of reasoning diagnosis is also, relative to the doctor diagnosis
ontology.

A Bayesian network is a graphical model for probabilistic relationships among
a set of variables, represented using a directed acyclic graph, that arrows represent
causal influence among its nodes. The Noisy-OR network [12] has the assumption
that the made model is of causal independence among the modeled causes and their
common effect. The word noisy reflects that the interaction among the causes and
the effect is not deterministic, so it is not possible to capture all the possible causes
of an effect.

We have used Netica[15] to construct the BN. Netica allows network construction
and parameter learning from data. We derived the parameters for conditional prob-
ability values from medical studies related to simple cases observations, to model
causal reasoning in medical ontology.

The causal independence needs to be facilitated through the conditional proba-
bility theory P(Ai\ f (Ai)) .

As mentioned above a diagnosis is instantiated from physical variables, (ph1,
ph2,· · ·phn) and mental variables (me1, me2,· · ·men). These variables are mutual
independent. There are also effect that articulated from each variables reflected from
corresponding ontology, and all the summation of these effect would lead to med ical
scenario conclusion. The medical scenario also, leads to other set of physical and
mental variables that again in collective manner, may lead to other medical decision
it is an integrative causal reasoning based on Bayesian network.

P[(med(a)\me1, . . . ,men, ph1, . . . , phn)

=
n

∑
i

P(med(a)\mei)
n

∑
i

P(med(a)\phi)
n

∏
i

P(e fi\mei)
n

∏
i

P(E fi\phi),

where Ef or EF are Boolean value as either true or False mapped to the Med(a).
Also these ef(i) and Ef(i) are conditionally independence between the both, as the
signs (symptoms) resulted from the physical effect and mental effect together are
due to certain disorder. These are not necessarily correlated by their relation on
the medical diagnosis reflected in the above formula implied to establish decision
making for causal reasoning on diagnosis. For example,mild blood pressure, with
high mild disgust, could lead to mild stress. It is a type of Simple case as reflected
from MDr. B. We have noticed that; this is a sort of belief network for a noisy-OR
type causal reasoning in context-specific independence [12]. The noisy-OR (ef(i))
is like a regular OR function, all its parents are binary values in [0,1]. As we have
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Fig. 6 Netica based API application for the simple case in Fig. 5

the PhO and MeO symptoms related nodes are causal independence related to ef(i),
therefore, P[(med(a)\me1, . . . ,men, ph1, . . . , phn) is represented by terms of noisy
hidden variables e f (i) .

Therefore we calculate the conditional probability of all states. The nodes in
Fig. 5, (believe networks concept based on the aligned ontology) are of two types:
discrete nodes representing either symptoms observable or not. It is a binary value.
There is continuous node representing values like temperature or weight (i.e., PhO),
and these values are represented as conditional probability distribution. In other
words, the temperature, for example is converted to high in relation to sym p toms
or low. This is possible by storing conditional mean and variance in each decision
node namely the MeO(i) and phO(i).

Recall again to Fig. 2, as resembles the type of reasoning to the simple case causal
based reasoning. The causal network calculates to reach the appropriate de cision
through the different dataset provided by these two doctors.

The analysis using the above formula is to calculate the probability of medi-
cal diagnosis based on collecting the effect (ef(i) collected from MeO) and (Ef(i)
collected from PhO), respectively. The collected computed probability will be ac-
cording to threshold values specifying the patient as either simple case or not. For
simple case, the system would advise the patient on his/her condition using a set of
Simple cases categorized scenarios organized due to the physical and mental data,
For example; temperature combination values (PhO) and disgust values (MeO). The
conclusion will be presented to the patient as readout scenarios, toned based on user
situation, in the same manner as the real doctor does. For any other case, concluded
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as not simple the system may advise the patient to move to the next door to see
the real doctor. The diagnosis scenarios and copy of it will be transferred as a file
to the real doctor’s computer. We have used Netica application [15] to build the
Bayesian network reasoning engine. In addition, we use Netica Java application
(API) to do the application that interact and reason on values for diagnosis cascaded
with the OWL reasoning engine. The implementation has done using JAVA with
Netica connected with Jess reasoner. The program resembling the two ontologies
based inference build the Bayesian Network in the memory for decision making
and reflect this in the reasoner such that to have the diagnosis processor (Fig. 1) to
select the appropriate scenarios according to Medical doctor position participating
in the analysis.

6 Case Based Evaluations

We have trained Bayesian network on sample mapping related to ”simple case: de-
noted as SC” such that we produce merged Bayesian network resembling the medi-
cal ontology with appropriate CPT that reflecting the MD estimated diagnosis.. We
have trained the network with 53 patients data based on classification of MeO and
PhO using measures and mapping rules extracted from real case data to produce
the medical ontology with high probability CPT. The simple case with probabilistic
decision is as in Fig. 6, showing the patient select symptoms on the left, and the
reasoner responses on the right. These data and related reasoning are needed for
diagnosis processor (Fig. 1).

The system is tested by MD A who provided diagnosis scenarios used to interact
with the system, based on the ontology related to SC provided by the medical 6
doctors’ VDS committee (MD A is among them). Tuning has been carried on to
fit into the system that the MD A usually does in her diagnosis practices. Table 3
indicates the outcome of this test.

Patients come to the hospital and fill a forms of questionnaire that specify their
egogram which is done by touch panel monitor. These egograms are stored in patient
profile database associated with properties and restrictions according to the patient
state as part of patient concept. Physical data on patient states are automatically
collected,. The reasoner creates the network corresponding to the two ontologies
related to the simple case, and accordingly, creates the classification as specializa-
tion for the simple case for such patient. The system computes through the simple
case the CPT at the 1st pass then another question that articulates the special case
be given to construct the mapping classification and the network to compute the 2nd

pass using again the CPT for the 2nd pass simple case scenario and so on. The tested
patients are volunteers selected with the help of D A.

Tested persons (acting as patient) are given a short introductory on the system
purpose and what is the SC we are trying to diagnosis through them, acting as pa-
tients. We asked them to behave normal as if they are being examined by the MD A.

The confidence in selecting the related set of inter concepts is related to associat-
ing rules mining in the related ontology, as either the MeO, or the PheO represented
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as Bayesian Network. Related concepts can produce cluster that is reflected as align-
ment and pairing of cluster reflected from these two type ontologies. Feature can be
computed by information gain reflected through patient profile feature and collected
from the physical and mental attributes aggregation.

Entropy( f ) =−
n

∑
i=0

p(i\ f eature)log2p(i\ f eature)

Feature reflected on either type of ontology, p(i| f eature) is the probability for the i-
type user related feature f eature. O c is the ontology as either MeO or PheO related
set of coherent set concepts related to the feature f eature and patient type i.. Con-
cepts gathered in relation to feature are weighted according to degree of entropy and
the similarity of concepts calculated. The higher the weight is the better concepts
reflecting the patient related diagnosis as collection of concepts. Concepts are ag-
gregated to two types, mental concepts and physical related concepts. Each concept
is an aggregation to patient feature, patient patterns, and patient p related details can
be referenced to [16]. The similarity is computed as weighted nearest neighbor [17].
Concepts are class with related feature that is reflected as query vector. The set of
concepts C1 is aligned with query keywords on other concepts class (C2).

Similarity f eature(C1,C2)/
n

∑
i=1

sim f eature(C1i,C2i)

Similarity f eature(C1,C2) is normalized value. The semantic similarity measurement
is utilized to produce weighted content information by taking similarity among con-
cepts related to ontology (PhO, or MeO), reflected by features collected from input
as shown in Fig. 3. a ji is the j-the medical case withi feature.

MeO related concepts and Physical related concepts are aligned (Pair wised) to
using Bayesian Network. The alignment paired set of concepts is reflected as asset
of key words inquiry to search for best fit for medical diagnosis case using Ecludian
measure.

similarity(a1,a2) =
n

∑
i=1

wi ∗ sim(an1,an2)/
n

∑
i=1

wi

an1 is medical case, 1 for feature i of weight wi , and an2 medical case 2, for feature
i of weight wi. The similarity is computed on related medical case that is pairwise
collection of merged weighted feature reflected from medical knowledge retrieving
(deriving) related similar cases using k-nearest neighbor. It is a vector that can be
treated as support vector machine (SVM) to derive similar concepts medical cases.
We have used weighted average aggregation operation tool called as PA introduced
by Yager [18].

PA(a1,a2, . . . ,an) =
n

∑
i=1

(1+T(ai))ai/
n

∑
i=1

(1+T(ai))
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Where T (ai) =
n
∑

j=1, j =i
Sup(ai,a j) , Sup(a,b) is the support for a from b sat-

isfying: Sup(a,b) ∈ [0,1], The more similarity, the closer the two values are,
the more support each other. Yager [18] developed order weight operator

(OWA) OWA(a1,a2, . . . ,an) =
n
∑

i=1
wiain(i) where in is an indexing function such

that in(i) is the index of the i-th largest attribute, wi is weight of attribute.
Xu[19] introduced power order weighted geometric operator (POW G) such that

POWG(a1,a2, . . . ,an) =
n
∏
i=1

ain(i). Using these operators we computed the similar-

ity index to aggregate attributes to the medical argument in the knowledge base.
The attributes related to decision making on patient having temperature is related
to the POWG of attributes to physical ontology aggregation and mental ontology
aggregation. The weight is representing the importance of the attributes in diagno-
sis as specified by the medial doctor. The values of the attributes are either crisp
value of fuzzy values represented in linguistic terms, e.g., High, Low etc. The crisp
values are related to arguments that have values either higher or lower threshold
values. The knowledge representation is a combination of argument with attributes
that are combination of crisp fuzzy set or fuzzy values related to symptoms defined
as membership function. The membership functions (Symptoms) are categorized to
two groups: Mental group and physical group membership functions. The threshold
values are used to set argument crisp fuzzy values.

The decision making is carried out based on normalizing the attributes related
to either groups, then all attributes will be transformed into fuzzy numbers, then
all attributes related to either ontology using weighted geometric sum. Then at last
optimize the sum to have the collective values of all attributes.

The system is installed at a Hospital in a room that approved by the MD A [12].
Patients arriving to the hospital are requested by the MD A voluntary to be also, ex-
amined by our system. The request is granted after they are examined by the MD A,
according to the case based SC scenarios that she provided us with. Therefore, the
patients who are selected by the MD A to be tested by VDS are those who belong
to simple case category as examined and concluded by MD A.

Before we have them entering the VDS’s room (space) we give them a short
introductory on the system and its usage to increase their awareness.

We want to measure the system performance and validity. What is the accuracy
that the system concludes SC for an actual SC? What is the VDS fitness to the scale
of a medical problem as it is carried in a hospital? Is the technical aspect reflected
in the system is appropriate from processing time and practicality views. We have
asked patients who participated in the experiment to fill a sheet of paper answering
questioners on the system performance that they have tested to diag nose them. The
questioners are related to how much the system is practical for their case, are they
satisfied with it as medical service provider, and other types of questioners.

The patients participated in our experiment during August December 2010 car-
ried out at the hospital where MD A is practicing the medical diagnosis. The ex
periments started on August which is a season of hot temperature and people who
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have a change in their life (normal life routines) style due to holidays. Such change
may cause a sick or stress lead to side affect or disorder. This year especially was
special for our region as well as other region in Japan, as it was hotter than usual
years [21]. So we could examine our system based on provided simple case related
to such flu or anomaly.

Table 1, represents the data collected. In this table the 6 MDs are related to ex-
periment based on cases provided by 6 medical doctors’ evaluation committee. The
data 15/4 for example, represents 15 patients of Class 1 F (20s’ years old Female
class patients) who accepted to use the experiments, for diagnosis at the time on the
period August and September (two months), and among them there 4 patients who
are diagnosed as simple case. Note that in Table:3 we have four classes of patients
related to gender and age. F: represent female patient and M: represents Male pa-
tients. Class 1: is for 20’s years old patients , Class 2 is for 30’s old patients, Class 3
is for 40’s years old patients and Class 4 is for 50’s and above years old patients.
The test is done for cases according to two months period. The diagnosis compared
to actual diagnosis is done by the medical doctors MD A, for comparison. The num-
ber in brackets ( ) indicates those patients who are diagnosed by the system and also
by the MD A as having simple cases (for validation purpose) . This (number) is the
counting of patients overlapped in the both diagnosis. This is reflecting the validity
of the system. We think this is a suitable and sufficient for the objective that we have
set; however, still the precision in regard to the total performance is not complete
yet.

The experiment and discussion with MD A, reveals on issues reflected from old
female patients (Class 4 F) who have mental views (e.g., compulsion related issues)
that are no covered yet in the CBR in complete manner. We need to enhance the
mental views reflecting observations collected from such instances in differentiation
manner among other cases to increase the reasoning prediction.

The outcome is based on refining the simple case diagnosis scenarios. Some of
the errors are related to touch panel problems as some patients pushing on several
times and the system cannot recognize such style data re-entering. Among these
testing cases there are technical problem related cases, like those established due
to patient’s non-predictable behaviors or responses, (e.g., standing in the middle of
the engagement session, or looking left and right). The patients, who are above 65
years old, have responded to the system scenarios with overstated responses not like
those usually given to human doctor. The patients participated are of age between
20s’ to 50s’, most of them have background in using computers. They have interest
in positive manner to the experiment on using VDS. All patients have simple intro-
ductory guidance on the appropriate way to interact with the system. This guidance
helped us to have better interaction between patient and VDS and increase the pa-
tient awareness.

Due to the experiment statistical analysis the system could evaluate the simple
cases for patient with hit ratio of average 70%. This contributes efficiently to utilize
Medical Doctors working time for diagnosis. MD A expresses a good sign and op-
timism on saving time that can be achieved by filtering patients’ medical cases. The
performance can predicated through Table 1, (1) The system carry out diagnosis on
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behalf of the doctor for Simple case (2) All diagnosis done by the VDS, (tested as
non-simple) and its related data is transferred to the MD monitor desktop for further
patient diagnosis. These two merits are for the sake of Doctor and hospital resources
time saving.

Moreover, Patient acceptance is essential part in the evaluation procedure. What
we have discovered as we tested our system on the period between August and De-
cember 2010; that the patients gradually has an increasing trust value (i.e., safeness)
in the VDS when he/she is diagnosed again by the doctor and similar compiling re-
sults are reached. These validation procedures create a sort of reputation state in the
neighborhood on having this hospital using VDS. System diagnosis reputation has
increased (i.e., patient acceptance) by the time we have the system running in the
hospital for constructive correct diagnosis practices that are having sound evaluation
by the MDs.

Table 1 Case study related evaluation

Patient Class August/Sept (2010) Oct/Nov (2010) Dec/Jan (2010)

6 MDs MD A 6 MDs MD A 6 MDs MD A

Class 1 F 15/4 15/5 (4) 11/4 11/6 (3) 21/8 21/9 (7)
Class 1 M 11/3 11/4 (2) 8/3 8/5 (2) 15/5 15/7 (4)
Class 2 F 21/11 21/10 (9) 17/10 17/12 (8) 27/8 27/10 (7)
Class 2 M 15/2 15/4 (3) 12/5 12/7 (6) 22/7 22/11 (7)
Class 3 F 31/8 31/11 (8) 25/8 25/12 (5) 38/13 38/12 (7)
Class 3 M 22/3 22/5 (1) 19/7 19/10 (7) 29/9 29/11 (8)
Class 4 F 58/28 58/31 (15) 43/14 43/17 (13) 55/23 55/25 (14)
Class 4 M 44/13 44/18 (11) 36/7 36/14 (8) 48/15 48/16 (11)

Medical applications have a particular requirement that justify the development
of certain CBR , for example, [22] has presented a CBR for cancer diagnosis for ex
pert users.

The CBR should have a sufficient utilization articulated to the user needs more
than the expert interpretation to the medical cases [22]. Having a harmonized en-
gagement between the patients; reflecting a typical instantiation of medical cases,
and the VDS. This participates in searching the suitable fitness on related scenarios.
This is essential for a successful reasoning situating cases. The extract ion is best on
collected invariants from patient in interactive manner mimicking a real doctor ne-
gotiation style for best medical interface usage. Related contextual knowledge can
be helpful in efficient dynamic fitness for diagnosis based on medical cases related
embedment by deploying semantic (context) in reasoning.
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7 Conclusion

The project reported here is one step to design high definition intelligent application
for medical diagnosis based on patient interaction to instantiate his/her physical and
emotional attributes (symptoms) to reason in medical knowledge base to compute
the decision making using medical knowledge. The system is constructed and tested
in a hospital.

The technology developed through VDS is to implement the system into mobile
services with join collaboration with mobile company. This is to have all services
be integrated as mobile service provider.

The reasoning is based on interpreting the knowledge of doctor based on sim-
ilarity concept using Bayesian network that is implemented for decision making.
The system also has used fuzzy reasoning techniques for decision making. Idea on
using combination of fuzzy system is presented in [20]. The results on using fuzzy
decision are to be reported in another contribution.
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Attention and Emotion Based Adaption
of Dialog Systems

Sebastian Hommel, Ahmad Rabie, and Uwe Handmann

Abstract. In this work methods are described, which are used for an individual
adaption of a dialog system. Anyway, an automatic real-time capable visual user
attention estimation for a face to face human machine interaction is described.
Furthermore, an emotion estimation is presented, which combines a visual and an
acoustic method. Both, the attention estimation and the visual emotion estimation
based on Active Appearance Models (AAMs). Certainly, for the attention estimation
Multilayer Perceptrons (MLPs) are used to map the Active Appearance Parameters
(AAM-Parameters) onto the current head pose. Afterwards, the chronology of the
head poses is classified as attention or inattention. In the visual emotion estima-
tion the AAM-Parameter will be classified by a Support-Vector-Machine (SVM).
The acoustic emotion estimation also use a SVM to classifies emotion related audio
signal features into the 5 basis emotions (neutral, happy, sad, anger, surprise). After-
ward, a Bayes network is used to combine the results of the visual and the acoustic
estimation in the decision level. The visual attention estimation as well as the emo-
tion estimation will be used in service robotic to allow a more natural and human
like dialog. Furthermore, the human head pose is very efficient interpreted as head
nodding or shaking by the use of adaptive statistical moments. Especially, the head
movement of many demented people are restricted, so they often only use their eyes
to look around. For that reason, this work examine a simple gaze estimation with
the help of an ordinary webcam. Moreover, a full body user re-identification method
is described, which allows an individual state estimation of several people for hight
dynamic situations. In this work an appearance based method is described, which
allows a fast people re-identification over a short time span to allow the usage of
individual parameter.

Keywords: Multilayer Perceptron, Bayes network, active appearance model,
support-vector-machine.
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1 Introduction

Due to the growing occurrence of service robots more and more unexperienced and
non-instructed users are getting in touch with service robots. Therefore a lot of effort
has been spent on enabling a natural human-robot dialog in service robotics during
the last years. Nowadays, service systems like shopping robots or ticket machines
are established in our society. Furthermore, service systems are getting more and
more important in home environment. This ranges from robotic animals for amuse-
ment to service robots which help with housework, scheduling, home health care
etc.. Especially for the acceptance of these systems they must be easy to use, since
non-instructed users should be able to operate these systems. The most intuitive kind
to interact with a technical system is the human like communication. Essential parts
in human like communication is to know the emotional state of the dialog partner.
For example, in tutoring systems or computer games, knowing about the user’s feel-
ing of boredom, frustration or happiness can increase learning success or fun in the
game. Especially in human-robot interaction, affective reactions of the robot, fol-
lowing the recognition of the user’s emotional state, can make the interaction more
natural and human-like.

A further helpful information, for a user interaction is to know whether the di-
alog partner is attentive to the service system or to any other [9]. There are many
methods to estimate the user attention, like full body movements or the used atten-
tion estimation which based on the direction of view. To estimate the emotion of
the dialog partner, it is possible to interpret the facial shape and texture, the voice
and some times full body movements. In this work an emotion estimation method is
used, which combines the cues of facial expressions and audio signal information.

To estimate the user attention and the facial expression in a 2D image, a head
description is needed which model the head of the current user. Two Active Ap-
pearance Models (AAMs) are used to realize this head models in real time. Active
Appearance Models have been established to characterize non-rigid objects, like
human heads, and can be used to analyze the user’s state based on visual features.
Therefore, the parameters of the AAM are adapted, so that the model fits to the
current face in shape and appearance.

Especially in home health care for demented people, often it is not possible to use
the head pose for attention estimation, because many demented people are restricted
in their head movements. These people mostly look around by moving merely their
eyes. To allow a visual attention estimation in this case, a simple eye tracker is con-
sidered which operate with an ordinary webcam. This eye tracker based on the eye
position determined by an AAM, too. Further essential informations for a gentler
and more natural dialog, which can be estimated with the help of the head pose
are head nodding and shaking. Afterwards, the head nodding and shaking can be
interpreted as Yes or No to allow a simple nonverbal gestural answering.

To classify the chronology of the head poses to attention or inattention, an adap-
tive variance is used in this work. To classify the chronology of the head poses to
head nodding, shaking or others, an adaptive excess kurtosis is used.
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For the estimation of users state it is often helpful to use an individual refer-
ence, like the Individual Mean Face which is described in [10]. Especially in home
environment the number of interaction partners is limited and the most interaction
partners come again. So it is helpful to use a former estimated reference. For this
reason, a user identification is needed. A full body method for identification is de-
scribed in this work. This method interprets the full body appearance which is used
for a re-identification in a brief span.

2 Related Work

The work comprises the tasks of extracting the visual focus, head gesture classifica-
tion as well as emotion estimation. All of these tasks require information about the
user’s head. A wide variety of methods with different kinds of feature extraction and
classification approaches can be found in the literature. In the following, we give a
brief overview of different methods, which have been applied for the specific tasks.

2.1 Visual Focus of Attention

Basically, a person’s visual focus is determined by eye gaze. However, the proposed
systems in the literature require high resolution of the eyes [23]. Nevertheless, the
head pose can be regarded as a low pass filtered eye gaze and therefore the head
pose can be utilized to get information about the visual focus [25]. Hidden Markov
Models are a very common way to extract the focus of attention from a sequence
of head poses [25, 22, 1]. However, the mentioned methods try to extract a focus of
attention in terms of certain objects or persons, which lies not in the scope of this
paper.

2.2 Head Gesture Recognition

Known approaches for head gesture recognition are quite similar to visual attention
estimation. Again, the head pose is extracted and evaluated over time. A common
way to enable the time based evaluation is to apply Neural Networks as shown in
[12]. Furthermore, SVM Classification as utilized in [14] or Hidden Markov Models
[13] can be applied for head gesture classification. Nevertheless, the proposed meth-
ods are also not able to learn head gestures online and therefore are not appropriate
to learn new head gesture semantics during the human-robot dialog.

2.3 Audio-Visual Emotion Recognition

Joining several modalities in a single multimodal emotion recognition system could
be achieved in several fusion levels, which will be detailed discussed in Sec 4.3.
Paleari and Lisetti proposed a general framework for multimodal information fu-
sion towards multimodal emotion recognition. They discussed that the fusion of the
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information takes place at signal, feature and decision levels. However, the work
did not report any practical implementation and experimental results [17]. De Silva
and Chi exploited a rule based method for decision level fusion of speech and vi-
sion based systems. The multimodal results showed an improvement over both of
the individual systems [21]. Zeng et al. used a voting method to combine output
of audiobased and vision-based recognition systems for person-dependent emotion
recognition [32].

However, the above listed works of audio-visual-based emotion recognition did
not consider the influence of the speech-related configuration of the face on the
emotion-related facial changes and consequently on the accuracy of recognizing
emotions in natural and unconstrained conversational human robot interaction,
which is challenged in this work.

3 Head Pose Interpretation

In this work the user’s head poses are extracted and used for an attention and head
gesture estimation. The attention estimation in this paper is based on the parameters
of a fitted AAM. Trefflich [27] showed that the head movements have a strong corre-
lation to eye movements, because the head movements are the low-pass filtered eye
movements. So the 3D head pose is used for the attention estimation. The described
system interpret the AAM-Parameters as head pose and analyzes them for atten-
tion and gesture estimation [11]. For some applications like the emotion estimation
a very detailed but only frontal face model is needed. Due to their complexity the
model does not fit enough to different head poses. However, for attention estima-
tion and detection of head shaking or nodding a model is needed that fits good to
a rotated face. This is possible by using a model that is not detailed in shape. An
overview of the used architecture is shown in Fig. 1.

Fig. 1 Head Pose Interpretation. The attention estimation and head gesture classification is
done by extracting the head pose from AAM-parameters. The poses are aggregated over time
to compute the variance and excess kurtosis. The variance is used to compute the user’s atten-
tion while the excess kurtosis is applied for head gesture recognition. Temporal smoothing is
applied for both subsystems to reduce input parameters noise.
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3.1 Head Pose Estimation

Both the attention and the gestures of Yes and No can be determined by head poses.
Trefflich shows that the visual attention correlates with the head pose [27]. The first
part in the estimator is to extract the head pose. Afterwards, the attention and head
gestures are estimated by using statistics. Experiments have shown that some AAM-
parameters correlate with the head pose once the training dataset contain head poses.
For head pose estimation an own dataset is used which contains mixed facial image
sequences of male and female people who rotate their heads around. Each image
of this dataset is labeled by the current head pose which is determined by the so
called Flock of Birds. The Flock of Birds is a two parted system which determined
the head pose by using magnetic fields. The one part is fixed and must be positioned
near by the camera, the other part must be mounted on the top of the head. This
system must be calibrated for each user to get correct values. Few samples of this
dataset is shown in Fig. 2 .

Fig. 2 Head Pose Dataset. This is an example of the used dataset for the head pose estimation.

The correlation between head poses and AAM-parameters can not be general-
ized, thereby it is necessary to test each AAM. In the used AAM-approximation
the first four shape parameters are generated by a face detector. These so called
global shape parameters only describe the position of the face in the image. The
other shape parameters which describe the individual form are so called local shape
parameters. Fig. 3 shows the correlation between the first ten possible local shape
parameters and the head rotation. By reason of this correlation it is possible to use
an AAM with only the first two local shape parameters.

Through this, the used model includes 50 texture parameters but only six shape
parameters. Whereof two shape parameters describe the head rotation, one for hor-
izontal and one for vertical head rotation. To have a similar model a method to
generate an Active Appearance Model with two separate example sets is favorable
[26]. In the used method the texture is learned first. After that, the shape could be
learned by separate examples. For texture training the FG-Net dataset [30] is used.
An own dataset of one person who move the head horizontally and vertically in sep-
arated time frames is used for learning the shape parameters. To map the two shape
parameters which describe the head pose onto the correlated real world head pose,
two simple Multilayer Perceptrons (MLPs) are used. One MLP maps the AAM-
Parameter which describes the horizontal head pose onto the correct linear head
pose. Equivalent to this, the other MLP maps the AAM-Parameter which describes
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Fig. 3 Correlation between the local AAM-Parameters and the Head Poses. The left diagram
shows the correlation with the horizontal head rotation and right diagram shows the correla-
tion with the vertical head rotation.

the vertical head pose onto the correct linear head pose. In this way the horizontal
and vertical head poses are described in degree. Each MLP consists in one input
neuron, two hidden neurons and one output neuron.

3.2 Attention Estimation

To analyze the head poses, the statistics is used, since it allows a direct attention and
gesture estimation without training data. For efficient calculation of these statistics,
an adaptive recursive method is used, which was developed by Grießbach [6]. All
used adaptive recursive methods employ a constant weight c which range from 0
to 1. It is possible to use different weights for each adaptive recursive method. For
that reason we use the indexed weights cM, cZ2 , cA and cI . By the use of a tall c, the
method is more sensitive to input chances. The variance Z2 (Fig. 4) of the head poses
are used to get a classification onto attentive or inattentive. To calculate the variance
at the time t + 1, the temporal mean Mt+1 and the input value (current head pose)
Xt+1 is needed. In this work, the temporal mean is also adaptive recursive calculated.
For the use of adaptive recursive methods, well initializations are favourable. In this
work, we postulate that the user is initially attention. Therefore, we use 0 for m0 and
z0:

M0 = m0,

Mt+1 = Mt + cM · (Xt+1−Mt) ,

Z2
0 = z0,

Z2
t+1 = Z2

t + cZ2 ·
(
(Xt+1−Mt+1)

2−Z2
t

)
.

A sequence of head poses are classified as attentive once the variance is lower than
a threshold with a value of 40 degree. The aim in this work is to get a continuous
value for the attention At . For this an adaptive recursive mean is updated by 100
once the person is attentive and with 0 otherwise:
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Fig. 4 Variance. When the variance is greater than 40◦, the current part of the sequence is
classified as inattention and otherwise as attention

A0 = 100,

At = At−1 + cA · (100−At−1) , if attention,

At = At−1 + cA · (0−At−1) , if inattention.

When a person is attentive mostly it is in interest where the people look too. This
point of interest I can be estimated by the adaptive mean of the head poses p:

I0 = 0,

It = It−1 + cI · (pt − It−1).

3.3 Head Gesture Estimation

Furthermore, the developed estimator is able to detect head shake and nodding from
a face image sequence. Afterwards, a context-sensitive interpretation as Yes or No is
possible. When a person shakes their head, only few changes of the head pose in the
vertical are generated, but lots of changes in the horizontal are expected. Thereby,
the excess kurtosis of the horizontal head poses is platykurtic and the excess kurtosis
of the vertical head poses is leptokurtic. The effect is reverse by nodding. Since this
condition is unequivocal it can be used for detection. (Fig. 5) The adaptive excess
kurtosis ε can also calculated by a method of Grießbach:

Z4
0 = z0,

horizontal pose

distribution

vertical pose

distribution

platykurtic

k < 0

leptokurtic

k > 0

Nodding

horizontal pose

distribution

vertical pose

distribution

platykurtic

k < 0

leptokurtic

k > 0

Head shaking

Fig. 5 Head Gesture. Performing a nodding gesture involves changes in the vertical head
pose. Therefore, the vertical head pose distribution becomes platykurtic while the horizon-
tal distribution is leptokurtic. Head shaking involves changes of the horizontal head pose.
Therefore, the distribution characteristics are inverted.
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Z4
t+1 = Z4

t + c ·
(
(Xt+1−Mn+1)

4−Z4
t

)
,

ε =
Z4

n

(Z2
n)

2 − 3.

3.4 Eye Tracker

To estimate the attention of demented people the eye gaze is needed, since they
are mostly unable to move the head full freely. So these people look around only
with their eyes and without head movements. To estimate the eye gaze an ordinary
webcam is used. First, the AAM affords the eye position, so it is possible to focus
only to this image parts. A gray level eye consist of a white plane, a darker iris and
a black pupil, so the pupil is detected as the darkest point in the eye. To establish
the eye gaze it is necessary to know the possible eye movements. Speckmann and
Hescheler reported that the healthy eye is able to move 20◦ to the left and 20◦ to the
right [24]. This is an interest area of 40◦ onto the curvature of the eye. Up to this
value it is possible to assume a linear correlation between the pupil position into the
2D image and the pupil position onto real world eye.

Fig. 6 Eye Tracker. Triangulation to calculate the horizontal and vertical pupil position for
the eye gaze estimation

The same assumption is used for the vertical eye movement. Thereby, it is pos-
sible to estimate the line of gaze for each pupil position by the use of triangulation.
This is exemplary shown in Fig. 6. To estimate the global eye gaze it is necessary to
add the head pose, too.

4 Emotion Recognition

Possible modalities to exploit for automatic recognition are language (acoustic-tic
and linguistic information), facial expressions, body gestures, bio signals (e. g. heart
rate, skin conductance), or behavioral patterns (such as mouse clicks). Though one
modality alone can already give information on the affective state of a user, humans
always exploit all available modalities, and if an automatic systems attempts to reach
human performance, the need for multi-modality is obvious. Thereby not only con-
sent results of different modalities lead to more confident decisions, but also con-
flicting results can be helpful [17], e. g. to detect pretended or masked emotions, or



Attention and Emotion Based Adaption of Dialog Systems 223

to find out more reliable modalities for certain emotions. The most obvious modali-
ties in human-human conversation, and also in human-robot conversation which we
aim to enhance, are speech and facial expressions.

In our work we challenge this approach by analyzing the auditory and visual
stimuli with respect to their general discriminative power in recognizing emotions.
Note that in our work we focus on interactive scenarios and are thus targeting at
systems that are able to work online. The approaches we present in this paper are,
therefore, not only being tested offline on existing databases but have proven their
applicability in robotic applications in real world settings [8, 19, 18]. This is in
contrast to other work (e.g. [3]), which has focused on offline emotion recognition
only. The following three sections will provide a brief introduction on the respective
unimodal analysis techniques as well on the proposed probabilistic decision level
fusion.

4.1 Visual Facial Expression Recognition

In order to recognize basic emotion visually, we take a closer look into the interlocu-
tor’s face. The basic technique applied here are Active Appearance models (AAMs)
first introduced by Cootes et al [5]. The generative AAM approach uses statistical
models of shape and texture to describe and synthesize face images. An AAM, that
is built from training set, can describe and generate both shape and texture using a
single appearance parameter vector, which is used as feature vector for the classifi-
cation. The active component of an AAM is a search algorithm that computes the
appearance parameter vector for a yet unseen face iteratively, starting from an initial
estimation of its shape. The AAM fitting algorithm is part of the integrated vision
system [19] that consists of three basic components. Face pose and basic facial fea-
tures (BFFs), such as nose, mouth and eyes, are recognized by the face detection
module [4]. The coordinates representing these features are conveyed to the facial
feature extraction module. Here, the BFFs are used to initialize the iterative AAM
fitting algorithm. After the features are extracted the resulting parameter vector for
every image frame is passed to a classifier which categorizes it in one of the six
basic emotions in addition to the neutral one.

Besides the feature vector, AAM fitting also returns a reconstruction error that
is applied as a confidence measure to reason about the quality of the fitting and

Fig. 7 Emotion Recognition. Architecture of the facial analysis sub-system
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also to reject prior false positives resulting from face detection. As classifier a one-
against-all Support Vector Machine is applied. The whole system is applicable in
soft real-time, running at a rate of approximate 5 Hz on recent PC hardware.

4.2 Emotion Recognition from Speech

For the recognition of emotions from speech, EmoVoice, a framework that features
offline analysis of available emotional speech databases, as well as online analysis
of emotional speech for applications, is used [29]. This approach is purely based on
acoustic features, that is no word information is used. The first step is the extraction
of emotion-related features from audio signal. A large vector of statistical features
based on prosodic and acoustic properties of the speech signal was calculated for
each utterance in the DaFEx database. To reduce the size of feature vectors (over
1400 attributes) correlation-based feature subset selection is used. This selection is
necessary to increase performance as well as speed of classification. By this way, 71
features related to pitch, energy, MFCCs, linear regression, range of the frequency
spectrum of short-term signal segments, speech proportion, length of voiced and
unvoiced parts in an utterance, and the number of glottal pulses remained. For clas-
sification support vector machines are used, but with a linear kernel. The feature
selection is typically done offline, but the feature extraction and classification can
be done either offline or in real-time.

4.3 Probabilistic Decision Level Fusion

Multimodal information fusion is the task of combining some interrelated infor-
mation from multiple modalities. In an emotion analysis system, while a unimodal
system incorporates features of a single modality (visual, audio, tactile, or body in-
formation) the multimodal systems use information from multiple different modal-
ities simultaneously.

As affective states in interaction are usually conveyed on different cues at the
same time, we agree with other works summarized in [31] that a fusion of visual
and acoustic recognition yields significant performance gains. Hence, we followed
the idea of an online integration scheme based on the prior offline analysis of recog-
nition results on a database.

In current fusion research, three types of multi-modal fusion strategies are usually
applied, namely data-/signal-level fusion, feature-level fusion, and decision-level
fusion [17]. Signal-level fusion is applicable solely to sources of the same nature
and tightly synchronous. Generally it is achieved by mixing two or more physical
signals of the same nature (two auditive signals, two visual signals of two cams,
etc). This type of mixing is not feasible for multimodal fusion due to the fact that
different modalities always have different captors and different signal characteristics
(auditive and visual).

Feature-level fusion means concatenation of the features outputted from dif-
ferent signal processors together to construct a joint feature vector, which is then
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conveyed to the affect analyzer. It is used when there is evidence of class-dependent
correlation between the features of multiple sources. For example, features can be
extracted from a video processor (facial expression) and speech signal (emotion-
related prosodic features). Feature-level fusion benefits of interdependence and cor-
relation of the affective features in both modalities but is criticized for ignoring the
differences in temporal structure, scale and metrics. Although, feature-level fusion
demands synchronization of some extent between modalities. Yet another drawback
of such a fusion strategy is that it is more difficult and computationally more intense
than combining at the decision level.

The third fusion strategy combines the semantic information captured from the
individual unimodal systems, rather than mixing together features or signals. Due
to the advantages of (I) being free of synchronization issues between modalities,
(II) using relative simple fusion algorithms, and (III) their low computational re-
quirement in contrast to the feature-based methods, decision-level fusion methods
are adopted from the vast majority of researchers in the field of multimodality
emotion recognition. Following this conclusion we decided a probabilistic-based
decision level fusion method to join the facial expression-based, and the acoustic
information-based emotion recognizers into bimodal one.

The proposed decision-level fusion method is probabilistic approach based on
a top-down-reasoning Bayesian network with a rather simple structure depicted in
Fig 8. Based on the classification results of the individual visual and acoustic classi-
fiers, we feed these into the Bayesian network as evidence of the observable nodes
(Acoustic and Visual, respectively). By Bayesian inference the posteriori probabili-
ties of the unobservable affective fusion (Fusion) node are computed as:

P(Fusion = e f |Visual = ev,Acoustic = ea), (1)

where, e f ,ev,ea can belong to any one of seven emotion classes mentioned above,
and taken as a final result.

The required probability tables of the Bayesian network are obtained from a per-
formance evaluation of each individual classifiers in an offline training phase based

Fig. 8 The Bayesian network. The structure of the Baysian network used to fuse cues of both
uni-modals. Evidences of observable nodes acoustic (A) and visual (V) are fed as input into
the corresponding nodes. The posteriori probabilities of the unobservable node are computed,
wich give fusion (F) as the final result.
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on ground-truth-annotated databases [12]. Therefore, confusion matrices of each
classifier are turned into conditional probability tables modeling the dependent ob-
servation probabilities of the model according to the arrows in Fig. 8.

5 User Re-identification

To use individual settings of a dialog adaption system for different users, a user
recognition is essential. To allow a contactless interaction, the system could use
visual or acoustic information. Whereas acoustic informations of the user are not
evaluable all the time, visual informations are used in this work. Especially for the
described facial methods a facial user re-identification could be used [7]. Certainly,
in the case of searching or monitoring the dialog partner, facial information are often
not available. In this case and to boost the facial re-identification, a whole-body user
recognition is used. This work shows an appearance based user re-identification.
Before an re-identification is possible, the person must be detected. In this work
Histograms of Oriented Gradients are classified by a Support Vector Machine. To
be real time capable, a GPU (Graphics Processing Unit) based algorithm is used
[16].

The appearance based whole-body user re-identification is useful for monitoring
multiple dialog partner in one scene. This kind of re-identification is not helpful
for an application over a long period of time since humans whole-body appear-
ance varies by changing clothes. Certainly, the appearance based features are di-
vided into color and texture features. Whereas the texture is naturally independent
of the illumination. Typically, color image pixels are described with the help of three
color channels, which represents the red, green and blue parts of the current color
(RGB). This results in different pixel representations given different illuminations.
For this reason the RGB color representation is transformed into a color representa-
tion which allows to separate the illumination influence (Formula 2). The used color
space represents the pixel color also in three channels, which describes separately
the hue, saturation and the value (HSV). The hue range from 0◦ to 360◦, the satura-
tion range from 0% to 100% as well as the value. In this work only the illumination
independent hue and saturation of the color are used:

R,G,B ∈ [0,1];MAX = max(R,G,B);MIN = min(R,G,B)

H =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0◦, if MAX = MIN ⇔ R = G = B,

60◦ · (0+ G−B
MAX−MIN ), if MAX = R,

60◦ · (2+ B−R
MAX−MIN ), if MAX = G,

60◦ · (4+ R−G
MAX−MIN ), if MAX = B,

H = H + 360◦, if H < 0◦,

S =

{
0, if MAX = 0⇔ R = G = B = 0,
MAX−MIN

MAX , other,
V = MAX .

(2)
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Three fixed parts of the detected people are selected to eliminate color and texture
informations Fig. 9. One rectangle part of the lower body is separated to determine
the mean hue and saturation. Furthermore, the mean horizontal and vertical texture
rates as well as the mean hue and saturation is calculated from a rectangle part of
the upper body. One histogram of the hues and one histogram of the saturations are
calculated from an oval area of the upper body.

Fig. 9 Feature extraction. The used features for the full body people re-identification will be
extracted from three areas. The location of this areas is relative to the people detection.

Whereas, the upper body appearance is typically more complex the texture rates
and the histograms are calculated only from this part. The mean horizontal and the
mean vertical texture rates describe the strength of the texture at the selected area.
To calculate the horizontal and vertical texture, the Scharr filter [20] is used. The
mean hue and saturation describe the ground color of the user’s lower and upper
body, while the histograms describe more detailed the upper body colors. By using
the hue and saturation histograms, even detailed color prints etc. at the clothes are
represented in a very compact form. In this work normalized histograms are used
due to their scale independency. To handle minor changes of the color, the hue and
saturation are both divided into only 16 parts for the histograms. To allow more ro-
bust identification, all the features will be tracked over the time. This tracks are used
to build a user feature space. This kind of people description is very compact and
easy to save. To compare the saved feature spaces with the current features, only the
normalized differences of all the features are calculated and summarized. Certainly,
during the calculation of the difference D between the hues of the searched person
feature space (Hi) and the hue of the current hypotheses (Hc), it must heeded that
the hue is represented as a circle. To calculate the difference of the hue (Formula 3)
is used:

D = |Hi−Hc|,
D = 360◦−D, if 360◦−D < D.

(3)

In this way, the summarized differences are used as a score for user identification.
A small score means a hight probability to find the correct person.
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6 Experimental Results

This section presents experimental results achieved by using the described
approaches. Furthermore, a number of test sequences are recorded to evaluate the
proposed attention measuring system, the head gesture recognition, the eye tracker
and the emotion recognition.

6.1 Head Pose Estimation

To evaluate the presented AAM and MLP based head pose estimation, 8 test se-
quences are recorded whereby the people can look around. By recording this se-
quences the head pose which is determined by the Flock of Birds is simultaneous
recorded. Then the head poses which are estimated with the help of the presented
system is compared to the head poses of the Flock of Birds. Thereby, the RMS for
vertical pose is 0.1387◦ and the RMS for horizontal is 0.1546◦. This result is shown
in Fig. 10.

Fig. 10 MLP-Output vs. ”Flock of Birds”. The green curve represent the head poses which
are determined with the help of the ”Flock of Birds” and the red curve represent the head
poses which are estimated by the presented system. left: horizontal head poses; right: vertical
head poses.

6.2 Attention Estimation

To evaluate the proposed attention measure under real world conditions, 23 test se-
quences from 8 different persons are recorded. The people were asked to watch
several video clips in front of a computer monitor, while they were monitored with
the help of a frontal camera. During the first stage, the person were watching an ex-
citing movie. In the second stage, the same persons were watching a boring video,
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while another person enters the room and tries to distract the test persons by talk-
ing to them or letting things falling on the ground. Afterwards, the recorded image
sequences were labeled manually by several people in terms of visual attention. For
evaluation purposes the same sequences were presented to the proposed attention
estimation system. The average divergence between the presented system and the
labels is only 4 percentage points which is shown in Table 1.

Table 1 Attention Estimation. This table shows the rate of attention for each evaluation se-
quence which is determined by the presented system and by human interpretation

Sequence 1 2 3 4 5 6 7 8 9 10 11 ...
System 23.6% 16.8% 3.1% 1.1% 8.5% 4.9% 0% 0% 25.5% 0% 0.2% ...
Human 0% 15.5% 0% 2.3% 12.9% 6.7% 0% 0% 7.5% 0.7% 0% ...
Difference 23.6% 1.3% 3.1% 1.2% 4.4% 1.8% 0% 0% 18% 0.7% 0.2% ...

Sequence 12 13 14 15 16 17 18 19 20 21 22 23
System 4.3% 1.1% 0% 8.6% 14.8% 31.6% 0% 0% 27.1% 13.4% 28.4% 69.6%
Human 0% 0% 0% 0% 7.8% 26.9% 0% 0% 20.6% 15.6% 27.1% 68.3%
Difference 4.3% 1.1% 0% 8.6% 7% 4.7% 0% 0% 6.5% 2.2% 1.3% 1.3%

The described system only fails massively at three image sequences. By visual
analyzing of these sequences, it is prominent that the high divergence of these se-
quences is generally caused by a bad model fitting leading the head direction esti-
mation to fail.

Before the variance for the attention estimation is used, the excess kurtosis was
also tried to use, since the excess kurtosis have no scale unit. However, the use of the
excess kurtosis failed because it is zero when the head pose histogram is normally
distributed and this is able during attention and during inattention (Fig. 11).

Fig. 11 Excess Kurtosis vs. Variance. A wide and a small histogram can be Gaussian dis-
tribution, so the excess kurtosis can be 0, once the variance become tall when the user is
inattentive

Fig. 12 and Fig. 13 shows exemplary the head poses, the excess kurtosis and the
variance of an attention and an inattention sequence.
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(a) Horizontal Head Poses in-
creasing rate from blue to red

0 200 400 600 800
-50

50

150

250
horizontal Exzess 100

E
x
z
e

s
s

Images

(b) Excess Kurtosis

0 200 400 600 800
0
5

10

15

20

25

30

35

40
horizontal Variance 100

Images

V
a
ri
a
n
c
e

(c) Variance

Fig. 12 Excess Kurtosis vs. Variance of an attention sequence. (a) shows the temporal his-
togram for each time. A small histogram with many red areas leads to a small variance (c)
but to a fluctuating excess kurtosis (b).
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Fig. 13 Excess Kurtosis vs. Variance of an inattention sequence. (a) shows the temporal
histogram for each time. A wide histogram with less red areas leads to a large variance (c)
but to a fluctuating excess kurtosis (b).

6.3 Head Gesture Estimation

To evaluate the Head Gesture Estimation, 4 sequences from several people, which
nod and shake their heads in addition to further head movements, are recorded.
On this experiment each head nodding and shaking could be detected by no false
positive detection. Already a single fully Yes (head nodding) or No (head shaking)
head gesture could be detected, where the system reaction is shortly delayed, once
the used adaptive calculation.
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6.4 Eye Tracker

The simple eye tracker is only evaluated by three sequences. In these sequences the
people look straight ahead onto the camera and move only their heads, so the eye
gaze should roughly 0◦ where the head pose differ. In Fig. 14 and Fig. 15 the vertical
and horizontal eye gazes and head poses is exemplary visualized for one sequence.

(a) horizontal head pose (b) horizontal eye gaze

Fig. 14 Histogram of horizontal head pose vs. eye gaze

(a) vertical head pose (b) vertical eye gaze

Fig. 15 Histogram of vertical head pose vs. eye gaze

Furthermore, the Table 2 shows the variance of the head poses and the eye gazes
of the three sequences. This results shows that it is principal possible to estimate the
eye gaze by this simple method with a small error. This estimation should be exact
enough to use it in an attention estimation.

Table 2 Variance Head Pose vs. Eye Gaze. This table shows the variance of the vertical and
horizontal head poses and eye gazes of 3 test sequences from several person.

Person hor. head pose hor. eye gaze ver. head pose ver. eye gaze
1 71.4 4.3 15.6 1.8
2 39.5 6.7 2.0 0.8
3 176.8 3.0 2.8 0.6
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6.5 Bimodal Emotion Recognition

As we are striving in this work to give the robot a bimodal emotion recognition abil-
ity that is based on analyzing facial expressions and speech information, the systems
are afresh evaluated on data set with subjects in a real-life conditions. Four subjects
have participated in this test (one female and three males). The whole procedure is
divided into training and test phases. For one subject both phases were conducted in
the same day; for two others the test was is conducted in the following day, while
for the fourth subject the time interval was two days.

In the training phase the subjects are asked to display facial expressions of live
emotion classes: anger, happiness, neutral, sadness, and surprise with and without
speaking. The average amount of data captured from each subject for each facial
expression class was 246 images. To create conditions of real-life human-robot in-
teraction as much as possible, the subjects are allowed to move arbitrarily in front
of the camera. During this phase a person-independent AAM, which is built from
a subset of the DaFEx database of talking and non-talking subjects, is used to ex-
tract the emotion-related facial features. These features are then conveyed to train a
person-dependent SVM.

In the test phase the subjects are asked to display facial expressions and utter a
few sentences (in general five) expressing as much an emotions as possible 1. The
above-mentioned AAM is used to extract facial features, which are labeled with
the proper emotional class by the above-trained SVM. In this session a person-
independent speech-based emotion recognizer is utilized to categorize each utter-
ance into the proper emotional class. An average of 145.25 images from each subject
for each emotion are used as test data. The validation matrix for the fusion scheme
of each subject was an averaged confusion matrix (CPT), which is obtained from
the performance of both individual systems on the three remaining subjects.

Table 3 Emotion Recognition. The performance of each stand-alone unimodal systems
against the one of the bimodal system. All results are obtained from a test in a real-life
condition.

Anger Happiness Neutral Sadness Surprise Total
Vis 75.00 43.75 50.00 60.28 47.92 55.39
Aco 33.04 15.42 36.25 23.06 10.42 23.63
Audio-Visual 75.00 50.00 68.75 49.03 47.92 58.14

Table 3 illustrates the results obtained from both the stand-alone and bimodal
systems. The low rates delivered by the speech-based emotion analysis system - the
first raw - could be because a person-independent classifier is used, which is trained
on a speech-based emotion database that does not include the subjects participating
in the evaluation procedure. Nevertheless, it can be seen that the whole performance
of the bimodal system has an advantage over both facial-expression- and speech-
information-based systems, which satisfy the goal of the fusion scheme proposed

1 The sentences were emotional words free.
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previously. However, when the performance of each channel on each emotion is
considered it is notable that the recognition rate of happiness and neutral is en-
hanced when the bimodal system is employed, which indicates that the cues of both
modalities comprise complementary information for these two emotions. In con-
trast, from the first and fifth rows, it is noticeable that both unimodal cues comprise
only redundant information so that combining both modalities yields no improve-
ment with regard to discrimination ability for the recognition of anger and surprise.
Furthermore, the fourth column indicates that both modalities deliver conflicting
information, which causes sadness to be recognized even less than the stand-alone
facial-expression-based modality.

7 Conclusion

In this paper, approaches for extracting the user attention, the head gestures and the
emotions are presented. These approaches utilize the shape and texture parameters
from a fitted Active Appearance Model. This paper focus on improving the human-
robot interaction. An attention and head gesture estimation, which use the AAM
shape parameters to estimate the user’s head pose is applied. For the measurement
of attention the distribution of the head pose over time are used. By comparison the
hand labeled attention values with the system output, the presented system seems
to be able to estimate the attention value quite well. In addition, a head gesture
recognition based on the temporal event mapping approach is proposed.

In order to enhance the naturality of the interaction an approach, which provide
the ability for the dialog system to analyze the emotional state of the interaction
partner, is implemented. The proposed approach fused a facial-expression-based
emotion analysis system with a speech-based analysis system in a bimodal emo-
tion analysis system. A probabilistic decision level fusion approach is used. That
makes benefits of its simplicity, no mandatory of synchronization, and the general
discriminative power of each unimodal compared to the other fusion methods. Five
of the seven basic emotions of Ekman are considered in a life-like scenario of hu-
man robot interaction. The bimodal system outperforms both uni-modal system in a
natural and life-like conversational human-robot interaction.

Continuing this work, could be possible by integrating the proposed systems into
a dialog system [15]. This will be very helpful to examine how the proposed atten-
tion values as well as the emotion can be utilized to enable a more natural human-
robot interaction. Furthermore, the possibility to track the human eyes with the help
of an ordinary webcam with a small estimation error is shown. To enable the use of
individual parameter, a re-identification method is presented.

Non-basic emotions such as frustration, sleepiness and satisfaction could be con-
sidered in future works by adopting the dimensional approach of emotion catego-
rization. A further work on the topic of attention and emotion estimation could be
the usage of full body motion. Furthermore, it is possible to use full body motion as
a further feature for the full body re-identification.
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Topological Modelling as a Tool for Analysis
of Functioning Systems

Ivars Karpics, Zigurds Markovics, and Ieva Markovica

Abstract. This article presents a mathematical model construction approach for
functioning systems. To perform functioning system analyses with the goal to es-
tablish correct work conditions, heuristical problem solving way and mathematical
modeling can be used. Topological modeling is an effective tool to develop mathe-
matical models for heterogeneous systems when the available information is insuffi-
cient. Within this article, the authors provide a theoretical background and introduce
topological model elements, functions, features, and construction phases. A practi-
cal model construction process is adapted to be used for medicine tasks. A topologi-
cal model for multiple diseases is developed. It is used as a mechanism to model the
course of a disease and the effect of the applied therapy. Using the proposed criteria
for evaluating the chosen therapy and multi-objective optimization techniques make
it possible to prescribe the optimal therapy complex for an individual patient.

Keywords: Heterogeneous system, therapy, individual patient, multi-objective
optimization.

1 Introduction

Functioning processes are observed in nature, society, technology and other real
world domains. Each process in itself involves characteristics, features and other
structural elements which all are mutually connected by cause- effect relations.
Various approaches and methods exist to describe and analyse the functioning of
a system. Part of these methods is based on statistical methods and mathematical
modelling approaches. While statistical computation methods are inflexible, use vo-
luminous processing resources and do not always provide a solution, mathematical
modelling and heuristic approaches are flexible with regard to changes in the input
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of information and can be adjusted to an acceptable solution. The main advantage
of heuristic approaches, however, is that they guarantee an acceptable solution re-
garding the stated preciseness, constraints and evaluation of the final solution. [1]

During the functioning process, all systems lose their resources and working ca-
pacity which leads to a general malfunction. The state of a normal functioning needs
to be re-established by adding external influences. This is mostly a recovery strategy.
A correctly selected strategy resumes the state of normal functioning. When using
mathematical modelling and a heuristic approach a recovery strategy is selected in
three steps (Fig. 1), [24]:

1. Full investigation of a functioning system by using expert inquiry methods [13]:
summary, formalisation and arrangement of all available knowledge in a common
knowledge base;

2. Development of the mathematical model1;
3. Recovery strategy selection by using the created mathematical model and

decision-making techniques.

Fig. 1 Selection of a recovery strategy for a functioning system

This article focuses on the first two steps of an appropriate resumption strategy
selection and introduces a new method for an appropriate model construction. This
method is based on the topological modelling (TM) approach. At the beginning
of the article, the theoretical background of TM is provided. In the second part,
a practical example is given which includes the development of a model for the
analysis of multiple diseases. The model is implemented in a computer system for an
optimal therapy selection. This implementation is introduced to present one possible
way of using the TM approach. The article concludes with an outlook on potential
advancements of the method.

2 Mathematical Model of a Functioning System

A mathematical model represents an abstract, simplified mathematical construction
that reflects reality and is created for defined research purposes. Such a model is de-
scribed by a group of characteristics and logical regularities and defines an idealised
performance of the analysed system. A model connects input/ output information,
external influences and disturbances in one united mathematical abstraction [1].

1 In the following when referring to mathematical models it will be used the term ’model’.



Topological Modelling as a Tool for Analysis of Functioning Systems 239

The main requirements for a model are:

• The model includes all available knowledge about the analysed functioning pro-
cess;

• It is developed by knowledge engineers and system developers of expert systems;
• The model needs to be capable to include various types of knowledge (quantita-

tive, linguistic, rule based and other types);
• The construction of the model has to be unsophisticated and foreseeable/

predictable, but at the same time it needs to be enough detailed to manage pro-
jective research tasks;

• Structural changes of the system can be easily added and implemented in the
model;

• The mathematical calculus of the model is unsophisticated and can easily be
implemented in the expert system.

2.1 The Use of Topological Modelling for the Construction of a
Mathematical Model

One of the mathematical methods for analysing a functioning system is the topo-
logical modelling. This method is broadly used in the analysis of various systems.
Applications for technical and electrical systems [17], information systems [3, 19],
biochemical and biological processes [23], robot control [6] and other systems have
been created. Lately, a fast progress of TM for software development and Model
Driven Architecture (MDA) applications can be observed [18].

The fundamentals of the topological modelling [17] are based on the assumption
that a complex functioning system can be described by abstract concepts like the
topological space. The principle of the system’s functioning, i.e. of the functional
mathematical model, is represented by a topological space in the form T = (X ,θ ).
X is a functional characteristic space X = x1,x2, . . . ,xl and θ is a topology that de-
scribes the relationships between these functioning characteristics in a binary form
[17]. The topology in the set X is each system θ that consists of open subsets A, and
which satisfy two Kolmogorov axioms ( 1, 2) [10, 11]:

A set X belongs to the defined topology θ (X ∈ θ ) and also an empty set belongs
to the topology:

/0 ∈ θ (1)

Each split or union of the subsets belongs to the topology:

∀η(
m⋃

η=1

Aη ∈ θ );∀ϕ (
k⋂

ϕ=1

Aϕ ∈ θ ) (2)

The topological model is created in the space of all systems’ characteristics, but it
also includes information about the structure of the system (defines the topology).
One of the solutions how to represent the topology is the description in X open
subsets. It is assumed that two points (characteristics) a and b which belong to the
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set X(a ∈ X ,b ∈ X), but are not equal (a = b), can be located in the following
relations (R: a binary relation exists, R̄: a binary relation does not exist):

• aRb,bRa: direct and inverse binary relations between a and b (Fig. 2a);
• aRb,bR̄a: direct binary relation from a to b (Fig. 2b);
• aR̄b,bRa: inverse binary relation from a to b (Fig. 2c);
• aR̄b,bR̄a: no direct and no inverse binary relation from a to b (Fig. 2d).

Fig. 2 Binary relations between structural elements

After the collection of all available information, all characteristics are defined and
the structure of the topology is known. As the number of characteristics is finite
number, it is possible to represent the topology in an oriented graph (i.e. arcs have
directions) of the form G(X ;U), where X is the set of the functioning characteristics
and U is the arc (link) set (Fig. 3). Mostly, in calculations and computer applications
an incidence matrix representation is used (Table 1).

Fig. 3 Representation of a topological model in a graph

2.2 The Construction Stages of a Model

A topological model is developed in four steps:

1. Investigation and analysis of a characteristic set Z = N ∪M of the functioning
system. The set Z is distributed in two subsets:

(i) N: internal features subset,
(ii)M: external features subset.

2. Formation of the nodes set X that describes all important features of the func-
tioning process;
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Table 1 Representation of a topological model in the incidence matrix form

a b c d e f g h

a 0 1 1 1 0 0 0 0
b 0 0 0 0 0 0 0 0
c 0 0 0 0 1 0 0 0
d 0 0 0 0 0 1 0 1
e 0 0 0 0 0 1 0 0
f 0 0 0 0 0 0 1 0
g 0 0 0 0 0 0 0 0
h 0 0 0 0 0 1 0 0

3. Definition of the topology θ . The topology is defined by summarising the in-
formation about the cause-effect relations between X nodes. The cause-effect
relations are marked as graph links. A link describes a situation when the change
of one feature initializes or provokes the change of another feature without any
other external influence. Definite links combined together form causal chains
which can be used for logical reasoning and decision-making;

4. Topological model extraction from the topological space.

In the process of the model construction it is assumed that the system is closed and
independent from the environment. Accordingly the graph is bounded which defines
logical chains within the model [17]. The model allows analyzing the performance
of the functioning system in the normal and in the incorrect state, considering a
cyclic or non-cyclic performance. For a large scale and hierarchical system, a struc-
tural distributed form can be used. In the construction of a large scale model it
is possible to use various methods for an extraction and combination of separated
models.

It is possible to make the following assumptions:

• A system with an internal feature set L can be a subsystem of P only if [L]∩P = /0;
• The systems L and P with their internal features set are independent if

[L]∩P = L∩ [P] = /0.

2.3 Model Homomorphism

In the process of developing a model it is often necessary to specify structural parts
of the graph, e.g. analyze one of the graph nodes more deeply. In this case, the node
is extended to several new nodes and together they form a new additional subgraph.

Graph homomorphism provides a mutual tieback and mapping between basic and
detailed graphs. In graph theory it describes the mutual depiction of the separated
graphs, maintaining the structural features of each graph [4, 5].

Graph homomorphism f or graph homomorphic depiction from a direct graph
G(X ,U) to a direct graph G′(X ′,U ′), written as f : G → Ǵ is a mapping f : X →
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X́ such that { f (xi), f (x j)} ∈ U ′. The two graphs G and Ǵ are homomorphically
equivalent only if G → Ǵ and Ǵ →G.

If in the graph G between two nodes xi,x j ∈ Xexists a direct link q = {zi,x j} ∈U
then in the graph G′ = f (G)the link f (q) ∈U is orientated from portrait x′i = f (xi)
to the portrait x′j = f (x j)(x′i,x′j ∈ X ′). The nodes of the graph G can be portrayed as
a single G′ node. An example of homomorphism is given in Fig. 4.

The main properties of homomorphism are:

• A homomorphical portray frequently allows to specify the initial topological
model;

• A complex system can be created as a separated homomorphical graph structure
by creating substructures (prototypes) of the system with definite detail level;

• The use of detail levels allows visually and logically separate functioning levels
of the system;

• By using homomorphism in the structure analysis it is possible to perform a
transition from the set of model features to the models parameters set.

Fig. 4 Graph homomorphism

2.4 Decomposition

Structure of the system can be created and observed in various detail level. These
degrees define feature sub sets. A possibility to create detail levels of the system
is provided by one of the most important functions of topological model- decom-
position. Decomposition allows to observe functioning features in a more detailed
view. It is used also to cut out the graph parts. For a functioning feature a subset with
nodes is created and then by making further subsets it is possible to create hierarchi-
cal levels of the topological model. Decomposition example is given in Fig. 5, where
nodes x́2 and x́3 of the graph Ǵ are expanded to the set X2 = {x21,x22,x23,x24,x25}
and X3 = {x31,x32,x33,x34}, respectively. After the creation of the new subset, mu-
tual links between graph elements are re-established.
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Fig. 5 Graph decomposition

3 Topological Model of Multiple Diseases

One of the main advantages of topological modeling is the possibility to use and in
the model include various types of knowledge that can be expressed in numerical,
functional or non-analytic form. From this feature follows that the model can be
used to mathematically describe a heterogeneous system in a situation when the
available information is insufficient. Physiological, biological and chemical pro-
cesses often have complex structures. They are complex because their features are
not structurally even and it is not possible to use differential or other strict type
mathematical equations. In the field of medicine, pathogenesis2 has been defined as
a functioning process, which consists of complex physiological processes that are
interrelated among each other and arise when the organism is affected by patholog-
ical exogenous or endogenic factors. These processes emerge in the form of clinical
syndromes and symptoms. The topological model of a pathogenesis is created by
summarizing the knowledge of medics and the overall used treatment keynotes and
strategies of a disease.

3.1 Topological Model Elements

To analyze a process of the pathogenesis physical type, models of the graph struc-
ture can be used [12, 21, 22]. Miscellaneous topological models for differential
diagnostic, diagnostic parameter selection, prediction of a diseases’ state and ther-
apy selection has been created [14, 15]. To perform all these tasks one common type

2 Pathogenesis- the science of the causes and effects of diseases, especially the branch of
medicine that deals with the laboratory examination of samples of body tissue for diag-
nostic or forensic purposes.
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of a topological model is used and slightly adjusted to the each subtask. It is possi-
ble to adjust the topological model for modeling and analyzing a state of disease by
defining all structural elements of the model:

• Graph nodes describe the pathogenesis occurrences, processes, parameters and
other features:

1. The circle nodes x are used to describe the organism subsystems, also called
as pathogenesis basic mechanisms (Fig. 6a). A node describes each organ-
ism subsystem and its functioning level, which is involved in the pathogen-
esis process (examples are given in Table 2). All x nodes form a set X =
{x1,x2, ...,xxl};

2. The triangle nodes t defines external treatments, which are used as recovery
strategies. In the pathogenesis example, recovery strategies are medicament
groups (Fig. 6b). Medicament group examples are given in Table 3. All med-
ical treatments form a set T = {t1, t2, ..., ttl};

3. The square nodes y describes side effects of a therapy (Fig. 6c). and they are
collected in a set Y = {y1,y2, ...,yyl}. Frequently therapy side effects overlap
and create a united set of them. Examples of the side effects are given in the
Table 4.

Fig. 6 Nodes of the pathogenesis topological model

• Links show cause-effect relations between graph nodes, where one node by
changing its functioning level initiates a performance change of the other node.
The link between two nodes can express a linear or non-linear correlation be-
tween these functioning levels. Also analytic expressions and the production law
(If..., Then...) rules can be used to describe the essence of the link. In
the process of the topological model development, the link definition is a time
consuming procedure and it has the highest importance because links defines the
topology of the model, i.e. the structural behavior of the system. Within the pro-
cess of link definition a large amount of physiological, chemical and biological
regularities are taken into account. Usually, interrogatory methods of an expert
group are used [13]. The model can include four different link types:

1. A link between two organism subsystem nodes xxi and xx j (Fig. 7a). This link
is used to describe a basic mechanism of a pathogenesis by using a functional
expression. Each link is unique and has an individual description of the rela-
tionship between these two nodes;

2. A link connecting the therapy tti and xx j (Fig. 7b) defines the therapy influence
on the basic mechanism of the pathogenesis. The link is used to connect the
overall process of the pathogenesis with the external influence (therapy);
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Table 2 Organism subsystems’ nodes examples

Abbr. Title

x1 Hypothalamus zone hyperactivity
x2 Sympathetic nerve system hyperactivity
x3 Arteriol hyper alfa energy
x4 Heart hyper beta energy
x5 Heart frequency rise
x6 Systolic volume rise
x7 Heart minute volume rise
x8 Systolic blood pressure rise

Table 3 Therapies nodes examples

Abbr. Title

t1 ACE inhibitors
t2 Betablockers
t3 Calcium antagonists
t4 Diuretics
t5 Central simpatolitics

Table 4 Therapy side effects examples

Abbr. Title

y1 Bronchial spasm
y2 Diarrhea
y3 Anxiety, angst
y4 Restless sleep
y5 Dryness in mouth
y6 Overall weakness
y7 Negative inotropism
y8 Hyperlipidemia

3. A link between the therapy tti and the side effect yyi (Fig. 7c) is used to de-
scribe an association between the dose of a therapy and the corresponding side
effect;

4. A link from xxi to yyi (Fig. 7d) is used to describe the connection between
the organism subsystem and the therapy side effect. The probability of the
existence of this link is low, but in the real-life practice of medical doctors
this occurrence is observed;
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Fig. 7 Link types of the pathogenesis topological model

Each node of the model has an initiate functioning level, which for every individual
human is different. Altogether, these functioning levels define the clinical conditions
of the patient. Model nodes use the following functioning indicators:

• αxxi: functioning level of the organism subsystem node xxi. The value is given
in the range from 0 to 1, where 1 indicates a fully normal functioning and 0 de-
scribes a malfunction. The initial value of αxi is evaluated by a doctor by using
the value definition table. In the Table 5, an example describing the function-
ing level of the organism subsystem ’Sympathetic nerve system hyperactivity’ is
given;

• βyyi: functioning level of the side effect yyi. Also this value is in the scale [0,
1] and given by a doctor. The value definition is similar to the functioning level
definition of αxxi;

• τti: therapy dose. Quarter (1/4), half (1/2) and full (1) doses (values) are used in
equations. The therapy dose level does not change during modeling and analyz-
ing a pathogenesis.

3.2 Development of the Pathogenesis Model

Within the framework of the authors’ research work a model for united arterial hy-
pertension (AH), atherosclerosis (AS) and diabetes mellitus (DM) have been de-
veloped. These three diseases have been consciously selected because they show
common manifestations, has a similar progress mechanism and they partly involve
equal organism subsystems. They are mutually connected and frequently one dis-
ease provokes other one and they cannot be divided.

The AH model is used from the results of previous research and developed
medicine computer system [8, 14, 15]. The model is edited, simplified and used
for the construction of the united pathogenesis model. In contradiction to the previ-
ous AH model, in which diagnoses of the pathogenesis is the main task to solve, the
contemporary model is used to provide information for the selection of the optimal
therapies complex3 in the situation when multiple diseases appear. By adding new
AS and DM models, the united pathogenesis model has been created to solve new
tasks:

3 Therapies complex is a multiple medicament combination which is used as a treatment for
the patient. In the following when referring to ’therapies complex’ it will be used the term
’therapy’
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Table 5 Definition scale of the functioning level of the organism subsystem

ID x2

Name Sympathetic nerve system hyperactivity

Value Evaluation by clinical symptoms or by:

Noradrenaline d/n excretion mg Adrenaline d/n excretion mg
≤ 100−0.1 ≥ 30−0.1
90−0.2 25−0.2
80−0.4 20−0.4
70−0.5 17−0.5
50−0.7 13−0.7
40−0.8 11−0.8
≤ 30−1.0 ≤ 8.0−1.0
n = 28.32±7.52 n = 7.81±1.53

• The united pathogenesis model is created to investigate the mutual relations be-
tween three diseases;

• The model can be used to predict the influence of a therapy;
• The efficiency of each therapy is evaluated by performance criteria. These criteria

are the basic information for the optimal selection of a recovery strategy.

At first, a primary model is created on pathogenesis level (Fig. 8). In the second step
of the model construction, external influences are added by using the graph com-
position method. In the composition procedure, all therapies are defined by a label,
name and influenced nodes set (Table 6). Each therapy is represented as a graph mini
model (Fig. 9) and consists of the therapy node tti, corresponding side effects and
organism subsystem functions which are influenced by the therapy. The final step
in the composition process is the adding all mini models to the primary model. At
first, therapies are linked through the influenced nodes (Table 3 column 4) to the pri-
mary topological model. Then the side effects of the therapies are merged. In Fig. 10
the final united pathogenesis topological model is given. In the model, five differ-
ent markings (Fig. 11) of nodes are used to portray the membership of a node to
the particular pathogenesis. Based on this marking and by decomposing the graph,
separated pathogenesis topological models are created (Fig. 12a arterial hyperten-
sion TM, Fig. 12b atherosclerosis TM and Fig. 12c diabetes mellitus TM). From
the common topological model and separated sub-models it is visible that there do
exist nodes which belong to several pathogeneses. These are pathogenesis transition
nodes, which are the key elements analyzing the mutual relations between diseases.
The decomposition of the united model is used to analyze separate pathogenesis.
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Fig. 8 Primary topological model of multiple pathogenesis

Table 6 Therapy side effects’ nodes examples

Abbr. Name Side effects Influenced nodes

t1 ACE inhibitors Yt1 = (y14,y15,y16,y17,y18,y19) Xt1 = (x9)
t2 Beta-blockers Yt2 = (y1,y2,y3,y4,y6,y8,y9) Xt2 = (x2)
t3 Calcium antagonists Yt3 = (y7,y11,y20) Xt3 = (x13)
t4 Diuretics Yt4 = (y6,y12) Xt4 = (x17)
t5 Central sympatholytic Yt5 = (y5,y13) Xt5 = (x1)
t6 Selective alfa- block-

ers
Yt6 = (y5,y10,y13) Xt6 = (x3)

t7 Statins Yt7 = (y13,y21,y22,y23,y24) Xt7 = (x22,x23)
t8 Anti diabetes therapy Yt8 = (y2,y6,y12,y21) Xt8 = (x46)

Fig. 9 Examples of therapy mini models
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Fig. 10 Final united topological model of multiple pathogenesis

Fig. 11 Examples of topological model marking

4 Decision Support System for Optimal Solution Selection

The third stage of solving the problem (see introduction) is the use of decision-
making techniques for the recovery strategy selection for a functioning system.
Strict mathematical equations and reasoning methods for the recovery selection in
the pathogenesis case do not exist, but the developed model allows analyzing the
process of the pathogenesis. The developed model can be used to model the per-
formance of a recovery strategy (several therapies complex) and predict the ending
state of the pathogenesis. The results of each therapy are evaluated by the following
performance criteria [7]:

• The efficiency rate of the therapy influence shows how each therapy changes
the health state of the patient. The rate is found by modeling the performing
therapy, which mathematically is a result of recalculating all functional levels
of the topological model nodes and summarizing the changes in one value. The
recalculation is based on the best-first search method [20], performed from each
therapy node;
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Fig. 12 Topological models for separated pathogenesis

• A complex influence rate to an essential part of the process. As the pathogenesis
process is heterogeneous, diverse process parts have a diverse influence (impor-
tance) rate. By using expert evaluation methods an importance level of the each
node is assigned. The final importance level of the complex is calculated by sum-
ming up the importance levels of all covered nodes;

• The recovery coverage level is used to describe an influence spectrum of the
therapy. The criterion indicates how the therapy covers a periphery and hardly
reachable nodes of the model;

• Provoked side effects criteria is the first negative parameter to be minimized. The
parameter is calculated by summing up the functioning levels of the provoked
side effects of the therapy;

• A recovery complex cost is the second criteria with negative manner. The crite-
rion is calculated by using expert group inquiry methods.

The above mentioned performance criteria are normalized in the common scale and
the first three parameters are with positive manner (a higher value means better),
but the last two have negative characteristics (a higher value indicates a worse so-
lution). The common scale provides the possibility to compare therapies by these
criteria.

As decision-making method, a multi-objective (multi criteria, vectorial) opti-
mization is used. Optimization is an appropriate approach for a compromise solution
selection in a situation when more than two objectives are conflicting [2, 9, 16].

All previously stated functionalities, including the topological model and ther-
apy efficiency criteria, are implemented in the intellectual medicine system, which
could be used as an assistant by the doctor in his medicine praxis. In the computer
system, all input data (the initiate functioning levels of the organism subsystems
and the therapy side effects nodes) have to be entered. For decision making five
multi-objective optimization methods are used:
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• Weighted sum method;
• Weighted goal method;
• Two objectives weighted sum method;
• E- constrain method;
• Lexicographic approach.

Fig. 13 Fragment of the data input window

Fig. 14 Therapy selection parameters

Fig. 15 Suggested therapies by five multi- objective optimization methods
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Software includes multi language interface and all patients’ data input (Fig. 13),
(Fig. 14). As a result, the computer software provides all suggested therapies in
a ranked manner, obtained by each of the optimization techniques (Fig. 15). This
medicine computer system is still in the development phase and needs to be tested
and improved.

5 Conclusion

The analysis of functioning systems is an actual task domain in computer science,
mathematics and other engineering fields. An appropriately selected recovery strat-
egy allows re-establishing the correct work of a system when the structural param-
eters and the behavior of the system is in dysfunction. One of the methods how
to model the state of a system and predict its performance after the influence of
a recovery strategy is the use of mathematical modeling and heuristic approaches.
These methods model the state of a system before and after the recovery strategy.
They provide calculus information for the task of selecting a recovery strategy.

In this paper, an approach of mathematical model development based on topo-
logical modeling is introduced. A formal description, structure elements and the
features of the topological model are provided. Within the article, a practical exam-
ple for the use of topological modeling is introduced. A united topological model
for three diseases is created to analyst the process of each pathogenesis, predict the
ending state of a patients health and evaluate the efficiency of the selected ther-
apy. The united topological model is implemented in a medicine computer system,
which consists of multi-objective optimization techniques for the optimal recovery
strategy selection. The developed computer system is used as a testing system for
the topological model and decision-making techniques. By further improvements of
the decision-making techniques, the computer system could be used as an advice or
guidance system for the praxis of personalized medicine.
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Some Aspects of Knowledge Approximation
and Similarity

Aleksandar Jovanović, Aleksandar Perović, and Zoran Djordjević

Abstract. In the representation and processing of knowledge, the need for knowl-
edge approximation and similarity is frequent. Concepts needed to deal with these
issues are emerging; however, the unified treatment is still missing. With this in
mind, we discern two sorts of knowledge, continuous represented, which we usually
meet in the sensory based knowledge systems, and the other of discrete information
structures, involved in automatic reasoning and processing of symbolic sequences
in various contexts. The issues related to knowledge similarity and approximation
are discussed in some special cases (separately following our initial knowledge di-
vision), which are spanning more general field and is used for exposition of our
ideas and solution proposals. We have presented the concepts of knowledge sim-
ilarity and approximation, together with appropriate scaling - degrees of similar-
ity/approximation, in metric spaces for continuous case and the solution for discrete
information spaces- DIS spaces for the later case.

Keywords: Knowledge approximation, similarity, molecular biology, chromosome,
gene.

1 Introduction

Overture
Axiom of Comprehension is generally acceptable and accepted, except for the treat-
ment of some most abstract and fundamental issues. In practice everyone applies it.
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Extensionality determines concepts as sets; thence, operations on concepts become
set operations. When we deal with operations on concepts, we have the intuition of
operations similar to the operations on other things. The knowledge systems operate
with concepts in different ways. Here, the concepts of conceptual similarity and ap-
proximation of concepts are in general use, less or more openly. We expect that the
concept approximation in such operations behaves in a manner somewhat similar or
approximate to the way the continuous functions work: the slight change of argu-
ment results in a slight or controlled change of the value of the function. We turn our
attention to the contexts where such analogy is extensively exploited, extracting the
involved mathematical representations of two sorts, continuous and discrete infor-
mation structurality, as key concepts in conceptual modeling and discuss the nature
of similarity and approximation on such representations. The concepts of fuzzy sets
enriched the need for mathematical representations of concepts to operational de-
grees needed in large variety of contexts, involving general life, scientific research
and technological development. In fact, practically all concepts in practice are fuzzy
concepts and fuzzy sets, hence the operation on concepts needs to be tuned respect-
ing this fact, and hence all operations on concepts are fuzzy operations. This does
not pass by the concepts of similarity and approximation.

Referring to knowledge, knowledge manipulating systems and the tasks involved
in their processing and management, it is common to think of knowledge within
systems processing sensory information or those involving formal contexts. The
former, systems integrated over the sensory inputs and sensory knowledge, are in
accelerated broad development and already include all inventory of Artificial Intel-
ligence - AI. Now days, we have highly efficient systems of rather diverse sorts and
high complexity, where the intelligence is a key ingredient. Analysis and recognition
tasks involving ultrasound, radar, visual, infrared, X-ray, MR, other sensory inputs
in science, technology, military, all share a common corpus of modeling, simula-
tion and solution methods. Pattern representation, classification and similarity are
of key importance and are indispensable. The later, materialized in the process-
ing of formalized contexts, traditional information systems, intelligent information
systems, engage higher or lower intelligence/reasoning capacity, depending on the
complexity of mathematical models in their cores. The fundamental issues are well
established with respect to the involved methods of representation and modeling
of phenomena in their scope, utility and way of implementation. The interesting
and important examples would include the natural or formalized languages, with
the common structurality, inference and processing of logic structures in automated
reasoning, correctness and formal issues in programming, sequence processes in
molecular biology and genomics, music structural modeling and processing. There
are rather simple demands posed by practice which need treatment and solutions.

Evolution of the methods in these largely separated problem areas was divergent,
and our past practice kept them disjoint, mainly due to the general separation of
Mathematics of continuum and discrete Mathematics, or more precisely, Mathemat-
ics of continuum and Mathematics of discrete information structures (structurality),
DIS, as two distinctive ways of observing and understanding nature and its expan-
sions. Finally, it is worth mentioning that the two areas are not so far apart as it
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might seem, for, on one side we have the continuum type of modeling with classic
distance/metrics as prevailing, while, on the other, the information-structural kind
of modeling, with a need for similar concepts of similarity and distance-metrics on
discrete information bearing structures. Note that the fusion of syntactically struc-
tured intelligence into complex sensory based systems is generally present either at
the top layer - intelligent hat, or embedded and distributed within its hierarchy.

Here we discuss models and representations, presenting the material on the im-
portant examples and treating the central concepts, similarity and approximation of
knowledge in both areas, which is of basic importance for all sorts of knowledge
extraction and knowledge management. In the selection of illustration examples we
preferred to offer some which are inner counterpointed. We chose interesting exam-
ples of transversal relationship from our practice, which are partly available on our
web, as presentations/software
http://poincare.matf.bg.ac.rs/∼aljosha//GISS/sbgis.htm

In this way our semantically independent examples are in function of spanning
broad space of methods, as e.g. the linearly independent vectors are used in spanning
of subspaces.

2 Method

We will present some specific cases of knowledge representation, similarity and ap-
proximation, which belong to both problem areas, possessing characteristics and in-
variants which could be well generalized and applied elsewhere. Besides, we discuss
more general issues. Among the selected examples, there are some with inherent du-
ality in their nature, thus having both continuous characterizations with similarity
modeled in metric spaces, and discrete nature at some other point of view with dom-
inant discrete information structurality and similarity related to such structures. In
some cases, this far distance of mathematics applicable, depends on certain opera-
tional aspects used in problem perception and definition, or even on some subjective
preferences.

The concept of similarity originates in geometry where it is properly defined and
extensively used. The geometric similarity is an equivalence relation, preserving the
relationships of fundamental invariants of objects and shapes. The measurement cor-
responding to this relation is based mainly (but necessarily) on Euclidian distance,
which induces continuous notion of similarity approximation for the objects de-
rived from originals by some geometric deformation/mutation, in a minor or larger
degree. The need to equalize the measured objects by their volume measure arises
already here. Take e.g. two similar simple polygons, one with the 1mm diameter, the
other with 100mm diameter. In spite of the fact that their invariants are all in iden-
tical relationships, often in practice, we would not consider one as an even rough
approximation of the other (such considerations are not applicable to self similarity,
where similarity is the part of recursive pattern characterization). Thus, similarity is
of highest importance in similarity comparison in practice; however, the congruence
is really the starting point in a variety of modeling of similarity and approximation,
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maintaining the global weight - e.g. geometric volume rather close. These concepts
simply generalize to metric spaces with similarity relation, (X ,d,∼), where X is any
set (dots, vectors or functions), d is a distance in X , ∼ a similarity relation; similar-
ity measurement and approximation are based on a chosen metrics, appropriate for
the invariants of concern. Arguably, among the simplest examples of this kind is the
concept of similarity of two curves in the metric space (C∞[0,1],d), where d is the
uniform metrics on C∞[0,1] defined by d(x,y) = sup{|x(t)−y(t)| : t ∈ [0,1]}. Two
curves x and y are said to be similar iff d(x,y) < ε (here ε is some fixed positive
threshold). Note that the mentioned similarity relation is not transitive.

When we deal with similarity and approximation of discrete information struc-
tures, something remains similar to the context of continuous similarity and ap-
proximation, but some other properties demand attention as well. Here, similarity is
simple in the special case of identical structures, including some simplest alter-
ations. The same applies to the need to maintain mathematical invariants to a satis-
factory degree. Here, geometric and metric invariants in metric spaces are replaced
by general structural invariants. The geometric distance and distances in metric
spaces capturing in continuous fashion computational necessities in similarity as-
sessment in continuous cases, do not have proper counterparts in the case of discrete
information structural similarity and approximation assessment. One of the impor-
tant reasons is that we do not have proper metrics in discrete information structure
(DIS) spaces, which would be the vectors of the sort (X ,d/τ,∼), where, now, X
consists of informational structures, e.g. logic formulae, recursive functionals or re-
lationals, type structures, programs, music pieces or linguistic contents, automats
/machines, structures in molecular biology; τ is some sort of tree topology appro-
priate for nearness/separation definition, d a distance like function in X compatible
with τ , but not necessarily a metric, and ∼ some corresponding similarity.

However, we immediately know that we need structural similarity and approxi-
mation properties similar to those in metric spaces - thus securing that the nearer is
better approximating than the further away, that similarity relationship and measure-
ment methods comprise identity as a special case, and that these methods should be
somehow smooth (continuous) in the degrees of similarity, starting from identity.
That means that non smooth switching of the similarity/approximation methods be-
tween the different structural levels is strongly undesirable. Generally, we cannot
exaggerate in insisting in the harmony of perceived context. E.g. in the genetic ex-
amples presented below, DNA at the level of chromosome packs, expressing many
important genetic properties as chromosome features and at the level of molecu-
lar - nucleotide sequences, expressing partly different kind of genetic issues, we
deal with two representation spaces, one metric continuous and smooth, usually ob-
served in the magnifications of few thousand (limits of optic microscopy) or at a
couple of higher magnitudes (electron microscopy), while the other, discrete, with
nucleotides visible, just one magnitude still higher (atomic force - AF or scanning
electron, the SE microscopy). Thus, continuous and discrete phenomena are distant
approximately one order of magnitude, since metric spaces representing the chro-
mosome level of phenomena and the space of genetic discrete informational struc-
tures, in these fundamental genetic examples are distant one order of observational
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magnitude. Within a broad interval of magnifications we observe the continuous
nature and related mathematical invariants of phenomena, while one magnitude
higher resolving molecular structure, immediately switches context to the symbolic
sequence structures.

Never the less, the subject has been growing in importance continuously over last
few decades and there are numerous solutions appropriate to the concepts involved
and computational demands, with special algorithms realized and they represent the
accumulated richness of this area development.

2.1 Selected Examples

As examples of sensory recordings which are used as direct or transformed pattern
inputs into knowledge systems fed by sensors, we show a few from our own experi-
ence. They do not present a representative collection; we use them to illustrate our
arguments. Any other sort of knowledge system feeding using sensory information,
should have a sort of problems involved, feature representation and processing, fi-
nally, pattern matching and other resolutions based on some criteria, which often
need to be fully automatized, which are common to some extent to our examples.
It is important to notice that all sensory information, within the appropriate knowl-
edge systems, are mapped to a predicative - formalized form, suitable for the formal
treatment and this is done by some semantic mappings, which are generally fuzzy
functions, e.g. in the simple case we have a semantic mapping of Real World Sen-
sory Features into the entities of a Fuzzy Relational Data Base, the metamorphosis
aggregation, which could be a part of a more abstract DIS space.

f : RWSF −→ FRDB (1)

(examples: classifiers [1, 2], thought mapper [3]). Obviously, before such a mapping
can take place, the sensory features need to be identified, localized and extracted,
and, often, transformed within some normalization procedures. The shown material
is briefly commented, stressing only the points needed for our main purpose. More
elaborated treatment, covering all related problems and methods is presented in
the largely growing literature and listed references. We have developed systems for
processing of signals and images of various origin, including electro cardio, blood
pressure, intraocular pressure, polygraphs, electro encephalography - brain, speech,
acoustic, music, sonar, radar, magnetic resonance, radio telescope, telescope, micro
wave, microscopy, other, providing structured insights into sensory data (see [4, 5]).

In the analysis of signals, Fourier spectroscopy, using classic or other orthonor-
mal systems of functions provided superior and unique insights into the vast real-
ity of investigated phenomena observable by very reach collection of sensors and
represents a major method for determination of the observed reality inherent math-
ematical invariants. The orthonormality of base system of functions is a necessary
property in Fourier developments and systems of functions used for similar decon-
volutions lacking it are of rather reduced semantic value, see e.g. [6].
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We will briefly comment the offered experimental examples, skipping opera-
tional details. In the Fig. 1 left, we present recorded signals with speech, arterial
pressure, electroencephalogram, heart rate in the left column, then, in the right col-
umn, the beginning of the famous music performance, intraocular pressure, sub-
marine echogram, and encephalogram of acoustic stimulus - the tune c1 played on
organ. As immediately noticed, the shown signals exhibit certain specific properties
which are directly observable and measurable. Some of them are apparently rather
similar, in spite of their distant semantics, e.g. right column first two signals (be-
ginning of piano performance and intraocular pressure), or the signals in the last
raw (heart rate and an EEG signal). Besides apparent and fluctuating importance,
directly observable properties generally lack characteristics which could be con-
sidered as information of dominant significance and, hopefully, closely related to
the major intrinsic nature of recorded phenomena. Importance of individual combi-
natorial local or global properties (local extremes, saddle points and other locally
focused or global and statistical properties), generally considered as significant, in
the situations of higher complexity could be rather limited, as the knowledge of
those will not explain what is really going on in the nature of the observed phe-
nomena. However, Fourier spectroscopy and its modifications and generalizations
(here shown classic Fourier time -spectrograms) might provide the desired insights
to a desirable degree. Often, when we face complex situations, mathematical theo-
rems are not tightly related to the problem solving. Rather, we are at the entrance
of the new, large space of mathematical experimentation, where certainty and safety
we used to have during the history of Mathematics become looser, opening variety
of deep gaps, not all well visible. When applying Fourier spectroscopy, in order to
reach meaningful semantics some demands need be met. The first is the spectral
stability. If we have no information on how dominant spectral structures change in
time, we can easily make misleading or wrong conclusions.

Secondly, using different spectral resolutions one needs certain estimation of dy-
namics of investigated properties. For example, the periodic components of signal
which are short in time, relative the length of the time window analyzed, will be
presented with reduced or even much reduced amplitudes, which is affecting also
the apparent amplitudes of components with relatively fast frequency changes. Fi-
nally, in a variety of applications, individual spectra do not exhibit the relevant in-
formation, rather spectral time traces - spectrograms posses the information which
correspond well to the phenomena investigated. Again, in spectrograms there are
subtle issues related to the semantic stability, which we shall omit here (more de-
tails are available in [7]). In a large number of issues involving spectrograms, there
are certain patterns that could be important, the spectrogram features. They can vary
in size and topological properties. Roughly, we distinguish small size features - i.e.
those corresponding to the short frequency pulses in signals, then, aggregations of
small size or dot like objects, with certain statistical properties characterizing them.
Opposite to the former, there are topologically contingent aggregations which have
distinguished contours and variety of shapes. All sorts of features correspond to the
invariants in investigated signals.
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In Fig. 1, right and Fig. 2, are shown spectrograms of recorded speech, intraoc-
ular pressure and submarine echo, from signals in Fig. 1- left, exhibiting quite well
features which correspond to the important characteristics - invariants of processes
present in the recorded signals. Those distinguished features can be used to detect
and determine the contents in the signals which are of major importance to us.

Fig. 1 left image: top raw left, speech capturing, while pronouncing repeatedly: ”A, C , T, G”;
top raw right, recording of G. Gould -Aria from Goldberg variations; second raw: recordings
of arterial and intraocular pressure; third raw: recordings of electro encephalogram - EEG
and submarine sonar; forth raw: heart rate and EEG recording of stimulation with the organ
c1 tune. Right image: real time spectrogram of the speech signal in the first raw.

In Fig. 3, spectrograms of electro encephalographic signals in the experiments
with imagined activity (imagined tone on the left and imagined motor activity on
the right) are shown. The characteristic features corresponding to the imagined ac-
tivity are revealed, which can be used to determine the distinguished controllable
states, for the brain computer interfaces, BCI ([8]-[14]). The electro and magneto
encephalography (EEG and MEG), reached high development acceleration recently,
expecting more from new methodologies based on brain connectivity modeling and
both method and technology successes in high resolution EEG and MEG tomogra-
phy (see [15, 16]).

In Fig. 4 on the left, we have a spectrogram of the beginning of the performance
of J. S. Bach’s BWV 988, with the spectral features directly corresponding to the
music text on the right, though the proper recognition would demand some prepro-
cessing (e.g. spectral recalibration (e.g. [7], or some advances involving separation
of individual tunes). Music structure is determined by frequency, duration, intensity
and color of individual tunes and their distribution in time. Often, the first two tonal
attributes are treated individually, while the remaining two are sometimes defined
more generally - e.g. for a part of a musical composition, or, sometimes left un-
specified. The problem of recognition of music structure from the recorded/played
music has a few approaches, from simplified to those comprising more complex
needs, which results in a sequence of a few recognition degrees (the more complex
methods refining the simpler).

In the case of simpler melodious patterns generated on piano, organ or other in-
struments with fixed tonal values, the fundamental recognition would consist of a
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Fig. 2 left: the spectrogram of signal of intraocular pressure, exhibiting characteristics of
normal eye pressure; right: the spectrogram of submarine echogram, showing the presence
of other vessels with frequencies characteristic to their engines, which can be used for object
classification and estimation of location and speed

Fig. 3 spectrograms of EEG recordings; left: features showing traces of imagined tones;
right: features corresponding to the imagined actions of the kind which are used as different
controllable states, as command states in brain computer interfaces - BCI

generation of music structure in some of the well known formal denotation systems,
like one developed by d’Arezzo. That process has to start with the separation of
basic tonal frequencies, their location in (time, frequency) space, continuing with
comparison with the set of precalibrated tonal frequencies, in order to generate the
formal structure, like in example in Fig. 4. That process results in generation of se-
mantic mapping which would generate DIS (discrete information structure) output
for a given music signal. In such simplified recognition, the individual tune intensity
(and frequency) dynamics, as well as recognition of individual aliquots, their sep-
aration and their correspondence to specific tunes is omitted. However, the need of
recognition of these attributes is not denied in recognition of more complex or music
produced by string or wind instruments or in any serious performance analysis.

All other shown examples, share some problems and solutions with this spe-
cific example of music recognition. This include, localization of time-frequency
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Fig. 4 On the left is the spectrogram of the recording of the beginning of Bach’s Goldberg
variations played by Glen Gould, showing some specific performance quality; with some
simplifications, using certain fuzzy filters, it is possible to map the features in the spectrogram
to their corresponding formal denotations in the standard (formal) system of music notation,
as shown on the right side, or some other purely syntax form

features, after noise and artifact reduction, then matching (estimation of similar-
ity/approximation) of localized features with some set of etalon objects, which
would provide the desired semantic mapping of input signals into a discrete or
formal structure. In this way, the features in submarine echo spectrogram, would
provide information on certain characteristics of vessels in the area, like size, with
classification of objects, behavioral parameter estimation and position localization,
which could be the entries to the intelligent command system, which could provide
commands for intelligent actions. In the case of arterial or intraocular pressure spec-
trogram features, they characterize the regular/normal physiological states, altered
states and their causes, thus providing analytic knowledge of the investigated sys-
tems and physiology. The features in the spectrograms of electro encephalograms,
characterize mental states, here, those corresponding to some imagined actions,
which used as different controllable states are mapped to the (formal) commands
of the BCI after recognition process. In the discussed examples, similarity degree
and approximation estimation are used in the recognition processes, as instances in
appropriate continuous metrics. Note that all shown features in spectrograms are
with fuzzy contours. The relevant feature shapes could be analyzed using the meth-
ods for analysis of shapes in images as well, which are discussed further below. In
simpler cases, the recognition - similarity estimation procedure can be performed
using simple fuzzy filters, resulting in the metamorphosis semantical mappings of
type (1).

Individual spectra are vectors. After noise and artifacts are removed, Euclidian
metrics or modifications are applicable for the estimation of similarity of spectra,
and their approximation. Thus, as broadly used in our examples, for spectra (more
often power spectra) u and v, we can define the degree of similarity by

d1(u,v) =

(
n

∑
i=1
|ui− vi|

) 1
2

, (2)
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or, (if normalized with respect to the first harmonic), by

d2(u,v) =

(
n

∑
i=1

∣∣∣∣ ui

u0
− vi

v0

∣∣∣∣
) 1

2

, (3)

or by (using normalized sequences)

d3(u,v) =
n

∑
i=1
|sgn(ui)− sgn(vi)|, (4)

or simply using indicators like dot vector product or the same on normalized se-
quences

I4(u,v) = (|u1 · v1|, . . . , |un · vn|), I5(u,v) = (sgn|u1 · v1|, . . . ,sgn|un · vn|). (5)

Above metrics can be used similarly on boxed spectra (obtained by simply reducing
the resolution by a boxing factor, then determining maximum in each box), as a way
of simple discretisation of initial continuous structures. Rather than using standard
metrics in similarity estimation, the use of their fuzzification is more appropriate.
The prime examples of fuzzy metric spaces are structures of the form (X ,M, ·),
where (X ,d) is a metric space, · is the usual multiplication of the reals and M :
X2× (0,+∞)−→ (0,1] is defined by

M(u,v, t) =
αtβ

αtβ + γd(u,v)
, α,β ,γ > 0. (6)

In the case when α = β = γ = 1 we get the standard fuzzification of d. Fuzzy metric
spaces provide a natural environment for the study of similarity and approximation.
Besides, fuzzification is consistently applied in recognition process, in a number of
related techniques, as those using fuzzy filters and fuzzy tools (for general method
see [17, 18]). The above metrics, other related recognition tools, and their fuzzifica-
tions easily generalize to spectrograms dominated by simple features, those which
are constant in time (in the examples, spectrograms in Fig. 2 to 4), while, on more
complex features other extended methods, e.g. like one developed for chromosome
analysis could perform rather well ([7, 19, 20]). After noise cancelation, certain pre-
processing, feature localization, extraction and normalization, similarity including
the approximation quality/degree estimation could be properly represented by fuzzy
metrics in many different contexts, enabling appropriate pattern recognition and thus
providing semantic mappings of spectral features, as mathematical representations
of relevant contents in the sensory inputs, into the set of referent objects, the entries
in fuzzy relational data bases or other organized discrete structures, for classification
and approximation determination, where the original feature is corresponded to the
formal/discrete information in appropriate space of discrete information structures.
In the sequel, we proceed with some examples of image analysis.
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The first visible genetic structures are DNA packs, chromosomes, which form
during cell division. Their purpose is to transfer the genetic material to the daughter
cells. There are many genetic properties which are expressed at the level of chro-
mosomes, e.g. individuals of the nearest species with differing chromosome num-
bers cannot have fertile descendants, and the difference in chromosome number is
the first indicator of evolutionary branching; large number of genetic deficiencies
are characterized by certain chromosomal changes; presence/absence of individual
genes on chromosomes is responsible for an organism embryonic development, later
life normal or abnormal development; variety of malignant syndromes have chro-
mosome characteristic changes, etc. Chromosomes are often prepared to exhibit the
enhanced light absorption areas, G bands, for which it was found long ago to ap-
pear in certain patterns which are characteristic for individual chromosomes, which
are therefore used to create libraries of referent, etalon chromosomes comprising all
cataloged diversity and for the analysis of detailed structure of this level of genetic
expression, including the inventory of genes and their addressing and dynamics in
the chromosomal spaces. This area of investigation is of crucial importance in evo-
lutionary research, in cytology, cytogenetics and molecular cytogenetics and related
areas of biological research and medical diagnostics and advances. With a variety
of problems and demands, it attracted respective attention in recent decades, which
resulted in a large accumulation of method and technology developments. The prob-
lems we meet in the analysis of chromosomes are of rather general nature in the
image analysis, which is the reason to show briefly some achievements, which are
presented here as good illustrations for our purposes.

In the left side of Fig. 5 and 6 we have two chromosomal distributions, typical
for cell divisions. Chromosomes are G-banded, showing the characteristic absorp-
tion distributions. However, both examples contain irregular chromosomes, which
we use to demonstrate rather simple concept of geometric/combinatorial equations
application to the solution of genetic origin of irregular chromosomes. In Fig. 5 left,
at 1 o’clock we marked a couple of irregular chromosomes. The little on top is short-
ened; the lower, longer chromosome is prolonged. Rather natural hypothesis would
be that the genetic material from the shortened chromosome is somehow transferred
to the chromosome which is prolonged by about the volume which is missing in
the former. Both chromosomes should appear in duplicate pairs. The match for the
small chromosome is the green rounded somewhat larger chromosome, positioned
near central line, close to the top. The match for the longer chromosome is the
green rounded chromosome at 7 o’clock, which is somewhat shorter than it. After
extraction, separation and normalization of the 7 o’clock chromosome, we use the
3D absorption distribution representation manifolds to represent all those objects,
shown in Fig. 5, center. Left justifying the large chromosomes immediately reveals,
their very good matching in distribution of absorption extremes, while the lower
obtained one little pack - one extra light band; in the right column, on top is the
normal match of the small chromosome which is shortened by volume equivalent
to one light band, noticeable as the difference of the top and lower chromosomes
in the right column. The difference corresponds well to the part which is added in
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the formation of the lower left chromosome. This anomaly is called Philadelphia
syndrome; it indicates very serious health problem. In the example in Fig. 6, at 9
o’clock, we have green rounded marker chromosome, a big pack of genetic ma-
terial that does not exist in regular cell division. In the same cell division, one
chromosome is missing, the Y chromosome, responsible for sex determination. We
borrowed the missing chromosome from another image, and after photometric anal-
ysis of potential chromosome candidates as genetic material origins, we managed to
compose the congruence of manifolds: on the right image, on the top is marker chro-
mosome photo morphology manifold, below are the photo morphology manifolds
corresponding to (missing/borrowed) Y chromosome, and longer arm of chromo-
some one; the concatenation of the last two is congruent to the top, preserving all
invariants in the photometric manifold. In both examples, before the photometric
manifold matching, some normalization was necessary: namely, some of the in-
volved chromosomes are bent in these microscopic preparations and they needed
slight modifications - they were transformed in such a way that the obtained images
looked the same as if originally they were straight. Otherwise, it would be difficult
to justify the achieved congruence. Note also, that the object contours in these im-
ages are fuzzy, which is well seen in the representing photometric manifolds. Setting
threshold to the level of background, the contours can be detected. We used common
geometric similarity to discern the transfer of genetic material and to reconstruct the
origin of a regularly not existing chromosome.

In Fig. 7 we exhibit the detailed treatment of chromosome similarity, which is
implemented as semiautomatic or fully automatic procedure. In the mitosis on the
left side in Fig. 7, the two large central chromosomes are selected (encircled). They
are extracted and normalized (for method details see e.g.[7, 19]), shown with their
representative photometric longitudinal sections one on top of the other, left image,
right to the mitosis, which exhibit perfect matching, with high degree of similarity,
they are almost identical. This is confirmed by similarity measurement using ap-
propriate metrics in the space of chromosomal representations, showing very small
relative displacements of distributions of coordinates of local maxima. In the cen-
ter image, we present the normalized representing photometric manifold of the top
chromosome from the left image, with two different longitudinal sections in order
to illustrate the variation of local extremes distribution in chromosomal longitudi-
nal photometric sections. The two sections local extreme distribution patterns are
quite similar, but not identical. Every metrics measuring similarity of chromosomes
should be first tuned to compensate these individual variations. Of course, when
these variations are the aim of analysis, then the slightest difference has to be main-
tained. In the right image of Fig. 7, on the lower left we have a mitosis with a
couple of corresponding chromosomes, the two shown magnified in the right lower
corner, extracted on top. Their photometric representations exhibit: globally, quite
good matching of positions of local extremes; locally, otherwise not easily identi-
fiable difference: one of the chromosomes has one local maximum in excess (the
second from the right side in the right chromosome), as verified with the similarity
measurement with the same metrics as the one used in previous example. The no-
ticed difference corresponds to a severe genetic syndrome - the threesomy. Note that
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Fig. 5 left, center: geometric manifold equation demonstrating transfer of genetic material
from the small chromosome at 1 o’clock to the tail of its nearest chromosome (encircled).
Their twins are marked as well. Right: chromosomes in a malignant syndrome; the whole
topological structure of chromosomes is getting looser and disaggregated, with some visible
disconnections, the contours and inner details becoming very fuzzy. Such properties are well
describable and can be used in automatized analysis.

Fig. 6 Geometric similarity used to determine the origin of normally non existing chromo-
some, the marker chromosome, marked with green at 9 o’clock, left; center: the search for
photometric similarity with photometric sections of suspects exposes similarity of photomet-
ric sections of bottom curve, the photometry of marker, and the first above it, the photometry
of the long part of chromosome one; sections justified from the deep local minimum towards
the right, exhibit very good matching of distributions of local maxima; on the right side we
have nice congruence of the marker and concatenation of Y (missing in this mitosis) and long
arm of chromosome one. This equation work confirmed a rare hematology syndrome (the
eighth detected case).

chromosomes have fuzzy contours. Before matching of chromosomes, the contours
need be defuzzified in order to determine the beginning of chromosomal photomet-
ric representation, which is performed as in the previous example.

We will briefly discuss similarity and approximation on the example of chromo-
somes. Before approaching this issue, the following has to be done: noise reduc-
tion, object contour recognition (all objects have fuzzy contours), object extraction
and normalization (”rectification”, explained in detail in [19]). After these steps
are accomplished, the chromosome representations should be determined. This step
depends on the application and needs to be performed with higher or reduced pre-
cision, e.g. the analysis of chromosome subtle changes and fine details and the ad-
dressing of the genes in chromosome spaces need the representation and metrics
which would be refinement of those needed for the comparison of the whole chro-
mosomes and their basic classification, where the tuning of the (representations and)
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Fig. 7 left: Extraction of the two central chromosomes, their ”rectification” - normalization
with their photometric representations, exhibiting very high similarity of the objects, which
is confirmed with measurements using appropriate fuzzy metrics on chromosomal represen-
tations; center: the extracted normalized top chromosome, shown with its photometric mani-
fold and its two different longitudinal sections, illustrating variations in the one dimensional
photometric chromosomal representations. Note rather large oscillation in the proportions
of local extremes, while proportions of their locations - addresses are very well maintained,
which is a good candidate for the object representing invariant. Right: confirmation of three-
somy syndrome. The couple of corresponding chromosomes extracted (magnified), resolve
one extra band - that one has one local maximum more than the other, as confirmed using
appropriate fuzzy metrics.

metrics should not be sensitive to detect the individual fluctuations as those pre-
sented in Fig. 7 right. The similarity/approximation determining metrics would be
applicable to the spaces of normalized chromosome representations. We begin with
the fact that chromosomes have those longitudinal photometric sections which are
characteristic. More precisely, as shown before, the whole photometric manifold
preserves all details and is a complete chromosomal description. However, indi-
vidual longitudinal sections can be used instead, which considerably simplifies all
involved algorithms. In that way we can take a photometric section, which is always
a polynomial to represent a chromosome. The chromosomes appear with more or
less fuzzy contour, which means the uncertainty in the localization of its beginning
and the end. The measurements are relative, which means that the values in the rep-
resentation are relative. As a consequence, for a chromosome Ch, the absorption
polynomial P(x) should be equivalent to its axial extension/translations P(ax) and
P(x)+ b. Moreover, the relativity of measurement for the comparison of chromo-
somes does not maintain the proportions of local extremes as algebraic invariants
of the representations, hence, for that purpose, the relative position and the type of
local extremes is what are the chromosomal invariants, which are exhibited well in
P′(x) and P′′(x). Finally, it is a kind of characteristic function of a polynomial which
can be taken as a proper representation in such case,

CP(x) =

⎧⎨
⎩

1 , x is between two saddle points with a local max of P(x) between
−1 , x is between two saddle points with a local min of P(x) between

0 , outside of the range
(7)

or combinatorially simpler by
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C1P(x) = 〈ui : i ∈ I〉, where ui =

⎧⎨
⎩

1 , P has a local max at x
−1 , P has a local min at x

0 , otherwise
. (8)

Here I is the measurement resolution (thus a vector). With C2Ch we can denote the
two argument analogue of Ch describing all local extremes of a manifold represent-
ing chromosome Ch. The beginning and the end are determined separately with so-
lution for the fuzzy contour. Obviously, for more subtle/detailed analysis, the whole
polynomial or manifold representations, which preserve all measurement combina-
torial/algebraic invariants, can be used. In this way, depending on the refinement
needed in definition of chromosomal representations, if CH is a such representation
space we can define basic similarity (fuzzy metrics) as a distance, with the following
metrics (or some modifications)

d1(CP,CQ) =∑
i
|ai− bi|, (9)

where ai, bi are corresponding polynomial coefficients in the polynomials P and Q,
or by

d2(u,v) =∑
i

|ui− vi| (10)

corresponding to C1P and C2Ch representations, or by

d3(CP,CQ) = min
a

∫
|CP(x)−CQ(ax)|dx, (11)

where a is the extension modification coefficient. Applying standard fuzzification
(6) to metrics, e.g. d3, we obtain its fuzzified form

M3(CP,CQ, t) =
t

t + d3(CP,CQ)
. (12)

Notice that varying of the parameter t can produce significant impact on the no-
tion of closeness (henceforth to the notion of similarity as well), particularly in the
presence of predefined detection/recognition thresholds and the bounded variant of
the underlying metric. Recall that each metric d is equivalent (generates the same
topology) with the [0,1]-valued metric d̄ defined by

d̄(u,v) =
d(u,v)

1+ d(u,v)
. (13)

When necessary to preserve the original chromosomal structure, the above or similar
metrics could be applied on either, non normalized chromosome or at a sequence of
small step ”rectifications”. In Fig. 7 left and right, we show applications of fuzzifica-
tion M3 of the above metrics d3 (using (6)), which provide normalized measurement
as well. Such metrics perform well for similarity degree/approximation estimates in
various applications involving chromosomes.
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In short, as important for similarity assessment here, we have absorption poly-
nomial P coefficients and their corresponding distance, P′ and P′′ invariants, poly-
nomial shape similarity (by linear or non linear extensions on both axes), topology
refinements, determined by involved metrics, extracting algebraic topological and
geometrical object characteristic properties - invariants.

Note the similarity of metrics used on chromosome to those used for similar-
ity estimation of spectrogram features. Even more, for curved spectrogram feature
recognition/similarity comparison, when no ”rectification”, or a vector of step by
step ”rectifications” is needed in feature representations, we use the fuzzified met-
rics M2 and M3 as a very good recognition instrument. This can provide semantic
mapping from sensory inputs to the cataloged objects, which, with certain differ-
entia speciffica, are entities in a FRDB or some other Fuzzy (discrete information)
Structure, thus containing accumulated inventory of characteristic properties. An-
other way to determine invariants of chromosomal absorptions is to use specific
spectroscopic profiles as shown in Fig. 8 left.

Fig. 8 Left: a chromosome spectrogram, offer invariants which are very similar to the pho-
tometric manifolds sections obtained after chromosomal image is transformed into a signal,
concatenating chromosomal neighboring longitudinal sections into a locally periodic signal;
Center: One example of marine radar surveillance with a complete radar scan; its right NE
part is magnified in the right image, where we see the ships in the area, with clutter mainly
shown as echo intensity. The objects have fuzzy contours and some have certain shape charac-
teristics. The recognition process includes noise cancellation, contour extraction, kinematics’
parameters definition and potential shape classification (for closer/larger vessels).

Problems very similar to those discussed above we meet in the analysis of, e.g.,
marine radar images, as in the example in Fig. 8, where the noise has to be reduced,
small objects and contours of larger objects localized and extracted, kinematics de-
termined (from successive scans), finally, shape identified and ship type classified.
Here we deal with fuzzy dots and fuzzy contours. The detailed modeling develop-
ment involving fuzzy points, fuzzy shape analysis, estimation of fuzzy object dis-
tances and application meeting demands like this radar image analysis is presented
in [21, 22]. We are applying this method to integrate and best-match data from AIS
(automated identification system), radar, other sensors and digital maps.
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In noise reduction and reconstruction of biometric data (finger prints), before
analysis and matching we applied other techniques of image color defragmentation,
followed by alternative reconstruction, which proved well in extraction of finger-
prints from materials with certain image deformation or object masking.

2.2 Discrete Information Structurality

In Gödel’s final fear the little green evil dwarfs were permanently manipulating and
changing formulae and proofs in mathematical books, questioning ontological cor-
rectness of mathematical knowledge expressed in theorems, which finally depends
on the stability of notation and media used. This threat is becoming more relevant
now days. In discrete information structures, DIS, the transition from identity to
similarity and approximation seems to be less smooth, demanding more increased
scrutiny. As in the case of similarity and approximation in continuous case - metric
spaces, we need something to regulate the nearness/distance in order to organize DIS
spaces. Mathematics offers two approaches: suitable topologies and some imitations
of distance -similarity/approximation hierarchy. We investigate this relationship in
related contexts, beginning with examples from molecular biology, programming
and mathematical logic. Numerous partial approaches are scattered in the literature
(one was presented in [23]).

With just one magnitude higher than the highest magnification used to observe
chromosomes, we enter the discrete world, with the discrete organized genetics,
where similarity study can still be performed in a fashion like in the section 2.1,
in spite of the fact that related domain is discrete. For example, human Y-specific
haplotypes, i.e., Y chromosome short tandem repeat loci such as DYS19, DYS385,
DYS389I etc. are frequently used in various forensic studies, e.g., such as tribal
genetic relationships (see for instance [24]). After standard procedures of extraction,
PCR amplification and typing (measurement of each of the studied loci), a row
genetic material is transformed into finite subset of N

k. The standard Euclidean
metric (restricted to the discrete domain) is used for the statistical expression of
similarity and diversity in the analysis of variance framework. Serious drawback of
this method is the fact that the smallest Euclidean distance between the two different
vectors from N

k is greater or equal to 1, so the analysis of variance will induce a
significant diversity even in the population of very similar individuals. Never the
less, natural similarity criterion expressed in terms of the standard fuzzification

ME(u,v, t) =
t

t + ‖u− v‖ (14)

of the Euclidean distance, such is for instance

u∼ v⇔ME(u,v,1)� ε (15)

(ε is the similarity threshold), should be incorporated in the diversity estimation to-
gether with the usual statistical measurements. Among the abundant discrete meth-
ods in similarity investigations, the Blast algorithm has been in extensive use in
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molecular biology for a long time, applied generally for estimation of matching
quality of two molecular sequences, expressed in percentage of identical coordi-
nates.

Blast(u,v)
ML = min(length(u), length(v))

While i < ML begin
If u(i) = v(i) then

MatchScore= MatchScore+ 1;
end while

return MatchScore/ML.

This example shows actually how the DIS similarity is sensitive: measuring the
degree of identity is quite apart from similarity and has to be performed with care.
Otherwise it can produce misleading and wrong conclusions. If the two sequences
are identical, Blast will precisely confirm that. However, if the two sequences are
e.g. displaced, their matching can be the result of statistical distribution - the chance
cycling of the 4 symbol alphabet, without having anything structural in common.
That means that Blast = 1, or very close to 1, e.g., 0.98 would be significantly good
indicator of sequence matching, while 0.62 could mean: the initial 62% segments
are identical, or initial 38% is the identical match, while the rest is just the chance
match, thus the real match is 38%, or could be even worse.

Applied to software sequences, which are basically of the same semantics, it
lacks expected stability. If for example, we insert a single NOP (no-operate instruc-
tion) in a program and compare a copy with such mutation with the original, then,
depending on the program address space length, we will obtain top score if the muta-
tion is on the end; however, if we move it forward towards the beginning, the Blast
match would decrease and offer very unstable matching score, for the instances -
copies which should be equally treated. The problem becomes worse in structural
hierarchy, involving a tree of functions, instead of linear structure. The identical ex-
ample we have in Molecular biology. Here, measuring similarity of the syntax with
simplest mutations depend strongly on the semantics. Little improved, practically
the same algorithm SbstrBlast(u,v) would check if one is the substring of the other
(not aligning the beginning of sequences); if so, it returns the index in the longer
where the shorter begins, and lengths of both sequences. However, this algorithm
would suffer of the similar anomalies. This example shows that the notions of iden-
tity and similarity, in case of DIS behave differently than in the case of continuous
similarity and identity as its special case. We can propose some improvements of
Blast algorithm:

BF Blast (Back and Forth Blast)
Find the length of sequences;
From the beginning and the end, find the largest substrings of the shorter
sequence which are identical to substrings of the longer;
Return the indices of the beginning of matching sequences and their
lengths.
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Partitioning of a molecular biology sequence or a computer program into disjoint or
embedded functional units is used in a variety of applications. The ways to localize
the functionally complete, disjoint segments of code are nontrivial, but in certain
cases solvable. It corresponds to the inverse of compilation/linking, and supposedly
should generate the structural division of a code into syntactic functional units -
functions, localizing each and finding the communication structures, when it was
not originally known, or when the functional units have start and end syntax. In
Molecular Biology, this is the task of (functional) genomics. Then corresponding
matching is

PS Blast (Partitioned Sequential Blast)
Partition sequences into disjoint contingent subsequences;
Find the matching components, with best Blast matching;
Return the pointers of high score matching.

The above adaptations would indicate structurally identical segments, pointing to
the parts of sequences containing mutations. That means that we expanded the tests
of identity to substrings, determining the identical subsequences and localizing the
parts of the sequences which are substantially different. The best what we can do
is not to mix the two in any similarity assessment intention. Rather try to localize
separately identical substructures and mutation substructures. That would demand
somewhat changed attitude to the problem. Blast variants are numerous.

There are diverse needs for similarity assessments within a single sequence. For
example simple palindromes appear frequently in genetics, programming and other
diverse contexts. To test if a sequence is a palindrome, e.g. of the form ABA we can
read it from both sides towards the sequence center, testing the identity of initial and
ending sequences, maximizing match before sequence center. In a similar fashion,
in mathematical logic, for the sequences which are preverified as correct, we can test
if a symbolic sequence has a form A → (B → A) and similarly for Polish notation.
Denote the test with Ax1. If we need to test some other syntax form, like the

(¬B →¬A)→ (A→ B) or (A→ (B→C))→ ((A → B)→ (A→C)),

we can proceed similarly,

Ax2
divide sequence (counting delimiters); find central connective;
apply same procedure on the remaining parts;
test if left arm sequence begins with “(¬” and if “)” at end, erasing them;
compare (Blast) the left left with the right right, and left right with the
right left subsequences;
return y/n.

In a similar fashion we can build the test for the third sequence form, the Ax3. Quite
simple is the test for Modus Ponens, applied on two inputs, the MP(F1,F2). In this
way we have a simple algorithm which scans a sequence of sequences - formulas
(earlier tested as correct syntax), and marks all the formulas which are of the form
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satisfying tests above, with respectively flags 1,2,3,4. If all formulas are flagged,
then the sequence is a (theorem) proof in Sentential Logic.

PrfSL
input F1, . . . ,Fn;

while i � n
test(Ax1, Ax2, Ax3, MP)

end while.

This method easily generalizes to the proofs with hypothesis, thus testing proofs
in Theories in Sentential Logic. The test in Predicate Logic with obvious syntactic
expansion,

PrfPL
input F1, . . . ,Fn;

while i � n
test(Axioms, Rules)

end while.

In order to test molecular biology sequence syntax forms, we can proceed in a sim-
ilar manner. The syntactic forms in tests are fixed in the separately built functions.
The procedure generalizes to the proof tester from fixed set of hypothesis in predi-
cate logic. These methods verify structural similarity of the sequences with the set of
syntactic schemes - forms. Another generalization of syntax form structural similar-
ity compares a set of formulae, in input file, with the scheme-formulae in a separate
file, as parameters to the algorithm. The scheme formulae are formed in the same
manner as regular formulae (reserving certain variables as syntactic variables for
formulae, if comfortable).

Param syntax similarity
while not eof input

get an in formula from input file;
construct a tree representing the in formula structure;
while not eof parameters

get a scheme formula;
construct a tree representing the scheme formula structure;
localize terminal nodes - occurrences for each of the svf,
making lists pointers for subsequent substructural identity tests;
compare the tree structure of in formula and sch formula
fail if not equal;
check the mutual substructural identities in the in formula (e.g.
blast)
corresponding to a single svf occurrences in sch formula, for all
svf,
fail if not all identities are met;

end while
end while
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If small, the parameter file can be read once and kept in memory. This algorithm
would work with sentential logic, predicate logic, first order theories or higher or-
der structures, by e.g. supplying hypothesis/non logical axioms as parametric sets.
This would provide a general tester for proofs in first order theories. Similar proof
testers are developed for other deductive systems, including higher order logics.
This approach is applicable to program syntax analysis and analysis of molecular
biology sequences. Since they are all built in the fashion of Blast algorithm, they
possess not just information on the syntactic form similarity, but can be used to lo-
calize structurally all form differences and loci where mutations occur, which can be
subjected to independent analysis of mutations, sequence classification and equiv-
alence/similarity estimates. As such this type of investigation is well applicable in
other contexts like e.g. molecular biology and programming architectural investi-
gations. Interesting cases are when certain syntax modifications appear within the
investigated sequence, for example ABA′, where A′ is equivalent to A by some al-
gebraic or formal laws; these are the equivalence sort of similarity. Then we can
apply similar methods using the equivalence class of A. This happens when we have
e.g. (equivalent) variants of the same gene, virus, equivalent formulas or equiva-
lent functions within a program. Then the task can be performed by simple retrieval
of the equivalence class of A. In case of Sentential Logic, SL formula testing for
e.g. Ax1, with A′ a modification of A, for the sequence A′ we can put any formula
which is formally equivalent to A (provable from the SL axioms) or made such by
whatever criteria; we proceed similarly for a modification of a subformula in other
axiom forms or with hypothesis subformulae modification, in the proofs from the set
of hypothesis, or other variants discussed above. This is all decidable. If we proceed
similarly to formal equivalent parts in the First order Logic, FL, and first order the-
ories, it is well possible, however not generally, since we lack general decidability
in this case.

There is a well known procedure of Herbrand and later, Alan Robinson for the
solution of certain syntax equations. If t1 and t2 are first order terms, then the unifica-
tion algorithm [25] will transform them to identical terms, if possible, using allowed
tools. The substitution

τ =
(

x1 . . . xn

t1 . . . tn

)
, (16)

where t1, . . . , tn are terms, is legal if xi is not present in ti, for 1 � i � n.
Clearly, composition of substitutions is a substitution. Substitution τ is an in-

stance of τ ′ if for some substitution σ it can be obtained as it’s projection τ = τ ′σ ;
we also say that τ ′ is more general than τ . For terms t and t ′ we say that they are
unifiable, if there is a substitution τ which makes their derivations identical, i.e. if
tτ = t ′τ . It is a well known fact that if two terms are unifiable then they have the
most general unifier, a unifying substitution mgu(t, t ′), such that every other unifier
is its instance. The unification test is
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Unif(t, t’)
For i = 1 to max(length(t), length(t ′))

if t(i) = t ′(i)
if t(i) or t ′(i) is a variable, e.g. t(i)

if t(i) does not appear in the subterm t” of t ′ beginning with t ′(i)
then substitute t” for a variable t(i) in both t, t ′;
else return 0;

else return 0;
else;

return 1;

The composition of a sequence of individual substitutions in this procedure results
with the mgu(t, t ′). Note that using this algorithm we can test unifiability of SL for-
mulae, which would then submit the solution to the question if the two formulae
are of the same syntax form. This is applicable to axiom schemes and to parametric
forms which are tested in the PrfSL procedure and its generalization. However, this
algorithm is not applicable to the proof tests in PL and first order theories, its appli-
cation constrained to terms only. Take for example the PL formulae A → (B → A)
and A → (B′ → A), both instances of the same sentential axiom, thus very similar.
The algorithm would need to unify the whole formulae, which are completely dif-
ferent. Also note that if two terms are equal semantically or provably equal in some
formal system, than we can use such algorithms to expand the unification as we did
in the above syntax matching procedures. As noted above, semantical equality of
terms would be realized by retrieval (of equivalence classes), while for syntactical
equality of terms a decision procedure is needed, available in decidable theories and
not available in theories generally. For later purposes we will divide unification of
(more general) expressions in two steps. The first, which is usually not discerned,
would determine the preunification common structure, their meta-form (whose pro-
jections they are), the second step proceeding with syntax equations leading to uni-
fication of expressions, when it is solvable, or to the denying set of conditions - the
residuum, in case it is not solvable. Note that unification can be extended to point
all subterms where unification fails, not just the first. Define the whole set of non
unifying subterms as Residuum. Unification has a large number of realizations. It is
applicable to formal programming context and (some formalization) of molecular
biology codes.

Proceeding towards a definition of similarity in DIS spaces we would have to
introduce distance/nearness measure of some sort; we can use trees as expression
structural representations. For the sake of simpler visualization, we will discuss
structural tree representations and the algorithm. Restricting the formalized syn-
tax context to e.g. usual infix notation, we correspond a tree to each expression,
with symbols in nodes, with variables or constants as terminal nodes, non variable
symbols as non terminal nodes, and downward links between symbols represent the
hierarchical order in the expression. Clearly, when we have expressions of certain
sort, the correspondence to the representing trees is a bijection, so we can identify an
expression e with its representing tree Te. A tree unification algorithm variant then
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can be stated in the following way for terms, but general form for more abstract
expressions would be very similar.

Tree unif(t,t’)
get term trees;
if they disagree on a non terminal node, or on a constant terminal, terms are
not unifiable;
identify intersection tree; (it can be empty) with dummy variables at
terminals;
form equations in terminal variables corresponding to intersection tree
terminals;
if any of these equations represents illegal substitution, terms are not
unifiable;
else, take those equations in reverse order: they define mgu of the terms.

We define a meta-form m f (t, t ′), as the intersection tree, with dummy variables or
meta variables, obtained in the extension of the above procedure; it presents the
involved expressions top common structural form, as discussed earlier; it is not nec-
essary to use tree representation in the formulation of meta-form; as a meta-form
we can take simply a meta term, the term with syntactic variables at the appropri-
ate nodes, whose projections are the input terms. Then the initial terms are always
instances of their meta-form. If they unify or not is resolved by syntax equations cor-
responding to the terminal nodes. Hence, unification is a partial operation, resulting
in common unifier if the two objects unify, while meta-form extraction is a total
operation which could be extended to unification when the unification is possible.

Example 1. Let t = F(H(x,L(z),y,L(z)) and t ′ = F(H(G(u,v),v),G(u,z),v). The
term representing trees with the intersection (meta-form) tree indicating points of
basic equations

Fig. 9 The left tree and the center tree correspond respectively to terms t and t ′. The tree on
the right represents their meta-form.

which are listed in solved form, in reverse order

w1 : v = L(z)

w2 : y = G(u,z)

w3 : v = L(z)

w4 : x = G(u,v) = G(u,L(z)),
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Fig. 10 The unification resulting term tree

with

mgu(t, t ′) =
(

x y z
G(u,L(z)) G(u,z) L(z)

)

and unification resulting term tree Take t3=F(H(x,L(v),y,L(c1)), t4=F(H(x,L(v),
y,L(c2)). Then their meta-form is equal to term t, whose instances they are, but they
are not unifiable.

Unification can be generalized to higher order structures, here discussed in type the-
ory [26]. For the treatment of higher order structures, e.g., Functionals, Relationals
refer to [27, 28]. For an account on higher order unification refer to e.g. [29].

For a higher order term, we can suppose to have provided a coloring of its rep-
resenting tree, which would distinguish the type layers. The syntax within a layer
belongs to the same type. The higher order unification works as follows

HOT Unif(T,T’)
top - down
bounding variables within a higher order syntax (like local; global variables
in usual programming);
for the corresponding trees,

perform tree unification at a current layer,
marking nonunifiable items;

proceed with next (lower) level.

This procedure can be used to extract the meta-form in HO structures similarly to the
way it was done in the case of basic unification algorithm. Clearly, HO Unification
can be expanded with a theory (its decision method), set of algebraic laws or a set
of semantic laws/rules in a similar way and with similar argumentation as it was the
case with basic term unification.

Now we can organize DIS spaces properly. The meta-form can be used to de-
termine the distance in the DIS spaces; We introduce a distance function in a DIS
structure, organizing it into a discrete, metric like space, having representation
tree structure of expressions. For a set DIS of expressions, denote with TDIS =
{Te : e ∈ DIS} the set of corresponding tree representations. Introduce a partial
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ordering in TDIS , essentially by T � T ′ iff T is an initial segment of or equal to T ′.
Then define similarity degree as a mapping

sd : T 2
DIS −→ TDIS by sd(Te,Te′) = m f (Te,Te′), (17)

where m f stays for meta-form of the input structures. The tree representation is
used here for visualization purposes only and it can be omitted with no loses, we
can work directly with expressions and their meta-forms, defining � on expressions
in the same way. Such distance will preserve a major portion of desirable properties
of a metric and organization of metric spaces and it will apply well in all different
contexts discussed above. Still the relation between high level similarity - when the
meta-form of expressions becomes very close to the expressions themselves, and
the identity of expressions remains somewhat context dependable.

3 Conclusions and Discussion

In the currently evolving large knowledge extraction and synthesis systems, the Cost
functions are becoming an important factor, where a demanded piece of knowl-
edge is in some close relationship to already collected and addressable knowledge,
when the notions of similarity and approximation of knowledge representation are
needed extensively. There is cheap easily deducible/extractible knowledge, but there
is knowledge which is very or even extremely expensive in resource consuming; we
need to estimate its complexity and, if useful, towards solution, try to use some ap-
proximations which were resolved earlier. There are numerous examples when we
deal with imprecise knowledge, where similarity and approximation are integrated
in the solution process. For two kinds of knowledge, the sensory originating and the
formally shaped, we have fundamental methodological division, according to the
type of representations used and similarity/approximation assessment methods. For
the former, there are numerous examples when metric spaces with certain metrics
properly describe the knowledge and these concepts, with smooth metric changes
over shifts from identity to approximations. For the later, the other kind of spaces,
the discrete information structure - DIS spaces, with discrete similarity degree and
approximation, based on tree topologies (expanded with certain knowledge when
available), are properly expressing representations, offering the necessary measure
of nearness and it is not smooth in the way the metrics in metric spaces are, in-
volving certain non uniformity, case dependant and depending on the point of view.
However, both methods meet at the need to organize the sensory based knowledge,
within so called semantic mappings, with input consisting of continuous structures,
and with discrete/symbolic output, realized as e.g. mappings of sensory data into
FRDB, over which other semantic or formal methods apply towards more com-
plex intelligent systems (modeled by hierarchical DIS spaces). Developments in this
area are fascinating in the resources integrated, achievements realized, application
domain span, of which we mentioned distant examples as an illustration how broad
it is and how similar the concepts of knowledge similarity and approximation can be
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in those distant contexts, accenting the kinds of mathematical invariants involved in
reality.

DIS spaces are involved in extraction of formulae of the same templates, cor-
rectness evaluation of program systems and proof procedures, distance of species in
evolution, measurements of similarity of molecular biology sequences (and struc-
tures), monitoring of mutations and reasonable (evolution) distance calculation in
evolutionary systems, e.g. natural languages, investigations of software mutations,
in virusology and immunology, music pattern classification -reaching closer to the
description of aesthetic, perhaps via classification of non aesthetic components and
models. There are other important examples.

The algorithms involved in structural similarity are not fully applicable to molec-
ular biology sequence matching or to recognition of structures in programming and
music. There are numerous examples of limiting/forbidding transformations in for-
malized contexts. There are operations on sequences, such as are already in use in
some of these contexts: symbol insertion, deletion, mutation - substitution at indi-
vidual variable occurrence, or other non variable symbol occurrence replacement by
another symbol, most often directly confront basic grammar rules of formalized con-
texts (partly supported in LISP), generally not supported by reasonable similarity
maintaining transformations. However, some contexts exploit those examples gen-
erally, most importantly, transformations involved in molecular biology/genetics,
programming, linguistics, music. These operations are needed to reduce sequences
to a reasonable comparability in certain cases when they correspond to actually re-
alized operations of the same kind in reality. To e.g. motive variations in music
should be corresponded specific operations. The use of meta-forms can bridge some
of those difficulties. The algebraic like laws applicable in specific context could ex-
pand the potential of application of similarity assessing methods. However, this is
yet at the beginning.
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Quay Crane Scheduling for River Container
Terminals

Endre Pap, Vladimir Bojanić, Goran Bojanić, and Milosav Georgijević

Abstract. Due to the benefits of container transport, containerization of goods has
increased significantly in last two decades. Consequently all aspects of container
transport chains should be analyzed. Formulation of mathematical models for con-
tainer terminals is important for understanding and improving container terminal
operations. This paper presents an overview of existing optimization problems in
container terminal operations, with the goal of defining a model for quay crane op-
erations in river container terminals. While river container terminals are important
nodes in the inland transportation network, they have not yet been addressed in the
literature. The efficiency of container cranes, as the lead element in the terminal, is
of key importance for the performance of the container terminal. This paper presents
scheduling of quay cranes in river terminals for barge reloading.

Keywords: River container terminal, scheduling, quay crane, transport.

1 Introduction

Over the last two decades, the volume of containerized goods has increased signif-
icantly and a further increase can be expected in the coming years. Thus there is
a constant effort to improve all segments of operations during transportation and
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manipulation of containers. There is also substantial rivalry between competing ter-
minals, operators and others in container supply chains. Container terminals are
elements of large logistic networks, and therefore a key factor in the supply chain
management system, and operation studies and descriptions of container terminals
represent complex problems [15]. Thus, there are an increasing number of scientific
papers that deal with problems concerning container reloading and transportation.
There are many decision problems related to logistics planning and control issues,
and each can be assigned to one of three levels: terminal design, operative planning,
and real-time control [7]. One of the early reviews on container terminal operations
is presented in [18]. Comprehensive overviews are presented also in [17] and [16].
These papers not only give an overview of the existing literature, but also attempt to
create general classifications of existing problems.

Intermodal freight transport is the movement of goods in a loading unit or vehicle
using various modes of transport (road, rail and waterway) without any handling of
the goods themselves during transfer between modes [11]. Intermodal transport has
become more attractive in recent years, mostly because of the problems that charac-
terize road transport, such as traffic congestion and environmental issues. Container
terminals are the interface that connects different modes of container transportation.
Containers that are delivered by one mode of transportation (rail, waterway or truck)
are usually temporarily stored and later shifted out using another or the same mode
of transportation.

There are different types of container terminals, with the main differences being
the size, layout and reloading equipment. These three elements are interdependent.
From a logistical point of view, terminals consist of stock and transport vehicles.
The yard stacks, ships, trains and trucks are the stock, while the cranes and transport
vehicles for horizontal transport are the transport [17]. Which concept of container
terminal is to be implemented depends on several factors. The two main types of
container terminal are seaports and inland container terminals. The main difference
between them is the working strategy and types of reloading mechanization [14].

2 Seaport Container Terminals

For seaport container terminals (Fig. 1), quay cranes transport containers only from
ship to shore and vice versa. A comprehensive overview of container quay crane
scheduling is presented in [1]. As a rule of thumb, minimizing the time a ship is at
the berth is an overall objective with respect to terminal operations [17].

Since quay cranes are the most expensive type of equipment and their perfor-
mance directly influences ship turnaround time, quay cranes are always the lead
element in these logistic systems. All other transport and storage systems in the
terminal are subordinate to the operation of quay cranes.

To speed up ship turnaround time in seaport container terminals it is usual for
several quay cranes to operate on the same ship at the same time. The decision as
to how many cranes are assigned to a ship is called the crane split. Since the cranes
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Fig. 1 Seaport container terminal

cannot pass each other because they are positioned on the same track, this raises the
problem of container quay crane scheduling.

The goal of the quay crane scheduling problem is to schedule the loading and
unloading tasks of a vessel using a set of cranes that minimizes the overall ves-
sel handling time. The basic assumptions of static and dynamic crane scheduling
aimed at minimizing delay costs were presented in the first paper [2] in the field
of container quay crane scheduling. Since then, many papers have analyzed quay
crane scheduling in more or less detail using various exact and approximate meth-
ods. Recent papers have analyzed more complex problems, such as non-interference
constraints. Lim et al. [10] analyze unidirectional schedules and prove that, when
the amount of work in a bay is defined as a single task, the optimal solution is a
unidirectional schedule. Kim and Park [8] addressed the problem of container quay
crane scheduling by analyzing clusters of containers in the bay of the same type
(usually those having the same destination). Meisel and Bierwirth [12] proposed a
unified approach to evaluating quay crane scheduling models. Various aggregated
models for scheduling quay cranes result from different specifications of the term
‘task’ (Fig. 2). Tasks can be related to the handling of groups of containers within
a bay, all containers within a bay, or all containers within a connected area of bays
[12].

One possibility for increasing the reloading capacity of quay container cranes
is to implement double cycling. In contrast to single cycling where the unloading
tasks in the bay are performed first followed by the loading tasks, double cycling
combines unloading of containers from a stack with loading containers to another
stack in the same bay. This is a cost-effective operational technique since it does
not require any new equipment or investment in infrastructure, such as terminal
expansion. A relatively small number of papers have analyzed the possibility of
double cycling for container quay cranes. Goodchild and Daganzo [4] proposed a
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Fig. 2 Different definitions of ”tasks”

method for quay crane double cycling with the main aim of reducing the number of
operations necessary to complete all tasks for a bay. The problem is solved optimally
using Johnson’s rule. The amount of work is defined by the number of containers
that need to be reloaded, so the main objective is to maximize number of double
cycles performed during the reloading of the bay.

The basic formulation can be stated as a two-machine flow shop problem [4].

uc - number of containers to unload in stack c ∈ S
lc - number of containers to load in stack c ∈ S
FUc - completion time of unloading c ∈ S
FLc - completion time of loading c ∈ S
ω - maximum completion time
Xk j - binary variable for ordering unloading jobs (1 if j ∈ S is unloaded after k ∈ S
and 0 otherwise)
Yk j - binary variable for ordering loading jobs (1 if j ∈ S is loaded after k ∈ S and 0
otherwise)
M - a large number

The formulation is: (SP) minimize ω subject to

ω ≥ FLc ∀c ∈ S,

FLc−FUc ≥ lc ∀c ∈ S,

FUk−FUj +MXk j ≥ uk ∀ j,k ∈ S,

FUj−FUk +M(1−Xk j)≥ u j ∀ j,k ∈ S,

FLk−FLj +MYk j ≥ lk ∀ j,k ∈ S,

FLj −FLk +M(1−Yk j)≥ l j ∀ j,k ∈ S,
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FUc ≥ uc ∀c ∈ S,

Xk j,Yk j = 1,0 ∀ j,k ∈ S.

A reformulation of the quay crane double cycling method using mixed integer pro-
gramming is presented in [19]. They first analyze sequencing of all stacks in every
hatch, and then sequence all the hatches using a heuristic method with the John-
son’s rule. A method where rehandles are transferred to another stack in the same
bay is presented in [13], while in [4] rehandles are transferred to the shore and
later returned to the same stack. Transferring rehandles to another stack is done on
the assumption that all rehandles are equal and that is the bay in which they are
positioned makes no difference.

Manipulation of containers in the yard is usually performed by rail mounted
gantry cranes (RMGs) or rubber tired gantry cranes (RTGs). RMGs are used in
modern automated container terminals and RTGs are used in traditional container
terminals. RTGs are more flexible, but RMGs are more stable and can travel at
greater speeds. When RTGs are used the container blocks are parallel to the quay,
while when RMG are used the container blocks are perpendicular to the quay, so
the layout of the yard depends on the type of mechanization used to manipulate the
containers in the yard. Yard utilization is greater in terminals where RMGs are used.
This is because RTGs do not transport containers along blocks in the yard, so there
is a free lane alongside every bay in the yard for passage of trucks. In this type of
terminal access points are located beside every bay. In automated container termi-
nals there are two access points, one on each side of the block. Internal transport
vehicles (usually automated guided vehicles - AGVs) transport containers between
the yard and the quay cranes, while external trucks move containers to and from the
access point that is further from the quay.

Containers inside the yard are usually classified into three groups. Export con-
tainers are containers that arrive by land, are temporarily stored inside the yard, and
then sent out by large seagoing vessel (ship). Since the stowage plan and time of
arrival of the ship are known in advance, containers in the yard can be arranged in
such a way as to minimize the number of rehandles required in the yard prior to
the arrival of the ship. Import containers are those brought in by ship and sent out
by truck. This case is more complicated since the arrival times of trucks are not
usually known in advance. Transshipment containers are brought in and sent out by
ship, and usually refers to feeder services. A very important parameter for terminal
performance is the number of rehandles required to retrieve a certain number of con-
tainers from the yard. The number of rehandles is correlated to the height and width
of the container block in the yard. A greater stacking height requires more rehandles
but increases yard utilization. Kim [6] proposed a methodology for evaluating the
expected number of rehandles needed to pick up a random container in a bay and to
pick up all the containers in a bay.
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3 Inland Container Terminal

Inland container terminals serve as local hubs for the distribution of containers be-
tween container users. While all three types of transportation mode are not neces-
sarily present in every inland container terminal, we assume that all three modes are
present in the analyzed model. This type of terminals is also referred to as a river
container terminal.

On inland waterways, transportation of containers is performed by barges. Func-
tionally, barges are means of hinterland transportation (like trucks and trains), while
operationally they are ships served by container quay cranes [17]. At ports like
Rotterdam, Antwerp, Hamburg and Constanta, barges are an important means of
transporting containers between terminals in the port and the hinterland. Barges are
becoming increasingly attractive due to congestion of the road and rail infrastruc-
ture and the growing attention to sustainable mobility [3]. Douma et al. [3] define
the barge handling problem as optimizing the sequence in which barges visit the ter-
minals inside the port and determining the order in which the barges will be handled
in the terminal. This problem addresses only the optimization of barge performance
inside the main port, and not the servicing of barges in the inland terminals. Barge
reloading in inland terminals has a large influence on the overall performance of
hinterland transportation. The quality of hinterland transport has become increas-
ingly important for the competitiveness of a seaport. Shippers and carriers value not
only on the performance of a seaport, but also its accessibility to the hinterland [9].

Containers are stacked inside the barge (usually up to 4 containers in height), and
the number of tiers and bays varies depending on the type of barge. Since every
section of the river has a maximum allowed depth gauge, the maximum size and
capacity of barges on each section of the river is already known, in contrast to sea
container terminals, where the size of ships is continually increasing.

The most common reloading machine in typical river container terminals (Fig. 3)
is the Rail Mounted Quay Gantry crane (RRMQG) - this abbreviation will be use
here for quay cranes in river terminals. The manner in which these cranes oper-
ate is functionally different from the quay gantry cranes in sea container terminals.
RRMQGs have three different operational movements, in contrast to quay gantry
cranes in sea terminals, which have two types of operational movement and one
auxiliary movement (gantry movement along the quay).

By design and type of operational movement, RRMQGs are similar to the RMGs
used for manipulating containers in container yards of modern automatic container
terminals. As mentioned previously, RMGs operate in a container block with access
points at both ends. At these points, the crane reloads containers to/from trucks or
AGVs (automated guided vehicles). The operation of RRMQGs is more complex
and versatile. RRMQGs are used for reloading containers to/from barges, trains,
and trucks, and for manipulating containers inside the yard. In comparison with
RMGs, RRMQGs usually have greater span and reach due to the requirements of
covering a greater area, often the whole river container terminal. This paper deals
with RRMQG scheduling in river container terminals for reloading barges.
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Fig. 3 Typical layout of river container terminal

4 Main Assumptions and Model Definition

The basic movements of the RRMQG are vertical motion of the spreader, trolley
motion and gantry motion. Due to safety reasons, all three motions are never per-
formed simultaneously. Thus there are two types of motion. Rectangular motion,
where each movement is performed separately, and Chebyshev type motion of the
trolley and gantry simultaneously.

Since the destinations of the containers on a barge are usually distributed among
several inland terminals, they will be only partially loaded or unloaded at each ter-
minal (Fig. 4). It is assumed, as in [4], that rehandles are replaced in the same stack
from which they were removed. The rehandled container is unloaded to the nearest
location inside the terminal and loaded back in the same stack, so every rehandle
can be represented as one unloading task and one loading task. This is a realistic
assumption from the operational aspect, since moving a container to another stack
complicates identification and container tracking, and increases the complexity of
stowage planning.

For barge reloading, the crane transfers containers directly from the barge to the
container yard and vice versa. The most common practice in river container ter-
minals is that containers inside the yard are sorted according to operator, size and
destination. The reasons are ease of organization and system tracing and monitoring,
so containers from two operators or of two types are not mixed in the same bay. It is
assumed that the number of rehandles inside the terminal is the same for every fea-
sible scheduling. Since the arrival of the barge is known at least one day in advance



292 E. Pap et al.

Fig. 4 Different tasks inside one bay of the barge

we assume that the stowage plan of the barge and the location of all containers in
the yard is known in advance.

As already mentioned, the RRMQG transports containers directly to the yard
and, depending on the spatial planning, it can be assumed that the location of re-
trieving/disposal for each container can be anywhere in the yard.

The typical procedure for RRMQG scheduling is to use single cycle reloading
(Fig. 5). Double cycling consists of unloading one stack and then combining the
reloading of that stack with the unloading of another stack (Fig. 6).

Barges have significantly poorer stability than ships. Reloading is performed
stack by stack so that stability is not compromised, since the problem of stability
should be analyzed separately for each type and size of barge. There is also the
problem that the weights of the containers inside the barge are not always known.

Since the vertical motion, frequency of locking/unlocking the spreader and posi-
tioning times are the same regardless of whether single or double cycling is imple-
mented, only horizontal motion has to be analyzed to optimize barge reloading, so
the goal is to minimize the horizontal motion. It can be seen that for performing one
unloading and one loading task, the difference between single cycling and double
cycling is the time difference between empty horizontal crane moves in the single
cycle and the time of horizontal movements between locations for unloading and
loading in the yard. If this difference is defined as time saving, then the optimiza-
tion problem can be reformulated in terms of maximizing time savings.

When the crane is performing Chebyshev type motion, gantry and trolley move-
ment are performed simultaneously. The time necessary to transport a container
from point A to point B is equal to the longer transportation time (gantry or trolley
transportation time). The time saving (T S) can be calculated as:
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Fig. 5 Single cycle for RRMQG

Fig. 6 Double cycle for RRMQG

T S = max(|x1− x0|, |y1− y0|)+max(|x2− x0|, |y2− y0|)−max(|x2− x1|, |y2− y1|),

where xi and yi are time coordinates. xi represents the time for gantry movement
along the quay from the origin of the coordinate system to location i in the terminal,
and yi represents the time for trolley movement along the axis perpendicular to the
quay from the origin of the coordinate system to location i in the terminal (Fig. 7).
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Fig. 7 Horizontal movement for single and double cycle

Theorem 1. For Chebyshev type movement, the difference in operation time as a
result of the application of the double cycle is always positive; i.e., T S≥ 0 for all xi

and yi (i = 0,1,2).

Proof. We shall investigate the two cases presented in Fig. 7.

Case A
For the case of x0 � x1 ∧ x0 � x2 for ∀xi > 0 (Fig. 7-case A), we need to prove the
following inequality

max(|x1− x0|, |y1− y0|)+max(|x2− x0|, |y2− y0|)≥max(|x2− x1|, |y2− y1|). (1)

Without loss of generality, we move the origin of the coordinate system to the point
(x0,y0), implying x0 = 0,y0 = 0. Then, the previous inequality reduces to the in-
equality

max(x1,y1)+max(x2,y2)≥max(|x2− x1|, |y2− y1|).
The last inequality is a consequence of the following two inequalities:
max(|x1− x2|)≤max(x1,x2) and max(|y1− y2|)≤max(y1,y2).

Hence, Theorem 1 is proved for case A.

Case B
For the case where x1 < x0 < x2 (Fig. 7-case B), we need to prove the inequality (1).
Without loss of generality, we can suppose that y0 = 0. Then, we have y1,y2 > 0 and
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|x1− x0|+ |x2− x0|= |x2− x1|. (2)

Therefore, (1) reduces to the inequality

max(|x1− x0|,y1)+max(|x2− x0|,y2)≥max(|x2− x1|, |y2− y1|). (3)

We now investigate the following cases.
Let |x2− x1| ≥ |y2− y1|. Then:
With an assumption that y1 ≤ |x1− x0| and y2 ≤ |x2− x0|, the inequality (3) by

(2) reduces an equality.
With an assumption that |x1− x0| ≤ y1 or |x2− x0| ≤ y2, we obtain the inequality

(3) using (2).
Let |y2− y1| ≥ |x2− x1|. Then:
With an assumption that y1 ≥ |x1− x0| and y2 ≥ |x2− x0|, and using y1,y2 > 0,

the inequality (3) reduces an obvious inequality

|y2− y1| ≤ y1 + y2.

With an assumption that y1 ≤ |x1 − x0| or y2 ≤ |x2 − x0|, we obtain inequality (3)
using (2). We note that for the case of y1 ≤ |x1− x0| and y2 ≤ |x2− x0|, we obtain
the equality |x2− x1|= |y2− y1|.

Hence, Theorem 1 is proved for case B.
Since we have checked all cases, Theorem 1 is proved.

5 Maximization of TS and Stack Sequencing

A dynamic programming algorithm is designed to maximize time savings. We as-
sume that there are n containers that need to be loaded into a previously unloaded
stack and that there are m containers that need to be unloaded from another stack.
We also assume that the locations of the containers in the barge and in the container
yard are known in advance. Let i represent the label of the container in the stack
that needs to be loaded and j represent the label of the container from the stack that
needs to be unloaded. Then the matrix of time savings can be created as follows:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1,1 a1,2 · · · a1,j-1 a1, j · · · a1,m−1 a1,m

a2,1 a2,2 · · · a2,j-1 a2, j · · · a2,m−1 a2,m
...

...
...

...
...

...
...

...
ai-1,1 ai-1,2 · · · ai-1,j-1 ai−1, j · · · · · · · · ·
ai,1 ai,2 · · · ai, j−1 ai, j · · · · · · · · ·

...
...

...
...

...
...

...
...

an−1,1 an−1,2 · · · an−1, j−1 an−1, j · · · an−1,m−1 an−1,m

an,1 an,2 · · · an, j−1 an, j · · · an,m−1 an,m

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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where ai,j is the time saving (T S) that is achieved by combining the loading of
container i with the unloading of container j into a double cycle. From matrix A we
can create a summary matrix S.

S =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

s1,1 s1,2 · · · s1,j-1 s1, j · · · s1,m−1 s1,m

s2,1 s2,2 · · · s2,j-1 s2, j · · · s2,m−1 s2,m
...

...
...

...
...

...
...

...
si-1,1 si-1,2 · · · si-1,j-1 si−1, j · · · · · · · · ·
si,1 si,2 · · · si, j−1 si, j · · · · · · · · ·
...

...
...

...
...

...
...

...
sn−1,1 sn−1,2 · · · sn−1, j−1 sn−1, j · · · sn−1,m−1 sn−1,m

sn,1 sn,2 · · · sn, j−1 sn, j · · · sn,m−1 sn,m

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where element si, j is calculated as:

si, j =

⎧⎨
⎩

ai, j i = 1, j = 1, ...m
ai, j j = 1, i = 1, ...n
cmax + ai, j i = 2, ...n, j = 2, ...m

Here, cmax represents the maximal bolded element from matrix S. Then the total
time saving is equal to the maximal element of the last row or last column of S.
Maximizing time savings does not necessarily also maximize the number of double
cycles, as in [4] for seaport container terminals. This dynamic programming algo-
rithm has more general significance and can also be applied to other problems in
which there are two set of tasks with strict precedence constraints and where com-
bining any pair of tasks yields some benefit. Optimization of loading and unloading
containers is done using dynamic programming, following which it is necessary to
find a sequence for reloading the stacks to maximize time savings. The schedule for
stack reloading in a bay directly impacts the amount of time saved during reloading
if double cycling is applied.

The model used for stack reload scheduling corresponds to the well-known
method for the maximum traveling salesman problem (Max TSP [5]). Max TSP
can be solved as a TSP by replacing each edge cost by its additive inverse. A for-
mal definition of the asymmetric traveling salesman problem (ATSP) is as follows.
Let G = (V,H) be a given complete digraph, where V = {1, . . . ,d} is the vertex
set and H = {(e, l) : e, l ∈ V} is the arc set; let tel be the cost associated with arc
(e, l) ∈ H (with tee = +∞ for each e ∈ V ). A Hamiltonian directed cycle (tour) of
G is a directed cyclevisiting each vertex of V exactly once, i.e., a spanning subdi-
graph G̃ = (V, H̃) of G such that |H̃|= d (the number of elements in finite set H̃ is
denoted by |H̃| ), and G̃ is strongly connected, i.e., for each pair of distinct vertices
(e, l) ∈V,e< l, both paths from e to l and from l to e exist in G̃. The ATSP is used to
find a Hamiltonian direct cycle G∗ = (V,H∗) of G with a minimum cost ∑(e,l)∈H∗ tel .
Without loss of generality, we assume tel � 0 for any arc (e, l) ∈ H . The following
integer linear programming formulation of the ATSP is well known:
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υ(AT SP) = min ∑
(e,l)∈H

telzel

subject to

∑
e∈V

zel = 1 l ∈V,

∑
l∈V

zel = 1 e ∈V,

∑
e∈Q

∑
l∈V\Q

zel ≥ 1 Q ⊂V : Q = Ø,

zel ≥ 0 e, l ∈V,

zel integer e, l ∈V,

where zel = 1 if and only if arc (e, l) is in the optimal tour.

6 Numerical Experiment

First, we analyzed the effect of the container yard length and width. In all examples,
we assume that there is a random number of containers in every stack that needs
reloading. Results are also presented for different numbers of reloading stacks in
the barge and the effect on time saving of the number of containers in a stack. As
depicted in Fig. 3 we analyzed river container terminals with a range of possible
parameters covering existing systems. The velocities of the gantry and trolley are
both 2 m/s. As shown in Fig. 3, the barge is parallel to the quay and without losing
generality, two barges berthed alongside each other can be considered one barge (8
stacks per bay). In Table 1 the width of the container yard is 42m. In Table 2, the
length of the container yard is 200m. There are two barges (12 bays) that need to be
reloaded and there are 4 containers in a stack.

Table 1 Impact of container yard length on time saving

Container yard length [m] 200 500 700

Time saving [s] 9153 20810 28537

Table 2 Impact of container yard width on time saving

Container yard width [m] 24 36 51

Time saving [s] 8978 9072 9270
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The length of the container yard has a substantial impact on the time savings
achieved, but the effect of width is much less significant because the difference in
terminal width has a much smaller range.

In Table 3 and Table 4, results are presented for a container yard with length 550m
and width 52m. The impact of different numbers of stacks in the bay is shown in Ta-
ble 3 (the number of stacks per bay are 4, 6 and 8), where for all three cases there are
four containers in a stack. Table 4 presents results of time saving for reloading the
barge with different numbers of containers in each stack (for 12 bay for reloading).

Table 3 Impact of different number of the stacks in the bay

Number of stacks in bay 4 6 8

Time saving [s] 8983 15720 22700

Table 4 Impact of different number of containers in the stack

Number of containers in a stack 3 4 6

Time saving [s] 18425 22688 31286

Logically, the impact of time saving using double cycling is greater for larger
barges, and the same is true as the number of containers in each stack increases.

7 Conclusion

Increase in the volume of containerized goods has necessitated research on opti-
mization for container reloading and storage in terminals. The efficiency of con-
tainer cranes, as the lead element in terminals, is of key importance for the perfor-
mance of container terminals.

In this paper, we give an overview of problems in the existing literature con-
cerning seaport container terminals, with the main goal of a precise definition and
determining the differences between seaport and river container terminals. We thus
create a framework for river container terminal and RRMQG operations.

Hinterland transportation of containers is of great significance, and inland wa-
terway transportation is an important element of the overall performances of large
seaport terminals such as Rotterdam, Antwerp, Hamburg and Constanta.

The technical parameters for container quay cranes are different for seaport and
river terminals. There is also a difference in the operational movements of these
two types of cranes. Quay cranes are usually the only handling machine in inland
terminals and are more versatile machines. In this paper, we present properties and
operations of quay cranes for river terminals (RRMQG).
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Numerical experiments on RRMQG operations demonstrate the possibility of
significant time savings, and indicate the influence of different parameters. Depend-
ing on the design of the terminal and the quality of storage planning, time savings
of up to 25% can be attained relative to a single cycle operation.
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Network Monitoring Using Intelligent Mobile
Agents

Goran Sladić, Milan Vidaković, and Zora Konjović

Abstract. Network monitoring is a critical issue in today’s rapidly changing net-
work environment. Existing centralized client-server based network management
frameworks suffer from problems such as insufficient scalability, interoperability,
reliability, and flexibility, as networks become more geographically distributed. This
work describes implementation of the agent-based system for network components
and services monitoring. The system is designed in a modular fashion to provide
easy and efficient inclusion of diverse monitoring objects. Several types of the intel-
ligent agents are defined to perform efficient monitoring of diverse network compo-
nents, services and applications using different monitoring protocols. In proposed
architecture, we use an ontology for representation of monitoring information to
provide semantics for building an underlying knowledge base that not only allows
agents to communicate, but also to reason with each other, enabling the desired
tasks to be performed collaboratively. The system implementation is based on the
XJAF (Extensible Java-based Agent Framework) agent framework and the Java EE
technology.

Keywords: Intelligent mobile agent, network management, network component,
extensible Java-based agent framework.

1 Introduction

The functionality of a computer network can be described by availability of the
services for end users. It can be threatened if there are problems regarding func-
tionality of network elements. These problems involve network elements failure
and malfunctioning. Network management is a comprehensive activity whose goal
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is to minimize network failure and malfunctioning. It is a critical issue in today’s
rapidly changing network environment. Existing centralized client-server based net-
work management frameworks suffer form problems such as insufficient scalability,
interoperability, reliability, and flexibility, as networks become more geographically
distributed. Network management implies enforcement of the following processes:

• monitoring,
• notification, and
• problem solving.

Monitoring is the process of data acquisition regarding network elements function-
ality. Effective monitoring provides state information with the required accuracy to
the right places in the network, at minimum cost. Identification is the process of
failure and malfunction detection, based on data gathered during network monitor-
ing. Notification informs system environment about changes in network functioning.
Problem solving involves actions required to fix malfunctioning or broken devices.

Due to a lack of support for standardized monitoring and management proto-
cols, heterogeneity of network components, ever-increasing network deployment,
and rapid development of new network technologies, flexible mechanisms to moni-
tor network are highly required. Instead of using one centralized application, which
is usually complex, a group of simple collaborating software systems can solve the
same problem more efficiently. These facts implicate the agent paradigm (agent
technology) as a suitable candidate solution for development of network manage-
ment systems [2, 7] due to their commodity for implementation of small software
components which can achieve the common goal in collaboration. They decentralize
processing and control and, consequently, reduce the traffic around the management
station and distribute processing load.

The use of semantic models eases interoperability between different management
domains and applications, not at the level of data exchange, which is mostly solved
with standard data models that currently exist (e.g., SNMP MIB), but at the level of
knowledge sharing [18]. Achieving this objective enables different administrators
and/or management software components to clearly understand the definitions and
management rules and goals provided by other administrators (possibly using dif-
ferent management platforms). It also enables the understanding of what the admin-
istrators and/or management software components really meant when they provided
these definitions and management objectives. The use of this semantic modeling
approach also benefits the non-trivial processes related with network management.
Examples of these processes are conflict detection and resolution and policy refine-
ment from high-level objectives to low-level configurations.

In this paper we propose extensible network monitoring system based on the
mobile intelligent agent architecture and ontology for representation of monitor-
ing results. The proposed architecture is based on the XJAF (Extensible Java-based
Agent Framework) [17, 21, 23, 26, 24, 25] agent framework. Several types of the
intelligent agents are specified to perform efficient monitoring of diverse network
components, services and applications using different monitoring protocols. Thus,
system provide easy and efficient inclusion of diverse monitoring objects. We
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believe an information and ontological modeling-based approach delivers consid-
erable improvements over existing manually-configured network monitoring solu-
tions due to several reasons. First, it enables a formal representation of monitoring
results and supports rich representation of different contextual information. Sec-
ond, it allows the necessary semantic interoperability between different systems and
also enables easy adjustment of the model for use in different systems or for differ-
ent purposes. Finally, it provides a high degree of inference making by providing
additional vocabulary along with a formal semantics to define classes, properties,
relations and axioms. The proposed system can be easily adapted to use different
ontologies.

The rest of the paper is structured as follows. Section 2 reviews the related work.
Section 3 presents an overview of the XJAF agent framework. The system archi-
tecture is presented in Section 4. Section 5 concludes the paper and outlines further
research directions.

2 Related Work

Ku et al. in [12] propose a framework for an intelligent mobile agents architec-
ture to achieve distributed network management. The proposed architecture reduces
the complexity of network management at the managing entity by delegating part
of the management responsibility to the managed network entities. The framework
includes the mobile agent architecture, travel plan, action plan, management dele-
gation, intelligence and security.

The solution proposed in [2] uses mobile agents to measure network monitor-
ing performance. Mobile agents move across the network and gather responses of
SNMP queries. Aglets Software Developer Kit was used as agent development en-
vironment. Initial results indicate that the mobile agent approach performs better in
network monitoring when the number of network nodes increases significantly.

The system presented in [7] consists of two modules. One provides the agent
construction toolkit (the AgentBean Development Kit, ADK) and the other is a plug-
in abstraction layer for existing mobile agent platforms enabling execution of mobile
agents created with ADK. As a case study for this system, an example of network
topology determining is presented. Agents are used for determining topology of the
given network. Whenever an agent moves to a new place, it queries the local host
routing table using the preconfigured SNMP query. The agent stores the routing
table retrieved from the local host. Then, it checks which hosts from the routing
table are running one of supported agent platforms. These hosts are stored in the list
of hosts to be visited providing they have not already been visited.

A distributed intrusion detection system for ad hoc wireless networks based on
mobile agent technology is proposed by Kachirski and Guha [11]. By efficiently
merging audit data from multiple network sensors, authors analyze the entire ad hoc
wireless network for intrusions and try to inhibit intrusion attempts. Presented ap-
proach restricts computation-intensive analysis of overall network security state to
a few key nodes. These nodes are dynamically elected, and overall network security
is not entirely dependent on any particular node.
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Nowak and Bagrij in [16] describe the subject of using the multilevel distributed
agent-based architecture for network monitoring purposes, thus making possible
to efficiently gather data which may be useful for building comprehensive view
of the whole network in automated way. A network model created by proposed
approach may find applications in further stages of management process, which
tends to increase system dependability, e.g. using it as one of inputs of computer
network simulator.

The network performance monitoring using mobile agents is presented in [19].
The proposed solution is used for monitoring following parameters: source address,
destination address, number of packets, startup time, down time and bandwidth uti-
lization of the network component.

Aversa et al. in [3] propose a distributed model for delivery of services which
exploit pervasive extension composed of different kind of sensors and actuators. The
presented solution uses autonomous agents which execute on embedded devices.
They can be configured to collect information from close sensors and to check the
compliance of user activities with a set of rules.

Ho et al. in [8] present a scalable framework for wireless network monitoring.
The proposed framework relies on a distributed set of agents within the network to
monitor network devices and store the collected information at data repositories. Its
key features are its extensibility for new functionality and seamless support for new
devices and agents in the monitoring framework.

The research [20] discusses different attacks in wireless sensor networks and how
these attacks were efficiently detected by using the proposed agent based model. The
given model identifies the abnormal events in a largely deployed distributed sensor
network.

Stephan et al. in [22] present a case study in the design, implementation, and eval-
uation of a network management platform based on mobile agents. In this frame-
work, a management platform is realized using a number of different types of agents
that can be dispatched to a remote site for collection and processing of management
information depending on the situation/management event. The given framework
uses ontology database to define the scope of the knowledge maintained by family
of agents and management database to store all management information as in the
case in traditional management platforms.

Jennings et al. in [10] contend that the essence of autonomic network manage-
ment is the capability of a system to self-govern its behavior, but only within the con-
straints of the (human-specified) goals that the system as a whole seeks to achieve.
Authors propose the use of information and ontological modeling to capture knowl-
edge relating to network capabilities, environmental constraints, and business goals
and policies, together with reasoning and learning techniques, to enhance and evolve
this knowledge.

Yang and Chang in [27, 28] focuses on how to effectively integrate different
networking devices under various enterprize environmental demands to develop a
network monitoring management system. Intelligent network management system
with ontology-supported multi-agent techniques is proposed. They present a sys-
tem to collect information through the cooperation of intelligent agent software, in
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addition to providing warnings after analysis to monitor and predict some possible
error indications among controlled objects in the network.

Carrera and Iglesias in [4] present a multi-agent system architecture for network
diagnosis under uncertainty that combines two reasoning processes: semantic rea-
soning and Bayesian reasoning. Given approach proposes to use Bayesian inference
to handle uncertainty inherent in any diagnosis process and semantic inference to
discriminate which action is the best one to perform depending on the available
data.

An approach to define and execute composite network management processes
based on semantic web service technologies is presented in [5]. For this purpose,
web services and the semantic web technologies are used. Authors use representa-
tion of composite processes with the OWL-S service ontology.

Lopez de Vergara et al. in [14] present an approach that uses OWL to define
network and system management information. The paper [13] proposed an algo-
rithm for mapping CIM, as well as other information models, into a common on-
tology. The given solution uses ontology interaction techniques to improve the net-
work management information interoperability. The proposed method takes into ac-
count the semantic contained in the information. With this, a common model can be
generated to be used by a manager, independently of the underlying management
domains.

Moraes et. al in [15] propose the MonONTO domain ontology for network mon-
itoring. It brings together terms related to the domains of advanced Internet applica-
tions and their QoS requirements, to network monitoring environments, and aspects
concerning end-users. The MonONTO major goal is to enable the organization of
this knowledge and allow for the creation of a knowledge base comprising infor-
mation about that domain and the implementation of an expert system, which will
advise the user or the network administrator about the possible performance of an
advanced network application at a given time.

3 Extensible Java-Based Agent Framework

The main goal of this research was to develop agent-related technologies in the field
of network monitoring. Since our previous research [17, 21, 23, 26, 24, 25] has
produced the fully operational Java-based agent framework, the decision was made
to use Extensible Java-based Agent Framework (XJAF) as the basis of this project.

The framework is based on the Java EE technology. The Java EE technology is
particularly useful because it comprises a large set of technologies and provides for
scalability, reliability and has the large number of implementations. XJAF uses the
plug-in technology which provides additional flexibility, since it allows components
to be substituted by others without rebuilding the whole framework. XJAF is FIPA
[1] compliant agent framework based on the Java technology and introduces the
following concepts:
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• message exchange,
• agent mobility
• security, and
• agent and service directories.

Also, this framework proposes additional component of the agent framework: the
interfacilitator connectivity component which defines how separate facilitators form
a network.

The XJAF system consists of clients, the FacilitatorProxy component and
Facilitator component (see Figure 1). The clients refer to the facilitators for task
execution. The task is being executed by the agents recruited by the Facilitator
component. The Facilitator component, which is the main component of the frame-
work is implemented as an EJB component. This component is deployed in the Java
EE application server and is not directly used by the client. For this purpose, the
FacilitatorProxy component is used. FacilitatorProxy ensures that the client appli-
cation can access the facilitator. It also hides all techniques necessary for work with
agents from the client. The client only needs to connect to FacilitatorProxy and pass
it the task or the ACL (Agent Communication Language) [9] message. It also passes
the corresponding listener, which would notify it of the execution result. All other
details are managed by FacilitatorProxy.

NetworkClient
application FacilitatorProxy Facilitator

Client Server

Fig. 1 Communication between client and facilitator

The facilitator forwards parts of its job to the corresponding managers. The
managers are instances of classes implementing the corresponding managerial in-
terfaces. The AgentManager interface is responsible for allocating and releasing
agents. It represents the Agent Directory Service component of the FIPA specifica-
tion. The TaskManager interface manages the tasks. It stores tasks, assigns tasks to
corresponding agents and provides a way of notifying the client of the results. The
MessageManager interface is responsible for inter-agent communication and it ac-
tually represents the Transport Message component of the FIPA specification. The
ConnectionManager interface manages inter-facilitator connections and relations.
The SecurityManager interface defines security aspects of the agent framework. The
ServiceManager interface defines service directory and represents Service Directory
for the Services component of the FIPA specification.
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The classes which implement the mentioned interfaces respect the corresponding
algorithms for individual functions. The system is designed so that it is possible to
choose an arbitrary manager when configuring provided that it implements the given
interface. This enables use of arbitrary managers whose existence is not necessary
at compile-time, but is at the time of initialization (plug-in concept). Figure 2 lists
all the managers in the framework.

AgentManagerImpl ConnectionManagerImpl TaskManagerImpl MessageManagerImpl SecurityManagerImpl ServiceManagerImpl

ConnectionManager TaskManager MessageManager SecuirtyManager ServiceManager

Facilitator

AgentManager

Fig. 2 Functionality of individual parts is assigned to managers

The facilitators are connected into the hierarchically organized agent network
(as shown in Figure 3). This network generally has one root node and a number
of descendant nodes. Each facilitator is automatically registered on the network at
the initialization time. This means that the developer does not have to know the
exact address of an arbitrary facilitator and does not have to maintain the list of
all available facilitators. Instead, the nodes are registered automatically and the list
of all available facilitators is maintained automatically. If each agent framework
is connected to a particular system, this automatically makes the network of those
systems available.

Subnetwork
Subnetwork

Facilitator hierarchy

Subnetwork handled by facilitator

Primary
Facilitator

Facilitator
2

Facilitator
3

Facilitator
6

Facilitator
5

Facilitator
1

Facilitator
4

Fig. 3 Example of agent framework network
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One example of an agent network used for the computer network monitoring is
displayed in the Figure 3. This network is organised as a hierarchical network of
agent frameworks. Each node in this agent network is a single agent framework
which handles certain subnetwork(s). The node is registered on the agent network
at the initialisation time. This organisation provides dynamic network setup since
all frameworks register during setup and unregister during shut down.

4 System Architecture

The proposed system supports three basic operations: creation of monitoring or dis-
covery configurations, monitoring specified properties of registered network com-
ponents or services, and discovery of unregistered network components or services.

The global architecture is presented in Figure 4. A client uses agents in the agents
network to store created network monitoring or discovery configurations in the con-
figuration base. Another agents from the agents network use these configurations to
perform network monitoring or discovery of network components or services. After
monitoring or discovery is done, agents uses obtained results to create ontology in-
dividuals and populate them to ontology base. The client can access to the ontology
base to get required information.

Client Facilitators

Ontology
base

Config
base

Network
monitoring

agents

Agent network

Fig. 4 Global arhitecture

4.1 Client

The client sends a task to the facilitator. The facilitator looks for an appropriate
agent and forwards the task to it. Communication between a client and the fa-
cilitator is asynchronous. This agent framework uses the concept of listeners for
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communication between the client application and the framework. A listener is a
Java class which has specialised methods to be invoked when the appropriate type
of event occurs. In this case, there are four types of events [26]:

• action started event, which is invoked when an agent starts the task execution,
• action performing event, which is invoked when an agent partially finishes exe-

cution of the task, and
• action complited event, which is invoked when an agent finishes the task

execution.

listener.actionPerformed
sendMessage

result

execute
sendMessage

execute

Client Facilitator AgentFacilitatorProxy

listener.actionPerformed
sendMessage

result

execute
sendMessage

execute

Fig. 5 Task execution sequence diagram

The task can be done in a single step, in which case the first and the third mes-
sages appear in the given order. If the task needs more steps to be performed, the
action started event is generated, then an arbitrary number of the action perform-
ing events is generated, and at the end, the action completed event is generated.
The only parameter of these three methods is the instance of the AgentEvent class,
which contains the result of task execution [26]. Figure 6 shows relation between
the client application and the classes used for communication with agents. The class
ConfigTask models the configuration tasks that client sends to agents. The Monitor-
ingTask subclass describes information necessary to perform monitoring, while the
DiscoveryTask subclass describes information for discovery of new network compo-
nents or services. The class AdHocMonitoringTask provides mechanism by which
the client can run the ad hoc monitoring, without creating monitoring configuration,
and to immediately receive monitoring results. The ConfigurationListener listener
class receives results of the ConfigTask subtasks execution, while AdHocMonitor-
ingListener receives results of the ad hoc monitoring tasks.
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AgentTask
AgentListener

ConfigTask
{abstract}

AdHocMonitoringTask AdHocMonitoringListener ConfigListener

Client

MonitoringTask DiscoveryTask

Fig. 6 Client classes for comunication with agents

4.2 Agents

The agents used for network monitoring are presented in Figure 7. The client uses
ClientAgent for communication with the other agents in the network. Using this
agent the client can add a new configuration task in the configuration base or initiate
a new ad hoc monitoring. DispatcherAgent reads configuration base and manages
monitoring and discovering processes. Monitoring is performed by a subclass of the
MonitoringAgent class. Currently three subclasses are created. The class SNMP-
MonitoringAgent uses SNMP (Simple Network Management Protocol) for moni-
toring, the class JMXMonitoringAgent uses JMX (Java Management Extensions)
for monitoring, while the class WebServiceMonitoringAgent uses web services to
perform monitoring. The subclasses of the DiscoveryAgent class are used for net-
work components or services discovery. OntologyAgent uses monitoring or discov-
ery results to create ontology individuals ad populate them to the ontology base. The
system is designed to support different ontologies. To support a new ontology only
a proper implementation of the OntologyAgent subclass should be implemented.
The MonONTOAgent creates ontology based on the MonONTO [15] ontology. Ag-
gregateOntologyAgent creates ontology instances by combining results of different
monitoring and/or discovery tasks.

In order to execute their task agents rely on the proper services (seee Figure
8). The ConfigService class is used for accessing to configuration base. ClientAgent
uses this class to manage configurations defined by user, while DispacherAgent uses
ConfigService to read configuration tasks. OntologyService provides uniform access
to the ontology base. Using this class, agents can uniformly access to ontology data
in different repositories such as relational databases, XML databases or specialized
RDF stores. This class defines methods for the basic CRUD (create, read, update,
delete) operations and operations for searching and reasoning ontology. In order to
create proper ontology instances the AgregateOntologyAgent class uses subclasses
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Agent

ClientAgent

MonitoringAgent

DispathcerAgent

DiscoveryAgent

OntologyAgent
{abstract}

AggregateOntologyAgent
{abstract}

SNMPMonitoringAgent JMXMonitoringAgent

WebServiceMonitoringAgent

SNMPDiscoveryAgent JMXDiscoveryAgent

WebServiceDiscoveryAgent

MonONTOAgent

AggregateMonONTOAgent

Fig. 7 Agents for network monitoring

of the OntologyAggregator class. OntologyAggregator represents the implementa-
tion of a proper algorithm that uses monitoring and/or discovery results to produce
ontology instances or some other information that another OntologyAggregator will
use to produce ontology instances. The AgregateOntologyAgent class can combine
more the OntologyAggregator subclasses to produce ontology instances. The Ag-
gregatorRegistryServices class represents the registry that keeps information which
OntologyAggregator subclasses are needed to create ontology instances for each
AgregateOntologyAgent subclasses.

0..*

1..*

0..*

1..1
1..1 0..*

AggregatorRegistryServiceConfigService

OntologyAgent
{abstract} 

AggregateOntologyAgent
{abstract} 

DispathcerAgent ClientAgent

OntologyAgregator
{abstract} 

OntologyService

Fig. 8 Services for network monitoring

4.3 Configuration

We use XML Schema to model configuration tasks. The monitoring configuration
tasks is presented in Figure 9, while discovery configuration task is presented in
Figure 10. The monitoring object (discovery object) element contains name of the
network service/component for which monitoring (discovering) configuration is de-
fined. The monitoring agent (discovery agent) element contains the name of the
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agent which will perform monitoring (discovery) of the given object. The agent de-
fined by the ontology agent element will be used to produce ontology instance using
monitoring (discovery) results. If the condition defined by the condition element is
defined than task will be executed only if the condition is satisfied. The element
nodes contains a list of nodes (facilitators) to which agent will migrate and execute
monitoring or discovery task. If a condition is assigned to a node, task will be ex-
ecuted on the node only if the condition is satisfied. The element schedule period
defines when task should be executed. For each task arbitrary number of parameters
can be defined (e.g. how long monitoring should last, on which port is web server,
etc.). For each parameter name, type and value is defined.

monitoring_task

monitoring_object

monitoring_agent

ontology_agent

condition

nodes node

1..

facilitator

condition

schedule_period

params param

1..

name

type

value

*

*

Fig. 9 XML Schema for monitoring task

discovery_task

discovery_object

discovery_agent

ontology_agent

condition

nodes node

1..

facilitator

condition

schedule_period

params param

1..

name

type

value

*

*

Fig. 10 XML Schema for discovery task
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The condition is based on the condition for context defined using ontologies from
our earlier research presented in [6]. The condition is defined as a logical expression
which may consist of queries for searching ontology (like SPARQL), functions, logi-
cal operators {¬,∧,∨} and comparison operators {<,≤,>,≥,=, =}. The functions
are used to retrieve some current information from a system, like what is current node.
The condition defined in the EBNF notation is presented in the following Listing.

Condition ::= Query
| Function
| Condition BinaryOperator Condition\\
| UnaryLogicalOperator Condition
| "("Condition")"
| "TRUE"
| "FALSE"
| String
| Number

BinaryOperator ::= ComparsionOperator|LogicalBinaryOperator\\
ComparsionOperator ::= "<"|"<="|">"|">="|"=="|"!="
LogicalBinaryOperator ::=\\ "$\&\&$"|"||"
UnaryLogicalOperator ::= "!"
Query ::= "QUERY {" (String|Function)\\{String|Function} "}"
Function ::= "$$"Name"("[Param{","Param}]")$$"
Param ::= String|Number|\\Function|Query

4.4 Monitoring Process

The monitoring process is described using sequence diagrams in Figure 11 and Fig-
ure 12. The process is initiated by DispatcherAgent (see Figure 11) which reads
monitoring configurations from the configuration base using the ConfigService class.
While task condition is satisfied DispatcherAgent verifies a condition of the current
node and if that condition is satisfied it sends message with monitoring parameters
to MonitorAgent. After MonitorAgent finishes monitoring it informs DispatcherA-
gent about results. Verification of the condition before a new monitoring message
is sent to MonitoringAgent provides ontology dependant monitoring process. Dis-
patcherAgent agent will continue or stop to sending new monitoring messages based
on previous monitoring information from the monitoring base.

When MonitoringAgent receives the monitoring message (see Figure 12), it first
checks should it migrate on another node. If migration is required the agent finds
remote facilitator, by using the local facilitator, migrate to it and perform necessary
initialization. After that MonitoringAgent monitors the specified object. When mon-
itoring is done the agent sends message with monitoring results to OntologyAgent
which creates proper ontology individuals and save them to the ontology base using
the OntologyServiceClass.

The process of discovery of unregistered network components/services is similar
tothe process of monitoring of registered objects. Execution of a discovery task is
presented in Figure 13. While task condition is satisfied DispatcherAgent verifies a
condition of the current node and if that condition is satisfied it sends message with
monitoring parameters to DiscoveryAgent. On receiving message DiscoveryAgent
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sendMessage(monitoring done)

performMonitoring

sendMessage(monitor)

configuration

readMonitoringConfiguration

DispatcherAgent ConfigService MonitoringAgent

[for each monitoring task in configuration]loop

[for each node and task condition is satisfied]loop

[node condition satisfied]opt

sendMessage(monitoring done)

performMonitoring

sendMessage(monitor)

configuration

readMonitoringConfiguration

Fig. 11 Dispatching of monitoring tasks

init

sendMessage(result)
result

save
sendMessage(monitoring results)

doMonitoring

migrate

return

getRemoteFacilitator

verifyMigrateStatus

performMonitoring

MonitoringAgent OntologyAgent OntologyServiceFacilitator RemoteFacilitator

Client

[migrate]opt

init

sendMessage(result)
result

save
sendMessage(monitoring results)

doMonitoring

migrate

return

getRemoteFacilitator

verifyMigrateStatus

performMonitoring

Fig. 12 Monitoring sequence diagram
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verifyMigrateStatus

init

migrate

return

getRemoteFacilitator

sendMessage(discover results)

save
sendMessage(result)

sendMessage(discover results)

discover

sendMessage(discover)

DispatcherAgent Facilitator RemoteFacilitatorDiscoveryAgent OntologyAgent

[for each node and discovery condition is satisfied]loop

[migrate]opt

[node condition satisfied]opt

verifyMigrateStatus

init

migrate

return

getRemoteFacilitator

sendMessage(discover results)

save
sendMessage(result)

sendMessage(discover results)

discover

sendMessage(discover)

Fig. 13 Discovery sequence diagram

verifies is it requested to migrate on another node. if migration is requested the
agent migrates on remote node and perform necessary initialization. DiscoveryAgent
performs specified discovery procedure and sends result message to OntologyAgent
which creates proper ontology individuals and save them to the ontology base using
the OntologyServiceClass. Finally DiscoveryAgent informs DispatcherAgent about
finished job.

5 Conclusion

Disadvantages of centralized network monitoring applications are complexity and
the need for monitoring different types of network services. This model of moni-
toring can be replaced with a large number of small software systems capable of
cooperative network monitoring. This distributed model can be more efficient than
the centralized one. Agent technology can be utilized as an approach to distributed
network monitoring. This paper presents one example of agent-based technology
used for network availability and vulnerability.

The architecture based on intelligent mobile agents under the XJAF agent frame-
work for network monitoring is specified. We propose extensible agent-based sys-
tem for network monitoring which would support monitoring of diverse network
objects (including network components, services and applications) using different
protocols. An ontology is used for representation of monitoring information to pro-
vide rich formal representation of knowledge that not only allows agents to com-
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municate, but also allow to reason with each other, enabling the desired tasks to
be performed collaboratively. The system is designed so that different ontologies
can be used. Future work will include implementation of more sophisticated algo-
rithms for task distribution between agents and support for monitoring using other
protocols.
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Progressive Pedestrian Localization Using
Neural Networks

Markus Gressmann, Günther Palm, and Otto Löhlein

Abstract. The precise localization of pedestrians in images is a difficult problem
with many practical applications in the fields of driver assistance, autonomous ve-
hicles and visual surveillance. Localization can be treated as a subsequent step to
pedestrian detection that aims at finding the exact position of pedestrians in an in-
put image. In this work, two different approaches for pedestrian localization using
neural networks with local receptive fields are presented. The first approach uses a
trained ranking classifier to determine the relative order of image windows in re-
gard to their localization quality (coverage) of the pedestrian. Localization is then
performed via sampling of the window space in the vicinity of an initial detection.
For the second approach, a binary classifier is trained to stepwise move an initial
window towards the optimal position. Only few network evaluations are required
for this method to converge, making it applicable for real-time detection systems. It
is shown how the localization task can be split up into consecutive subtasks, which
allows the training of a dedicated classifier for each subtask. This progressive lo-
calization scheme improves localization precision and simplifies evaluation of the
resulting classifiers. Both approaches are evaluated in detail on the publicly avail-
able Daimler Pedestrian Detection Benchmark dataset and the results are compared
to a standard detection approach based on non-maximum suppression.

Keywords: Neural network, image, pedestrian, binary classifier.
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1 Introduction

The challenging task of finding humans in images has received significant attention
in recent machine learning and computer vision research. It is of particular interest
in the automotive domain, where an accurate estimation of a pedestrian’s position is
the first step towards reliable collision avoidance systems [7, 11, 17]. Most publica-
tions on pedestrian detection aim at finding bounding windows in the image that are
sufficiently close and of similar scale to manually labeled ground truth windows. A
pedestrian is counted as detected, if a similarity measure applied to detection and
ground truth window exceeds a predetermined threshold [5]. This similarity mea-
sure is usually based on the spatial coverage of the two windows, for instance the
commonly used PASCAL measure [8]:

a0(A,B) =
area(A∩B)
area(A∪B)

, (1)

where a detection is counted as a true positive if a0 exceeds 50%. This binary eval-
uation measure does not favor detections that match the ground truth label well, nor
does it punish those that only slightly exceed the coverage criterion threshold. Based
on this observation, the notion of Pedestrian Localization in contrast to Pedestrian
Detection is introduced in [10].

The task of Pedestrian Localization is defined as finding an image window w∗
that exhibits a high value of a0 for a given label wl in an image I:

w∗ = armax
w

a0(w,wl), (2)

where the label position wl can only be inferred from the image data. The key dif-
ference to the detection task is that one wants to find the window that best matches
the label, instead of finding any matching window.

Several applications require or benefit from precise localization of pedestrians in
images. Camera based active collision avoidance and mitigation systems in auto-
motive scenarios depend on accurate input from the vision algorithms. Misjudging
a pedestrian’s position in the image, and therefore in the world, can have fatal con-
sequences. Other sensors, such as radar units or ultrasonic sensors, can be employed
to verify or correct the pedestrian’s position in the world. But even for such fusion
approaches, a reliable estimation of the pedestrian’s location in the image is crucial.

This difference between detection and localization is also reflected in the con-
struction of pedestrian detection classifiers, referred to as training. During training,
the classifier is presented samples annotated with a binary label, declaring the sam-
ples either positive (pedestrian) or negative (non-pedestrian). Negative samples are
obtained by a sliding window-approach on the input images, while positive samples
are generated from ground truth labels. To increase the robustness of the resulting
classifier and to account for errors during labeling, positive samples obtained from
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slightly shifted labels are usually added to the training dataset. It is clear that such a
training procedure, albeit resulting in good detection performance, does not lead to
satisfactory results for the localization task in the sense of (2).

Some authors have proposed to combine the detection and localization tasks. This
is achieved by integrating both into the same framework using Structured Learning
Support Vector Machines [1] or to apply a detector at a fine grid to obtain points of
maximum classifier response [12].

However, this chapter introduces an approach based on [18], that treats detection
and localization of pedestrians as completely separate problems that are solved con-
secutively. An arbitrary detector is used to find an initial estimate of a pedestrian’s
position and scale in the image. A classifier trained specifically for the localization
task, referred to as localizer in the following, is then employed to refine the estimate
and obtain a high match with the ground truth label.

There are several advantages to treating detection and localization independently.
The detector can be chosen to fit the application scenario, while the localizer merely
constitutes an additional post-processing step. Detection schemes that are known to
work well for an application can be retained. Furthermore, superior performance in
both detection and localization is to be expected when a separate dedicated classifier,
specifically designed and trained for its purpose, is used for each task. Evaluation
of the compound system is also simplified, as it is easier to isolate the effects of the
two subsystems.

2 Learning Localization

Pedestrian appearance is highly dynamic in both shape and texture, prohibiting the
use of simple image-based localization approaches. While methods such as hough
transform or cross correlation work well for finding the position of simple rigid
objects, they fail when presented with the high variability of human appearance.

The pedestrian localization task can be made tractable by casting it as a machine
learning problem. Given a suitable model function fp, the goal is to learn the pa-
rameter vector p∗ from a set of labeled input images, so that f can be used for
localization as defined by (2). That is, fp∗ applied to an image window w containing
a pedestrian should exhibit a response monotonically increasing with the coverage
between w and the pedestrian’s label wl :

fp∗(w,wl) = ξ (a0(w,wl)), (3)

with an arbitrary strictly increasing function ξ : R→ R. The window best match-
ing the label can then by found by maximizing the value of fp∗ over the set of all
windows.
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2.1 Learning Localization by Regression

A straightforward way to find the desired parameter vector p∗ is to choose ξ (x) = x
in (3) and apply a regression algorithm to the input data. This amounts to directly
learning the coverage values and reduces the localization task to finding the window
with coverage of 1.0. However, such an approach does not take the layout of the
input space into account. By assuming a fixed aspect ratio, each window in the image
can be represented in 3D XYS-space by an x and y position combined with a scale
factor relative to an arbitrary base scale, i.e. w = (x,y,s). The coverage measure
in (2) can then be regarded as a projection from XYS-space to one dimensional
coverage space.

This non-injective reduction of dimension poses a severe problem for any regres-
sion function. Windows that are far apart in XYS-space and therefore differ greatly
in their image content, have to be mapped to the same target value if they project
to the same point in coverage space. It is also clear that small coverage values are
much more common than large values when the input windows are scattered on a
discrete grid. This skewed distribution of target values causes the regression algo-
rithm to neglect regions of high coverage, yet these regions are of particular interest
for precise localization. Regression appears unsuitable for the localization task, es-
pecially when considering that the actual output values of the model function f are
of little interest. To satisfy (3), it is sufficient that

f (wi,wl)> f (w j ,wl) ∀wi,w j : a0(wi,wl)> a0(w j,wl). (4)

In other words, only the relative ranking of image windows induced by f is required
to find the window with the best match to the ground truth label. This considera-
tion directly leads to our approach of formulating the localization task as a ranking
problem.

2.2 Learning Localization by Ranking

Ranking algorithms are usually employed in an information retrieval context, where
a user issues search queries to a system. The system then has to resolve each query
and present the most informative documents, sorted by their relevance, to the user
[3]. For this, the system uses a learned ranking function r(xi) : Rn →R to assess the
relevance of a document i by features xi extracted from the document’s contents.
Each document is assigned a score by the ranking function and the absolute rank of
a document is obtained by comparing this score to the score of all other documents
returned by the query [2].

During training of the ranking function, the absolute ranking of documents is
given only implicitly by pairwise combination of documents. By considering all
training pairs for one query, an absolute ordering of documents related to this query
is defined. Training pairs are always constructed from documents pertaining to the
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same query and the ranking function is trained with pairs from all queries. Given a
ground truth document pair (xi,xj), the ranking function is trained to assign higher
rank to xi, that is r(xi) > r(xj). This ranking framework can be applied to the lo-
calization task in the following way: All image windows that overlap with a label
window containing a pedestrian can be thought of as the documents returned for one
query. The ranking function now needs to score these windows by their relevance
for the current query (i.e., label). In the case of localization, this is simply the re-
lation described by (4): a window with a high coverage value a0 should receive a
higher ranking score than a window with low coverage.

The same holds true for window pairs presented to the ranking function during
training. Image windows are created for each label on a discrete 3D-grid in XYS-
space with its center on the label. The position and scale of those windows is there-
fore relative to the label position at [x0 y0 s0] = [0 0 1]. As mentioned above, there
is no need to explicitly specify the absolute ranking of the windows. This ranking
can be given implicitly by window pairs pk, where the first element is taken to be of
higher rank and thus of higher coverage in regard to the label window wl:

pk = (wi,w j) : a0(wi,wl)> a0(w j,wl). (5)

It is furthermore sufficient to create only pairs for windows that are direct neighbors
on the grid in XYS-space. Through the transitive property of rank, an ordering of
all windows on the grid is defined. Note that window pairs always belong to the
same label, which causes the classifier to focus on local differences introduced by
shifting or scaling of the input window. Overall, localization by ranking is far more
tractable learning approach than localization by regression. Consider for instance
the desired output value of the localization function for the label window. For the
regression case, the desired target output value is exactly 1.0 for all labels, while in
the ranking case it is sufficient that the label window merely has a higher score than
other windows in the vicinity of the label.

2.3 Learning Stepwise Localization

Another approach to find the image window with the highest possible coverage to a
given pedestrian label can be derived by differentiating (3) with respect to w:

∂
∂w

fp∗(w,wl)∼ ∂
∂w

a0(w,wl), (6)

as ξ is strictly increasing. This result can be interpreted in two ways. First, the
window that best matches the label can be found by gradient descent1 in XYS-space
on the learned model function fp∗ . This approach is discussed in combination with
a ranking function in Section 3.3.

1 Note that the term gradient descent is used here even in cases where the goal is to find the
maximum of a function.
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However, a far more robust approach is to skip the preliminary function fp alto-
gether and to simply learn the sign of the gradient of a0 with respect to an image
window w:

f̂ p∗ = sgn

(
∂
∂w

a0(w,wl)

)
. (7)

The function f̂ p∗ can then be used to implement an efficient iterative stepwise algo-
rithm to find the window that exhibits the highest possible coverage to the unknown
label. This approach will be referred to as stepwise localization for the remainder of
this work:

w← w−η f̂ p∗(w), (8)

where η is the step size in XYS-space. After evaluating f̂ p∗ at the current window
location, the window is moved in the direction returned by f̂ p∗(w). If no sub-pixel
accuracy of the resulting window is required, η can be chosen in such a way that
stepping is always done on a discrete pixel grid.

The main difference to ordinary gradient descent is that the stepping function
f̂ p∗ is learned directly from the input data without any knowledge of the function
whose gradient direction it represents. No actual derivatives are employed in the
calculation of the stepping function, which makes it robust towards noisy input, as
derivatives tend to amplify noise.

By using the sign function in (7), the problem of determining the optimal param-
eter vector p∗ can be cast as a standard binary classification task with the special
case of f̂ p∗ = 0. The training procedure of such a classifier is detailed in Section 3.4.

3 Neural Networks with Local Receptive Fields for Localization

To apply a classifier or a ranking function to an image window, suitable features
first have to be extracted from the window’s raw image data. This is identical to the
pedestrian detection case, where a multitude of feature extraction approaches have
been published in recent years. The most successful features include histograms
of oriented gradients (HOG) [4], local binary patterns (LBP) [20], local receptive
fields (LRF) [7] and combinations thereof [22]. Since to our knowledge there are
no publications on image features particularly suitable for localization, pedestrian
detection features were considered as potential candidates.

Both the HOG and LBP features employed in pedestrian detection build feature
value histograms over overlapping spatial regions in the image. The histograms of
all regions are then concatenated and normalized, forming the final feature vector.
This procedure of sampling histograms on a coarse grid in the image provides a ro-
bust representation of the object contained in the window and is one of the reasons
why these features perform so well for the detection of pedestrians. For the local-
ization task however, the invariance to slight changes in position and scale afforded
by using histograms is actually detrimental.
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Instead in this chapter, a neural network approach using local receptive fields
(NN/LRF) is explored, as this combined classifier/feature architecture has several
properties that are advantageous for localization. The structure of the feature extrac-
tion stage of this neural network is adapted to the classification task during training.
Thus, no prior knowledge about the input data is required, the features are created
data-dependent instead of by manual design. Furthermore, the features operate di-
rectly on the raw input pixels. Unlike HOG or LBP, this feature extraction approach
preserves detail in the image structure. Finally, the network is resistant to overfitting
[7] and can be trained in an online fashion. This is an important property for the lo-
calization task, as hundreds of samples can be generated from one label by shifting
and scaling, causing the training set to be accordingly large.

3.1 Neural Networks with Local Receptive Fields

In the first layer of this neural network architecture, several small feature maps re-
ferred to as local receptive fields are shifted in a fine grid over the input image
window. A non-linearity is applied to the output of each LRF and the vector of all
transformed LRF outputs at each grid position constitutes the input to the second
layer of the neural network. The second layer consists of one or more fully con-
nected output neurons, which also apply a transfer function to their input. Whereas
in a standard multi-layer perceptron (MLP) the neurons of all layers are fully con-
nected, the NN/LRF employs weight sharing, making the network less susceptible
to overfitting. While one hidden unit of an MLP is connected to each input by a
separate weight, one LRF is applied to all image positions using the same weights,
reducing the number of adaptable parameters during training [7].

The NN/LRF architecture is a special case of the generic convolutional neu-
ral network (CNN) framework [14], which in turn is based on the self-organizing
Neocognitron network model [9]. Both these network architectures employ alter-
nating feature extraction layers, where the convolution of several feature maps with
the input image is computed, and pooling layers, where feature responses are inte-
grated over a local neighbourhood. In the NN/LRF network, the full convolution is
usually replaced by discrete sampling positions in the input image at which feature
responses are extracted, requiring less memory accesses and multiply-accumulate
operations. Also, the output layer is directly connected to the feature layer, thus no
feature pooling is employed [15, 21]. Feature pooling is primarily used in a detection
context to achieve invariance to translations of the input, a quality that is detrimental
to the localization task, as explained in the previous section.

Let Np be the number of image positions obtained by shifting LRFs of size M =
Sx× Sy pixels at a step size of Dx and Dy pixels over input windows of size W ×H.
Furthermore, let xik ∈R contain the value of the k-th pixel of the image patch at the
i-th of Np positions and let l jk ∈R contain the k-th weight of the j-th local receptive
field. Then a NN/LRF with one output neuron applied to the pixel patches x of an
input window can be written as:
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net(x) = h

(
Np

∑
i=1

Nlrf

∑
j=1

wi jg

(
M

∑
k=1

xikl jk +θ j

)
+ϕ

)
, (9)

with bias weights θ j,ϕ ∈R, output weights wi j ∈R and transfer functions g :R→R

and h : R→ R applied to layer one and two respectively. The network architecture
is illustrated in Fig. 1.

ljk

wij
net(x)

h(u)
g(u)

Fig. 1 NN/LRF architecture. The input image is scanned with receptive fields making up
the feature layer. The feature layer is fully connected to one or more output neurons. A non-
linearity is applied after each layer

3.2 Training the Ranking Localization Network

Training of neural networks for classification is usually done by stochastic gradient
descent on a cost function. The cost function is based on the error between the
network’s output and the target value over all samples. For ranking neural nets,
the authors of [2] propose a cross-entropy cost function based on the difference of
sample pair network outputs:

oi j ≡ f (xi)− f (x j), (10)

C(oi j) = −P̄i joi j + log(1+ eoi j), (11)

where P̄i j is the probability that sample i is to be ranked higher than sample j.
For applications where the relative rank of all training samples is deterministically
known, P̄i j can be set to 1.0 when pairs are formed accordingly. Using this cost
function, a variation of the popular backpropagation algorithm [16] for the training
of ranking two-layer MLPs is derived in [2].

The above cost function can be employed in the same manner to train a Ranking
NN/LRF by gradient descent [10]. For this, the Elliot Sigmoid [6] is used as the
non-linearity in the first layer:

g(u) =
u

1+ |u| . (12)
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This non-linearity is similar to the standard tanh sigmoid, but much more efficient to
compute, since no exponentials have to be calculated, thus speeding up both training
and application of the neural network. The output neuron transfer function is chosen
as h(u) = u, as no squashing of the output activation is required. Since h is the
identity, ϕ is omitted from the network in this section, as rank is not affected by
linear transformations of the output. In the following, upper indices 1 and 2 are used
to indicate if the current expression pertains to the first or the second sample of
a training pair. Taking derivatives of the cost function with respect to the network
weights gives:

C′(oi j) =
eoi j

1+ eoi j
− P̄i j, gv

i j ≡ g

(
M

∑
k=1

xνikl jk +θ j

)

∂C
∂wi j

=
(
g2

i j− g1
i j

) ·C′, g′vi j,≡ g′
(

M

∑
k=1

xνikl jk +θ j

)

∂C
∂θ j

=
Np

∑
i=1

wi j
(
g′2i j − g′1i j

) ·C′,
∂C
∂ l jk

=

(
Np

∑
i=1

wi jg
′2
i j x

2
ik−

Np

∑
i=1

wi jg
′1
i jx

1
ik

)
·C′.

3.3 Maximum Rank Search

After the Ranking NN/LRF is trained, it can be used to localize pedestrians in im-
ages by finding windows of maximum network output in XYS-space. A straight-
forward way to find the maximum is to simply apply the network to all windows
sampled from the neighborhood of an initial estimate obtained by a detector. How-
ever, the fact that the NN/LRF network is a differentiable function of the input pixels
allows for a more efficient approach. By taking derivatives of the network function
with respect to the coordinates of the image window in XYS-space, the maximum
can be found via gradient descent, for instance finding the maximum in y-direction
would require:

∂
∂y

net(x) =
Np

∑
i=1

Nlrf

∑
j=1

wi jg
′
(

M

∑
k=1

xikl jk +θ j

)
g

(
M

∑
k=1

l jk
∂
∂y

xik

)
. (13)

Unfortunately, as mentioned in Section 2.3, this approach is very susceptible to
noise in the image data and the algorithm can easily get stuck in local maxima.
To alleviate these problems, a method to robustly estimate the gradient direction
without resorting to derivatives is presented in the next section.

3.4 Training the Stepwise Localization Network

The stepwise localization network introduced in Section 2.3 seeks to find the win-
dow position with the highest possible coverage to the unknown label by moving
an initial window stepwise in XYS-space. The training objective of the network
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is to learn the stepping direction in such a way, that the coverage between current
window and label window increases with each step. This can be cast as a classifica-
tion problem with three-dimensional target values t = (t1, t2, t3), tk ∈ {−1,0,+1},
where each dimension represents the true stepping direction along the x-, y- and
s-axis. Although it is not strictly necessary to include zero target values and their
corresponding training samples, as the stepping direction is always either positive
or negative, we found that including them did improve performance slightly.

Using a cross-entropy cost function as for the ranking localization network, the
sample-wise cost to be minimized during training is:

C(x, t̃) =
3

∑
ν=1

t̃ν lognetν(x)+ (1− t̃ν) log(1− netν(x)), (14)

where t̃ contains the target values for sample x converted to probabilities, that is
t̃ν = (tν+1)/2. The network function netν is an extension of (9) for multiple output
neurons. All outputs share the same feature extraction layer, but employ different
output weights:

netν (x) = h

(
Np

∑
i=1

Nlrf

∑
j=1

wi jνg

(
M

∑
k=1

xikl jk +θ j

)
+ϕν

)
. (15)

The Elliot Sigmoid (12) is again adopted as the transfer function for the input layer,
while the output activation is mapped to probabilities using a logistic function:

h(u) =
1

1+ e−u . (16)

Taking derivatives of the cost function with respect to the network weights yields:

δν ≡ netν(x)− t̃ν ,
∂C
∂ϕν

= δν ,

gi j ≡ g

(
M

∑
k=1

xikl jk +θ j

)
, g′i j ≡ g′

(
M

∑
k=1

xikl jk +θ j

)
,

∂C
∂θ j

=
3

∑
ν=1

δν

(
Np

∑
i=1

g′i jwi jν

)
,

∂C
∂ l jk

=
3

∑
ν=1

δν

(
Np

∑
i=1

g′i jxikwi jν

)
,

∂C
∂wi jν

= δνgi j

The weights of the network can be efficiently trained on large datasets using stan-
dard backpropagation [16].

4 Progressive Localization

The localization approaches introduced in the previous section aim at finding
the maximum coverage window in XYS-space either by exhaustive search, or by
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iteratively stepping towards the maximum. Given an input window, an NN/LRF
classifier is used to estimate the goodness of the fit to the unknown label (in the case
of ranking localization), or to determine the most likely stepping direction (for step-
wise localization). This classifier has be very complex, both in terms of trainable
weights and the amount of training samples required, as the input it has to handle
is highly variable. Input samples may contain pedestrians that are heavily off-center
and out of scale, so robustness in regard to strong deviations in position and scale
is required. At the same time the classifier must be sensitive to small changes in the
input images, as to facilitate precise localization.

To deal with these extremes, the concept of progressive localization is introduced
in this section. Progressive localization means splitting up the localization task into
several consecutive subtasks and training one classifier specifically for each of those
subtasks. Assuming that the position of an initial window in the vicinity of the
pedestrian label is known (e.g. by scanning a detector over the image), the local-
ization task can be split up into the following:

Coarse Centering. Starting from an initial window, find a window whose center
is close to the center of the label, while keeping the size of the window fixed.
The classifier used for this task must be able to handle large displacements from
the true center. The resulting window does not have to perfectly match the label
center, but should be sufficiently close to it.

Fine Centering. Refine the window position obtained from coarse centering by
minimizing the distance between the window’s center and the true center. The
windows presented to the fine centering classifier are all close to the label center
due to the previous coarse centering step. The classifier can therefore adapt to
small shifts in x- and y-direction to find the optimal position for the center of the
window, which is then fed into the next localization stage.

Scaling. Scale the input window while keeping its center position fixed to match
the size of the unknown label. As all windows have already been centered on the
label in the previous steps, the classifier for this task can focus solely on changes
in the image structure induced by scaling.

This concept applies to stepwise localization in a straightforward way. Each ini-
tial window is processed successively by every stage in the progressive localization
chain, resulting in exactly one window after each stage. Figure 2, (a), illustrates
the progressive localization chain for stepwise localization. Starting from an initial
window, the coverage between the current window and the pedestrian is successively
optimized in each stage. The algorithm proceeds to the next stage if the current step
yields a position in XYS-space that has previously been visited. All visited win-
dows are sorted by the L2-norm of their classifier activations and the window with
the lowest activation, i.e. the window that is probably closest to the label position in
XYS-space, is passed to the next stage.

For the ranking based localization approach, the vicinity of the initial window is
first finely sampled in XY-space, keeping scale fixed. This set of windows is then
passed to the coarse localization stage. The coarse ranking classifier estimates a
ranking value for each of those windows and only the κ highest ranking windows
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go on to the next stage for fine centering. In this stage, all windows except the
highest ranking one are discarded. For the final stage, the centered input window is
resampled in different scales and the scaling classifier is applied to every resulting
window. Only the highest ranking window is returned as the result of the localization
chain.

Progressive localization with ranking can therefore be viewed as consecutive re-
sampling and filtering of several input windows by three different filters as illus-
trated in Fig. 2, (b). Due to its modular nature, progressive localization has several
advantages over using a single common classifier for all localization tasks. First
and foremost, the local receptive fields learned during training can be specifically
adapted to the task at hand. It is reasonable to assume that image features suitable
for centering might not necessarily be optimal for determining the proper scale. Ex-
periments in Section 5 will show that this is actually the case.

(a) (b)

Fig. 2 Exemplary progressive localization chains. The resulting windows from coarse cen-
tering, fine centering and scaling are shown as solid boxes from left to right (a). Stepwise
localization chain. Dashed boxes show the windows that have been discarded in the current
stage (b). Ranking localization chain. Dashed boxes show the window from the previous step,
including the initial window used as the starting point for coarse centering

Furthermore, different architectural parameters, such as the number of LRFs or
the granularity of the sampling grid can be optimized for each task. Lastly, pro-
gressive localization makes training and evaluation of localization classifiers much
more tractable, as each classifier can be handled independently. If the performance
of the progressive localization chain is not satisfactory, it is easy to find the classifier
which is at fault.

5 Experiments and Results

In this section, the results of the proposed approaches in regard to localization ac-
curacy are presented and evaluation methodology is discussed. All results pertain to
the progressive localization approach both with ranking and stepwise localization.
We have found this approach to be superior to non-progressive localization in every
experiment, so we do not give separate evaluation details for those cases and refer
to [10].
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5.1 Dataset

For training and evaluation of the Ranking NN/LRF, images of the publicly avail-
able Daimler Pedestrian Detection Benchmark dataset [7] were used. The training
set contains 15,660 pedestrian cut-out images obtained from 3,915 ground truth la-
bels by mirroring and randomly shifting the label box by a few pixels. The test
dataset consists of an independent image sequence comprising 21,790 images with
14,132 fully visible pedestrian labels in 259 trajectories. All labels in the dataset
have manually been centered on the pedestrians, see [10] for details of this relabel-
ing procedure.

5.2 Classifier Trainings

5.2.1 Pedestrian Detector

To find pedestrians in the input images and obtain an initial estimate of their po-
sition, a 13-layer cascaded classifier is employed. The first 12 layers use boosted
Haar-like features to discard most non-pedestrian input windows with little compu-
tational effort [19]. The final layer utilizes HOG features [4] and a Linear Support
Vector Machine (SVM) to classify the remaining windows. Each Haar-feature stage
of the cascade is trained on 15,660 positive and negative input windows. Nega-
tive windows are extracted at random locations from the full training images. Four
positive windows per label are generated by mirroring and randomly shifting the
relabeled bounding boxes by 5% of the label width in x- and/or y-direction. For
the training of the last layer HOG-SVM, all windows that have passed the previous
stages are used. The operating point of the trained classicdloc fier is chosen in such
a way that a detection rate of 90% on the test dataset (using the evaluation metrics
in [7]) is achieved. Note that only pedestrian labels with a minimum height of 72
pixels are considered for this evaluation.

5.2.2 Ranking Pedestrian Localizer

The first step in training the Ranking NN/LRF for localization is extracting a set
of training windows from each label and building pairs from these windows. To
this end, windows are sampled on a grid in XYS-space as described in Section
2.2. The sampling volume and granularity relative to the label width, as well as the
resulting number of pairs per label is given in Table 1. Note that X/Y sampling is
done symmetrical around the center of the label, so sampling from 0% to 8% of the
label width also implies sampling from 0% to -8%.

For the coarse centering classifier, large displacements are learned while samples
close to the label center are ignored. The fine and scaling classifiers are only pre-
sented samples close to the center. All classifiers are trained using identical scale
sampling, as scaling is only done in the last stage of the progressive localization
chain. Depending on which stage is trained, different pairings of windows according
to the function of the stage are employed. The coarse and fine centering classifiers



332 M. Gressmann, G. Palm, and O. Löhlein

Table 1 Sampling granularity for localization classifier training and evaluation. All percent-
ages are relative to label box width and sampling distance is symmetrical to zero

Localizer Stage X/Y Sampling Distance
@Granularity

Scale Sampling Factor
@Granularity

Windows/Pairs
per Label

Coarse Centering 6% - 16% @ 2% 85% - 115% @ 3% 1859 / 3432
Fine Centering 0% - 8% @ 2% 85% - 115% @ 3% 891 / 1584
Scaling 0% - 8% @ 2% 85% - 115% @ 3% 891 / 8100

are presented sample pairs that are directly adjacent in XYS-space and share the
same scale. In contrast, sample pairs presented to the scaling classifier may only
differ in scale.

The width and height of the pedestrian labels are increased by a factor of one
third as training samples are extracted. This additional border is required to enable
the classifiers to handle large displacements in location and scale. Before the training
windows are presented to the neural network, they are resized to 32x64 pixels and
normalized to zero mean and unit variance. LRFs of size 8x8 pixels are shifted
on a 4-pixel grid over these normalized windows, resulting in 105 patches (i.e.,
LRF positions) per window. The feature extraction layer of the network contains
64 LRFs, thus the input dimension of the output neuron is 6720. LRF and output
weights are initialized with a zero mean normal distribution. The standard deviation
of this distribution is chosen in such a way, that the sum of inputs of each sigmoid
is in the sigmoid’s linear range [13]. All bias weights are initialized to zero.

The ranking networks are each trained with pairs created from 8 million samples
extracted from 3,915 labels for 50 epochs. A learning rate between 10−3 and 10−4

was found to yield the best results.

5.2.3 Stepwise Pedestrian Localizer

The training parameters for the stepwise pedestrian localizer chain, including the
sampling grid and LRF configuration, are identical to the ranking pedestrian local-
izer. However, the stepwise classifier training uses target values instead of sample
pairings to specify the training objective. For the coarse and fine centering stages,
the target for each window is a two-dimensional vector whose entries constitute the
x- and y-stepping directions, as explained in Section 3.4. The network therefore has
two output neurons. The target value for each of the two dimensions is equal to the
true stepping direction along that dimension, irrespective of the window scale. For
the scaling stage, a scalar target value and a single output neuron is employed. The
target value is equal to the true stepping direction along the scale axis, irrespective
of the window’s x/y position. Just as the ranking networks, the stepwise networks
are trained with 8 million samples for 50 epochs.
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Fig. 3 Results for progressive stepwise and ranking localization chains. The first boxplot
shows the coverage of the initial windows generated by the pedestrian detector

5.3 Localization Results

To test the localization performance of both stepping- and ranking-based approaches,
the pedestrian detector is first scanned over each image of the evaluation sequence
using a fine position- and scale-grid. A confidence-based non-maximum-suppression
[7] is used to prune multiple detections on a single pedestrian.

Each remaining detection window in the image is used as a starting location
w0 for the localizer chains. From this initial window, the window best matching
the label is estimated as described in Section 4. Both approaches are compared us-
ing identical initial detections. The step sizes for the stepping localizers are set to
be identical to the granularity of the sampling grid during training (Table 1). All
percentages are relative to the width of the initial window. The x/y and scale sam-
pling parameters used during progressive ranking localization are also identical to
the training values for each classifier. For each label in the evaluation dataset, the
coverage value of the label window and the window estimated by the stepping and
ranking localizer chains is calculated. The coverage results are shown in Fig. 3 us-
ing boxplots. Red vertical lines mark the median of each sample, while the edges
of the boxes are the 25th and 75th percentile. Outliers are drawn as red markers
and the whiskers of each column stretch to the most extreme data points not con-
sidered outliers. Data points are considered outliers if they exceed a distance of 1.5
interquartile ranges to the first or the third quartile respectively.

The NN/LRF ranking localizer exhibits the best localization performance with a
median coverage value of 0.925 while the stepwise localizer achieves a median cov-
erage of 0.917. Both NN/LRF approaches outperform the detector, which achieves
a median coverage value of 0.852. This result is not unexpected as the stepwise lo-
calization process is far more susceptible to singular errors. While one misranked
sample likely has no effect on the result of the ranking localization, a stepping error
can cause the stepping localization algorithm to terminate with a solution that is far
from the true label value.
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Fig. 4 Distance of window center to label center after the centering stages of the stepwise
localization chain from Fig. 3. The distance is given as a percentage of the label width. The
first boxplot shows the distance of the initial windows generated by the pedestrian detector

On the other hand, stepping localization requires far less classifier evaluations to
estimate the label position. The ranking chain from Fig. 3 needs to compute over
300 classifier evaluations per detection, whereas the stepping classifier requires an
average of 12 evaluations. As every evaluation of the classifier involves the compu-
tation of each LRF response at each position of the input patch, ranking localization
is prohibitively slow for real time applications.

Figure 4 gives detailed results of the two centering stages of the stepwise local-
ization chain from Fig. 3. The first boxplot shows the distance of the initial windows
generated by the pedestrian detector. Distances between the center of the resulting
window and the label center are plotted as a percentage of the label width. Each
centering stage decreases both the median distance to the label, as well as the stan-
dard deviation. Due to classification errors, there is a slight increase in outliers in
each stage. A similar analysis of the scaling stage of a stepwise localizer is shown
in Fig. 5. Here, the scale is given relative to the true label scale. The stage signifi-
cantly improves the scale of the detection window but also introduces some outliers
due to classification errors. These outliers are investigated in the next section. Fig-
ure 6 shows the first 36 local receptive fields of each of the stepwise localization
classifiers. The LRFs have clearly adapted to the different tasks in the localization
chain. Coarse localization seems to require extensive features that respond to ori-
ented contrast. Fine localization also appears to rely on oriented contrasts, but the
learned filters are narrower and more sparse than their coarse counterparts. This
is not surprising, as fine-scale features are necessary to detect small shifts in po-
sition. The scaling LRFs develop high-frequency circular features, likely because
image structures are stretched radially by scaling. These findings confirm the main
motivation for progressive localization, namely that a monolithic classifier forced
to employ the same feature extraction layer for all three localization tasks can not
attain optimal performance.
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Fig. 5 Scale of the window after the scaling stage of the stepwise localization chain from
Fig. 3. The scale is given relative to the true label scale. The first boxplot shows the scale of
the initial windows generated by the pedestrian detector

(a) (b)

(c)

Fig. 6 The first 36 local receptive fields of each of the classifiers from a stepwise localization
chain: (a) Coarse Centering. (b) Fine Centering. (c) Scaling
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Fig. 7 Performance of fine localization as a function of training dataset size. Y-axis shows
median value ±σ of distance to label center as % of label width. Relative size of the dataset
is plotted on the x-axis.
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5.4 Error Analysis

Although the coverage values of most detection windows are significantly improved
by both localization approaches, localization seems to fail for some detections. Sev-
eral pedestrian images for which the coverage value decreased severely after local-
ization (i.e. outliers in Fig. 3) are shown in Fig. 8. The label windows are marked in
green and the windows resulting from progressive localization are displayed in red.

A frequent source of localization errors are pedestrians that are close to each other
and of similar scale, as show in Figure 8, (a)- (c). During the centering stage of local-
ization, the classifier sometimes erroneously moves toward the “background” pedes-
trian, even if the initial detection is closer to the designated pedestrian. The reason
for those errors is likely found in the training dataset which almost exclusively con-
tains fully visible, non-overlapping pedestrians. The above mentioned situation is
therefore unknown to the classifier, causing it to focus on the wrong pedestrian. Ex-
tending the training dataset to include more images of close standing pedestrians is
likely improve performance in those cases. Adding slightly occluded pedestrians to
the dataset would also reduce the number of localization errors induced by occlusion
in the evaluation images such as in Fig. 8, (e).

The classifiers are also prone to errors when applied to images where parts of
the pedestrian exhibit little contrast to the image background (Fig. 8, ( f )), or certain
salient image structures surround or cover the pedestrian contour (Fig. 8, (i) - ( j))
A more sophisticated normalization scheme preceding training and application, as
well as an increase in training images might alleviate those problems.

The NN/LRF classifiers are very dependant on a sufficient number of training
images and at the same time scale very well with large datasets. Figure 7 shows
the relationship between the performance of a fine centering stepping localizer on
the evaluation dataset and the number of images used to train the corresponding
classifier. Classifier performance is in this case given as the median distance (relative
to the label width) of the localization result window to the pedestrian label. Whiskers
show one standard deviation from the median. The size of the training dataset is
plotted on the x-axis as a percentage of the total number of available images (3,915).
All classifiers were trained using otherwise identical parameters and evaluated on
windows obtained from the coarse stepwise classifier from Fig. 4. The number of
local receptive fields was chosen low enough to avoid overfitting by inspecting the
validation error progression over 50 epochs of training.

It is evident that even when using the full dataset, the NN/LRF architecture is
not saturated in terms of training samples. Both median detection performance and
standard deviation decrease linearly for large datasets percentages, motivating the
collection and annotation of additional pedestrian data.
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(a) (c) (e) ( f ) (i)

( j)

Fig. 8 Several outliers from the results of stepwise localization. The pedestrian label includ-
ing additional border pixels for training is shown in green and the window resulting from
progressive localization in red.

6 Conclusions and Future Research

This chapter introduced two different approaches for the precise localization of
pedestrians in images using neural networks with local receptive fields. It was shown
why ordinary pedestrian detection methods and simple regression based on label
coverage are unsuitable for the localization task. Instead, algorithms based on rank-
ing and stepwise optimization to obtain a suitable localization function were pro-
posed. The resulting neural net based localizers can be trained via gradient descent,
learning salient image features from the input data. By dividing the localization
task into multiple subtasks, classifiers specifically adapted to centering and scaling
can be learned. Both approaches were evaluated using a relabeled version of the
Daimler Pedestrian Benchmark dataset [7]. The proposed localizer chains improve
significantly on the results of the pedestrian detector. Ranking localization yields
less outliers than the stepwise approach, while stepwise localization requires only
few classifier evaluations and is therefore suited for real-time applications. In the
future we plan to train networks with more than two layers to increase localization
performance while reducing the number of required LRFs. Furthermore, we want
to investigate how input patches can be normalized to allow the handling of scenes
with poor contrast.
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Bojanić, Vladimir, 285
Borovac, Branislav, 93
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Löhlein, Otto, 319

Manzi, Maddalena, 61
Markovica, Ieva, 237

Markovics, Zigurds, 237
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