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Abstract. The reported accuracies of iris recognition systems are generally 
higher on near infrared images than on colour RGB images. To increase a co-
lour iris recognition system's performance, a possible solution is a multi-
algorithmic approach with an appropriate fusion mechanism. In the present 
work, this approach is investigated by fusing three algorithms at the score level 
to enhance the performance of a colour iris recognition system. The contribu-
tion of this paper consists of proposing 2 novel feature extraction methods for 
colour iris images, one based on a 3-bit encoder of the 8 neighborhood and the 
other one based on gray level co-occurrence matrix. The third algorithm em-
ployed uses the classical Gabor filters and phase encoding for feature extrac-
tion. A weighted average is used as a matching score fusion. The efficiency of 
the proposed iris recognition system is demonstrated on UBIRISv1 dataset. 

1 Introduction 

Iris recognition has become an emerging research topic due to its rich texture with a 
high number of degrees of freedom [1], which has allowed researchers to develop a 
large variety of iris authentication algorithms. Although the performance of the iris 
recognition algorithms is high [2, 3], they require a large amount of constraints on the 
user due to the fact that near infrared illumination is necessary for good quality im-
ages and a reliable operation.  

The majority of iris recognition systems published in the literature have only been 
benchmarked on near infrared images, leaving a question mark on whether these algo-
rithms can perform on colour iris images with a comparable accuracy. The pioneering 
iris recognition system proposed in [1], which uses phase based coding and binary 
features extracted from near infrared images is deployed in most of the commercial and 
military iris recognition devices currently available. This fact led to the formation of 
large iris databases which contain images acquired under near infrared illumination.  

The United States National Institute of Standards and Technology (NIST) [4] con-
ducted a series of iris recognition competitions [5], where the submitted algorithms 
were tested on large scale databases containing near infrared iris images. These com-
petitions allowed the creation of an ISO standard for near infrared iris images [6], 
which will promote the interoperability between various iris recognition acquisition 
devices and authentication algorithms. Generally the near infrared iris image data 
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standard specifies the thresholds for different iris image quality measures, which  
from a practical point of view are translated into how large the constraints on the user 
have to be.  

For iris images acquired in visible spectrum there hasn’t been created a standard 
yet, but over the past several years advances have been made in colour iris recogni-
tion. However, the accuracies obtained in visible spectrum are not yet comparable to 
those obtained under near infrared illumination [7]. The practicability of a colour iris 
recognition system is considerably increased when compared to a near infrared iris 
recognition system because the constraints on the user are significantly relaxed. One 
of the pioneers of iris recognition in visible spectrum is Hugo Proenca, who organized 
a colour iris recognition competition called Noisy Iris Challenge Evaluation (NICE). 
It took place in 2 parts: part1 assessed only the segmentation of a subset of UBIRISv2 
[8] dataset and  in part 2 the classification algorithms were assessed on the same im-
ages. Proenca et al analyzed the results of the second part of NICE competition in [7], 
where they reported that by employing a multi-algorithmic approach between the top 
5 ranked algorithms, the accuracy of the system increases significantly. 

In this paper we employ a multi-algorithmic approach to enhance a colour iris rec-
ognition systems’ accuracy, motivated by the results reported in [7]. We use three iris 
recognition algorithms, two proposed by us in the present paper and one is the clas-
sical method proposed in [1].  

The main novelty of the present work consists of 2 iris feature extraction methods. 
The first one uses the gray levels of the 8 neighborhood of a pixel from the iris texture 
and the second one uses the gray level co-occurrence matrices (GLCM) of the iris 
texture, calculated for 8 directions. Also, we propose a transformation of the match 
scores of the iris recognition systems which enhances the separation between authen-
tic and impostor score distributions. Further, we analyze how the system performs 
when only a small number of pixels around the pupil are unwrapped compared to the 
case when a large number of pixels around the pupil are used to form the unwrapped 
image.  

The remainder of the paper is organized as follows: in Section 2, the component 
algorithms of the multi-algorithm iris recognition systems are detailed. In Section 3 
the separation enhancement method between authentic and impostor score distribu-
tions is presented. The experimental results are reported in Section 4 and conclusions 
are given in Section 5. 

2 Proposed Multi-algorithmic Iris Recognition System 

In Fig. 1 the block diagram of the proposed multi-algorithmic iris recognition system 
is presented. As may be observed, the system only uses the red channel to extract the 
information from the iris texture. The red channel has the closest wavelength to the 
near infrared domain and yields the best accuracy from the RGB colour space, as 
reported in [9]. 
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Fig. 1. Multi-algorithmic iris recognition system architecture 

2.1 Preprocessing 

An iris recognition system consists of five main stages: acquisition, segmentation, 
normalization, feature extraction and matching. For segmentation, the algorithm pro-
posed in [10] was employed. In this work, we benchmarked the multi-algorithmic 
system on images from UBIRISv1 [11], Session 1 dataset. The segmentation accuracy 
on these images was approximately 95%. The remaining 5% were manually seg-
mented, as they contain strong occlusions or other noise factors which make the seg-
mentation difficult. 

The unwrapping was done using the rubber sheet model proposed in [1]. To avoid 
including the eyelashes in the unwrapped image, the circle sector defined between -
45o and +45o of vertical axis was not considered. The unwrapped image dimension 
initially is 120 by 50 pixels for the 8 neighborhood binary encoder and the classical 
phase based feature extraction and 360 by pixels 50 for the GLCM based system. 
Then, 100 pixels are considered around the pupil and the resulting unwrapped image 
dimension is 120 by 100 pixels and 360 by 100 pixels respectively. 

As an efficient image enhancement was reported in [12] to be the second time con-
suming task from an iris recognition system after segmentation, our system does not 
employ any image enhancement techniques. 

2.2 8-Neighborhood Binary Encoder 

The pixel relationships are the basis of the least computationally demanding texture 
analysis techniques, as there is no filtering operation necessary. By using the 8 neigh-
borhood of a pixel, we propose an iris feature extraction method which is computa-
tionally efficient and is therefore suitable to be implemented on mobile or embedded 
devices.  

The working principle of the proposed feature extraction method is a simple, yet 
effective one: the 8 positions of the 8-neighborhood of a pixel may be encoded on 3 
bits, as shown in Fig. 2. When the center pixel is immediately near its neighbors, we 
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have an offset of 1, but the offset may be higher. Considering the values of the 8 
neighbors of a pixel, the 3 bits corresponding to that pixel are the binary code corres-
ponding to the position of the highest intensity value of the 8 neighbor pixels.  

 

Fig. 2. Binary encoding of 8 neighborhood of a pixel 

Additionally to encoding the position of the maximum pixel value of the 8-
neighborhood, the value of the center pixel is compared to the mean of the 8-
neighborhood. If the center pixel has a value smaller than the average, a logical 0 is 
concatenated to the 3 bits corresponding to the position of the maximum neighbor, 
otherwise a logical 1 is concatenated. 

The 8-neighborhood does not have necessarily to be considered for every other 
pixel, it may be considered with a step for the horizontal scan and one for the vertical 
scan. In this way this feature extraction method becomes even more computationally 
efficient. We investigated how the performance varies with the step size via a direct 
search. As a matching algorithm, the Hamming distance is used [1]. 

The three parameters of this feature extraction method are the offset, the horizontal 
scanning step and the vertical scanning step. We found these parameters empirically, 
by taking the first 40 classes from UBIRISv1 [11] Session 1 dataset and computing 
the decidability index [1], which is a measure of the separation between the authentic 
and impostor score distributions. We found that the maximum decidability index was 
obtained for an offset of 7 pixels, a horizontal step of 1 pixel and a vertical step of 5 
pixels. The resulting feature size is 3392 bits for the 120 by 50 pixels unwrapped 
image and 7632 bits for the 120 by 100 pixels image. 

2.3 Co-occurrence Matrix Based Features 

The co-occurrence matrix C for a 8-bit gray level image I is a 256 by 256 matrix 
which contains on row i and column j the counts of the number of pixels pairs  
with the intensity values i and j, which are separated by an offset and are at a relative 
inclination [13]: 
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, , ,  (1) 

where x’ and y’ are the offsets given by the distance d and inclination θ: cossin  (2) 

The GLCM is symmetrical and if it has higher values around the main diagonal, it 
means that the image contrast is low. In the proposed feature extraction method, 8 co-
occurrence non-symmetrical matrices were computed for an unwrapped iris image, 
corresponding to the directions given by the 8-neighborhood. A fused GLCM was 
obtained by averaging the 8 initial GLCM. 

As the iris texture generally does not have high contrast, the higher values of the 
fused GLCM were concentrated around the main diagonal. The presence of noises 
such as eyelashes or reflections in the unwrapped iris image will be observed in high 
values in corner regions of the GLCM. From the original fused GLCM we only keep 
the part of the matrix with rows and columns indexes between 75 and 135. Therefore, 
the feature size will be (135-75+1)2 = 3721 integer positive values. The indexes 75 
and 135 were determined empirically with the criterion of maximizing the decidabili-
ty index for 40 classes from UBIRISv1 dataset, Session 1, while keeping a managea-
ble feature size of 3621 bytes. The larger the amount of data from the original GLCM 
is used, the higher the accuracy of the system will be, but the tradeoff is a higher 
computational demand and a larger template size. 

From the selected 61 by 61 pixels matrix, we consider 20 vectors parallel and 
above the main diagonal and 20 vectors parallel and below the main diagonal. The 
main diagonal was not considered because it provides information about the pixels 
with the same intensity level. Let us denote the 20 vectors above the diagonal with v1, 
…, v20 and the 20 vectors below the main diagonal v-1, …, v-20. In the matching phase, 
initially the Euclidian distances are computed between the corresponding vectors 
extracted from the probe and gallery images. As two initial scores, the means of the 
square roots of the Euclidean distances of the vectors above and below the main di-
agonal are computed using equations (3). The square root was used as a non-linear 
transformation to make the authentic and impostor score distributions narrower.   

 

M1 120 ,
m2 120 ,  (3) 

The two means from equations (3) are used to compute the intermediate scores from 
equations (4). The hyperbolic tangent function is used to normalize the scores be-
tween 0 and 1. Hyperbolic tangent function takes values between 0 and 1 for positive 
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arguments and maps all its arguments which are above 2.5 very close or equal to 1. 
The argument of hyperbolic tangent was used to bring the impostors scores above the 
value of 2.5 and the authentic scores as small as possible. 

dist1 tanh log 201 edist2 tanh log 201 e  (4) 

The final co-occurrence matrix score (CMS) is obtained using equation (5) to fuse 
dist1 and dist2. dist1 and dist2 are below 1, and the product dist1*dist2 will be close 
to 0 for authentics and much larger for impostors. The absolute value of the base 2 
logarithm of a number which is below 0.15 for example is above 2.5, while the abso-
lute value of the base 2 logarithm of a number which is above 0.6 is below 0.6.  1 tanh|log dist1 dist2 | (5) 

2.4 Classical Phase-Based Feature Extraction 

This method employs the classical 2D Gabor filters [1] to extract the information 
from the iris texture. The features are binary strings extracted using one set of para-
meters of the 2D Gabor filters. For each pixel of the unwrapped image, 2 bits of in-
formation are stored. We observed that if the 2 bits are extracted from every other 
pixel, the drop in performance is negligible.  

The feature size is 3000 bits for the 120 by 50 pixels unwrapped iris image and 
6000 bits for the 120 by 100 pixels image. For matching, the classical Hamming dis-
tance was used.  

The issue of rotation is addressed by shifting one binary string 4 bits to the left and 
4 bits to the right and the minimum Hamming distance out of the 9 computations is 
stored. The same method was applied to compensate for rotation of the features ex-
tracted using the 8-neighborhood binary encoder. The features extracted using GLCM 
are rotational invariant. 

3 Enhancing the Authentic and Impostor Distributions 

In any iris recognition system it is desirable to have a decidability index [1] between 
impostor and authentic score distributions as large as possible. A classical iris recog-
nition system has most of the authentic scores concentrated in the range [0;0.2], while 
most of the impostor scores are above 0.4 [14-16].  

In this paper we propose a transformation of the scores of an iris recognition  
system with the properties mentioned above by using equation (6). We will call the 
transformation (6) Kent Transform (KT). The reasoning of such a transform is the 
following: a non linear transformation that enhances the separation between 2 distri-
butions which contain values between 0 and 1 is represented by |log10(value2)|. This  
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expression will map values close to 0 above 1 and values above 0.32 below 1. When 
computing 1 – hyperbolic tangent of this expression, the values from the two original 
distributions will be more separated than they were initially. KT score 1 tanh|log score | (6) 

We will demonstrate the efficiency of the KT in the experimental results section, but 
let us first replace the scores of 0.2 and 0.4 in the above formula. Initially, the differ-
ence between the impostor score of 0.4 and authentic score of 0.2 is 0.2. After apply-
ing the KT we obtain KT(0.4) = 0.33 and KT(0.2) = 0.11 and the difference between 
the scores is now 0.22, larger by 10%. 

When the impostor and authentic scores have values very close to the decision 
boundary, for example the impostor score is 0.35 and the authentic score is 0.3, then 
the difference of 0.05 between the 2 scores is increased by 18% to 0.059 when KT is 
applied. Therefore, the KT is a non-linear transformation which reduces the overlap 
between the authentic and impostor score distributions of an iris recognition system. 
KT may as well be applied to any type of biometric system which has the matching 
scores for authentics and impostors similar to those of a classical iris recognition  
system. 

4 Experimental Results 

The database used in our experiments was UBIRISv1 [11] Session 1. This session has 
241 users enrolled with one eye. There are 5 colour RGB images for each user. The 
images were acquired in a semi-controlled environment, by reducing the noise factors, 
such as reflections, poor illumination or poor focus. The users were at a distance of 20 
cm from the acquisition device. However, 10 images out of the total of 1205 are 
strongly or totally occluded and therefore no useful information can be extracted from 
them. We ran the experiments on all the images from the dataset, including the oc-
cluded ones. 

The experimental setup consists of the classical one vs one score generation for all 
possible combinations between same class images and different class images. The 
fusion between the scores produced by the 3 algorithms was done by using weighted 
average. The weights for the 3 algorithms were determined using the first 40 classes 
via a direct search.  

4.1 Using 50 Pixels around the Pupil 

In Table 1, the decidability index is reported for all the images of UBIRISv1 Session 
1 dataset and the 3 algorithms together with the means and standard deviations (in 
brackets) of the authentic and impostor distributions. There are 723000 impostor 
scores and 2410 authentic scores. 

The KT is applied to the 8-neighborhood based algorithm and to the 2D Gabor fil-
ter based algorithm. The KT is not applied to the GLCM based algorithm because 
equation (5) which produces the matching scores of this algorithm is similar to KT. 
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Table 1. Decidability index and distribution means and standard deviations (in brackets) for  
the 3 algorithms 

Algorithm Authentic mean and std. 
deviation 

Impostor mean and std. 
deviation 

Decidability index 

8-neighborhood 0.30 (0.038) 0.39 (0.017) 3.22 

8-neighborhood with KT 0.22 (0.043) 0.33 (0.021) 3.31 

GLCM 0.10 (0.227) 0.76 (0.336) 2.31 

2D Gabor 0.20 (0.064) 0.40 (0.034) 3.92 

2D Gabor with KT 0.12 (0.066) 0.34 (0.042) 4.03 

In Table 2, the decidability index together with False Reject Rate (FRR) for 2 val-
ues of the False Acceptance Rate (FAR) and Equal Error Rate (EER) are reported for 
the last 201 classes left after the weights were determined using the first 40 classes. 
The weights obtained for the 2D Gabor with KT, 8-neighborhood with KT and 
GLCM algorithms are 0.61, 0.31 and 0.08 respectively.  

Table 2. Performance measures for the 3 algorithms and fusion approach when 50 pixels 
around the pupil are used 

Algorithm Decidability 
index 

FRR for FAR=0.01% FRR for FAR=0.1% EER 

2D Gabor with KT 4.09 10.70 % 7.41 % 3.63 % 

8-neighborhood with KT 3.33 22.34 % 11.74 % 3.51 % 

GLCM 2.27 99.62 % 97.82 % 15.47 % 

Fusion 4.38 11.39 % 7.91 % 3.33 % 

From Table 2 may be observed that the GLCM based system performs poor com-
pared to the other 2 algorithms, but when the scores of the 3 algorithms are fused, the 
decidability index of the best algorithm is increased by approximately 7% and the 
EER is decreased by approximately 8.2%. We have eliminated the GLCM based algo-
rithm and implemented a weighted average between the other 2 systems, but the deci-
dability index and the EER could only be improved by less than 1%. 

4.2 Using 100 Pixels around the Pupil 

In Table 3, the decidability index is reported for all the images of the 201 classes used 
for testing, together with the FRR for given thresholds of the FAR. In this case the 
optimum weights for 2D Gabor with KT, 8-neighborhood with KT and GLCM algo-
rithms are 0.55, 0.34 and 0.11 respectively. 
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Table 3. Performance measures for the 3 algorithms and fusion approach when 100 pixels 
around the pupil are used 

Algorithm Decidability 
index 

FRR for FAR=0.01% FRR for FAR=0.1% EER 

2D Gabor with KT 4.93 4.42 % 3.38 % 2.45 % 

8-neighborhood with KT 3.92 7.51 % 4.12 % 2.45 % 

GLCM 3.19 99.58% 98.09 % 8.05 % 

Fusion 5.17 10.7 % 4.67 % 2.25 % 

The fusion of the 3 algorithms improves the decidability index by approximately 
5% and the EER by approximately 8%. However, fusing of the 3 algorithms is not 
suitable if a low FAR is required for the operation of the iris recognition system. 

In Fig. 3, the Receiving Operational Characteristic (ROC) curve is plotted for the 
8-neighborhood and 2D Gabor algorithms, together with the ROC curve for the fusion 
of the 3 algorithms. 

 

Fig. 3. ROC curve for 8-neighborhood, 2D Gabor and fusion of the 3 algorithms 

To observe the improvement brought by using 100 pixels around the pupil over the 
case when only 50 pixels are used, we plotted in Fig. 4 the authentic and impostor 
distributions of the fused scores for the 3 algorithms produced on the 201 test classes. 
The EER when using 100 pixels around the pupil is improved by 32.42% compared to 
the case when only 50 pixels are used. 

 
 



54 P. Radu et al. 

 

Fig. 4. Authentic and impostor fused score distributions when using 50 pixels and 100 pixels 
around the pupil 

In Table 4. we compare the performance of the proposed fusion approach with that 
reported in [17] on UBIRISv1 Session 1. As may be observed, our system performs 
significantly better than the approach proposed in [17]. 

Table 4. Performance comparison of proposed approach with published works 

Method GAR for FAR = 1% 

Hosseini et al [17] 81.70 % 

Proposed 2D Gabor algorithm 97.19 % 

Proposed 8-neighborhood algorithm 96.98 % 

Proposed fusion approach 97.16 % 

5 Conclusions 

Iris recognition on colour images is a challenging task, becoming an emergent re-
search topic. In this work we propose two iris recognition algorithms, one based on 
the 8-neighborhood of the iris texture and one based on the GLCM. By fusing the two 
proposed iris recognition algorithms at the score level with the classical 2D Gabor 
filter algorithm introduced by Daugman, the EER of the system is improved by ap-
proximately 8%. 

We introduced a non-linear transformation called Kent Transform, which applied 
to the matching score of an iris recognition system is increasing the decidability index 
of the system. We also investigated how the performance of a colour iris recognition 
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system is affected when using only 50 pixels around the pupil compared to the case 
when 100 pixels around the pupil are used.  

The experimental results show that a multi-algorithmic approach for colour iris 
recognition is beneficial, even when the accuracy of some component algorithms is 
significantly poorer compared to the best performing algorithm. 
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