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Abstract. An easy to compute and small colour feature vector is introduced in 
this paper, as a tool to be used in the process of retrieval or classification of si-
milarly coloured digital images from very large databases. A particular set of 
„ab” planes from the LAB colour system is used, along with a specific configu-
ration of colour regions within them. The colour feature vector is low dimen-
sional (only 96 components), computationally economic and performs very well 
on a carefully selected database of rose images, publicly available.  
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1 Introduction  

In this paper we introduce a computationally economic colour feature vector extracted 
from digital images that are previously converted in the CIELAB colour space format 
(called simply LAB from here on). This kind of feature vector can be easily used for 
retrieving images from large databases based on their colour content, as well as for 
classifying/indexing these images.  

The LAB colour space can be seen as a stack of „ab” planes, each one containing 
all the possible colours for a given luminance L [2]. The perpendicular L axis is going 
through the centre of these “ab” planes from low luminance values to high luminance 
values. The conversion of a digital image from the RGB format (with parameter val-
ues ranging from 0 to 255 for each red, green and blue colour channel) into the LAB 
format, results in real numbers for the luminance L, and a and b parameters, but these 
values can be conveniently transformed again into the range from 0 to 255, as it is 
automatically done, for instance, in Matlab.   

We can see the uniform distribution of colours in the “ab” planes of a LAB color 
space in Fig. 1, with colours varying from green to red along the “a” axis and from 
blue to yellow along the “b” axis. A particular color is defined by a certain point (ai, 
bi) in the “ab” plane of the corresponding luminance Li. Moving gradually away from 
this point in the same plane results in going through uniformly changed similar co-
lours. The LAB color space was specially designed with the purpose of the human eye 
to perceive this gradual change of colour as a uniform one. 
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Fig. 1. The distribution of colours in the LAB colour space 

2 Simple LAB Colour Feature Vector 

It is usual to reduce the number of possible colours before extracting a feature vector. 
This is better to have as few components as possible if it is devised for large databases 
of images. Within the LAB colour space, we can obtain this reduction just by cutting 
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the number of the “ab” planes from a total of 256 to just 8. The following central L 
values were taken into consideration by us: 16, 48, 80, 112, 144, 176, 208 and 240. 
The reduction was implemented simply by browsing all the pixels in the image and 
replacing the values of L with the nearest value in this set. The image is not signifi-
cantly changed after this procedure from the point of view of colour content, while 
there is some loss in texture.  

In our previous works [3][4][5] we used to create a 256×256 bins histogram for 
each of the 8 “ab” planes. However, we noticed that the bins of such histograms are 
mostly empty, as only a few of the (a,b) possible pairs correspond to pixels in images. 
Moreover, it was hard to extract only a small number of features from these histo-
grams. So, in this paper we are taking another approach that simply divides each “ab” 
plane in 12 particular regions and constructs a histogram with only 12 bins for each 
plane (see Fig. 2). This is resulting in only 96 bins for the LAB histograms of an im-
age, taking in consideration all the 8 considered “ab” planes.  

 

Fig. 2. The choice for splitting an „ab” plane into 12 regions 
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This particular choice of the set of regions resulted from our extensive tests con-
cerning possible colour feature vectors within the LAB colour system. Regions 1, 3, 5 
and 7 are somehow uniform in colour. However, in everyday pictures taken outside, a 
few numbers of colours correspond to these regions. Most of them are found in areas 
of the regions  nearing the center of an “ab” plane. More colours in digital images fall 
in the 2, 4, 6 and 8 regions, as here we have colours that combine red and green (for 
instance yellow at high luminance values), red and violet, violet and blue, and blue 
and green. We found still more colours in the centre of the “ab” planes, as here is the 
region for black (at low luminance values), white (at high luminance values) and all 
sort of gray and brownish tones that are very much present in everyday pictures. In 
our experiments we found a lot of hits in the regions 9, 10, 11 and 12 and this is the 
reason why we have devised such small regions in the center of the “ab” planes.    

To compute the histogram based on the 8 “ab” planes and the 12 regions for each 
plane, we simply browse all the pixels of an LAB converted image and for each pixel 
we add one unit to the corresponding bin. First we find the L value and select the 
corresponding “ab” plane and then we find the corresponding colour region in that 
plane by testing the a and b values of each pixel. So, extracting the feature vector is 
just a problem of counting, without any computation that could induce long 
processing times for high resolution images. The feature vector with 96 components is 
then constructed by putting the 12 values for each plane in the order indicated in Fig. 
2 and then by concatenating the values for each plane in the order of their specific L 
value, from low values (16) to high values (240). For an image I, the colour feature 
vector can be expressed as: 

  ( )962524131221 n,...,n,n,...,n,n,...,n,n)I(F =        (1) 

where ni, i = 1,…,96, are the number of pixels counted as corresponding to each co-
lour region in the above described configuration.  In order to compare the feature 
vectors computed for two images I1 and I2, we used as a distance the sum of the abso-
lute differences of these feature vectors: 
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A small value of the distance d means images I1 and I2 are similarly close to each 
other from their colour composition point of view.   

3 Experimental Results 

In order to assess the performances of our colour feature vector, we performed exten-
sive trials on the known reduced Corel database that consists of 1,000 colour images, 
grouped in 10 classes of 100 images of the same dimension: 384×256 pixels or 
256×384 pixels, with 24 bits allocated for each RGB coded pixel. The images are 
conveniently numbered from 0 to 999. While each class of images has a specific 
theme, from the colour point of view they are not so homogenous. With this simple 
colour feature vector we have obtained better results in retrieving similar images than 
those obtained with our previous colour feature vectors. However, running tests on 
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the whole Corel database is not as significant as running tests on some images where 
the colour content matter the most. And for this purpose we selected the class of im-
ages depicting roses, numbered from 600 to 699. Normally each image presents only 
one rose in the center of the image on some dark background. There are also some 
images with several roses and the backgrounds may differ from one image to another. 
So, we make the colour of roses even more important by taking into account only the 
center of each image, an area of 144×96 pixels, or 96×144 pixels, depending on the 
initial orientation of the image. 

With this arrangement of 100 centers of the original images as input image files, 
we extracted the feature vectors and computed the distance between all the possible 
pairs of images and then, for each image, we have retrieved the five closer images. 
Figure 3 shows several examples of retrieved images and we can see that the com-
puted distance between images, based on our simple colour feature vector, works very 
well in finding similarly coloured images.  

 

Fig. 3. Examples of images retrieval 
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Moreover, we wanted to see how this colour similarity distance performs in the 
case of a classification task. We used an agglomerative hierarchical algorithm [6] to 
classify the 100 images (I1, I2, …, I100) of roses based on our colour feature vector and 
its associated sum of absolute differences distance. Image I1 corresponded to image 
file 600 in the Corel database, image I2 to image file 601 and so on up to I100 that 
corresponded to image file 699. The following steps were taken: 

1. Initially, we had m = 100 clusters, which were represented by the colour feature 
vector of each rose image   

 )}I(F{C)},...,I(F{C 100
100

1
1 ==               (3) 

2. The overall minimum distance dmin between the 100 initial clusters is then found 
by inspecting the table with all the distances between the rose images. Then the  
two initial clusters Ci and Cj (i < j) that correspond to that minimum distance are 
merged into cluster Ci and the cluster Cj is emptied, so that we remain with only  
m = 99 clusters.  

 φ=∪== jjiiminji C,CCCd)C,C(dist   (4) 

3. Now, we recomputed the distances between the remaining clusters with the fol-
lowing formula: 
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where x and y are colour feature vectors for the images in clusters Ci and Cj, d is 
computed according to (2), and card(Ci) represents the cardinality of the cluster Ci, 
i.e. the number of colour feature vectors in that cluster at a given iteration. The mini-
mum distance is again computed with: 
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and the move (4) is again applied, reducing the number of remaining clusters to 
m - 1. 

The step 3 can be repeated several times, for instance until a specific number of 
clusters is reached. However, we were very much interested how the clusters are de-
veloping and we followed the algorithm step by step. Figure 4 shows the situation 
when 34 clusters were reached.  
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Fig. 4. The formation of clusters when only 34 were reached (first column gives the number of 
images in one cluster and then the file names of the images contained in each cluster are listed) 

We stopped the iterations when 17 clusters remained because we considered the re-
sult sufficiently good to demonstrate the capabilities of classification for our simple 
colour feature vector (see Figure 5) 

 

Fig. 5. The formation of clusters when we stopped the iterations and 17 clusters were formed 

The obtained classification is presented in Figure 6, where we concatenated the 
image files that correspond to file numbers in Figure 5. Here we show the entire rose 
images, although overlapped, but one must keep in mind that the features were taken 
only for their central part, as mentioned above. 
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Fig. 6. Example of rose categorization 

We can see that we obtained 5 large classes, two of them with 14 images (nuances 
of red roses), and three of them with 12, 11 (nuances of pink roses) and, respectively 
10 images (nuances of orange roses). There are two other relevant clusters with 7 and 
6 images for white and, respectively, yellow roses. And there are some small clusters, 
which would probably attach to one of the big clusters if we would not have stopped 
the iterations. There is only one image that didn’t cluster at all, and it is very different 
from the others, which is a good result, too. Notice that the clusterization is done only 
by colour, different petal types of roses getting together in the same class because of 
their similar colour. Probably, a supplementary stage of texture classification would 
give good results in identifying the same species of roses.  

4 Conclusion 

We introduced in this paper a simple colour feature vector based on processing im-
ages in the LAB colour format. After converting images from the usual RGB format 
in the CIELAB format, the features are obtained just by counting the number of pixels 
in the images belonging to some specific ranges of colour, so the computation burden 
is low. Also, the relatively reduced number of components, only 96, make this colour 
feature vector feasible to be used with very large databases of images. We presented 
some interesting experimental results showing the good capabilities of this colour 
feature vector when used for the tasks of retrieving similarly coloured images or even 
classifying them on the base of their colour content.  
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Further research will be done for preprocessing images in the LAB format and 
make a selection of the most important colour pixels to be counted, in order to obtain 
an even more characteristic feature vector.     
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