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Abstract. The differential diagnosis of erythemato-squamous diseases is a real 
challenge in dermatology. In diagnosing of these diseases, a biopsy is vital.  
However, unfortunately these diseases share many histopathological features, as 
well.  Another  difficulty  for  the  differential  diagnosis  is  that  one disease  
may  show  the  features  of  another  disease  at  the  beginning  stage  and  may  
have  the characteristic features at the following stages. In this paper, a new 
Feature Selection based on Linguistic Hedges Neural-Fuzzy classifier is pre-
sented for the diagnosis of erythemato-squamous diseases. The performance 
evaluation of this system is estimated by using four training-test partition mod-
els: 50–50%, 60–40%, 70–30% and 80–20%. The highest classification accura-
cy of 95.7746% was achieved for 80–20% training-test partition using 3  
clusters and 18 fuzzy rules, 93.820% for 50–50% training-test partition using  
3 clusters and 18 fuzzy rules, 92.5234% for 70–30% training-test partition using 
5 clusters and 30 fuzzy rules, and 91.6084% for 60–40% training-test partition 
using 6 clusters and 36 fuzzy rules. Therefore, 80–20% training-test partition 
using 3 clusters and 18 fuzzy rules are the best classification accuracy with 
RMSE of 6.5139e-013. This research demonstrated that the proposed method 
can be used for reducing the dimension of feature space and can be used to  
obtain fast automatic diagnostic systems for other diseases. 

Keywords: Erythemato-Squamous Diseases, Soft Computing, Takagi-Sugeno-
Kang (TSK) fuzzy inference system, Linguistic Hedge (LH), Feature selection 
(FS). 

1 Introduction 

Decision support systems helping physicians play an important role in medical deci-
sion making particularly in those situations where decision must be made effectively 
and reliably. The differential diagnosis of erythemato-squamous diseases is a difficult 
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problem in dermatology (Barati et al. 2011). There are six classes of erythemato-
squamous diseases. They are psoriasis (C1), seboreic dermatitis (C2), lichen planus 
(C3), pityriasis rosea (C4), chronic dermatitis (C5) and pityriasis rubra pilaris (C6). 
Usually a biopsy is necessary for the correct and definite diagnosis but unfortunately 
these diseases share many histopathological features (Govenir and Emeksiz 2000). 
Another problem for the differential diagnosis is that a disease may show the features 
of another disease at the beginning stage and may have the characteristic features at 
the following stages. Patients were first evaluated clinically with 12 features. After-
wards, skin samples were taken for the evaluation of 22 histopathological features. 
The values of these histopathological features are determined by an analysis of the 
samples under a microscope (Guvenir et al. 1998). Therefore, various new methods 
have been used for diagnosis of Erythemato-Squamous diseases like Artificial Neural 
Network (ANN) (Kabari and Bakpo 2009; Übeyli 2009; Karabatak and Ince 2009), 
Support Vector Machines (SVM) (Abdi and Giveki 2012; Xie and Wang 2011; Xie et 
al. 2010, 2012; Ubeyli 2008; Nanni 2006), Fuzzy expert systems and neuro-fuzzy 
classification (Luukka 2011a, b; Lekkas and Mikhailov 2010; Parthiban and Subra-
manian 2009; Polat and Günes 2006; Ubeyli and Güler 2005), nearest neighbor clas-
sifier (NNC) (Polat and Günes 2006; Govenir and Emeksiz 2000), Instance-based 
classifiers (Gagliardi 2011), rough sets (Revett et al. 2009), decision trees classifiers 
(DTC) (Ozcift and Gulten 2012; Polat and Gunes 2009; Polat and Günes 2006; Guve-
nir et al. 1998). 

Feature selection methods have been successfully used in many areas especially in 
medical diagnosis to reduce the size of features collected during the clinical testing 
and experiments (Chrysostomou 2008). The process of feature selection is very im-
portant because it reduces the dimensionality of the data and enables learning algo-
rithms to operate faster (reduction of the computation time), more efficiently and 
therefore increases the accuracy of the resulting model (Guyon et al. 2006). There-
fore, this paper presents a fuzzy feature selection (FS) method based on the linguistic 
hedges (LH) concept (Cetişli 2010a, b) for Erythemato-Squamous diseases classifica-
tion. The proposed method is used to achieve a very fast, simple and efficient com-
puter aided diagnosis (CAD) system. It helps to reduce the dimensionality of the  
used data set, to speed up the computation time of a learning algorithm and therefore 
simplifies the classification task. 

The rest of this paper is organized as follows: in Section 2, a review of the classifi-
ers that are considered in Erythemato-Squamous diseases diagnosis. Section 3  
provides subjects and methods that are used in this study. In Section 4, a detailed  
description of the proposed feature selection method that is considered in Erythemato-
Squamous diseases diagnosis is presented. Section 5 reports the results of experimen-
tal evaluations of the adaptive neural-fuzzy classifier and finally, in Section 6,  
conclusion and directions for future research are presented. 

2 Related Works 

Güvernir et al. (1998) developed a classification algorithm VFI5 called ‘’Voting Fea-
ture Intervals’’ and it was applied for the differential diagnosis of erythemato-
squamous diseases. Genetic algorithm for learning the feature weights was used with 
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the Nearest Neighbor classification algorithm and was applied to determine the 
weights of the features to be used with the VFI5 algorithm which achieved 96.2% 
accuracy on the Dermatology dataset. Govenir and Emeksiz (2000) presented an ex-
pert system for differential diagnosis erythemato-squamous diseases incorporating 
decisions made by three classification algorithm: nearest neighbor classifier, naive 
Bayesian classifier and voting feature intervals-5. The features are assigned weights 
such that the irrelevant features have lower weights while the strongly relevant fea-
tures are given higher weights. Govenir and Emeksiz (2000) used a genetic algorithm 
to learn the feature weights to be used with the classification algorithm. Further re-
search by Übeyli and Güler (2005) showed a new approach based on adaptive neuro-
fuzzy inference system (ANFIS) for the detection of erythemato-squamous diseases, 
the ANFIS model was assessed in terms of training performance and classification 
accuracies and showed to perform well in detecting erythemato-squamous diseases, 
the model achieved a total classification accuracy of 95.5% which is concluded to be 
good in comparison to the one of 85.5% achieved with the stand-alone neural net-
work. Nanni (2006) investigated an ensemble of support vector machines (SVM) 
classifier based on random subspace (RS) and feature selection for the diagnosis of 
erythemato-squamous diseases, and tested it on a real-world dataset. The results im-
proved the average predictive accuracy obtained by a ‘‘stand-alone’’ SVM or by a RS 
ensemble of SVM (Nani 2006). Polat and Günes (2006) developed a novel method for 
differential diagnosis of erythemato-squamous disease. Their method was based on 
fuzzy weighted pre-processing, k-NN (nearest neighbor) based weighted pre-
processing and decision tree classifier. Luukka and Leppälampi (2006) presented a 
new approach based on similarity classifier with generalized mean and applied it for 
medical data. The presented method was managed to detect erythemato-squamous 
diseases with a good mean classification accuracy of 97.02%. In recent published 
study by Luukka (2011a), fuzzy entropy measures were used in feature selection. This 
method successfully managed to discard the non-important features in the datasets; 
this has positively facilitated the classification task which was done by using the simi-
larity based on Lukasiewicz structure where a mean accuracy of 98.28% was 
achieved. In Luukka (2011b) study, a new nonlinear fuzzy robust principal compo-
nent analysis (NFRPCA) algorithm was developed to get data into more feasible 
form. This new nonlinear fuzzy robust principal component analysis algorithm 
achieved a classification accuracy of 97.09 % accuracy with dermatology data. Ozcift 
and Gulten (2012) proposed a new multi-class feature selection method based on 
Rotation Forest meta- learner algorithm and was tested on Erythemato-Squamous 
diseases dataset. The Rotation Forest selection based features achieved accuracies 
between 98% and 99% in various classifiers. Xie et al. (2012) proposed hybrid feature 
selection algorithms based on generalized F-score (GF) and SVM. The new hybrid 
feature selection algorithms combined the strengths of filters and wrappers to uncover 
the optimal feature subset with the best diagnostic efficiency. Experimental results 
showed that the proposed hybrid methods construct efficient diagnosis classifiers with 
high average accuracy when compared with traditional algorithms. 
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3 Subjects and Methods 

The dataset was taken from UCI (University of California, Irvine) machine learning 
repository (UCI 2012). There are 366 records in this database and each record has 34 
attributes; 33 of which are linear (continuous) valued and one of them is nominal 
(discrete). After the 9 instances are removed from the dataset due to 8 missing values 
 

Table 1. Erythemato-squamous diseases class distribution 

Class Number Class Name No. of instances 
1 Psoriasi 110 

2 Seboreic dermatitis 60 

3 Lichen planus 71 

4 Pityriasis rosea 48 

5 Cronic dermatitis 48 

6 Pityarisis rubra pilaris 20 

Total 357 

Table 2. Description of Erythemato-squamous diseases attributes 

Clinical Attributes Histopathological Attributes 
Att.1: erythema 
Att.2: scaling 
Att.3: definite borders 
Att.4: itching 
Att.5: koebner phenomenon 
Att.6: polygonal papules 
Att.7: follicular papules 
Att.8: oral mucosal involvement 
Att.9: knee and elbow involvement 
Att.10: scalp involvement 
Att.11: family history 
Att.34: age 

Att.12: melanin incontinence 
Att.13: eosinophils in infiltrate 
Att.14: PNL infiltrate 
Att.15: brosis of the papillary dermis 
Att.16: exocytosis 
Att.17: acanthosis 
Att.18: hyperkeratosis 
Att.19: parakeratosis 
Att.20: clubbing of the rete ridges 
Att.21: elongation of the rete ridges 
Att.22: thinning of the suprapapillary epi-

dermis 
Att.23: pongiform pustule 
Att.24: munro microabscess 
Att.25: focal hypergranulosis 
Att.26: disappearance of the granular layer 
Att.27: vascularization and damage of basal 

layer 
Att.28: spongiosis 
Att.29: saw-tooth appearance of retes 
Att.30: follicular horn plug 
Att.31: perifollicular parakeratosis 
Att.32: inflammatory mononuclear infiltrate 
Att. 33: band-like infiltrate 
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and one zero value of age, there are 357 instances. Distribution according to class 
variable of this dataset is given in Table 1. Each record contains 12 clinical features 
and 22 histopathological features (see Table 2). The family history feature in the data-
set has the value 1 if any of these diseases has been observed in the family and 0 oth-
erwise. The age feature simply represents the age of the patient. Every other feature 
(clinical and histopathological) was given a degree in the range of 0–3. Here, 0 indi-
cates that the feature was not present; a 3 indicates the largest amount possible and 1, 
2 indicate the relative intermediate values.  

4 Adaptive Neuro-Fuzzy Classifiers    

The usage of ANFIS (Jang 1993; Jang and Sun 1995, Jang et al. 1997) for classifica-
tions is unfavorable. For example, if there are three classes labeled as 1, 2 and 3. The 
ANFIS outputs are not integer. For that reason the ANFIS outputs are rounded, and 
determined the class labels. But, sometimes, ANFIS can give 0 or 4 class labels. 
These situations are not accepted. As a result ANFIS is not suitable for classification 
problems. In this section, adaptive neuro-fuzzy classifier is discussed in details. In 
these models, k-means algorithm is used to initialize the fuzzy rules. Also, Gaussian 
membership function is only used for fuzzy set descriptions, because of its simple 
derivative expressions. 

4.1 Adaptive Neuro-Fuzzy Classifier with Linguistic Hedges (ANFCLH) 

Adaptive neuro-fuzzy classifier (ANFC) with Linguistic hedges (Cetişli 2010a, b) is 
based on fuzzy rules. Linguistic hedges are applied to the fuzzy sets of rules, and are 
adapted by Scaled Conjugate Gradient (SCG) algorithm. By this way, some distinc-
tive features are emphasized by power values, and some irrelevant features are 
damped with power values. The power effects in any feature are generally different 
for different classes. The using of linguistic hedges increases the recognition rates. A 
fuzzy classification rule that has two inputs{x1, x2} and one output y is defined with 
LHs as IF x1 is A1 with p1 hedge AND x2 is A 2 with p2 hedge THEN y is C1 class, 
where A1 and A2 denote linguistic terms that are defined on X 1 and X 2 feature space; 
p1 and p2 denote linguistic hedges, respectively; C1 denotes the class label of the out-
put y. Fig. 1 shows the ANFCLH architecture. 

The feature space with two inputs {x1, x2} is partitioned into three classes {C 1 ,C 

2,C 3}, in the Figure. The feature space X 1× X 2 is separated into fuzzy regions (Jang et 
al. 1997). This technique is based on zero-order Sugeno fuzzy model (Takagi and 
Sugeno 1985). The crisp outputs of fuzzy rules are determined by weighted average 
operator (Jang et al. 1997). In this classifier, the nodes in the same layer have the 
same type of node functions. The layers and their properties are given as follows: 

 



492 A.T. Azar et al. 

 
Fig. 1. A neuro-fuzzy classifier with LHs (Cetişli 2010a) 

Layer 1: In this layer, the membership grade of each input to specified fuzzy region is 
measured. Gaussian function is employed as MF due to smooth partial derivatives of 
its parameters, and has less parameter. The Gaussian MF is given as follows (Cetişli 
2010a): 
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where µij(xsj) represents the membership grade of the ith rule and the jth feature; xsj 
denotes the sth sample and the jth feature of input matrix X{XЄRNxD}; cij and σij are 
the center and the width of Gaussian function, respectively. 
 
Layer 2: In this layer, the secondary meanings of fuzzy sets are calculated with their 
LHs as in Eq. (2) (Cetişli 2010a): 
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p
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where αijs denotes the modified membership grades of µij (xsj ); pij denotes the LH 
value of the ith rule and the jth feature. 

Layer 3: The degree of fulfillment of the fuzzy rule for x s sample is determined in 
this layer. It is also called as the firing strength of rule. So, the Bis firing strength of 
the ith rule for D number of features is defined as in Eq. (3) (Cetişli 2010a): 
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Layer 4: In this layer, the weighted outputs are calculated as in Eq. (4) (Cetişli 
2010a), and every rule can affect each class according to their weights. However, if a 
rule controls a specific class region, the weight between this rule output and the  
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specific class is to be bigger than the other class weights. Otherwise, the class weights 
are fairly small: 
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where wik represents the degree of belonging to the kth class that is controlled with the 
ith rule; Osk denotes the weighted output for the sth sample that belongs to the kth 
class, and U is the number of rules. 

Layer 5: If the summation of weights is bigger than 1, the outputs of the network 
should be normalized in the last layer as follows (Cetişli 2010a): 
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Where hsk represents the normalized degree of the sth sample that belongs to the kth 
class; and K is the number of classes. After then, the class label (Cs) of sth sample is 
determined by the maximum hsk value as in Eq. (6) (Cetişli 2010a): 
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The antecedent parameters of the network {c, σ, p} could be adapted by any optimiza-
tion method. In this study, scaled conjugate gradient (SCG) method is used to adapt 
the network parameters (Moller 1993). The cost function that is used in the SCG me-
thod is determined from the least mean squares of the difference target and the calcu-
lated class value (Jang et al. 1997; Sun and Jang 1993). According to the above  
definition, the cost function E is defined as in Eq. (7) (Cetişli 2010a): 
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4.2 Linguistic Hedges Neural-Fuzzy Classifier with Selected Features 
(LHNFCSF)  

Cetişli (2010a, b) presented a fuzzy feature selection (FS) method based on the LH 
concept. It uses the powers of fuzzy sets for feature selection. The values of LHs can 
be used to show the importance degree of fuzzy sets. When this property is used for 
classification problems, and every class is defined by a fuzzy classification rule, the 
LHs of every fuzzy set denote the importance degree of input features. If the LHs 
values of features are close to concentration values, these features are more important 
or relevant, and can be selected. On the contrary, if the LH values of features are close 
to dilation values, these features are not important, and can be eliminated. According 
to the LHs value of features, the redundant, noisily features can be eliminated, and 
significant features can be selected. In this technique (Cetişli 2010b), if linguistic 
hedge values of classes in any feature are bigger than 0.5 and close to 1, this feature is  
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relevant, otherwise it is irrelevant. The program creates a feature selection and a rejec-
tion criterion by using power values of features. There are two selection criteria, one 
is the selection of features that have the biggest hedge value for any class and the 
other is the selection of features that have a bigger hedge value for every class, be-
cause any feature cannot be selective for every class. For that reason, a selective  
function should be described from the hedge values of any feature as in Eq. (8) 
(Cetişli 2010b): 
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where Pj denotes the selection value of the jth feature, and K is the number of classes. 
The Feature selection and classification algorithms were discussed in detail in Cetişli 
(2010b). 

5 Results and Discussions 

In this section, the performance analysis is presented. The simulations were per-
formed by using an Intel (R) Core (TM) i3 CPU 530-2.93 GHz personal computer and 
a Microsoft Windows 7 64-bit operating system. The core of the NFC calculations 
was implemented by using the MATLAB software package.  

5.1 Training and Testing Phases of Classifier 

The collection of well-distributed, sufficient, and accurately measured input data is 
the basic requirement in order to obtain an accurate model. The classification process 
starts by obtaining a data set (input-output data pairs) and dividing it into a training 
set and testing data set. The training data set is used to train the NFC, whereas the test 
data set is used to verify the accuracy and effectiveness of the trained NFC. Once the 
model structure and parameters have been identified, it is necessary to validate the 
quality of the resulting model. In principle, the model validation should not only vali-
date the accuracy of the model, but also verify whether the model can be easily inter-
preted to give a better understanding of the modeled process. It is therefore important 
to combine data-driven validation, aiming at checking the accuracy and robustness of 
the model, with more subjective validation, concerning the interpretability of the 
model. There will usually be a challenge between flexibility and interpretability, the 
outcome of which will depend on their relative importance for a given application. 
While, it is evident that numerous cross-validation methods exist, the choice of the 
suitable cross-validation method to be employed in the NFC is based on a trade-off 
between maximizing method accuracy and stability and minimizing the operation 
time. To avoid overfitting problems during modeling process, the data set were ran-
domly split into four training-test partition model sets: 50–50%, 60–40%, 70–30% 
and 80–20%. The number of training and test data for each of classes is given in  
Table 3.  
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Table 3. The number of training and test data for each of class 

Erythemato-Squamous Class 50-50% 60-40% 70-30% 80-20% 
Class-1: Psoriasi 51-59 61-49 75-35 86-24 
Class-2: Seboreic dermatitis 41-19 49-11 53-7 58-2 
Class-3: Lichen planus 37-34 47-24 53-18 58-13 

Class-4: Pityriasis rosea 18-30 19-29 22-26 34-14 

Class-5: Cronic dermatitis 23-25 28-20 35-13 35-13 

Class-6: Pityarisis rubra pilaris 9-11 10-10 12-8 15-5 

Total 179-178 214-143 250-107 286-71 
 

In feature reduction stage of the ANFCLH for diagnosis of erythemato-squamous 
diseases, the feature extraction and the feature reduction processes are performed. The 
number of fuzzy rules is determined according to the number of classes. According to 
the feature selection algorithm, features 1-18 are common relevant features for each 
class while features from 19-34 are irrelevant for each class. The LHNFCSF classifi-
cation results during training and testing phases of erythemato-squamous diseases are 
shown in Table 4 and also represented graphically in Fig. 2.  
 

 

Fig. 2. LHNFCSF Classification results of erythemato-squamous diseases based on feature 
selection, fuzzy rules and cluster size for each class using for 80–20% training-test partition 

Although the number of selected features is reduced to 18 from 34 features, the 
classification is still successful as seen in Table 4. The number of cluster size was 
opted between 1 and 6 to check the optimum topology for each model. With this as-
sumption, different trials were performed to find the best Neural-fuzzy in each  
method using different cluster sizes with different fuzzy rules. 
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Table 4. The LHNFCSF classification results of erythemato-squamous diseases dataset 

training-
test  
partition 
sets 

Features Cluster 
size 
for 

each 
class 

Training 
accuracy 

Testing 
Accuracy 

RMSE No. of 
Rules 

Epoch 

50-50% 1-18 

1 98.8827 91.0112 0.0259 6 75 
2 100 89.8876 4.8452e-013 12 325 
3 100 93.820 5.5845e-013 18 300 
4 100 92.6966 1.4583e-011 24 150 
5 100 91.0112 7.0032e-013 30 175 
6 100 91.573 5.9842e-013 36 175 

60-40% 1-18 

1 95.3271 90.2098 0.0755192 6 75 
2 100 88.1119 6.7298e-013 12 425 
3 99.065 90.9091 0.0198467 18 125 
4 100 90.9091 1.5839e-011 24 250 
5 100 88.8112 8.3029e-013 30 375 
6 100 91.6084 0.000382048 36 75 

70-30% 1-18 

1 98.8 86.9159 0.0241916 6 100 
2 100 90.6542 1.6108e-011 12 325 
3 100 92.5234 6.4936e-013 18 275 
4 100 91.5888 6.1730e-013 24 300 
5 100 92.5234 9.2392e-013 30 275 
6 100 89.7196 7.7009e-013 36 150 

80-20% 1-18 

1 98.951 92.9577 0.0289586 6 125 
2 99.6503 94.3662 0.00669146 12 825 
3 100 95.7746 1.3057e-005 18 675 
4 99.6503 94.3662 0.00657387 24 425 
5 100 91.5493 7.4613e-013 30 250 
6 100 92.9577 1.1043e-006 36 400 

 

Fig. 3. Performance Evaluation of LHNFCSF after selection of relevant features using three 
clusters for 80–20% training-test partition 
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Among the four training-test partition sets, the highest classification accuracy of 
95.7746% was achieved for 80–20% training-test partition using 3 clusters and 18 
fuzzy rules, 93.820% for 50–50% training-test partition using 3 clusters and 18 fuzzy 
rules, 92.5234% for 70–30% training-test partition using 5 clusters and 30 fuzzy rules, 
and 91.6084% for 60–40% training-test partition using 6 clusters and 36 fuzzy rules. 
Therefore, 80–20% training-test partition using 3 clusters and 18 fuzzy rules are the 
best classification accuracy with RMSE of 6.5139e-013 as shown in Fig. 3.  

It’s noted from Table 4 also that the selected features according to four different 
partitions were always the same. The results indicated that, the selected features in-
crease the recognition rate for test set. It means that some overlapping classes can be 
easily distinguished by selected features. The LH values of erythemato-squamous 
diseases for 6 features only as example are given in Table 5. After the classification 
step, it can be seen that some of the hedge values are bigger than 1, because the hedge 
values are not constrained in the classification step. Each class for ANFCLH is intui-
tively defined with 18 fuzzy rules. The neural fuzzy classifier surface of feature 1 and 
feature 2 using 80–20% training-test partition is shown in Fig. 4 

 

Fig. 4. Neural Fuzzy classifier surface using three clusters for 80–20% training-test partition 

Table 5. The LH values of erythemato-squamous for every class after selection of relevant 
features (values for only 6 from 18 relevant features) 

Class F1 F2 F3 F4 F5 F6 

C1 1.004206 1.021716 1.042981 1.011113 1.031387 1.000265 

C2 1.027196 0.9907 0.984645 1.039615 1.011038 1.000047 

C3 0.981362 0.992032 0.984563 0.984836 0.998278 0.955953 

C4 1.02159 1.038587 1.006401 1.013554 1.042992 1.0066 

C5 0.969889 0.993738 0.990568 0.991844 1.009644 1.003435 

C6 1.03143 1.005849 1.001836 1.008994 1.00656 1 
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6 Conclusion 

In this study, the proposed Feature Selection based on Linguistic Hedges Neural-
Fuzzy classifier managed to discard redundant and irrelevant features in erythemato-
squamous disease dataset. The computation time was reduced and this has positively 
impacted to achieve highest classification accuracy of 95.7746% for 80–20% training-
test partition using 3 clusters and 18 fuzzy rules. Experimental results showed that 
when the linguistic hedge value of the fuzzy classification set in any feature is close to 
1, this feature is relevant for that class, otherwise it may be irrelevant. The results 
demonstrate that using of Linguistic Hedges in daptive neural-fuzzy classifier im-
proves the success of the classifier. Also, when the ANFCLH is compared with the 
other methods, it can be noted that this classifier uses less parameter than the others 
with the best recognition rates. The results strongly suggest that the proposed method 
not only help to reduce the dimensionality of large data sets but also to speed up the 
computation time of a learning algorithm and therefore simplify the classification 
task. It can aid in the diagnosis of erythemato-squamous diseases and can be very 
helpful to the physicians for their final decision on their patients. The future investiga-
tion will pay much attention to evaluate Neural-Fuzzy classifier with Linguistic 
Hedges in other medical diagnosis problems like micro array gene selection, internet, 
and other data mining problems. Therefore, the impressive results may be obtained 
with the proposed method and improving the performance of NFCs using high-
performance computing techniques. In addition, the combination of the approaches 
mentioned above will yield an efficient fuzzy classifier for a lot of applications. 
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