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Preface

This volume contains the Proceedings of the 5th International Workshop on Soft
Computing Applications (SOFA 2012). The main goal of the Workshop is to com-
municate and publish new theoretical and applicative research results, in the areas of
Fuzzy Logic, Neural Networks, Evolutionary Computing, and other methods belonging
or connected to Soft Computing (SC). A second and just as important goal is to encour-
age new reflections on SC issues and new links between interested researchers, R&D
engineers, managers and so on.

The concept of Soft Computing - which was introduced by Lotfi Zadeh in
1991 - serves to highlight the emergence of computing methodologies in which the ac-
cent is on exploiting the tolerance for imprecision and uncertainty to achieve tractability,
robustness and low solution cost. The principal constituents of soft computing are fuzzy
logic, neurocomputing, evolutionary computing and probabilistic computing, with the
later subsuming belief networks, chaotic systems and parts of learning theory. Soft com-
puting facilitates the use of fuzzy logic, neurocomputing, evolutionary computing and
probabilistic computing in combination, leading to the concept of hybrid intelligent
systems. Such systems are rapidly growing in importance and visibility.

Nowadays in our complex world all problems cannot be dealt with conventional
mathematical methods. With the help of soft computing techniques, that offer comple-
mentary methods allowing flexible computing tools, it is possible to find good solutions.

The book covers a broad spectrum of soft computing techniques, theoretical and
practical applications employing knowledge and intelligence to find solutions for world
industrial, economic and medical problems. The combination of such intelligent sys-
tems tools and a large number of applications introduce a need for a synergy of scientific
and technological disciplines in order to show the great potential of Soft Computing in
all domains.

The conference papers included in these proceedings, published post conference,
were grouped into the following area of research:

• Soft Computing and Fusion Algorithms in Biometrics,
• Fuzzy Theory, Control andApplications,
• Modelling and Control Applications,
• Steps towards Intelligent Circuits,
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• Knowledge-Based Technologies for Web Applications, Cloud Computing and
Security Algorithms,

• Computational Intelligence for Biomedical Applications,
• Neural Networks and Applications,
• Intelligent Systems for Image Processing,
• Knowledge Management for Business Process and Enterprise Modelling.

In SOFA 2012 we had five eminent Keynote Speakers: Professor Lotfi A. Zadeh
(USA), Professor Michio Sugeno (JAPAN), Professor Kay Chen Tan (Singapore),
Professor Michal Baczynski (Poland) and Professor Laszlo B. Kish (USA). Their
summaries or extended talks are included in this book.

The book is directed to all interested readers to evaluate to potential of Soft Com-
puting: researchers in laboratories and universities interested to solve real problems,
managers looking for tools and new views to improve their business.

We especially thank the honorary chair of SOFA 2012 Prof. Lotfi A. Zadeh who
encouraged and motivated us. He participated actively in our workshop of this edition
by sending us an interesting video tape lecture.

Special thanks to Professor Michio Sugeno who showed a constant support during
all these years by participating to the last four SOFA editions.

We would like to thank the authors of the submitted papers for keeping the quality
of the SOFA 2012 conference at high levels. The editors of this book would like to
acknowledge all the authors for their contributions and also the reviewers.

For their help with organizational issues of all SOFA editions we express our thanks
to TRIVENT Conference Office, Mónika Jetzin and Teodora Artimon for having cus-
tomized the software Conference Manager, registration of conference participants and
all local arrangements.

Special thanks go to Janusz Kacprzyk (Editor in Chief, Springer, Advances in In-
telligent and Soft ComputingSeries) for the opportunity to organize this guest edited
volume.

We are grateful to Springer, especially to Dr. Thomas Ditzinger (Senior Editor,
Applied Sciences & Engineering Springer-Verlag) for the excellent collaboration and
patience during the evolvement of this volume.

We hope that the readers will find this collection of papers inspiring, informative and
useful. We also hope to see you at a future SOFA event.

Valentina Emilia Balas, Romania
János C. Fodor, Hungary

Annamaria R. Várkonyi-Kóczy, Hungary
József Dombi, Hungary

Lakhmi C. Jain, Australia
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Information Theoretic Security by the Laws of Classical Physics
(Plenary Paper) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
R. Mingesz, L.B. Kish, Z. Gingl, C.G. Granqvist, H. Wen, F. Peper, T. Eubanks,
G. Schmera

Soft Computing and Fusion Algorithms in Biometrics

The Biometric Menagerie – A Fuzzy and Inconsistent
Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Nicolaie Popescu-Bodorin, Valentina Emilia Balas, Iulia Maria Motoc

A Multi-algorithmic Colour Iris Recognition System . . . . . . . . . . . . . . . . . . . . 45
Petru Radu, Konstantinos Sirlantzis, Gareth Howells, Sanaul Hoque,
Farzin Deravi



VIII Contents

Examples of Artificial Perceptions in Optical Character Recognition
and Iris Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Cristina Madalina Noaica, Robert Badea, Iulia Maria Motoc,
Claudiu Gheorghe Ghica, Alin Cristian Rosoiu, Nicolaie Popescu-Bodorin

Noise Influence on the Fuzzy-Linguistic Partitioning of Iris Code Space . . . . 71
Iulia Maria Motoc, Cristina Madalina Noaica, Robert Badea,
Claudiu Gheorghe Ghica

Fuzzy Theory, Control and Applications

Excluded Middle and Graduation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Dragan G. Radojević
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Pavle Milošević, Ivan Nešić, Ana Poledica, Dragan G. Radojević,
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Image Categorization Based on Computationally Economic LAB Colour
Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 585
Adrian Ciobanu, Mihaela Costin, Tudor Barbu

Some Results on Ultrasonic Image Generation with Biomimetic Sonar
Head and Focused Narrow Beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 595
Dorel Aiordachioaie, Laurentiu Frangu

Using License Plates Recognition for Automate Cruise
Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 605
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Outline of a Restriction-Centered Theory of Reasoning 
and Computation in an Environment of Uncertainty, 

Imprecision and Partiality of Truth* 

(Video Tape Lecture) 

Lotfi A. Zadeh 

Department of EECS,  
University of California,  

Berkeley, CA 94720-1776  
zadeh@eecs.berkeley.edu 

Abstract. The theory which is outlined in this lecture, call it RRC for short, is a 
departure from traditional approaches to reasoning and computation. A princip-
al advance is an enhanced capability for reasoning and computation in an  
environment of uncertainty, imprecision and partiality of truth. The point of de-
parture in RRC is a basic premise—in the real world such environment is the 
norm rather than exception. 

A concept which has a position of centrality in RRC is that of a restriction. 
Informally, a restriction is an answer to the question: What is the value of a va-
riable X? More concretely, a restriction, R(X), on a variable, X, is a limitation 
on the values which X can take—a limitation which is induced by what is 
known or perceived about X. A restriction is singular if the answer to the ques-
tion is a singleton; otherwise it is nonsingular. Generally, nonsingularity implies 
uncertainty. A restriction is precisiated if the limitation is mathematically well 
defined; otherwise it is unprecisiated. Generally, restrictions which are de-
scribed in a natural language are unprecisiated.   

There are many kinds of restrictions ranging from very simple to very complex. Ex-
amples. 3≤X≤6; X is normally distributed with mean m and variance σ2; X is small; it 
is very likely that X is small; it is very unlikely that there will be a significant increase 
in the price of oil in the near future.  

The canonical form of a restriction is an expression of the form X isr R, where X is 
the restricted variable, R is the restricting relation and r is an indexical variable which 
defines the way in which R restricts X. 

In RRC there are two principal issues—representation and computation. Represen-
tation involves representing a semantic entity, e.g., a proposition, as a restriction. For 

                                                           
* Research supported in part by ONR N00014-02-1-0294, Omron Grant, Tekes Grant, Azerbai-

jan Ministry of Communications and Information Technology Grant, Azerbaijan University 
Grant and the BISC Program of UC Berkeley. 
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computation with restrictions what is employed is the extension principle. The exten-
sion principle is a collection of computational rules which address the following prob-
lem. Assume that Y=f(X). Given a restriction on X and/or a restriction on f, what is 
the restriction on Y, R(Y), which is induced by R(X) and R(f)? Basically, the exten-
sion principle involves propagation of restrictions.  Representation and computation 
with restrictions is illustrated with examples. 
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On Structure of Uncertainties 

Michio Sugeno 

European Centre for Soft Computing Mieres-Asturias, Spain 
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Abstract. As a conventional concept of uncertainty, we are familiar with the 
‘probability’ of a phenomenon. Also we often discuss the ‘uncertainty’ of 
knowledge. Recently, Fuzzy Theory has brought a hidden uncertainty, ‘fuzzi-
ness’, to light. Reflections on these ideas lead to a fundamental question: What 
kinds of uncertainty are we aware of? Motivated by this question, this study 
aims to explore categories and modalities of uncertainty. For instance, we have 
found that: 

(i) ‘form’ is a category of uncertainty;  
(ii)  ‘inconsistency’ is a modality of uncertainty;  
(iii)  the inconsistency of form is one of the major uncertainties.  

Through the classification of adjectives implying various uncertainties, we elu-
cidate seven uncertainties (or nine if subcategories are counted) and identify 
three essential ones among them, such as the fuzziness of wording. Finally the 
structure of uncertainty will be shown. The obtained structure is verified by 
psychological experiments, while the validity of three essential uncertainties is 
examined by linguistic analysis. 

 

Michio Sugeno 

Short biography 

After graduating from the Department of Physics, The University of Tokyo, Michio 
Sugeno worked at Mitsubishi Atomic Power Industry. Then, he served the Tokyo 
Institute of Technology as Research Associate, Associate Professor and Professor 
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from 1965 to 2000. After retiring from the Tokyo Institute of Technology, he worked 
as Laboratory Head at the Brain Science Institute, RIKEN from 2000 to 2005, and 
then, as Distinguished Visiting Professor at Doshisha University from 2005 to 2010. 
He is currently Emeritus Professor at the Tokyo Institute of Technology, Japan, and 
Emeritus Researcher at the European Centre for Soft Computing, Spain. 

He was President of the Japan Society for Fuzzy Theory and Systems from 1991 to 
1993, and also President of the International Fuzzy Systems Association from 1997 to 
1999. He is the first recipient of the IEEE Pioneer Award in Fuzzy Systems with Za-
deh in 2000. He also received the 2010 IEEE Frank Rosenblatt Award. 
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Advances in Evolutionary Multi-objective Optimization 

Kay Chen Tan 

Department of Electrical and Computer Engineering 
National University of Singapore 
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Abstract. Multi-objective evolutionary algorithms are a class of stochastic op-
timization Techniques that simulate biological evolution to solve problems with 
multiple (and often conflicting) objectives. 

Advances made in the field of evolutionary multi-objective optimization 
(EMO) are the results of more than two decades of research, studying various 
topics that are unique to MO problems, such as fitness assignment, diversity 
preservation, balance between exploration and exploitation, elitism and archiv-
ing. However many of these studies assume that the problem is deterministic, 
while the EMO performance generally deteriorates in the presence of uncertain-
ties. In certain situations, the solutions found may not even be implementable in 
practice. The lecture will first provide an overview of evolutionary computation 
and its application to multi-objective optimization. It will then discuss chal-
lenges faced in EMO research and present various EMO features and algo-
rithms for good optimization performance. Specifically, the impact of noise  
uncertainties will be described and enhancements to basic EMO algorithmic de-
sign for robust optimization will be presented. The lecture will also discuss the 
applications of EMO techniques for solving engineering problems, such as con-
trol system design and scheduling, which often involve different competing 
specifications in a large and constrained search space. 

Kay Chen TAN is currently an Associate Professor in the 
Department of Electrical and Computer Engineering, National 
University of Singapore. He is actively pursuing 
Research in computational and artificial intelligence, with 
applications to multi--‐objective optimization, scheduling, 
automation, data mining, and games.  

Dr Tan has Published over 100 journal papers, over 100 
papers in conference proceedings, co-‐authored 5 books in-
cluding Multiobjective Evolutionary Algorithms and Applica-
tions (Springer-Verlag, 2005), Modern Industrial Automation 

Software Design (John Wiley, 2006; Chinese Edition, 2008), Evolutionary Robotics: 
From Algorithms to Implementations (World Scientific, 2006; Review), Neural  
Networks: Computational Models and Applications (Springer-Verlag, 2007), and  
Evolutionary Multi-objective Optimization in Uncertain Environments: Issues and  
Algorithms (Springer-Verlag, 2009), co-edited 4 books including Recent Advances in 
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Simulated Evolution and Learning (World Scientific, 2004), Evolutionary Scheduling 
(Springer-Verlag, 2007), Multiobjective Memetic Algorithms (Springer-Verlag, 
2009), and Design and Control Of Intelligent Robotic Systems (Springer-Verlag, 
2009).  

Dr Tan is currently a Distinguished Lecturer of IEEE Computational Intelligence 
Society. He has been invited to be a keynote/invited speaker for over 25 international 
conferences. He served in the international program committee for over 100 confe-
rences and involved in the organizing committee for over 30 international  
conferences, including the General Co-Chair for IEEE Congress on Evolutionary 
Computation 2007 in Singapore and the General Co-Chair for IEEE Symposium on 
Computational Intelligence in Scheduling in Tennessee, USA.  

Dr Tan is currently the Editor-in-Chief of IEEE Computational Intelligence Maga-
zine (5-Year IF: 4.094; IF: 2.833 –Rank 13 out of all 127 IEEE journals). He also 
serves as an Associate Editor / Editorial Board member of over 15 international jour-
nals, such as IEEE Transactions on Evolutionary Computation, IEEE Transactions on 
Computational Intelligence and AI in Games, Evolutionary Computation (MIT Press), 
European Journal of Operational Research, Journal of Scheduling, and International 
Journal of Systems Science. 
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the International Network for Engineering Education & Research (iNEER) for his 
outstanding contributions to engineering education and research. He was also a win-
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On the Applications of Fuzzy Implication Functions 

Michał Baczyński 

University of Silesia  
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Katowice, Poland  
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Abstract. Fuzzy implication functions are one of the main operations in fuzzy 
logic. They generalize the classical implication, which takes values in the set 
{0,1}, to fuzzy logic, where the truth values belong to the unit interval [0,1]. 
The study of this class of operations has been extensively developed in the lite-
rature in the last 30 years from both theoretical and applicational points of view. 

In our talk we will concentrate on many different applications of this class of 
functions. Firstly we will discuss some aspects of mathematical fuzzy logic. 
Next we will show they role in finding solutions of different fuzzy relational 
equations. In the next part we present their relevance in approximate reasoning 
and fuzzy control. In this section we will discuss various inference schemas and 
we will also show some results connected with fuzzy implications, which are 
related with reducing the complexity of inference algorithms. In the final part of 
our talk we will show the importance of fuzzy implication functions in fuzzy 
mathematical morphology and image processing. 

 

Michał Baczyński was born in Katowice, Poland. He received the M.Sc. and Ph.D. 
degrees in mathematics from the Department of Mathematics, Physics, and Chemi-
stry, University of Silesia, Katowice, in 1995 and 2000, respectively. He received the 
“habilitation” degree in computer science from the Systems Research Institute, Polish 
Academy of Sciences, Warsaw, Poland, in 2010. 

He is currently with the Institute of Mathematics, University of Silesia. He has co-
authored a research monograph on Fuzzy Implications and is the author or co-author 
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of more than 40 published papers in refereed international journals and conferences. 
He has been invited to be an invited speaker for 2 international conferences, in partic-
ular at last EUSFLAT - LFA 2011 Conference in Aix-Les-Bains, France. He is also a 
regular reviewer for many respected international journals and a member of various 
committees in international conferences. His current research interests include fuzzy 
aggregation operations, chiefly fuzzy implications, approximate reasoning, fuzzy 
systems, and functional equations. Dr. Baczyński is a member of the European Socie-
ty for Fuzzy Logic and Technology (EUSFLAT) and the Polish Mathematical Society 
(PTM). 
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Abstract. It has been shown recently that the use of two pairs of resistors with 
enhanced Johnson-noise and a Kirchhoff-loop—i.e., a Kirchhoff-Law-Johnson-
Noise (KLJN) protocol—for secure key distribution leads to information 
theoretic security levels superior to those of a quantum key distribution, 
including a natural immunity against a man-in-the-middle attack. This issue is 
becoming particularly timely because of the recent full cracks of practical 
quantum communicators, as shown in numerous peer-reviewed publications. 
This presentation first briefly surveys the KLJN system and then discusses 
related, essential questions such as: what are perfect and imperfect security 
characteristics of key distribution, and how can these two types of securities be 
unconditional (or information theoretical)? Finally the presentation contains a 
live demonstration. 

Keywords: information theoretic security, unconditional security, secure key 
exchange, secure key distribution, quantum encryption. 
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1 Introduction: Quantum Security Hacked 

Practical quantum communicators—including several commercial ones—have been 
fully cracked, as shown in numerous recent papers [1-15], and Vadim Makarov, who 
is one of the leading quantum crypto crackers, says in Nature News that “Our hack 
gave 100% knowledge of the key, with zero disturbance to the system” [1]. This 
claim hits at the foundations of quantum encryption schemes because the basis of the 
security of quantum key distribution (QKD) protocols is the assumption that any 
eavesdropper (Eve) will disturb the system enough to be detected by the 
communicator parties (Alice and Bob). Furthermore this proves that we were right in 
2007 when claiming in our SPIE Newsroom article [16] that quantum security is 
mainly theoretical because, at that time, no effort had been made to experimentally 
crack the communicators; instead research grants supported the development of new 
QKD schemes but not the “politically incorrect” challenge to crack them.  

However, the last few years have seen a radically changed picture [1-15] on the 
security of practical quantum communicators, and even a full-field implementation of 
a perfect eavesdropper on a quantum cryptography system has been carried out [2], 
which is a most difficult task and is an attack on an already established “secure” QKD 
connection. These cracking schemes are referred to as “hacking” because they utilize 
physical non-idealities in the building elements of QKD devices. The number of these 
non-idealities is large, and so is the number of hacking types. The key lessons that has 
been learned here are that 

(i) Quantum security at the moment is theoretical, and the applied theory is 
incorrect for practical devices; a new defense mechanism must be developed for each 
type of hacking attack, and the potential for yet unexplored non-idealities/ attacks is 
huge, and 

(ii) Security analysis, taking into the account of the real physics of the devices, is 
essential when security matters. 

An important aspects all these quantum attacks is the extraordinary (100%) success 
ratio (i.e., information leak) of extracting the “secure” key bits by Eve, while Alice 
and Bob do not have a clue that efficient eavesdropping is going on. At this point we 
note that this information leak was only 0.19% for the classical secure 
communication scheme we are discussing in this paper in the case of a similar 
situation wherein the strongest vulnerability based on physical non-idealities was 
used; this is discussed further below. 

Inspired by these interesting developments we discuss related issues in the key 
exchange system of the classical physical Kirchhoff-Law-Johnson-Noise (KLJN) 
protocol [16]. It should be noted here that there is a general misunderstanding of the 
KLJN scheme among people lacking the relevant expertise in statistical physics and 
noise-in-circuitry, as evidenced for example in the Wikipedia entry “Kish cypher” and 
its “talk page” where, most of the time, both the supporters and the opponents are 
wrong and the debate falls very short of an objective scientific discussion (amusingly, 
even the name “cypher” is incorrect). Therefore, after briefly surveying the KLJN 
system and its properties, we clarify the meaning of perfect security and imperfect 
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security levels and also define the conditions of these measures: information theoretic 
security (or unconditional security) and its limited version computationally 
unconditional security. Furthermore we mention existing integer-number-based key 
exchange protocols that have (computationally) conditional security. It will be seen 
that theoretical/ideal QKD and KLJN protocols have perfect information theoretic 
(unconditional) security. However these schemes, when realized with 
practical/realistic (physical/non-ideal) building elements have imperfect security that 
is still information theoretic (unconditional), even though current QKD cracks [1-15] 
indicate that KLJN performs better. 

2 The KLJN Secure Key Exchange Protocol 

It is often believed that quantum physics represents modern science and that classical 
physics is old and outdated. Of course this is not true because the two fields rather 
pertain to different physical size regimes—the “small” versus the “large” where the 
appropriate rules of physics are different—not different periods of science history. 
The above claim regarding “modern” and “old” cannot be maintained even for the 
history of physics, though, when the point at issue concerns spontaneous random 
fluctuation phenomena, that are simply referred to as “noise”, and it is true for even 
the most general and omnipresent type of classical physical noise, viz., thermal noise 
(voltage or current fluctuations in thermal equilibrium) which is a younger field of 
physics than quantum mechanics. Indeed two Swedish scientists, John Johnson and 
Harry Nyquist both working at Bell Labs, discovered/explained the thermal noise 
voltage of resistors [17,18] several years after the completion of the foundations of 
quantum physics [19].  

Similarly, quantum heat engines [20] with optional internal coherence effects [21] 
were proposed several years earlier than the application [22] of the thermal noise of 
resistors for a heat engine scheme with similar coherence effects.  

Finally, the application of thermal noise for unconventional informatics, namely 
for noise-based logic and computing [23-30] and the KJLN secure key exchange [31-
46], emerged decades later than the corresponding quantum informatics schemes such 
as quantum computing [47] and quantum encryption [48-50].  

It is interesting to not that some "exotic" phenomena previously thought to belong 
to the class of "quantum-weirdness" occur and can be utilized also in the noise 
schemes, for example: teleportation/telecloning in KLJN networks [45] and 
entanglement in noise-based logic [23-30]. 

2.1 The Kirchhoff-Law-Johnson-Noise Key Distribution1 

The KLJN secure key exchange scheme was introduced in 2005 [31-33] and was built 
and demonstrated in 2007 [34]; it is founded on the robustness of classical 
information as well as stochasticity and the laws of classical physics. It was named by 

                                                           
1 This section is a modified version of related expositions elsewhere [36,46]. 
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its creators the “Kirchhoff-loop-Johnson(-like)-Noise” scheme, while on the 
internet—in blogs and similar sites, including Wikipedia—it has widely been 
nicknamed “Kish cypher” or “Kish cipher” (where both designations are wrong). The 
concept has often been misinterpreted and misjudged. 

Alice

RHRL RHRL

BobInformation channel
(wire)

UL,A(t) UH,A(t) UL,B(t) UH,B(t)

Uch(t), Ich(t)

Teff Teff

 

Fig. 1. Core of the KJLN secure key exchange system [31]. In the text below, the mathematical 
treatment is based on the power density spectra of the voltages and currents shown in the 
figure. 

The KLJN scheme is a statistical-physical competitor to quantum communicators 
whose security is based on Kirchhoff's Loop Law and the Fluctuation-Dissipation 
Theorem. More generally, it is founded on the Second Law of Thermodynamics, 
which indicates that the security of the ideal scheme is as strong as the impossibility 
to build a perpetual motion machine of the second kind. 

We first briefly survey the foundations of the KLJN system [31,33,36]. Figure 1 
shows a model of the idealized KLJN scheme designed for secure key exchange [31]. 
The resistors RL and RH represent the low, L (0), and high, H (1), bits, respectively. At 
each clock period, Alice and Bob randomly choose one of the resistors and connect it 
to the wire line. The situation LH or HL represents secure bit exchange [31], because 
Eve cannot distinguish between them through measurements, while LL and HH are 
insecure. The Gaussian voltage noise generators (white noise with publicly agreed 
bandwidth) represent a corresponding thermal noise at a publicly agreed effective 
temperature  Teff  (typically   Teff > 109 K [34]). According to the Fluctuation-

Dissipation Theorem, the power density spectra   Su,L( f )  and   Su,H ( f )  of the voltages 

    U L,A(t)  and   U L,B(t)  supplied by the voltage generators in  RL  and  RH  are given by 

    Su,L( f ) = 4kTeff RL   and    Su,H ( f ) = 4kTeff RH ,          (1) 

respectively. 
In the case of secure bit exchange (i.e., the LH or HL situation), the power density 

spectrum of channel voltage     U ch(t) and channel current   I ch(t) are given as 

    
Su,ch( f ) = 4kTeff

RLRH

RL + RH
 ,                       (2) 
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and      

    
Si,ch(t) =

4kTeff

RL + RH
;                      (3) 

further details are given elsewhere [31,36]. It should be observed that during the LH 
or HL case, linear superposition turns Equation (2) into the sum of the spectra of two 
situations, i.e., when only the generator in  RL  is running one gets  

    
SL,u,ch( f ) = 4kTeff RL

RH

RL + RH

 

 
 

 

 
 
2

 ,      (4) 

and when the generator in   RH  is running one has  

    
SH,u,ch( f ) = 4kTeff RH

RL

RL + RH

 

 
 

 

 
 

2

.          (5) 

The ultimate security of the system against passive attacks is provided by the fact that 
the power   PH →L , by which the Johnson noise generator of resistor  RH  is heating 

resistor   RL , is equal to the power  PL→H  by which the Johnson noise generator of 

resistor   RL  is heating resistor  RH  [31,36]. A proof of this can also be derived from 
Equation (3) for a frequency bandwidth of  Δf by  

  

PL→H =
SL,u,ch( f )Δf

RH
= 4kTeff

RLRH

(RL + RH )2
 ,             (6a) 

and              

  

PH →L =
SH,u,ch( f )Δf

RL
= 4kTeff

RLRH

(RL + RH )2
 .             (6b) 

The equality  PH →L =  PL→H  (cf. Equations 6) is in accordance with the Second Law 
of Thermodynamics; violating this equality would mean not only going against basic 
laws of physics and the inability to build a perpetual motion machine (of the second 
kind) but also allow Eve to use the voltage-current cross-correlation 

  
U ch ( t)I ch (t)  

to extract the bit [31]. However 
    

U ch ( t)I ch (t)  = 0, and hence Eve has an insufficient 

number of independent equations to determine the bit location during the LH or HL 
situation. The above security proof against passive (listening) attacks holds only for 
Gaussian noise, which has the well-known property that its power density spectrum or 
autocorrelation function provides the maximum information about the noise and no 
higher order distribution functions or other tools are able to contribute additional 
information. 

It should be observed [31,33,34,36] that deviations from the shown circuitry—
including parasitic elements, inaccuracies, non-Gaussianity of the noise, etc.—will 
cause a potential information leak toward Eve. One should note that the circuit 
symbol “line” in the circuitry represents an ideal wire with uniform instantaneous 
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voltage and current along it. Thus if the wire is so long and the frequencies are so 
high that waves appear in it, this situation naturally means that the actual circuitry 
deviates from the ideal one because neither the voltage nor the current is uniform 
along the line [31]. 

To provide unconditional security against invasive attacks, including the man-in-
the-middle attack, the fully armed KLJN system shown in Figure 2 monitors the 
instantaneous current and voltage values at both ends (i.e., for Alice as well as Bob) 
[33,34,36], and these values are compared either via broadcasting them or via an 
authenticated public channel. An alarm goes off whenever the circuitry is changed or 
tampered with or energy is injected into the channel. It is important to note that these 
current and voltage data contain all of the information Eve can possess. This implies 
that Alice and Bob have full knowledge about the information Eve may have; this is a 
particularly important property of the KLJN system, which can be utilized in secure 
key exchange.  

AA

Public channel,  broadcasting  for comparing instantaneous local current (A) and voltage (V) data

RECEIVERSENDER

R0

U0S(t)
Su0S(f)

R1

U1S(t)
Su1S(f)

R1

U1R(t)
Su1R(f)

R0

U0R(t)
Su1R(f)

 DIES (t)  DIER (t)

 DIE (t)

 DU E,Ch (t)V V

      BobAlice

 

Fig. 2. Sketch of the KLJN wire communication arrangement [33,36]. To detect the invasive 
eavesdropper (represented, for example, by the current generator at the middle), the 
instantaneous current and voltage data measured at the two ends are broadcasted and compared. 
The eavesdropping is detected immediately, within a small fraction of the time needed to 
transfer a single bit. Thus statistics of bit errors is not needed, so the exchange of even a single 
key bit is secure. 

The situation discussed above implies the following important features of the 
KLJN system [31,33,34,36]: 

(1) In a practical (non-idealized) KLJN system, Eve can utilize device non-
idealities to extract some of the information by proper measurements. This is 
measurement information and does not depend on Eve’s computational and 
algorithmic ability, i.e., the level of security is computationally unconditional. The 
maximum leak toward Eve can be designed by Alice and Bob by supposing the 
physically allowed best/ultimate measurement system for Eve. This designed level of 
security is unconditional in every sense. 

(2) Even when the communication is disturbed by invasive attacks or inherent non-
idealities in the KLJN arrangement, the system remains secure because no 
information can be eavesdropped by Eve without the full knowledge of Alice and Bob 
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about this potential incidence, and without the knowledge of the full information that 
Eve might have extracted (a full analysis of this aspect is provided elsewhere [36]). 

(3) In other words, the KLJN system is always secure, even when it is built with 
non-ideal elements or designed for a non-zero information leak, in the following 
sense: The current and voltage data inform Alice and Bob about the exact information 
leak and hence, for each compromised key bit, they can decide to discard it or even to 
use it to mislead/manipulate Eve [36].  

L H

POWER
DRIVER

GAUSSIAN
NOISE

GENERATOR

ALARM UNIT
CURRENT & VOLTAGE

PROCESSING,
STATISTICS, KEY
EXTRACTION

MEASUREMENTS
CURRENT & VOLTAGE

RL RH

KLJN LINE
COAX INNER
WIRE

LINE FILTER

1 COAX CABLE
OUTHER SHIELD

CAPACITOR KILLER ARRANGEMENT
(WITH VOLTAGE FOLLOWER AMPLIFIER)

 

Fig. 3. A practical KLJN device set-up [34]. Double-ended arrows symbolize computer control.       

(4) The KLJN arrangement is naturally and fully protected against the man-in-the-
middle attack [33] even during the very first run of the operation when no hidden 
signatures can be applied. This feature is provided by the unique property of the 
KLJN system that zero bit information can only be extracted during a man-in-the-
middle attack because the alarm goes off before the exchange of a single key bit has 
taken place [33]. 

(5) The security of the KLJN system is not based on the error statistics of key bits, 
and even the exchange of single key bits is secure. 

Figure 3 outlines a prototype of the KLJN device [34]. The various non-idealities 
have been addressed by different tools with the aim that the information leak toward 
Eve due to non-idealities should stay below 1% of the exchanged raw key bits. For 
the KLJN device it was 0.19% for the most efficient attack [18]. Here we briefly 
address two aspects of non-idealities: 

(i) The role of the line filter (and of the band limitation of the noise generator) is to 
provide the no-wave limit in the cable, i.e., to preserve the core circuitry (cf. Figure 1) 
in the whole frequency band. This implies that the shortest wavelength component in 
the driving noise should be much longer than twice the cable length in order to 
guarantee that no active wave modes and related effects (e.g., reflection, invasive 
attacks at high frequencies, etc.) take place in the cable.  
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(ii) Another tool to fight non-idealities is the cable capacitance compensation 
(“capacitor killer”) arrangement (cf. Figure 3). With practical cable parameters and 
their limits, there is a more serious threat of the security: the cable capacitance 
shortcuts part of the noise current which results in a greater current at the side of the 
lower resistance end thus yields an information leak. This effect can be avoided by a 
cable-capacitor-killer [34] using the inner wire of a coax cable as KLJN line while the 
outer shield of the cable is driven by the same voltage as the inner wire. However, this 
is done via a follower voltage amplifier with zero output impedance. The outer shield 
will then provide all the capacitive currents toward the ground, and the inner wire will 
experience zero parasitic capacitance. Without “capacitor killer” arrangement and 
practical bare-wire line parameters, the recommended upper limit of cable length is 
much shorter and depends on the driving resistor values RL and RH .  

2.2 Security Proofs and Attacks 

The ideal system is absolutely secure, but real systems are rarely ideal and thus 
hacking attacks are possible by using non-idealities. Fortunately the KLJN system is 
very simple, implying that the number of such attacks is limited. Several hacking 
attack types based on the non-ideality of circuit elements causing deviations from the 
ideal circuitry have been published [36-42]. Each of these attacks triggered a relevant 
security proof that showed the efficiency of the defense mechanism (cf. Figure 2). 
Furthermore, all known attack types were experimentally tested [34], and the 
theoretical security proofs were experimentally confirmed.  

For practical conditions, the most effective attack employed voltage-drop-related 
effects on non-zero wire resistance [32,37,38]. It should be noted that serious 
calculation errors were made by Scheuer and Yariv [37] resulting in a thousand times 
stronger predicted value of the effect than its real magnitude. The errors were pointed 
out and the calculations were corrected by Kish and Scheuer [38]. In an experimental 
demonstration [34], the strongest leak was indeed due to wire resistance, and 0.19% 

of the bits leaked out (  1.9 *10−3 relative information leak) to Eve, while the fidelity of 
the key exchange was 99.98% (which means 0.02% bit error rate). This is a very good 
raw bit leak, and it can easily be made infinitesimally small by simple two-step 
privacy amplification, as further discussed in Section 2.3. 

A general response to the mentioned and other types of small-non-ideality attacks 
was also presented [39], and the related information leak was shown to be miniscule 
due to the very poor statistics that Eve could obtain.  

Other attack types of less practical significance were based on differences in noise 
temperatures by Hao [40], which were proven theoretically [41] and experimentally 
[34] insignificant. The very high accuracy of digital simulations and digital-analog 
converters (at least 12-bit resolution) allows setting the effective temperature so 
accurately (0.01% or less error) that this type of inaccuracy-based information leak is 
not observable. In the case of 12-bit resolution, the theoretical value of the relative 

information leak is   6 *10−11, i.e., to leak out one effective bit would require a  
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600 Megabit long key. Therefore this effect was not visible in the experiments even 
though extraordinarily long (74497) key bits were generated/exchanged in each run 
[34].  

The practical inaccuracy of commercial low-cost resistors (1%) at the two ends 
[34,41] is a much more serious issue; the theoretical value is <10-4 relative 
information leak (about 7 bits leak from the 74497 bit long key) for a resistance 
inaccuracy of 1% [34]. However, its impact was still not measurable because of the 

statistical inaccuracies, 74497 ≈ 270 bits, at this key length. These inaccuracies 
were about forty times greater than the theoretical information leak of 7 [34].  

Wire capacitance would be the most serious source of information leak without the 
cable-capacitance-killer arrangement, but cable inductance effects are negligible [36].  

Another attack [42] focusing on delay effects obtained 70% information leak with 
a wire simulation software by using physically invalid parameters, such as cable 
diameters being 28,000 greater than the diameter of the known universe at two km 
cable length (the error in this attack [42] was pointed out in a subsequent paper [36]). 
Although this attack was flawed, it is remarkable that even this non-existent, high 
information leak can be removed by a three-step privacy amplification as discussed in 
Section 2.3. 

It is important to note that the level of allowed information leak is the choice of 
Alice and Bob, and its actual value is determined only by the invested resources and 
also typically depends on how much speed is given up. For example, the information 
leak due to the wire resistance scales inversely with the 4th power of wire diameter, 
which means that employing a ten times thicker cable would reduce the relative 

information leak of 0.19% to   1.9 *10−7 .  
For Eve the best attack strategy is to observe the public data exchange about the 

instantaneous current and voltage amplitudes between Alice and Bob. Those data 
contain the highest amount of eavesdropping information because they are measured 
in the most ideal way, and Alice and Bob also base their decision about the bit values 
on those. Enhancing Eve’s infrastructure beyond that ability does not improve her 
situation, and thus the security is information theoretic/ unconditional.  

2.3 Privacy Amplification in Non-ideal Systems 

Privacy amplification is a classical software-based technique, which was originally 
developed for QKD to ensure the security of an encryption scheme with partially 
exposed key bits. Horvath et al. [43] realized simple privacy amplification by 
executing XOR logic operation on the subsequent pairs of the key bits, thereby 
halving the key length while progressively reducing the information leak. If the 
reduction of the information leak is not enough, the same procedure can be repeated 
on the new key. The resulting key length scales with 0.5N, where N is the number of 
these privacy amplification steps. It was found that, in contrast to quantum key 
distribution schemes, the high fidelity of the raw key generated in the KLJN system 
allows the users to always extract a secure shorter key. The necessary conditions are 
sufficiently high fidelity (small bit error rate), which the KLJN provides, and an upper  
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limit less than one on the eavesdropper probability to correctly guess the exchanged 
key bits, which means the key exchange is not fully cracked (less than 100% relative 
information leak is present). The number of privacy amplification steps needed to 
achieve an information leak of less than 10-8 in the case of the 0.19% raw bit 
information leak is two, thus resulting in a corresponding slowdown by a factor of 
four [43]. In the case of the 70% information leak obtained by the flawed simulations 
in earlier work [42], the necessary number of privacy amplification steps is three thus 
resulting in a slowdown of a factor of eight [43].  

3 Security Measures and Their Conditions 

In this section we discuss security measures [52,53] and apply them to compare QKD, 
KLJN and software security schemes. 

A perfect security level means that the information channel capacity of the 
eavesdropping-channel from Alice/Bob toward Eve is zero. Imperfect security level 
means that the information channel capacity of the eavesdropping-channel from 
Alice/Bob toward Eve is non-zero. We call the encryption “cracked” if Eve can 
extract all of the information communicated between Alice and Bob. Thus an 
imperfect security level does not necessarily mean that the encryption is cracked. If 
the bit-error-rate (BER) is negligible then, by using privacy amplification, the 
effective level of imperfect security can be enhanced so that it can arbitrarily 
approach the perfect security level. 

To characterize the situations of perfect and imperfect security levels, we must 
address the conditions where these levels hold. Conditions that both QKD and the 
KLJN protocols represent are called information theoretic security, or unconditional 
security. We note, in passing, that these terms are often completely misunderstood by 
people who write into Wikipedia and to blog sites about the KLJN system, and these 
mistakes lead to incorrect conclusions and self-contradicting arguments. 

The most rigorous security condition is information theoretic security, which 
means that the information content of the data Eve can extract is limited by 
information theory even if Eve is using the hypothetical most powerful processing of 
the extracted data. Unconditional security is a similar term indicating security when 
Eve has unlimited resources. It often means a computationally unconditional security 
measure, which limits the infrastructure to computers and algorithms, so it has limited 
validity compared to information theoretic security. Computationally unconditional 
security simply means that the information content of the data that Eve is able to 
extract is limited even if she has infinite computing power.  

For example, today’s generally used software algorithms utilizing prime numbers 
for key generation and distribution have neither information-theoretic nor 
computationally unconditional security. All of the information about the key exists in 
the data observed in the line by Eve, in a decodable form, thus it cannot be 
information theoretically secure. This information can be fully decoded with a 
sufficiently fast computer or integer-factoring algorithm, or with a normal computer 
running for long-enough but finite time. The security is (computationally) conditional: 
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it is based on the assumption that Eve does not have an efficient algorithm or a fast-
enough computer to decode the key within the practically relevant time frame. 

It is important to note that even imperfect security can be information theoretical or 
(computationally) unconditional [53]. Such a situation occurs with a physically secure 
key distribution only, such as QKD or KLJN, because the information leak will be 
determined by measurement information and not by computation or algorithmic 
decoding. 

The way in which ideal/theoretical QKD makes the key exchange secure is based 
on the no-cloning theorem of quantum physics: photon states cannot be cloned 
without introducing errors. Because information bits are carried by (theoretically) 
single photons, Eve must clone the photon if she wants to measure one; otherwise the 
information is destroyed before reaching the receiving party. Thus Eve must clone the 
photon, which introduces extra errors into the line. When Alice and Bob recognize the 
increased bit-error-rate, they conclude that eavesdropping has happened and they 
discard the bit-package exhibiting the increased error rate.  

The ideal QKD protects the system against eavesdropping, but this is strictly true 
only for an infinitely long key because Alice and Bob must prepare error statistics, 
and exact statistics requires infinite time. Otherwise, due to statistical fluctuations in 
the BER, Alice and Bob can never be absolutely sure that the key was not 
eavesdropped. To illustrate this problem, we can go to the simplest type of attacks: 
the intercept-resend attack for the BB84 QKD protocol (see, for example, [51]). The 
probability     P(N )  that the eavesdropping will be discovered while Eve extracts  N  key 
bits is not 1 but 

 
Ph = 1− 3

4

 

 
 

 

 
 
N

 .    (7) 

Equation (7) shows that, even though a reasonably long key will be very secure and 
that security can further be enhanced by privacy amplification (see above), the 
security is not perfect although it can arbitrarily approach the perfect security level. 
However, if we want to extract only a single key bit, the security is extremely poor 
because Eve has 25% chance to succeed.  

The way by which the ideal/theoretical KLJN scheme makes the key exchange 
secure depends on the type of the attack: whether it is passive (listening) or invasive 
(introducing energy in the channel and/or modifying the channel circuitry). In the case 
of passive listening, information theoretic security due to zero information in the 
extracted data is guaranteed by the Second Law of Thermodynamics, and this is true 
even for single-bit attacks where QKD fails. In the case of invasive attacks, the 
defense mechanics is similar to that of QKD; Alice and Bob will observe deviations 
between instantaneous signals and they detect the presence of eavesdropping virtually 
immediately so that, again, even a single bit attack has no chance. Table 1 shows the 
summary/conclusion about the security level of various key exchange protocols.  

In conclusion, the ideal KLJN protocol protects a system against invasive 
eavesdropping and provides zero information to passive eavesdroppers. 
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Table 1. Comparison of relevant security levels for existing key exchange systems. Practical 
physically secure key distributions can never have perfect security, they can only approach it. 
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Abstract. This paper proves that in iris recognition, the concepts of sheep, 
goats, lambs and wolves - as proposed by Doddington and Yager in the  
so-called Biometric Menagerie, are at most fuzzy and at least not quite well de-
fined. They depend not only on the users or on their biometric templates, but al-
so on the parameters that calibrate the iris recognition system. This paper shows 
that, in the case of iris recognition, the extensions of these concepts have very 
unsharp and unstable (non-stationary) boundaries. The membership of a user to 
these categories is more often expressed as a degree (as a fuzzy value) rather 
than as a crisp value. Moreover, they are defined by fuzzy Sugeno rules instead 
of classical (crisp) definitions. For these reasons, we said that the Biometric 
Menagerie proposed by Doddington and Yager could be at most a fuzzy con-
cept of biometry, but even this status is conditioned by improving its definition. 
All of these facts are confirmed experimentally in a series of 12 exhaustive iris 
recognition tests undertaken for University of Bath Iris Image Database while 
using three different iris code dimensions (256x16, 128x8 and 64x4), two  
different iris texture encoders (Log-Gabor and Haar-Hilbert) and two different 
types of safety models. 

Keywords: iris recognition, fuzzy, inconsistent, biometric menagerie. 

1 Introduction 

While working around speech recognition, Doddington et al. introduced in [2] four 
concepts reflecting four types of users: sheep, goats, lambs and wolves – which to-
gether form the so-called Biometric Menagerie. The second section of this paper 
presents an objective critique of this concept.  

As far as we know, in 2010, N. Yager et al. [12] generalized Doddington’s classifi-
cation (also known as Doddington’s zoo) for all fields of biometrics. Since then, just 
two papers investigating the presence of sheep, goats, lambs and wolves in certain 
benchmark databases have been published.  
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After [7] and [4], this is the third paper that analyses the partitioning of the iris 
code space extracted for a certain database (University of Bath Iris Image Database, 
UBIID, [10] – in our case) as a Fuzzy Biometric Menagerie showing that the exten-
sions of the concepts wolf, lambs, sheep and goats have very unsharp and unstable 
(non stationary) boundaries. Moreover, the membership of a user to these categories 
can be more often expressed as a degree (as a fuzzy value) rather than as a crisp val-
ue. The fact that the Biometric Menagerie could be a fuzzy concept is confirmed ex-
perimentally here in a series of 12 exhaustive iris recognition tests undertaken for 
UBIID [10] by using three different iris code dimensions (256x16, 128x8 and 64x4), 
two different iris texture encoders (Log-Gabor and Haar-Hilbert [6]) and two different 
types of safety models [8]. All of these tests illustrate that the partitioning of tem-
plate-space accordingly to the fuzzy concepts wolves, lambs, sheep, and goats de-
pends not only on the users or on their biometric templates, but also on the parameters 
that calibrate the iris recognition system – fact which is also confirmed in [3] for a 
different iris image database (Iris Challenge Evaluation, [3]). 

2 ‘Biometric Menagerie’ in Iris Recognition. Open Problems 
and Contradictory Issues 

Doddington et al. [2] and Yager et al. [12] defined the concepts of sheep-user, 
goat-user, lamb-user and wolf-user as follows: 

 

Definition 1 (Yager, [12]): 

- The sheep are those users for which the similarity score is high for genuine com-
parisons and low for imposter comparisons; 

- The goats are those users which, most of the time, obtain low similarity scores 
for genuine comparisons;  

- The lambs are those users easy to imitate (by wolves) and for which the similarity 
score for imposter comparison can be relatively high.  

- The wolves are those users particularly good at impersonating other users (or in 
other words, as Yager said, the wolves “prey upon lambs” [12]) obtaining rela-
tively high similarity scores for imposter comparison between them and the 
lambs. 

2.1 Classifying Users vs Classifying Templates 

Firstly, anyone should remark (we certainly did it) that classifying users in the first 
place is not necessarily a very good idea, simply because, any claimed relation that 
possibly hold two users or more is caused by something that happens with certain 
binary biometric templates stored in the system on their name. What happens with the 
templates determines what happens with the users, not vice versa. Hence, in any bio-
metric system (including those based on iris recognition), the natural approach to 
classifying users goes through classifying biometric templates (through classifying 
iris codes - in our particular case). Therefore, a correct foundation for a hypothetically 
objective model called Biometric Menagerie should start with defining the ‘animals’ 
[12] by analyzing their hypostases, i.e. in terms of biometric templates:  
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Definition 2: 

- The sheep-templates are those for which the similarity scores associated to their 
genuine comparisons are high enough and the similarity scores associated to their 
imposter comparisons are low enough such that a safety threshold or a safety in-
terval to separate the two distributions of genuine and imposter scores computed 
for them; 

- The goat-templates are those that, most of the time or too often, obtain low simi-
larity scores for their genuine comparisons;  

- The lamb-templates are those easy to imitate (by wolves) and for which the simi-
larity scores associated to their imposter comparisons can be relatively high; 

- The wolf-templates are those particularly good at matching lamb-templates, ob-
taining relatively high similarity scores for imposter comparison between them 
and their pray (lamb-templates); 

- Biometric Menagerie is a partitioning of biometric template space into the four 
classes defined above. 

2.2 Fuzzy Biometric Menagerie vs System Calibration 

Secondly, even admitting the fact that Biometric Menagerie is a well-defined concept, 
all conditions expressed in the above two definitions are rather fuzzy if-then Sugeno 
rules [11] than regular conditions of a classical definition – i.e. conditions on genus 
and differentia that do not contain fuzzy elements. More precisely, both definitions 
are intensional, the genus being the space of biometric templates, whereas a fuzzy rule 
declares the differentia. Therefore, there is no doubt that Biometric Menagerie is a 
fuzzy partitioning of the biometric templates space in sub-classes defined as exten-
sions of the fuzzy concepts (pre-images of the fuzzy labels) sheep, goats, lambs and 
wolves, regardless the fact that it could refer to users or to biometric templates. As an 
example, let us formalize one condition of the second definition as a fuzzy if-then 
Sugeno rule: 

 

IF: 

T is a biometric template 

THEN: 

 
associated to  

high genuine scores T is a sheep-template 
and  

low imposter scores  
 

whose structure is similar to that of a linguistic control rule [11] describing a mul-
ti-input & single-output system: 
 

IF: X is f-label-1 and Y is f-label-2 THEN: Z is f-label-3. 
 

As seen above, the concept of sheep-template is fuzzy and so it is the entire Biometric 
Menagerie. Despite the fact that the genus of sheep-template is a crisp set, is the fuzzy 
rule from above that declares the differentia using the fuzzy linguistic labels ‘high’ 
and ‘low’ whose possible quantitative semantics correspond to a choice of some un-
derlying fuzzy sets associated with some membership functions. Someone must  
 



30 N. Popescu-Bodorin, V.E. Balas, and I.M. Motoc 

choose a numerical interpretation of what it means to be high as a genuine score and 
low as an imposter score, operation usually referred to as a part of calibrating the 
biometric system. Therefore, our first hunch (now partially validated through experi-
mental work) was that the Biometric Menagerie is rather depending on the calibration 
of biometric system than being an objective concept, well defined and applicable in 
general for the users that pass through different single-biometric systems that use the 
same biometric trait (iris, face, fingerprint, palm-vein, etc.). 

2.3 From Partitioning Templates to Partitioning Users 

Let us assume that in an iris recognition system we need to define a partitioning of the 
users according to what happens with their biometric templates. For example, we 
could consider the case in which a user U1 posses a template T1 that candidates for the 
role of being a wolf-template by obtaining six imposter similarity scores high enough 
to generate six false accepts with six different users. In the same system, a user U2 
posses the templates T2

1, T2
2, T2

3, each of them obtaining two imposter similarity scores 
high enough such that together they generate the same number of six false accepts 
with six different users. As seen in our example, detecting a wolf-user could be a 
problem of finding a group of template-wolves that together satisfy some conditions. 
The question is which one of those two users is a wolf-user. The answer hardly de-
pends on a convention that the system use for qualifying users as wolves based on 
what happens with their templates (taken individually or as a group). At least because 
it relies on the detection of some wolf-templates - detection done by following a fuzzy 
rule (as described above), such a convention is a fuzzy if-then rule also:  

 

IF: 
for the user U there is a group 
 G of its templates satisfying  
a well chosen f-convention FC 

THEN: U is a wolf-user 

 

Hence, in the rule described above, besides the fact that the detection of the individual 
wolf-templates is fuzzy, there are two additional degrees of freedom for interpreting 
the fuzzy labels “well chosen” and “FC”. This fact makes the process of identifying 
the wolf-users even fuzzier and more subjective than the process of finding wolf-
templates. Consequently, the concept of Biometric Menagerie as introduced by  
Doddington et al. in [2] and Yager et al. in [12] and even the concept of Biometric 
Menagerie discussed here in definition 2 are all fuzzy and subjective concepts, regard-
less if they consist in partitioning users or templates.  

The fact itself that the process of partitioning the users or the templates in a Biome-
tric Menagerie is a fuzzy one cannot be negatively connotated by default, excepting, 
of course, the cases in which there is not enough cointension between this artificial 
partitioning and the natural tendency of grouping that users actually have in reality. 
Unfortunately, this is exactly the case here, as shown below. 

Biometric recognition is a diachronic process and therefore the basic vocabulary of 
any recognition theory should refer user instances, i.e. pairs (U, t) where U is a user 
and t is a time. 

A recognition theory is logically consistent if and only if, regardless the time val-
ues t1 and t2, the similarity (U1, t1) ≡ (U2, t2) certainly take place only for the same 
user U1 = U2. In other words, all users enrolled in the system diachronically generate a 
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set of genuine comparisons that posses the pattern (U, t1)-to-(U, t2) and a set of im-
poster comparisons that also share a common pattern (U1, t)-to-(U2, τ) with U1 ≠ U2 
(the relation between t and τ having no importance in this case). Hence, the natural 
tendency of grouping that user instances actually have points out to only two classes, 
not to four classes – as the Biometric Menagerie has.  

The situation described above is an important example illustrating that fuzzy could 
sometimes mean logically inconsistent, such is the case of artificial partitioning of the 
users in a Biometric Menagerie with four fuzzy classes, while the natural tendency of 
grouping that the users actually have in a consistent theory of recognition point out to 
a binary classification. 

2.4 FBM vs. Iris Codes Space Homogeneity 

According to the above definitions, the wolves are those users (proved or suspected – 
depending on how accurate the wolf definition actually is) responsible for much of the 
False Accept Rate (FAR), whereas the goats are the users responsible for much of the 
False Reject Rate (FRR). This is why the current paper gives a special attention to 
these two categories of users.  

However, right from this moment it is very clear that accepting the above defini-
tions would mean to accept that some users would be somehow special (more special 
than others) and therefore, some elements of the iris code space would be somehow 
more special than others, hence, the question if the iris code space is homogeneous or 
heterogeneous would certainly appear.  

A thing to know for sure is if the iris code space actually is homogeneous or not. 
We believe it is. The situation described above is a classical kind of example illustrat-
ing that when adding something that initially appears inoffensive to a model (like a 
classification of users – in the current case) actually blows up the foundations of the 
model by introducing the contradiction in its logic. Let us assume that the iris code 
space is heterogeneous (i.e. it supports the definition 2) and that the partitioning of iris 
codes space is cointensive with a corresponding partitioning of user space, which 
consequently is heterogeneous on its turn. Can anybody tell us what makes the user 
space heterogeneous in the first place? 

In a lottery, many players can win the minor prizes by partially matching the offi-
cial extracted variant. Hence, we could say that the extracted variant is a wolf hunting 
on lambs (the winners of the minor prizes). We could say, but we do not say that. 
Nothing aggregates the group of these winners together, except the pure chance. In 
the same manner, the odds produce the matching between one specific iris code and 
many others purely by chance, meaning that the iris code space is locally too agglom-
erated and this agglomeration could become homogeneously present in the iris code 
space. The solution is not to invent wolves and lambs, but to recalibrate the system by 
increasing the power of discrimination between the future biometric templates.  

2.5 FBM vs. Similarity Score Symmetry 

The fact that Biometric Menagerie is fuzzy (regardless it refers to users or templates) 
is not the worst thing in the world. The real problem is that it is not objective. In order 
to prove that, let us comment the wolf-lamb relation.  
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According to Yager et al. [12], wolf-lambs relation is one-to-many, one wolf tak-
ing many lambs. However, in a biometric system in which the relation between users 
(between templates) is symmetric (why should not be?), if the user U1 (the template 
T1) impersonates the user U2 (the template T2), it is equally true that the user U2 (the 
template T2) impersonates the user U1 (the template T1), also. Therefore, it is not clear 
at all who is the hunter and who is hunted. Someone has chosen to say that, most 
probably (according to some experiences), the wolves take many lambs. Our question 
is: what if, actually, many wolves target the same lamb. 

The situation described above allows us to say that denoting some users (tem-
plates) as wolves and others as lambs is a pure subjective convention which really 
affects the objectivity of Biometric Menagerie as a concept. 

3 Experimental Results 

This section presents the results of 12 exhaustive iris recognition tests, undertaken on 
the database [10], using iris codes of dimensions 256x16, 128x8 and 64x4.  

All tests use the second version of Circular Fuzzy Iris Segmentation procedure 
(CFIS2, proposed in [5], available for download in [7]), the iris segments being fur-
ther normalized to the appropriate dimension and encoded as binary iris codes by 
using Haar-Hilbert [6] and Log-Gabor [6] texture encoders. Each comparison between 
iris codes results in a matching score computed as Hamming similarity (unitary com-
plement of Hamming distance). For each test, all-to-all comparisons result in similari-
ty scores further interpreted as being low or high enough to motivate a biometric  
decision accordingly to the following two fuzzy if-then Sugeno [11] rules: 
 

IF: MS(C) is low THEN: C is (an) imposter comparison 
IF: MS(C) is high THEN: C is (a) genuine comparison 

 

where MS is the matching score and C is a comparison. 

3.1 Two Paradigms of Test Scenarios 

For each test, the precisiation of the security model assumes the deffuzification of the 
fuzzy labels ‘low’ and ‘high’ as intervals situated on the left and right sides relative to 
a threshold value identified as the abscise of the EER point: 

 tEER = (FAR-1(EER)= FRR-1(EER)), 

or either relative to a safety interval initialized and determined maximally by the min-
imum Genuine Score (mGS) and the Maximum Imposter Score (MIS), and further 
decreased iteratively until the extensions of the f-concepts ‘wolf’ and ‘lamb’ become 
populated with some examples of wolf- and lamb-templates, respectively. For a given 
calibration of the recognition system established in terms of segmentation, normaliza-
tion and encoding procedures, the safety model corresponding to the second case 
described above (that using a safety interval) is described by the following fuzzy 
3-valent disambiguated model: 
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IF: MS(C) is under the safety band THEN: C is an imposter comparison 

IF: MS(C) is within the safety band THEN: C is undecidable 

IF: MS(C) is above the safety band THEN: C is a genuine comparison 

3.2 The Dynamics of FBM. The First and the Last Wolves and Goats 

If the safety band is maximal - i.e. the safety band is the interval [mGS, MIS], all the 
comparisons within MS-1([mGS, MIS]) are undecidable and therefore there are no 
wolfs, no lambs and no goats in the system, all users and templates qualifying as 
sheep. When the safety band narrows from both sides toward the threshold corres-
ponding to the experimentally determined EER point, the examples of wolf-, lamb- 
and goat-templates slightly came into view. For this reason, we called these kind of 
templates marginal wolf-, lamb- and goat-templates. They are the first wolves, lambs 
and goats that appear in the system when the level of security decreases from the 
maximal safety band toward the threshold tEER. The idea of searching for wolves and 
goats while the safety band narrows toward tEER allow us to analyze the dynamics of 
Biometric Menagerie along the process of decreasing the safety level in a balanced 
manner that negotiates between false accepts and false rejects. Besides, in order to 
compare the partitioning of the users/templates in two different iris recognition sys-
tems, it was necessary to identify functioning regimes in which the two systems are 
objectively comparable. We found two functioning regimes of this kind: one identi-
fied through the maximal safety band [mGS, MIS] and other identified through tEER. 
These two functioning regimes are the extreme cases between which anyone can 
study the variability of Biometric Menagerie while the safety band converges to tEER 
through hypostases that balance the FAR-FRR risks. Safety band hypostases together 
simulate a family of decreasing nested Cantor intervals allowing us to see the stabili-
zation of the Biometric Menagerie as a process of convergence, along which different 
iris recognition system are comparable. The last interval of this family is the smallest 
(first) in the order of inclusion and the last in the order given by the balanced risks 
assumed in the system. For this reason, we called the members of Biometric Menage-
rie detected when the system runs at EER, as being the last ones (last wolf-, lamb- and 
goat-templates). They are the last detected of their kind when system security falls in 
a balanced manner to the EER. All of these things allow us to state the following de-
finition: 
 

Definition 3: Let us consider an iris recognition system in which the score distribu-
tions overlap each other. Then:  

 

- the first wolf-, lamb- and goat-templates are those detected when the system is 
running at the security level given by the first fuzzy 3-valent disambiguated mod-
el [8] in which they appear when the maximal safety band [mGS, MIS] narrows 
to tEER such that to keep FAR-FRR risks balanced. 

- the last wolf-, lamb- and goat-templates are those detected when the system is 
running at EER (i.e. the system is running on that safety threshold which balances 
the FAR-FRR risks). 
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3.3 Two Series of Tests 

The first series of six tests aims to identify the indices of the first wolf and goat-
templates detected when running the system with different encoders (Haar-Hilbert 
and Log-Gabor), with different iris code dimensions (256x16, 128x8, 64x4), at a high 
security level given by that safety band who allows the wolves and the goats to appear 
in the system. Table 1 shows the values determining the safety bands detected for 
each of these tests. 

Table 1. The safety bands and their width for the first series of six all-to-all iris recognition 
tests 

Iris code dimension 64x4 128x8 256x16 

Log-Gabor 
encoder 

Safety band [0.6003, 0.9075] [0.6277, 0.6555] [0.5566, 0.5757] 
Width 0.3072 0.0278 0.0191 

Haar-Hilbert 
encoder 

Safety Band [0.6091, 0.6722] [0.5456, 0.6823] [0.5224, 0.5467] 
Width 0.0631 0.1367 0.0243 

 
The second series of six tests has the same purposes as the first one, but each time 

the system is running at a maximally acceptable balanced degradation of the security 
level given by functioning at EER threshold (tEER). Table 2 shows the values deter-
mining the safety bands detected for each of these tests. 

Table 2. The EER and tEER for the second series of six all-to-all iris recognition tests 

Iris code dimension 64x4 128x8 256x16 

Log-Gabor 
encoder 

EER 4.08E-2 9.37E-4 6.03E-4 
tEER 0.7529 0.6392 0.5686 

Haar-Hilbert 
encoder 

EER 8.60E-3 1.70E-3 2.30E-3 
tEER 0.6471 0.5765 0.5490 

 
As seen in Table 2, accordingly to the EER criterion, the best calibration of the iris 

recognition system is that one using iris segments of dimension 256x16 and based on 
Log-Gabor encoder (EER = 6.0265E-4).  

Also, the best calibration presented in Table 1 is that one having the smallest over-
lapping between the two score distributions, namely that one using iris segments of 
dimension 256x16 and based on Log-Gabor encoder (for which the amplitude of the 
overlapping is 0.0191). 

3.4 Detecting the Marginal Wolf and Goat Templates  

We recall that the safety bands used in the first series of six iris recognition tests are 
adaptively determined by narrowing the maximal safety band [mGS, MIS] toward 
tEER while keeping the FAR-FRR risks balanced, until some examples of wolf and 
goat templates appear in the system (ensuring that the extensions of the corresponding 
concepts are not empty). Hence, each test results in a set containing the first (the mar-
ginal) goat- and wolf-templates corresponding to a given calibration of the biometric 
system in terms of encoder and iris code size.  
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Fig. 1 illustrates the fact that although the iris code dimension increases, the num-
ber of impersonations oscillates when using Log-Gabor encoder, and increases when 
using Haar-Hilbert encoder. As seen by comparing Fig. 1.a and Fig. 1.b (both of them 
obtained for the iris codes of dimension 64x4), the number of cases of impersonation 
was higher for the wolf-template obtained for Haar-Hilbert encoder than the one ob-
tained for Log-Gabor encoder. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 1. The marginal wolf-templates obtained for Haar-Hilbert (64x4 – a, 128x8 – c, 256x16 – 
e) and Log-Gabor (64x4 – b, 128x8 – d, 256x16 – f) encoders 
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Table 3. The marginal wolf-/goat-templates obtained by finding the corresponding safety band 

Iris code dimension
Template type

64x4 
Wolf | Goat 

128x8 
Wolf | Goat 

256x16 
Wolf | Goat 

Log-Gabor encoder 
Number of comparisons 7 | 4 17 | 3  9 | 3 

Template’s index 334 | 496 484 | 475 505 | 565 

Haar-Hilbert en-
coder 

Number of comparisons 15 | 3  15 | 3  46 | 4  
Template’s index 549 | 565   88 | 565 236 | 565 

 
For iris codes of dimension 128x8 (Fig. 1.c and Fig. 1.d), the number of imperson-

ations obtained when using Haar-Hilbert encoder is smaller that when using 
Log-Gabor encoder. For iris code of dimension 256x16, the Haar-Hilbert encoder 
obtained the greatest number of impersonations, as we can observe also by comparing 
the behavior of the wolf templates represented in Fig. 1.e and Fig. 1.f.  

Table 3 presents the results obtained in these six tests performed to find the mar-
ginal wolf-templates. As seen in Table 3, each test points out to a different marginal 
wolf-template (which is an experimental result that agrees to those presented in [4] for 
the wolves detected in ICE database [3]). 

The number of (qualifying) comparisons recorded in Table 3 must be interpreted 
differently according to the type of determination that it is linked to: for a wolf it 
represents the number of false accepts, whereas for a goat it represents the number of 
false rejects. For example: when using Log-Gabor encoder to generate iris codes of 
dimension 64x4, the detected marginal wolf-template is 334 and it generates 7 cases 
of impersonation, whereas in the same conditions the marginal goat-template is 496 
and it generates 4 cases of false reject. What is spectacular in the Table 3 in the first 
place is that the marginal goat-template 496 (Log-Gabor, 64x4) and the marginal 
wolf-template 484 (Log-Gabor, 128x8) point out to the same eye, namely the 25th eye, 
i.e. the left eye of the 13th user from the database UBIID, [10]. Section 2.3 illustrated 
the fact that trying to qualify users as wolves or goats based on what happens with 
their template is not quite a simple and evident task. The situation described here 
reveals an additional degree of difficulty to the same problem, also. Based on the data 
reported in Table 3, is the left eye of 13th user a wolf, a goat or both? This aspect is 
also a facet of the inconsistency of Biometric Menagerie as a concept.  

Fig. 2 illustrates that along with the increasing of the iris code dimension the num-
ber of rejections decreases for Log-Gabor encoder and increases for Haar-Hilbert 
encoder. In each graphic, we drawn the left limit of the safety band (dotted line) and 
the minimum genuine score (dashed line) obtained for the corresponding marginal 
goat template. Fig. 2.a and Fig. 2.b present the behavior of the marginal 
goat-templates obtained for iris codes of dimension 64x4. The template obtained for 
Log-Gabor encoder has a bigger number of rejections than the one resulted for 
Haar-Hilbert encoder. On the contrary, the numbers of rejections for the templates 
represented in Fig. 2.c and Fig. 2.d are the same for both encoders.  

As seen in Fig. 2.e and Fig. 2.f, there are more cases of false reject for the marginal 
goat-template obtained with Haar-Hilbert encoder than for the one obtained with 
Log-Gabor encoder.  
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(d) 

 
(e) 
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Fig. 2. The marginal goat-templates obtained for Haar-Hilbert (64x4 – a, 128x8 – c, 256x16 – 
e) and Log-Gabor (64x4 – b, 128x8 – d, 256x16 – f) encoders 
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Let us comment another remarkable thing seen in the same Table 3: the marginal 
goat-template obtained for Haar-Hilbert encoder was the same in all three tests. 
Moreover, it is the last goat-template obtained for the same encoder (see Table 4, 
from below). This situation suggests that the concept of ‘goat-template’ could be an 
objective concept (in certain conditions) unifying the concepts of first (marginal) and 
last goat-templates by actually depending much on the encoded iris segment and less 
on the size of the template. The third notable thing visible in Table 3 is that the mar-
ginal wolf-templates obtained for the six tests were not only different, but also came 
from different eyes (users). Different iris recognition systems can perceive differently 
the marginal wolf-templates, and consequently, the concept of marginal wolf-template 
is certainly far from being objective. 

3.5 Detecting the Last Wolf and Goat Templates at tEER 

We recall that the safety levels corresponding to the second series of six exhaustive 
all-to-all iris recognition tests (further presented here) are those given by running the 
recognition system at EER threshold tEER. Hence, according to the definition 2, each 
of these tests results in a set containing the last goat- and wolf-templates correspond-
ing to a given calibration of the biometric system in terms of encoder and iris  
code size.  

Fig. 3 presents the similarity scores obtained by the last wolf-templates mentioned 
in Table 4 and detected in this second series of tests.  

Table 4. The last wolf-/goat-templates obtained by running the system at tEER 

Iris code dimension
Template type

64x4 
Wolf | Goat 

128x8 
Wolf | Goat 

256x16 
Wolf | Goat 

Log-Gabor encoder 
Number of comparisons 63 | 11 22 | 4  14 | 5  

Template’s index 236 | 493 392 | 462 236 | 565 

Haar-Hilbert en-
coder 

Number of comparisons 43 | 8  19 | 6  40 | 9  
Template’s index 549 | 565   88 | 565 236 | 565 

Table 5. The cumulative results of the two series of all-to-all exhaustive iris recognition tests 
(on UBIID, [10]) expressed in terms of first and last goat- and wolf-templates 

Calibration 
Goats Wolves 

First (Marginal) Last First Last 
LG, 64x4 496 493 334 236 
LG, 128x8 475 462 484 392 
LG, 256x16 565 565 505 236 
HH, 64x4 565 565 549 549 
HH, 128x8 565 565 88 88 
HH, 256x16 565 565 236 236 
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Table 6. The cumulative results of the two series of all-to-all exhaustive iris recognition tests 
(on UBIID, [10]) expressed in terms of possible first and last goat- and wolf-users 

Calibration 
Goats Wolves 

First (Marginal) Last First Last 
LG, 64x4 25 25 17 12 
LG, 128x8 24 24 25 20 
LG, 256x16 28 28 26 12 
HH, 64x4 29 29 23 23 
HH, 128x8 29 29 5 5 
HH, 256x16 29 29 12 12 

 
 
As in the previously discussed case of marginal wolf-templates, it is visible in Ta-

ble 4 that the last wolf-templates obtained for the six tests were not only different, but 
also came from different eyes (users). Different iris recognition systems can perceive 
differently the last wolf-templates, and consequently, the concept of last wolf-
template is far from being objective. 

However, there are three different tests pointing out to the template no. 236 (see 
Table 4) as a last wolf-template. Still, this fact alone is not enough for qualifying the 
concept as being objective. Its extension is strongly dependent on system calibration 
variables such as the iris code dimension and the texture encoder.  

Fig. 4 represents the similarity scores corresponding to the genuine comparisons 
generated by the last goat-templates obtained from the tests that use Haar-Hilbert and 
Log-Gabor encoders. It illustrates the fact that along with the increasing size of the 
iris code, the number of false rejects could decrease sometimes. 

Table 5 and Table 6 illustrate the cumulative results of the two series of all-to-all 
exhaustive iris recognition tests (on UBIID, [10]) expressed in terms of first and last 
goat- and wolf-templates (Table 5), and in terms of possible first and last goat- and 
wolf-users (Table 6). We said “possible first and last goat- and wolf-users” because, 
as seen in Section 2.3, the process of identifying the wolf-users is even fuzzier and 
more subjective than the process of finding wolf-templates (there is not an unique  
rule that could qualify users as wolves based on what is happening with their tem-
plates). Specifically, the if-then fuzzy rule used here for this purpose is simple as 
follows: 
 

IF: U posses a wolf-/goat-template THEN: U is a wolf-/goat-user. 
 

The data within Table 5 generate the data within Table 6 by applying the above if-
then fuzzy rule. The data within both tables allow us to conclude that the goat is the 
most objective concept of the Fuzzy Biometric Menagerie and Haar-Hilbert encoder 
is more objective than Log-Gabor encoder.  

 
 
 



40 N. Popescu-Bodorin, V.E. Balas, and I.M. Motoc 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 3. The similarity scores corresponding to the imposter comparisons generated by the last 
wolf-templates obtained for Haar-Hilbert (64x4 – a, 128x8 – c, 256x16 – e) and Log-Gabor 
(64x4 – b, 128x8 – d, 256x16 – f) encoders 
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Fig. 4. The similarity scores corresponding to the genuine comparisons generated by the last 
goat-templates obtained from the tests that use Haar-Hilbert (iris code dimension: 64x4 – a, 
128x8 – c, 256x16 – e) and Log-Gabor (iris code dimension: 64x4 – b, 128x8 – d, 256x16 – e) 
encoders 
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4 Conclusions 

This paper shown that, at least in iris recognition, the Biometric Menagerie is a fuzzy 
and inconsistent concept, regardless if it refers to the users or to their biometric tem-
plates. Twelve exhaustive all-to-all iris recognition tests proved this point by conter-
example. They also suggest that the goat is the most objective concept of the Fuzzy 
Biometric Menagerie and that Haar-Hilbert encoder is more objective than Log-Gabor 
encoder is.  

The experimental results presented in this paper shown that the fuzzy-linguistic la-
bels defining the Biometric Menagerie in terms of wolf-, sheep-, lamb-, goat-users 
and those defining the Fuzzy Biometric Menagerie in terms of first/last wolf-, sheep-, 
lamb-, goat-templates or in terms of possible wolf-, sheep-, lamb-, goat-users, all of 
them depend on the calibration of the iris recognition system.  

Paradoxically, this paper gave a new perspective on the fuzzy concepts sheep, 
goats, lambs and wolves, but a very critical one. By illustrating the fact that, different 
iris recognition systems actually perceive differently the wolf- and goat-templates, the 
current paper qualifies the concept of Biometric Menagerie as not heaving one of the 
most important and most needed attribute of a concept, namely the universality with 
respect to a genus.  

We wonder if anybody could indicate us a sufficiently large class of iris recogni-
tion systems for which the partitioning of the users/templates as a Biometric Menage-
rie (fuzzy or not) is at least almost the same.  

Until then, we will remember one of Newton’s mottos: hypotheses non fingo. 
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Abstract. The reported accuracies of iris recognition systems are generally 
higher on near infrared images than on colour RGB images. To increase a co-
lour iris recognition system's performance, a possible solution is a multi-
algorithmic approach with an appropriate fusion mechanism. In the present 
work, this approach is investigated by fusing three algorithms at the score level 
to enhance the performance of a colour iris recognition system. The contribu-
tion of this paper consists of proposing 2 novel feature extraction methods for 
colour iris images, one based on a 3-bit encoder of the 8 neighborhood and the 
other one based on gray level co-occurrence matrix. The third algorithm em-
ployed uses the classical Gabor filters and phase encoding for feature extrac-
tion. A weighted average is used as a matching score fusion. The efficiency of 
the proposed iris recognition system is demonstrated on UBIRISv1 dataset. 

1 Introduction 

Iris recognition has become an emerging research topic due to its rich texture with a 
high number of degrees of freedom [1], which has allowed researchers to develop a 
large variety of iris authentication algorithms. Although the performance of the iris 
recognition algorithms is high [2, 3], they require a large amount of constraints on the 
user due to the fact that near infrared illumination is necessary for good quality im-
ages and a reliable operation.  

The majority of iris recognition systems published in the literature have only been 
benchmarked on near infrared images, leaving a question mark on whether these algo-
rithms can perform on colour iris images with a comparable accuracy. The pioneering 
iris recognition system proposed in [1], which uses phase based coding and binary 
features extracted from near infrared images is deployed in most of the commercial and 
military iris recognition devices currently available. This fact led to the formation of 
large iris databases which contain images acquired under near infrared illumination.  

The United States National Institute of Standards and Technology (NIST) [4] con-
ducted a series of iris recognition competitions [5], where the submitted algorithms 
were tested on large scale databases containing near infrared iris images. These com-
petitions allowed the creation of an ISO standard for near infrared iris images [6], 
which will promote the interoperability between various iris recognition acquisition 
devices and authentication algorithms. Generally the near infrared iris image data 
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standard specifies the thresholds for different iris image quality measures, which  
from a practical point of view are translated into how large the constraints on the user 
have to be.  

For iris images acquired in visible spectrum there hasn’t been created a standard 
yet, but over the past several years advances have been made in colour iris recogni-
tion. However, the accuracies obtained in visible spectrum are not yet comparable to 
those obtained under near infrared illumination [7]. The practicability of a colour iris 
recognition system is considerably increased when compared to a near infrared iris 
recognition system because the constraints on the user are significantly relaxed. One 
of the pioneers of iris recognition in visible spectrum is Hugo Proenca, who organized 
a colour iris recognition competition called Noisy Iris Challenge Evaluation (NICE). 
It took place in 2 parts: part1 assessed only the segmentation of a subset of UBIRISv2 
[8] dataset and  in part 2 the classification algorithms were assessed on the same im-
ages. Proenca et al analyzed the results of the second part of NICE competition in [7], 
where they reported that by employing a multi-algorithmic approach between the top 
5 ranked algorithms, the accuracy of the system increases significantly. 

In this paper we employ a multi-algorithmic approach to enhance a colour iris rec-
ognition systems’ accuracy, motivated by the results reported in [7]. We use three iris 
recognition algorithms, two proposed by us in the present paper and one is the clas-
sical method proposed in [1].  

The main novelty of the present work consists of 2 iris feature extraction methods. 
The first one uses the gray levels of the 8 neighborhood of a pixel from the iris texture 
and the second one uses the gray level co-occurrence matrices (GLCM) of the iris 
texture, calculated for 8 directions. Also, we propose a transformation of the match 
scores of the iris recognition systems which enhances the separation between authen-
tic and impostor score distributions. Further, we analyze how the system performs 
when only a small number of pixels around the pupil are unwrapped compared to the 
case when a large number of pixels around the pupil are used to form the unwrapped 
image.  

The remainder of the paper is organized as follows: in Section 2, the component 
algorithms of the multi-algorithm iris recognition systems are detailed. In Section 3 
the separation enhancement method between authentic and impostor score distribu-
tions is presented. The experimental results are reported in Section 4 and conclusions 
are given in Section 5. 

2 Proposed Multi-algorithmic Iris Recognition System 

In Fig. 1 the block diagram of the proposed multi-algorithmic iris recognition system 
is presented. As may be observed, the system only uses the red channel to extract the 
information from the iris texture. The red channel has the closest wavelength to the 
near infrared domain and yields the best accuracy from the RGB colour space, as 
reported in [9]. 
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Fig. 1. Multi-algorithmic iris recognition system architecture 

2.1 Preprocessing 

An iris recognition system consists of five main stages: acquisition, segmentation, 
normalization, feature extraction and matching. For segmentation, the algorithm pro-
posed in [10] was employed. In this work, we benchmarked the multi-algorithmic 
system on images from UBIRISv1 [11], Session 1 dataset. The segmentation accuracy 
on these images was approximately 95%. The remaining 5% were manually seg-
mented, as they contain strong occlusions or other noise factors which make the seg-
mentation difficult. 

The unwrapping was done using the rubber sheet model proposed in [1]. To avoid 
including the eyelashes in the unwrapped image, the circle sector defined between -
45o and +45o of vertical axis was not considered. The unwrapped image dimension 
initially is 120 by 50 pixels for the 8 neighborhood binary encoder and the classical 
phase based feature extraction and 360 by pixels 50 for the GLCM based system. 
Then, 100 pixels are considered around the pupil and the resulting unwrapped image 
dimension is 120 by 100 pixels and 360 by 100 pixels respectively. 

As an efficient image enhancement was reported in [12] to be the second time con-
suming task from an iris recognition system after segmentation, our system does not 
employ any image enhancement techniques. 

2.2 8-Neighborhood Binary Encoder 

The pixel relationships are the basis of the least computationally demanding texture 
analysis techniques, as there is no filtering operation necessary. By using the 8 neigh-
borhood of a pixel, we propose an iris feature extraction method which is computa-
tionally efficient and is therefore suitable to be implemented on mobile or embedded 
devices.  

The working principle of the proposed feature extraction method is a simple, yet 
effective one: the 8 positions of the 8-neighborhood of a pixel may be encoded on 3 
bits, as shown in Fig. 2. When the center pixel is immediately near its neighbors, we 
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have an offset of 1, but the offset may be higher. Considering the values of the 8 
neighbors of a pixel, the 3 bits corresponding to that pixel are the binary code corres-
ponding to the position of the highest intensity value of the 8 neighbor pixels.  

 

Fig. 2. Binary encoding of 8 neighborhood of a pixel 

Additionally to encoding the position of the maximum pixel value of the 8-
neighborhood, the value of the center pixel is compared to the mean of the 8-
neighborhood. If the center pixel has a value smaller than the average, a logical 0 is 
concatenated to the 3 bits corresponding to the position of the maximum neighbor, 
otherwise a logical 1 is concatenated. 

The 8-neighborhood does not have necessarily to be considered for every other 
pixel, it may be considered with a step for the horizontal scan and one for the vertical 
scan. In this way this feature extraction method becomes even more computationally 
efficient. We investigated how the performance varies with the step size via a direct 
search. As a matching algorithm, the Hamming distance is used [1]. 

The three parameters of this feature extraction method are the offset, the horizontal 
scanning step and the vertical scanning step. We found these parameters empirically, 
by taking the first 40 classes from UBIRISv1 [11] Session 1 dataset and computing 
the decidability index [1], which is a measure of the separation between the authentic 
and impostor score distributions. We found that the maximum decidability index was 
obtained for an offset of 7 pixels, a horizontal step of 1 pixel and a vertical step of 5 
pixels. The resulting feature size is 3392 bits for the 120 by 50 pixels unwrapped 
image and 7632 bits for the 120 by 100 pixels image. 

2.3 Co-occurrence Matrix Based Features 

The co-occurrence matrix C for a 8-bit gray level image I is a 256 by 256 matrix 
which contains on row i and column j the counts of the number of pixels pairs  
with the intensity values i and j, which are separated by an offset and are at a relative 
inclination [13]: 
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, , ∧ ( , ) (1) 

where x’ and y’ are the offsets given by the distance d and inclination θ: cossin  (2) 

The GLCM is symmetrical and if it has higher values around the main diagonal, it 
means that the image contrast is low. In the proposed feature extraction method, 8 co-
occurrence non-symmetrical matrices were computed for an unwrapped iris image, 
corresponding to the directions given by the 8-neighborhood. A fused GLCM was 
obtained by averaging the 8 initial GLCM. 

As the iris texture generally does not have high contrast, the higher values of the 
fused GLCM were concentrated around the main diagonal. The presence of noises 
such as eyelashes or reflections in the unwrapped iris image will be observed in high 
values in corner regions of the GLCM. From the original fused GLCM we only keep 
the part of the matrix with rows and columns indexes between 75 and 135. Therefore, 
the feature size will be (135-75+1)2 = 3721 integer positive values. The indexes 75 
and 135 were determined empirically with the criterion of maximizing the decidabili-
ty index for 40 classes from UBIRISv1 dataset, Session 1, while keeping a managea-
ble feature size of 3621 bytes. The larger the amount of data from the original GLCM 
is used, the higher the accuracy of the system will be, but the tradeoff is a higher 
computational demand and a larger template size. 

From the selected 61 by 61 pixels matrix, we consider 20 vectors parallel and 
above the main diagonal and 20 vectors parallel and below the main diagonal. The 
main diagonal was not considered because it provides information about the pixels 
with the same intensity level. Let us denote the 20 vectors above the diagonal with v1, 
…, v20 and the 20 vectors below the main diagonal v-1, …, v-20. In the matching phase, 
initially the Euclidian distances are computed between the corresponding vectors 
extracted from the probe and gallery images. As two initial scores, the means of the 
square roots of the Euclidean distances of the vectors above and below the main di-
agonal are computed using equations (3). The square root was used as a non-linear 
transformation to make the authentic and impostor score distributions narrower.   

 

M1 120 ,
m2 120 ,  (3) 

The two means from equations (3) are used to compute the intermediate scores from 
equations (4). The hyperbolic tangent function is used to normalize the scores be-
tween 0 and 1. Hyperbolic tangent function takes values between 0 and 1 for positive 
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arguments and maps all its arguments which are above 2.5 very close or equal to 1. 
The argument of hyperbolic tangent was used to bring the impostors scores above the 
value of 2.5 and the authentic scores as small as possible. 

dist1 tanh log 201 edist2 tanh log 201 e  (4) 

The final co-occurrence matrix score (CMS) is obtained using equation (5) to fuse 
dist1 and dist2. dist1 and dist2 are below 1, and the product dist1*dist2 will be close 
to 0 for authentics and much larger for impostors. The absolute value of the base 2 
logarithm of a number which is below 0.15 for example is above 2.5, while the abso-
lute value of the base 2 logarithm of a number which is above 0.6 is below 0.6.  1 tanh|log (dist1 dist2)| (5) 

2.4 Classical Phase-Based Feature Extraction 

This method employs the classical 2D Gabor filters [1] to extract the information 
from the iris texture. The features are binary strings extracted using one set of para-
meters of the 2D Gabor filters. For each pixel of the unwrapped image, 2 bits of in-
formation are stored. We observed that if the 2 bits are extracted from every other 
pixel, the drop in performance is negligible.  

The feature size is 3000 bits for the 120 by 50 pixels unwrapped iris image and 
6000 bits for the 120 by 100 pixels image. For matching, the classical Hamming dis-
tance was used.  

The issue of rotation is addressed by shifting one binary string 4 bits to the left and 
4 bits to the right and the minimum Hamming distance out of the 9 computations is 
stored. The same method was applied to compensate for rotation of the features ex-
tracted using the 8-neighborhood binary encoder. The features extracted using GLCM 
are rotational invariant. 

3 Enhancing the Authentic and Impostor Distributions 

In any iris recognition system it is desirable to have a decidability index [1] between 
impostor and authentic score distributions as large as possible. A classical iris recog-
nition system has most of the authentic scores concentrated in the range [0;0.2], while 
most of the impostor scores are above 0.4 [14-16].  

In this paper we propose a transformation of the scores of an iris recognition  
system with the properties mentioned above by using equation (6). We will call the 
transformation (6) Kent Transform (KT). The reasoning of such a transform is the 
following: a non linear transformation that enhances the separation between 2 distri-
butions which contain values between 0 and 1 is represented by |log10(value2)|. This  
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expression will map values close to 0 above 1 and values above 0.32 below 1. When 
computing 1 – hyperbolic tangent of this expression, the values from the two original 
distributions will be more separated than they were initially. KT(score) 1 tanh|log (score )| (6) 

We will demonstrate the efficiency of the KT in the experimental results section, but 
let us first replace the scores of 0.2 and 0.4 in the above formula. Initially, the differ-
ence between the impostor score of 0.4 and authentic score of 0.2 is 0.2. After apply-
ing the KT we obtain KT(0.4) = 0.33 and KT(0.2) = 0.11 and the difference between 
the scores is now 0.22, larger by 10%. 

When the impostor and authentic scores have values very close to the decision 
boundary, for example the impostor score is 0.35 and the authentic score is 0.3, then 
the difference of 0.05 between the 2 scores is increased by 18% to 0.059 when KT is 
applied. Therefore, the KT is a non-linear transformation which reduces the overlap 
between the authentic and impostor score distributions of an iris recognition system. 
KT may as well be applied to any type of biometric system which has the matching 
scores for authentics and impostors similar to those of a classical iris recognition  
system. 

4 Experimental Results 

The database used in our experiments was UBIRISv1 [11] Session 1. This session has 
241 users enrolled with one eye. There are 5 colour RGB images for each user. The 
images were acquired in a semi-controlled environment, by reducing the noise factors, 
such as reflections, poor illumination or poor focus. The users were at a distance of 20 
cm from the acquisition device. However, 10 images out of the total of 1205 are 
strongly or totally occluded and therefore no useful information can be extracted from 
them. We ran the experiments on all the images from the dataset, including the oc-
cluded ones. 

The experimental setup consists of the classical one vs one score generation for all 
possible combinations between same class images and different class images. The 
fusion between the scores produced by the 3 algorithms was done by using weighted 
average. The weights for the 3 algorithms were determined using the first 40 classes 
via a direct search.  

4.1 Using 50 Pixels around the Pupil 

In Table 1, the decidability index is reported for all the images of UBIRISv1 Session 
1 dataset and the 3 algorithms together with the means and standard deviations (in 
brackets) of the authentic and impostor distributions. There are 723000 impostor 
scores and 2410 authentic scores. 

The KT is applied to the 8-neighborhood based algorithm and to the 2D Gabor fil-
ter based algorithm. The KT is not applied to the GLCM based algorithm because 
equation (5) which produces the matching scores of this algorithm is similar to KT. 
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Table 1. Decidability index and distribution means and standard deviations (in brackets) for  
the 3 algorithms 

Algorithm Authentic mean and std. 
deviation 

Impostor mean and std. 
deviation 

Decidability index 

8-neighborhood 0.30 (0.038) 0.39 (0.017) 3.22 

8-neighborhood with KT 0.22 (0.043) 0.33 (0.021) 3.31 

GLCM 0.10 (0.227) 0.76 (0.336) 2.31 

2D Gabor 0.20 (0.064) 0.40 (0.034) 3.92 

2D Gabor with KT 0.12 (0.066) 0.34 (0.042) 4.03 

In Table 2, the decidability index together with False Reject Rate (FRR) for 2 val-
ues of the False Acceptance Rate (FAR) and Equal Error Rate (EER) are reported for 
the last 201 classes left after the weights were determined using the first 40 classes. 
The weights obtained for the 2D Gabor with KT, 8-neighborhood with KT and 
GLCM algorithms are 0.61, 0.31 and 0.08 respectively.  

Table 2. Performance measures for the 3 algorithms and fusion approach when 50 pixels 
around the pupil are used 

Algorithm Decidability 
index 

FRR for FAR=0.01% FRR for FAR=0.1% EER 

2D Gabor with KT 4.09 10.70 % 7.41 % 3.63 % 

8-neighborhood with KT 3.33 22.34 % 11.74 % 3.51 % 

GLCM 2.27 99.62 % 97.82 % 15.47 % 

Fusion 4.38 11.39 % 7.91 % 3.33 % 

From Table 2 may be observed that the GLCM based system performs poor com-
pared to the other 2 algorithms, but when the scores of the 3 algorithms are fused, the 
decidability index of the best algorithm is increased by approximately 7% and the 
EER is decreased by approximately 8.2%. We have eliminated the GLCM based algo-
rithm and implemented a weighted average between the other 2 systems, but the deci-
dability index and the EER could only be improved by less than 1%. 

4.2 Using 100 Pixels around the Pupil 

In Table 3, the decidability index is reported for all the images of the 201 classes used 
for testing, together with the FRR for given thresholds of the FAR. In this case the 
optimum weights for 2D Gabor with KT, 8-neighborhood with KT and GLCM algo-
rithms are 0.55, 0.34 and 0.11 respectively. 
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Table 3. Performance measures for the 3 algorithms and fusion approach when 100 pixels 
around the pupil are used 

Algorithm Decidability 
index 

FRR for FAR=0.01% FRR for FAR=0.1% EER 

2D Gabor with KT 4.93 4.42 % 3.38 % 2.45 % 

8-neighborhood with KT 3.92 7.51 % 4.12 % 2.45 % 

GLCM 3.19 99.58% 98.09 % 8.05 % 

Fusion 5.17 10.7 % 4.67 % 2.25 % 

The fusion of the 3 algorithms improves the decidability index by approximately 
5% and the EER by approximately 8%. However, fusing of the 3 algorithms is not 
suitable if a low FAR is required for the operation of the iris recognition system. 

In Fig. 3, the Receiving Operational Characteristic (ROC) curve is plotted for the 
8-neighborhood and 2D Gabor algorithms, together with the ROC curve for the fusion 
of the 3 algorithms. 

 

Fig. 3. ROC curve for 8-neighborhood, 2D Gabor and fusion of the 3 algorithms 

To observe the improvement brought by using 100 pixels around the pupil over the 
case when only 50 pixels are used, we plotted in Fig. 4 the authentic and impostor 
distributions of the fused scores for the 3 algorithms produced on the 201 test classes. 
The EER when using 100 pixels around the pupil is improved by 32.42% compared to 
the case when only 50 pixels are used. 
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Fig. 4. Authentic and impostor fused score distributions when using 50 pixels and 100 pixels 
around the pupil 

In Table 4. we compare the performance of the proposed fusion approach with that 
reported in [17] on UBIRISv1 Session 1. As may be observed, our system performs 
significantly better than the approach proposed in [17]. 

Table 4. Performance comparison of proposed approach with published works 

Method GAR for FAR = 1% 

Hosseini et al [17] 81.70 % 

Proposed 2D Gabor algorithm 97.19 % 

Proposed 8-neighborhood algorithm 96.98 % 

Proposed fusion approach 97.16 % 

5 Conclusions 

Iris recognition on colour images is a challenging task, becoming an emergent re-
search topic. In this work we propose two iris recognition algorithms, one based on 
the 8-neighborhood of the iris texture and one based on the GLCM. By fusing the two 
proposed iris recognition algorithms at the score level with the classical 2D Gabor 
filter algorithm introduced by Daugman, the EER of the system is improved by ap-
proximately 8%. 

We introduced a non-linear transformation called Kent Transform, which applied 
to the matching score of an iris recognition system is increasing the decidability index 
of the system. We also investigated how the performance of a colour iris recognition 
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system is affected when using only 50 pixels around the pupil compared to the case 
when 100 pixels around the pupil are used.  

The experimental results show that a multi-algorithmic approach for colour iris 
recognition is beneficial, even when the accuracy of some component algorithms is 
significantly poorer compared to the best performing algorithm. 
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Abstract. This paper assumes the hypothesis that human learning is perception 
based, and consequently, the learning process and perceptions should not be 
represented and investigated independently or modeled in different simulation 
spaces. In order to keep the analogy between the artificial and human learning, 
the former is assumed here as being based on the artificial perception. Hence, 
instead of choosing to apply or develop a Computational Theory of (human) 
Perceptions, we choose to mirror the human perceptions in a numeric (compu-
tational) space as artificial perceptions and to analyze the interdependence be-
tween artificial learning and artificial perception in the same numeric space, 
using one of the simplest tools of Artificial Intelligence and Soft Computing, 
namely the perceptrons. As practical applications, we choose to work around 
two examples: Optical Character Recognition and Iris Recognition. In both cas-
es a simple Turing test shows that artificial perceptions of the difference  
between two characters and between two irides are fuzzy, whereas the  
corresponding human perceptions are, in fact, crisp. 

Keywords: crisp human perception, fuzzy artificial perception, perceptron. 

1 Introduction 

In the last decade, Zadeh pointed out the necessity of introducing a Computational 
Theory of Perceptions (CTP). More precisely, Zadeh outlined in [21] a computational 
theory of human perceptions, i.e. a formal theory which should enable software agents 
to compute (and hopefully, to reason) with human perceptions “described by  
propositions drawn from a natural language” [21] as answers to some questions. The 
process of describing human perceptions in a natural language sets out a correspon-
dence perceptions-propositions and results in what Zadeh called “perception-based 
information” (PBI). Here in this paper PBI is viewed as a special syntactic-semantic 
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representation space, as a subset of legal syntaxes within a given natural language, 
which are charged with fuzzy meanings. As an example, from a syntactic point of 
view, there is nothing fuzzy about the string “young person”, whereas the fuzzy 
meaning that humans usually associate to this string makes it f-granular. By paraph-
rasing Zadeh, this means that the boundaries of perceived “young person” class are 
unsharp and the values of age ranges are represented in natural language as fuzzy 
linguistic labels (for example: “young”, “middle aged”, “old” etc.), as f-granules of 
(perceived) age, where, as Zadeh said, “a granule being a clump of values (points, 
objects) drawn together by indistinguishability, similarity, proximity, and function” 
[21].  

Zadeh illustrated the fact that perceptions are represented in natural language as 
propositions by giving the following example [21]: “it is unlikely that there will be a 
significant increase in the price of oil in the near future” (which is further denoted 
here as A) – an assertion that aggregates together fuzzy linguistic labels (words – from 
the syntactic point of view, perceptions – from the semantic point of view) as aliases 
of some f-granules of perceived likelihood (‘is unlikely’), amplitude of variation 
(‘significant increase’) and time (‘near future’).  

However, here we assume that instead of representing a human perception, the as-
sertion A is a piece of knowledge belonging in an economical theory of oil market. 
How meaningful is A (the message) depends at least on the writer (the source of the 
message), reader (the destination of the message) and on the context in which they 
communicate (the environment). For example, the credibility and the meaning that the 
reader could assign to the enounce A vary dramatically when instead of being asserted 
by a six years old kid it is announced by a spokesman of British Petroleum. Converse-
ly, even if the most qualified economist of the oil market makes the assertion A, there 
will be dramatic differences between the ways in which different people of different 
ages and qualifications would assign a meaning to it. Moreover, the assertion A could 
be just a part of a communication strategy whose goal is to manipulate the market 
players.  

Since the meanings given by different people to the assertion A are far enough 
from being “drawn together by indistinguishability, similarity, proximity, and func-
tion” [21], the example given by Zadeh actually illustrates that assigning certain 
meanings to a human perception represented as a proposition in a natural language 
could result in very volatile / unstable results. On the other hand, such an operation is 
very similar with trying to decode a message without knowing how exactly the mes-
sage was encoded in the first place.  

This paper assumes the hypothesis that human learning is perception based, and 
consequently, the learning process and perceptions should not be represented and 
investigated independently or modeled in different simulation spaces. On the other 
hand, in order to keep the analogy between the artificial and human learning, the 
former is assumed here as being based on the artificial perception. Hence, instead of 
choosing to apply or develop a Computational Theory of (human) Perceptions [21], 
we choose to mirror the human perceptions in a numeric (computational) space - as 
artificial perceptions, and to analyze the interdependence between artificial learning 
and artificial perception in the same numeric space. An alternative that we do not 
follow here would be to consider learning process as a topic of Artificial Intelligence 
and perceptions as a topic of a Computational Theory of Perceptions. This paper  
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analyzes the interdependence between learning and perceptions using one of the sim-
plest tools of Artificial Intelligence and Soft Computing, namely the perceptrons [15]. 
As practical applications, we choose to work around two examples: Optical Character 
Recognition (OCR) and Iris Recognition (IR). 

1.1 Outline 

The first question that must be answered here is what exactly do we understand here 
by “artificial perception”. The second section of this work discusses this topic.  

As it can be seen in [21], Zadeh insists on the ideas that (human) “perceptions, in 
general, are both fuzzy and granular or, for short, f-granular” and that “in much, 
perhaps most, of human reasoning and concept formation, the granules are fuzzy” - 
i.e. human reasoning and the concepts are f-granular.  

However, in the two examples that follow to be presented here, the situation is a 
little bit different: in both cases a simple Turing test [18] shows that artificial percep-
tions of the difference between two different characters and between two different 
irides are fuzzy, whereas the corresponding human perceptions are, in fact, crisp. 
Despite being contradictory to Zadeh’s beliefs expressed above, this situation comes 
very naturally, because ultimately, a perceptron emulates the human intelligent beha-
vior through an artificial one, which compared to the original is weakened and impre-
cise enough. The third and the fourth sections from here aim to illustrate this situation 
in detail using the practical examples of OCR and IR, respectively. Concluding re-
marks of this study are presented in the fifth section. 

2 The Artificial Perception 

In their seminal work, McCulloch and Pitts [10] formalized the neural networks as a 
recursively constructed language of temporal propositional expressions [10] (build by 
complexification rules with elementary proposition such as Ni(t) – i.e. the unit i fires 
at time t). This means that, naturally, a neural network is fully described if we know 
its structure and if we know why, when and how its neurons fire. Later, Rosenblatt 
[15], [16] took two important steps further in Artificial Intelligence (AI). Firstly, he 
defined the Perceptron as an elementary virtual (simulated / artificial) unit able to 
encode artificial perceptions in a manner similar to that in which is assumed that the 
human brain supports visual perception [15]. Secondly, he advanced the field of neur-
al networks from a theoretical study to practical implementations on circuits [16]. 

2.1 Artificial Intelligence vs. Human Intelligence 

Somehow paradoxically, the two works of McCulloch, Pitts [10] and Rosenblatt [15], 
[16], taken together, still drawn the limits in which the neural networks have been 
modeled and used up to this date. Of course, some improvements and some diversifi-
cation are visible with respect to the structure (recurrent networks, for example),  
dynamic (self-organizing maps [9], for example), neuron design (fuzzy [19] and neo-
fuzzy neurons [20]) and to the area of application [1], [2], [4], [5], [7], [8]. However, 
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all of these newer developments and variations are much too close, and too tributary 
to the initial design specified by McCulloch, Pitts and Rosenblatt. Maybe this is the 
reason why, as J. Copeland said in [6], “five decades since the inception of AI have 
brought only very slow progress, and early optimism concerning the attainment of 
human-level intelligence has given way to an appreciation of the profound difficulty 
of the problem”. Still, it should be very clear for anybody that there is no such logical 
thing as criticizing AI in itself. All AI tools are our creations and they have only those 
limitations that we cannot overcome when we design them. Hence, the problem of 
programming artificial intelligent agents is recursively depending on itself: the AI 
tools would not have unwanted/unexpected limitations if someone (or something) 
could be able to design them intelligently. The lower our level of understanding (our 
own) intelligence, the greater the limitations of the AI tools that we design. The vi-
cious circle does not break here because, in order to find what intelligence is, we 
should start knowing/acquiring this concept through as many of its hypostases as 
possible, but on the other hand, the task of recognizing the hypostases of intelligence 
is not always simple and successful. Moreover, even that we may recognize a hypos-
tasis of intelligence, there is no guarantee that we could understand how it is pro-
duced. Hence ultimately, if we accept that AI is “the science of making computers do 
things that require intelligence when done by humans” [6], we should also accept that 
the limitations of our AI tools originate in our limited knowledge of ourselves and, by 
consequence, in our limited capacity of designing them intelligently.  

Another problematic issue in the present state of AI is a very well established ten-
dency for overvaluation, whose roots grown right from the beginnings. For example, 
despite the fact that Rosenblatt introduced the perceptrons as elementary units de-
signed to encode artificial perceptions (as their name suggests), when he approached 
the “mathematical analysis of learning in the perceptron” [15], he involuntarily made 
an association between learning and perceptrons. Over time, this association some-
how has come to be treated, seen and claimed as it would be a strong bound between 
learning and perceptrons, a bound whose strength increased in time for no plausible 
logical reasons, only by frequent use, overvaluation and mistake.  

2.2 Overvaluation 

The belief that perceptrons learn is widely spread today in AI community and often 
treated as an objective fact. The truth is that human learning is something much more 
complex than the process of “learning in the perceptron” [15]. The latter is nothing 
more than an expression denoting a very basic piece of learning, namely a process 
that encodes (memorizes) experiences in a numeric space. This process results in a 
collection of numbers called trained memory. However, the process of human learn-
ing results (among many other things) in texts like this one that we write here, i.e. in 
well-articulated logical discourses about a certain part of reality perceived by us. Our 
discourses are pieces of complex knowledge expressed with formal correctness and 
produced by our brain – a complex system of neural networks able to play coopera-
tive games, able to make massively distributed and massively parallel computations, 
but unfortunately unable to describe itself. This is why reverse engineering the human 
brain is one of the most relevant tasks for all AI sub-disciplines of our days and is the 
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only task that could make us hope we will ever succeed to endow a machine with 
artificial learning capabilities. 

The discrepancy between expectations and achievements in AI is fueled by over-
valuation in the first place. Any objective and well-educated mind knows that what a 
system could achieve depends on how controllable it is and on what states are observ-
able. In other words, from a formal standpoint, what is achievable on a given system 
is syntactically correct and semantically relevant (all in all, is formally demonstrable) 
in the formal language and theory that describe the system. Hence, full understanding 
of a given system means that our expectations and system behavior perfectly match 
each other.  

The overvaluation occurs especially in the cases in which an observable state is 
treated as being something that it is not and/or as having properties that it does not 
have. A special paradigm of learning treated in AI is that of supervised learning by 
exposure to examples. The simplest case assumes that a perceptron learns to differen-
tiate between two classes of examples (learns a binary classification). We marked the 
sequence “perceptron learns” because, as this paper follows to show, it is more ap-
propriate to say that the (memory of a) perceptron encodes the separation between 
two linearly separable classes of examples. The process of learning is far much com-
plicated (as a routine) and far more spectacular as results than the simple mechanical 
encoding procedure through which a perceptron memorizes the separation between 
two classes of examples. Human learning, artificial learning, artificial perception and 
mechanical encoding actually are four different things in AI: human learning is a 
target behavior, artificial learning is a computational simulation of human learning, 
artificial perception is an analogy of human perception, learning is perception based 
and mechanical encoding is a procedure that may allow artificial perception. Saying 
that mechanical encoding is the same thing with artificial perception or with artificial 
learning is nothing else than overvaluation. Talking about learning without making 
the differences between human and artificial learning is also an overvaluation of the 
latter.  

2.3 What Is the Artificial Perception? 

Firstly, let us discuss about the artificial representation of human perception and to 
illustrate them on the simple case of a binary classification encoded as a trained 

memory. Let us consider two classes C  and C- of linearly separable n-dimensional 
 

 

Fig. 1. Graphical representation of two linearly separable classes 
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positive and negative examples, respectively (as those represented in Fig. 1 ), used as 
training examples for the artificial neuron (perceptron) described in Fig. 2, where:  

X=[x1, x2, … , xn] 

is the current example applied to the neuron,   

W=[w1, w2, … , wn] 

is the synaptic memory, θ is the threshold and the fire function  

Y±(X) = f±(X, W, θ) 

establishes the instant input-output relation of the neuron: 

 f±(X, W, θ) = sign(W.X - θ), (1) 

as a function depending on the instant internal activation of the neuron:  

 h(X, W) = W.X, (2) 

and on the threshold θ, where the dot operation in formula (2) signifies the scalar 
product.  

 

Fig. 2. Graphical representation of a perceptron 

With these notations, the (memory of the) neuron is said to be trained if and only if: 

 X  C+ C-, Y±(X) = IC+(X) - IC¯(X), (3) 

where IC+ and IC¯ are the regular indicator functions (binary membership functions / 
characteristic functions) of classes C+ and C¯, hence: 

 Y±(X) = 1 iff +∈ CX  and Y±(X) = -1 iff −∈ CX . (4) 

Hence, if the (memory of the) neuron is trained, then: 

 Y±(C+) = {+1} and Y±(C¯) = {-1}. (5) 
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The case from above describes an artificial neuron with bipolar output (±1). When the 
output is binary, the classes may be denoted as C1 and C0, whereas the (memory of 
the) neuron is said to be trained if and only if:  

 X  C0 C1, Y01(X) = IC1(X), (6) 

where IC1 is the indicator function of class C1 and the new instant input-output rela-
tion is as follows:  

 f 01(X, W, θ) = logical( f±(X, W, θ) + 1 )∈{0,1}. (7) 

With these notations, if the (memory of the) neuron is trained, then: 

 Y 01(C1) = {1} and Y 01(C0) = {0}. (8) 

In the two cases described above, each of the formulae (5) and (8) is an artificial re-
presentation of the human perception illustrated in Fig. 1, representation written in a 
first order logico-arithmetic formal language that aggregates constants (±1 or 0,1), 
inputs (X), states / memory instances (W, θ) and outputs (Y) accordingly to the pro-
duction rules (1)-(8), as appropriate. If we do not wish to know such an artificial re-
presentation as a predicate, we still have the possibility to know it as an internal state 
(as a numeric constant), namely as the trained memory (Wt, θt). However, interpreting 
the assertion (Wt, θt) means to assign certain meanings to (a human perception 
represented as) a proposition (Wt, θt) written in a numerical language, a process that 
could result in very volatile / unstable results if the encoding-decoding rules (1)-(8) 
are not known, just like in the case of assertion A discussed in the introduction. On the 
contrary, knowing the production rules (1)-(8) may allow one to produce a different 
trained memory Wt, θt , which still has the same meaning as (Wt, θt).  

Consequently, the above examples and comments illustrate that human perceptions 
are encodable (human perceptions can be artificially represented) as trained memory 
sequences (numeric constants) even by using simplified models of the perceptron 
initially proposed by Rosenblatt [15], [16]. What is new here is the fact that we point 
out to a second form of artificial representation for the human perceptions, which 
consists in pieces of formal knowledge (not just in numeric constants), in demonstra-
ble formulae within specific logico-arithmetic formal theories associated to a certain 
perceptron design.  

Regardless their particular type, for the artificial representations of the human per-
ceptions to become artificial perceptions, it is necessary that the artificial agent who 
finds and stores them to be self-aware and aware of the meanings that these artificial 
representations have. Hypothetically, an artificial agent that would actually have ar-
tificial perceptions should be able to produce propositions like “I perceive that …” 
and should to be aware of their meanings. Nevertheless, self-awareness and under-
standing meanings are open problems in AI today. Until the moment when significant 
progress will have been made on these two directions, the artificial perception is just 
a meaning (and a name) assigned in and by our mind for an artificial representation 
of some human perception. However, we analyze the possibility of developing  
self-aware software agents based on the basic design of a Cognitive Intelligent Agent 
given in [14].  
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3 Human vs. Artificial Perception of Similarity in OCR 

In the particular case analyzed here, the dissimilarity between two hypostases of two 
different characters is artificially represented as linear separation. For example, when 
a perceptron instructed to recognize the character ‘A’ against all the other characters 
is fully trained, all instances of ‘A’ from the training set are linearly separated from 
all instances of all the other characters by a hyperplane whose parameters form the 
trained memory W. Hence, the difference D between the minimum activation com-
puted for the positive examples and the maximum activation obtained for the negative 
examples is an artificial perception of the dissimilarity (separation) between the two 
classes. Let Xmin

+  be the positive example that realizes the minimum activation and let 

Xmax
-  be the negative example that realizes the maximum activation. With this nota-

tions, the number D/||W|| is the distance between two hyperplanes orthogonal to W, 

one containing Xmin
+  and the other containing Xmax

- . Hence, the number d’=D/||W|| is 
also an artificial perception of the dissimilarity between the two classes (namely: C  

containing ‘A’ instances, and C-containing instances of other characters).  

On the other hand, the distance between the two sets C+ and C-, 
 d C+,C- =min( d(X, Y)| X  C+, Y  C-}), (9) 

is the most objective expression of the dissimilarity between the two classes C+ and 

C-. The question is how accurate is the artificial perception d’ compared to actual 
distance d.  

Let Xmax
+  be the positive example that realizes the maximum activation and let 

Xmin
-  be the negative example that realizes the minimum activation. Then the number 

W.Xmax
+  - W.Xmin

+  / W  is an artificial perception for the diameter of the class C+, 

whereas the number W.Xmax
-  - W.Xmin

-  / W  is an artificial perception for the di-

ameter of C-. 
All in all, the trained memory W sets up an artificial perception (a geometrical 

view/perspective) that imprecisely encodes the diameter of C-, the distance from C- 
to C+ and the diameter of C+ as the numbers W.Xmax

-  - W.Xmin
-  / W , d(C+, C-) 

and W.Xmax
+  - W.Xmin

+  / W . This situation allows us to establish an artificial 3D 
geometrical conventional representation of the two classes and of the perceived sepa-
ration between them. The comparison between the ratio d’/d and the real unit tells us 
when the artificial perception of the separation between the two classes of characters 
is objective or maximally cointensive with the reality (d’/d=1), fuzzy undervaluated 
(d’/d<1), or fuzzy overvaluated (d/d’<1). This is why we sustain that even in the clas-
sic perceptron the artificial perception / learning is fuzzy (in terms of results). Be-
sides, the update procedure through which the memory of the perceptron changes can 
be a part of a fuzzy if-then Sugeno rule [17] also. For example, let us consider the 
following class of if-then linguistic control rules:  
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IF: 

C- and C+ are two separable classes 
of examples 

THEN: 
 

 

And  
W is a memory that must be trained  

the update rule 
(Wn+1,tn+1) = (Wn, tn) + 

U(SP(n), n) 
converges rapidly enough to 

a sufficiently well-trained  
memory W . 

And 
N is an well-chosen  

maximal number of epochs 
And 

R is a well-chosen real function hav-
ing the abscise as asymptote at +∞ 

And  
SP is an well-chosen procedure of 

selecting four examples on which the 
memory W is trained during an epoch 

 

 
instantiated as follows:  

- C+ contains 34 ‘A’ instances, each of them memorized as 8-bit unsigned in-

teger matrices of dimension 16x16, and C-contains 34 instances for each of 
the other characters, memorized in the same manner; 

- W is a memory randomly initialized;  
- N is 1000; 
- R(n)= n* log2(n) /2n; 
- the selection procedure SP return the first two positive examples currently 

producing the smallest activations Xmin
1+ , Xmin

2+  and the first two negative ex-

amples currently producing the greatest activations Xmax
1- , Xmax

2- ; 

- the update rule assumes that:  
Wn+1 = Wn + Xmin

1+  + Xmin
2+  *R(n), tn+1 = tn - sqrt(||Wn||) 

Wn+1 = Wn - Xmax
1-  + Xmax

2- *R(n), tn+1 = tn + sqrt(||Wn||) 

 

Fig. 3. Convergence of all synaptic memory components along the increasing number of 
epochs 
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Fig. 4. Convergence of the neuronal threshold along the increasing number of epochs 

 

Fig. 5. Convergence of the minimum intraclass activation and maximum interclass activation, 
along the increasing number of epochs 

An implementation of the above fuzzy training rule produced the results presented 
in figures 3-5 after 43 epochs. The only problem is that the distance between the 

classes C-  and C  as it is artificially perceived by the neuron is approximately 
d’=216, whereas the actual distance between the two classes is approximately d=730, 
hence the artificial perception of the separation between the two classes of characters 

is undervaluated (i.e. d’/d<1). The perceived diameters of the classes C  and C-  
are 758 and 380, whereas the actual diameters of the two classes are 2019 and 3060, 
respectively.  

However, accordingly to a very simple Turing test [18], the human decisions on 
recognizing characters are binary and have nothing to do with the numerical represen-
tations mentioned above. This is an example in which the human perception is  
actually crisp, whereas the artificial perception is actually fuzzy (partial, imprecise).  
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4 Human vs. Artificial Perception of Similarity in Iris 
Recognition 

The most popular way of comparing two binary iris codes is to compute the Hamming 
distance or the Hamming similarity for the two codes. In this case, the similarity score 
is a fuzzy value within [0, 1]. However, as seen in [13], Hamming distance corres-
ponds to an artificial perception encoded as a synaptic memory referred to as an un-
trained discriminant direction (see the formulae 1-4 in [13]).  

In iris recognition, the training of the discriminant directions aims to diminish the 
confusion between the fuzzy intervals that underlay the biometric decisions (see Fig.1 
from [11], and Fig. 4-5 from [3], for example).  

An incipient stage of training the discriminant directions would mean that a narrow 
safety band (Fig. 2-3 from [13]) separates the two classes of imposter and genuine 
scores. An advanced stage of training the discriminant directions means that a com-
fortably wide safety band (Fig. 4-5 from [13]) separates the two classes of genuine 
and imposter scores. Nevertheless, as seen in Fig. 2-5 from [13], the biometric deci-
sions corresponds to a fuzzy partitioning of the [0,1] interval, regardless the fact that 
the discriminant directions are trained (sufficiently) or not, i.e. in iris recognition, the 
artificial perception of the similarity between individuals is fuzzy.  

On the contrary, accordingly to a very simple Turing test, the human decisions on 
recognizing irides are binary (as seen in Fig. 1.a [12]). This is another example in 
which the human perception is actually crisp, whereas the artificial perception is ac-
tually fuzzy (partial, imprecise).  

5 Conclusion 

Zadeh insisted on the ideas that (human) “perceptions, in general, are both fuzzy and 
granular or, for short, f-granular” and that “in much, perhaps most, of human reason-
ing and concept formation, the granules are fuzzy”. According to this point of view, 
human reasoning, human concepts and human perceptions are f-granular.  

On the contrary, in the two practical examples given here (Optical Character Rec-
ognition and Iris Recognition) in order to illustrate the concept of artificial perception, 
the situation is a little bit different. In both cases a simple Turing test shows that ar-
tificial perceptions of the dissimilarity between two different characters and between 
two different irides are fuzzy, whereas the corresponding human perceptions are, in 
fact, crisp. Despite being contradictory to Zadeh’s belief expressed above, this fact 
comes very naturally, because ultimately, a perceptron emulates the human intelligent 
behavior through an artificial one, which compared to the original is weakened and 
imprecise enough.  
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Abstract. This paper analyses the set of iris codes stored or used in an iris  
recognition system as an f-granular space. The f-granulation is given by identi-
fying in the iris code space the extensions of the fuzzy concepts wolves, goats, 
lambs and sheep (previously introduced by Doddington as ‘animals’ of the 
biometric menagerie) – which together form a partitioning of the iris code 
space. The main question here is how objective (stable / stationary) this parti-
tioning is when the iris segments are subject to noisy acquisition. In order to 
prove that the f-granulation of iris code space with respect to the fuzzy concepts 
that define the biometric menagerie is unstable in noisy conditions (is sensitive 
to noise), three types of noise (localvar, motion blur, salt and pepper) have 
been alternatively added to the iris segments extracted from University of Bath 
Iris Image Database. The results of 180 exhaustive (all-to-all) iris recognition 
tests are presented and commented here. 

Keywords: fuzzy biometric menagerie, salt and pepper noise, motion blur,  
localvar noise. 

1 Introduction 

This paper assumes that the set of iris codes stored or used in an iris recognition sys-
tem is an f-granular [12] space. The f-granules of this space are collections of iris 
codes identified as extensions of the fuzzy concepts wolves, goats, lambs and sheep 
introduced by Doddington (in speech recognition, [3]) and Yager (in iris recognition, 
[11]) as ‘animals’ of the biometric menagerie, which together form a partitioning of 
the iris code space (further denoted as ICS). Let us denote this partitioning as Fuzzy 
Biometric Menagerie (FBM, [9]). Is FBM an objective (stable / stationary) attribute of 
the group of persons that pass through different iris recognition systems functioning 
in different calibration regimes? Different iris recognition system may have different 
security levels (is not the same thing to use a safety threshold and to use a safety band 
for separating genuine and imposter comparisons, for example), different procedures 
for encoding the iris texture, may use iris codes of different size and iris images  
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acquired in noisy conditions. Is FBM invariable when any of these calibration para-
meters change? This question partially got its answer in [9] where Popescu-Bodorin et 
al. have shown that a change of the iris texture encoder, of the iris code size, or of the 
security settings determines a change of the FBM partitioning. 

As a continuation of the research undertaken in [9], this paper demonstrates that 
noisy acquisition procedures also change the FBM partitioning of ICS.  

In order to prove that a noisy acquisition change the FBM partitioning of ICS, 180 
exhaustive iris recognition tests were performed using iris codes of dimensions 64x4, 
128x8 and 256x16, obtained from the unwrapped iris segments that were randomly 
artificially noised with localvar, salt and pepper and motion blur. The tests were per-
formed using two security settings (EER threshold and a safety band) that allow us to 
identify the extensions of the f-concepts wolf / goat. In order to highlight that the FBM 
partitioning of the ICS is unstable, the experimental results of our tests were com-
pared with those obtained in [9], also. 

2 FBM vs. System Logic and Safety Models 

All templates stored in an iris recognition system are sheep-templates if and only if, 
there is a clear gap between the maximum imposter similarity score and the minimum 
genuine similarity score. In other words, the sheep-templates are those validating a 
consistent theory of iris recognition like the ones formalized in [8] as:  

P ( )| I ( ) | G , 
P ( )| I ( )| G , 

where PC denotes “a conjunction of prerequisite conditions (relative to the image 
acquisition and processing at all levels from eye image to the iris code) expressed in 
binary logic” (as said in [8]), C = I G is the natural disjoint partitioning of compari-
son space in imposter and genuine pairs, S is the similarity score and C denotes a 
comparison. 

The fact that experimental genuine and imposter score distributions do not overlap 
each other certifies that no impersonation occurred in the system (there is no support 
for a false accept) and no user matches himself so bad such that to generate a false 
reject. Therefore, in such a case the extensions (the referents) of the concepts 
‘wolves’, ‘goats’ and ‘lambs’ are empty, whereas the extension of the concept ‘sheep’ 
is the entire set of iris codes recorded / tested in the biometric system. Fig. 7.c from 
[2] illustrates such an example. As seen there, in an example like that, the pessimistic 
envelopes of the imposter and genuine score distributions may help one identifying 
templates (or users) that are good candidates for the roles of lamb, wolf or goat, in a 
future in which the number of users or at least the number of templates stored in the 
database grows. This perspective is very well described by a Fuzzy 3-Valent Disam-
biguated Model (F3VDM, [7]) of biometric security. The following figure illustrates 
the correspondence between the FBM and the F3VDM associated to the iris recogni-
tion tests undertaken in [2] for the dual iris combined HH&LG Encoder (see also 
Fig. 7.c, Fig. 7.d, Fig. 8, Table 2 in [2]) approach: 
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Fig. 1. An illustration of the relation between the Fuzzy Biometric Menagerie and the Fuzzy 
3-Valent Disambiguated Model of biometric security 

On the contrary, an overlapping between the genuine and imposter distributions 
certifies that there are indeed ambiguous scores obtained in the system, scores for 
which an imposter pair (comparison) could be labeled as being a genuine pair (com-
parison) or vice versa, depending on what threshold the system would use for giving 
the biometric decision. For example, if the score distributions overlap each other and 
the threshold is under the minimum genuine score, we could talk about goats in terms 
of candidates and about wolves and lambs as exemplified certitudes. If the score dis-
tributions overlap each other and the threshold is above the maximum imposter score, 
we could talk about wolves and lambs in terms of candidates and about goats as ex-
emplified certitudes. When the distributions overlap each other and the security thre-
shold is strictly between the minimum genuine and the maximum imposter score, all 
the concepts wolves, lambs and goats are exemplified. 

3 Experimental Results 

All the tests undertaken in this paper relay on the University of Bath Iris Image Data-
base (UBIID, [10]). Circular Fuzzy Iris Segmentation procedure (proposed in [4], [5], 
available for download in [6]) facilitates the extraction of the unwrapped iris seg-
ments for the iris image available in the database. In order to extract the iris segments 
characteristics we used two encoders: Log-Gabor and a modified version of 
Haar-Hilbert [5] (the version from [6] has a limitation with respect to iris code size). 

As seen in [9], the partitioning of the iris code space as a Biometric Menagerie is 
fuzzy and not quite objective. In other words, Fuzzy Biometric Menagerie is sensitive 
to system calibration variables. This article analyzes if the Fuzzy Biometric Menage-
rie is sensitive also to noise, or not. We consider here the cases in which artificial 
noise (localvar, motion blur and salt and pepper) is added to the initial iris segments. 

The purpose of the tests was to realize a FBM partitioning of ICS while using a 
threshold and a safety band for each of the iris segment dimensions and for each type 
of artificial noise added (using the same noise intensity for the iris segments of the 
same dimension). Noise parameters were set such that the EER values of our tests to 
be double (at most) than those obtained in [9] for iris recognition tests that did not use  
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noise. The marginal and the last wolf- and goat-templates (introduced in [9]) identi-
fied in our tests were also compared with the ones obtained in [9] to show that the 
FBM partitioning is unstable and its instability is influenced by noise (artificial noise 
in this case). The total number of exhaustive iris recognition tests undertaken here is 
180. A series of five tests has been done for each type of noise, iris code dimension, 
encoder used and security setting.  

Because of the space restrictions that we must respect here, this paper presents only 
a selection of experimental results corresponding to 180 exhaustive all-to-all iris rec-
ognition tests described in the technical report [1].  

The first half of this section presents results obtained after using a safety band that 
was narrowed until marginal/first wolf- and goat-templates [9] were found, while the 
second half presents last wolf- and goat-templates, i.e. results obtained after using the 
EER threshold (tEER). 

3.1 Experimental Results Obtained for Safety Bands 

As in [9], the safety bands used here are determined by narrowing the maximal safety 
band [mGS, MIS] until goat and wolf-templates appear in the system, meaning that 
the concepts of wolf- and goat-templates refer non-empty sets of iris codes. More 
exactly, the templates determined in this section are the first wolf and goat-templates 
obtained for the first safety band that allow them to exist. 

Fig. 2 presents the behavior of four marginal wolf-templates obtained for 
Haar-Hilbert and Log-Gabor encoders, and illustrates the fact that the number of im-
personations could increase along with the increase of the iris code dimension. 

Fig. 2.a and Fig. 2.b present the similarity scores obtained for the first 
wolf-templates (determined as iris codes of dimension 64x4). By comparing them, we 
can notice that the number of impersonations associated to first wolf-templates could 
differ from one encoder to another. 

For iris codes of dimension 128x8, the first wolf-template with the highest number 
of impersonation was the one obtained for Haar-Hilbert encoder, as seen in Fig. 2.c 
and Fig. 2.d. 

Table 1 presents the marginal wolf-templates obtained for Haar-Hilbert encoder 
when using iris codes of dimension 64x4 after performing 15 tests (3 series of 5 tests, 
each series with a different type of noise). The noise introduced in the unwrapped iris 
segments clearly influences the FBM partitioning of ICS. Consequently, almost all 
marginal wolf-templates detected in our tests differ from that obtained and presented 
in [9]. More than that, the templates obtained here for the same noise and same inten-
sity are different, which means that the marginal wolf-templates depend also on the 
randomness of the noise. 

Table 2 presents the marginal wolf-templates as iris codes of dimension 128x8 ob-
tained using Log-Gabor encoder. The templates identified here as marginal 
wolf-templates are different from that obtained in [9] for the same encoder (see Ta-
ble 3 from [9]). This fact supports the idea that the marginal wolf-template depends 
on the noise. Table 2 illustrates that, for localvar noise, the marginal wolf-templates  
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are identical to each other, which leads to the idea that the randomness of this type of 
noise do not affect any of the results (template, number of impersonations, safety 
band and its width). For salt and pepper and motion blur, the templates differ in three 
out of ten cases, which mean that the result could depend on the type of noise. 

 

(a) 
 

(b) 

(c) 
 

(d) 

Fig. 2. The similarity scores associated to the imposter comparisons generated by the marginal 
wolf-templates along four tests: Log-Gabor (64x4, salt and pepper, 357 - a; 128x8, localvar, 
482 - c) and Haar-Hilbert (64x4, salt and pepper, 546 - b, 128x8, localvar, 227- d) encoders 

Table 1. Marginal wolf-templates obtained for Haar-Hilbert encoder (64x4) 

 Impersonations Template Safety band Width 

Images without noise [9] 15 549 [0.6091, 0.6722] 0.0631 

Salt and pepper 
4, 8, 
3, 3, 
10 

503, 165, 
88, 230, 
546 

[0.5044, 0.6987], [0.5656, 0.6648], 
[0.5127, 0.6944], [0.5317, 0.7066], 
[0.5338, 0.6655] 

0.1943, 0.0992, 
0.1817, 0.1749, 
0.1317 

Motion Blur 
3, 4, 
3, 4,  
3 

239, 387, 
959, 807, 
505 

[0.5630, 0.6987], [0.5595, 0.6905], 
[0.5741,0.6994], [0.5523, 0.7016], 
[0.5534, 0.7044] 

0.1357, 0.1310, 
0.1253, 0.1493, 
0.1510 

Localvar 
3, 3,  
3, 3,  
4 

541, 501, 
510, 926, 
755 

[0.5791, 0.7139], [0.5864, 0.7183], 
[0.5708, 0.7144], [0.5117, 0.7061], 
[0.5584, 0.7072] 

0.1348, 0.1319, 
0.1436, 0.1944, 
0.1488 
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Table 2. Marginal wolf-templates obtained for Log-Gabor encoder (128x8) 

 Impersonations Template Safety band Width 

Images without noise [9] 17 484 [0.6277, 0.6555] 0.0278 

Salt and pepper 
9, 7,  
14, 12,  
8 

481, 481, 
482, 481, 
481

[0.6206, 0.6695], [0.6197, 0.6645], 
[0.6197, 0.6527], [0.6227, 0.6596], 
[0.6216, 0.6714] 

0.0489, 0.0448, 
0.0330, 0.0369, 
0.0498 

Motion Blur 
11, 10, 
9, 19,  
17 

481, 481, 
481, 485, 
484  

[0.6158, 0.6654], [0.6258, 0.6671], 
[0.6039, 0.6735], [0.6163, 0.6415], 
[0.6114, 0.6484] 

0.0496, 0.0413, 
0.0696, 0.0252, 
0.0370 

Localvar 
14, 14,  
14, 14,  
14 

482, 482, 
482, 482, 
482 

[0.6267, 0.6575], [0.6267, 0.6575], 
[0.6267, 0.6575], [0.6267, 0.6575], 
[0.6267, 0.6575] 

0.0308, 0.0308, 
0.0308, 0.0308, 
0.0308 

 
The comparison between Fig. 3.a – Fig. 3.b and Fig. 3.c – Fig. 3.d illustrates that, 

along with the increasing dimension of the iris code, the number of mismatches cor-
responding to the marginal goat-templates can decrease considerably when the iris 
codes are generated using Log-Gabor encoder. 

 

 
(a) 

 
(b) 

(c) 
 

(d) 

Fig. 3. The similarity scores associated to the genuine comparisons generated by the first goat-
templates along four tests: Log-Gabor (64x4, blur, 496 - a; 128x8, localvar, 475 - c) and Haar-
Hilbert (64x4, blur, 581 - b, 128x8, localvar, 565 - d) encoders 
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The discomfort rate could decrease along with the increase of the iris code dimen-
sion, as seen in Fig. 3.c and Fig. 3.d. 

As seen in Table 3, for each noise, in one out of five tests, the marginal 
goat-template was the same with that presented in Table 3 from [9]. This can happen 
from two reasons: (1) the Haar wavelet transform was able to remove a significant 
part of the noise, and (2) the noise influence can be insignificant enough to have the 
same goat-template. For each noise, the templates were different in 3 out of 5 succes-
sive tests, performed at the same noise intensity, which means that the randomness of 
the noise could change the marginal goat-template. 

Table 4 illustrates that 5 out of 15 marginal goat-templates obtained in our tests are 
identical with that presented in [9], the reasons being the same as the ones presented 
above. Even if in the majority of our tests the marginal goat-templates were different 
from the one presented in [9], the templates were identical for all three noises.  

Table 3. Marginal goat-templates obtained for Haar-Hilbert encoder (64x4) 

 Rejections Template Safety band Width 

Images without noise [9] 3 565 [0.6091, 0.6722] 0.0631 

Salt and pepper 
2, 2,  
2 ,2 , 
2  

580, 566, 
581, 565, 
580

[0.5044, 0.6987], [0.5656, 0.6648], 
[0.5127, 0.6944], [0.5317, 0.7066], 
[0.5338, 0.6655] 

0.1943,0.0992, 
0.1817,0.1749, 
0.1317 

Motion Blur 
2, 2,  
2, 3,  
5 

566, 581, 
597, 565, 
581

[0.5630, 0.6987], [0.5595, 0.6905], 
[0.5741, 0.6994], [0.5523, 0.7016], 
[0.5534, 0.7044] 

0.1357, 0.1310, 
0.1253, 0.1493, 
0.1510 

Localvar 
2, 2,  
2, 2,  
2 

582, 566, 
581, 565, 
581

[0.5791, 0.7139], [0.5864, 0.7183], 
[0.5708, 0.7144], [0.5517, 0.7061], 
[0.5584, 0.7072] 

0.1348, 0.1319, 
0.1436, 0.1544, 
0.1488 

Table 4. Marginal goat-templates obtained for Haar-Hilbert encoder (128x8) 

 Rejections Template Safety band Width 

Images without noise [9] 3 565 [0.5456, 0.6823] 0.1367 

Salt and pepper 
2, 2,  
2, 2,  
2  

580, 565, 
580, 580, 
580 

[0.5198, 0.5925], [0.5256, 0.5955], 
[0.5336, 0.5963], [0.5278, 0.5864], 
[0.5307, 0.5884] 

0.0727, 0.0699, 
0.0627, 0.0586, 
0.0577 

Motion Blur 
2, 2,  
2, 2,  
2 

580, 580, 
580, 580, 
580 

[0.5287, 0.5983], [0.5365, 0.5944], 
[0.5237, 0.6004], [0.5256, 0.5945], 
[0.5178, 0.6013] 

0.0767, 0.0579. 
0.0767, 0.0689, 
0.0835 

Localvar 
5, 2,  
2, 2,  
2 

565, 565, 
565, 580, 
565 

[0.5436, 0.5863], [0.5228, 0.5885], 
[0.5322, 0.5635], [0.5162, 0.5766], 
[0.5188, 0.5935] 

0.0427, 0.0657, 
0.0313, 0.0604, 
0.0747 

3.2 Experimental Results Obtained for tEER Thresholds 

This subsection presents the results obtained in 60 selected exhaustive iris recognition 
tests performed by running the biometric system at EER threshold tEER. The intensity 
of the noise in all of these tests was limited by the condition that for a given encoder 
and for a given code dimension, the EER values obtained in our test to be at most 
double than the values obtained in [9].  

Fig. 4.a and Fig. 4.b represent the behavior of the last wolf-templates under the in-
fluence of localvar, showing that the number of impersonations is higher for the tem-
plate obtained for Log-Gabor than the one obtained for Haar-Hilbert. On the contrary, 
for the last wolf-templates represented in Fig. 4.c and Fig. 4.d, the number of imper-
sonations is higher for the one obtained for Haar-Hilbert encoder. 
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(a) 

 

(b) 

(c) 

 

(d) 

Fig. 4. The similarity scores associated to the imposter comparisons generated by the last wolf-
templates along four tests: Log-Gabor (64x4, localvar, 495 - a; 128x8, salt and pepper, 505 - c) 
and Haar-Hilbert (64x4, localvar, 548 - b, 128x8, salt and pepper, 924 - d) encoders 

Table 5 presents the experimental results obtained in [9] and in our iris recognition 
tests when searching for last wolf-templates. All tests use iris codes of dimension 
64x4 generated with Log-Gabor iris texture encoder. For each artificial noise, the last 
wolf-templates detected in our tests are different from the one mentioned in Table 3 
from [9] and, most of them, are even different from each other. By comparing our 
results with those obtained in [9], for the same experimental setup (except the pres-
ence of the noise), it can be observed that the number of impersonations obtained in 
[9] is significantly smaller than the ones obtained in our tests (the presence of noise 
stimulates impersonation). The EER points from our tests are different from each 
other (with one exception, when the EER value is 4.37E-2 for the fourth test in both 
salt and pepper and motion blur) and different from those presented in [9]. These 
results advocate for the subjectivity of “last wolf-template” concept.  

Table 6 stores the experimental results obtained in those tests in which the 
Log-Gabor iris texture encoder generates iris codes of dimension 128x8. By  
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comparison, the last wolf-templates identified in our tests are all different from the 
one presented in [9], and in general different from each other, also. This highlights the 
fact that the noise is a very important factor that affects the FBM partitioning of ICS. 
By analyzing the last wolf-templates resulted from our tests for each noise, we found 
noticeable that the extension of the f-concept wolf changes from one test to another. 
The tests using the localvar noise are the only ones that provide identical last 
wolf-templates. However, this is an isolated case that could not advocate for the  
objectivity of the ‘wolf’ concept.  

Table 5. Last wolf-templates obtained for Log-Gabor encoder (64x4) 

 Impersonation Template EER tEER 

Images without noise [9] 63 236 4.08E-2 0.7529 

Salt and pepper 
134, 156, 147, 
137, 135 

679, 250, 382, 
240, 250 

4.27E-2, 4.55E-2, 4.82E-2, 
4.37E-2, 4.28E-2 

0.6471, 0.6431, 0.6431, 
0.6431, 0.6471 

Motion blur 
147, 147, 147, 
171, 139 

679, 669, 389, 
389, 240 

4.29E-2, 4.32E-2, 4.16E-2, 
4.37E-2, 4.11E-2 

0.6431, 0.6431, 0.6431, 
0.6431, 0.6431 

Localvar 
134, 183, 163, 
148, 169 

238, 495, 387, 
117, 492 

4.18E-2, 4.51E-2, 4.56E-2, 
4.54E-2, 4.57E-2 

0.6431, 0.6392, 0.6392, 
0.6392,0.6392 

Table 6. Last wolf-templates obtained for Log-Gabor encoder (128x8) 

 Impersonations Template EER tEER 

Images without noise [9] 22 392 9.37E-4 0.6392 

Salt and pepper 
25, 24, 29, 22, 
29 

387, 395, 387, 
484, 505 

1.70E-3, 1.30E-3, 1.80E-3, 
1.80E-3,1.70E-3 

0.6314, 0.6353, 0.6275, 
0.6314, 0.6314 

Motion blur 
23, 24, 27, 21, 
28 

387, 485, 505, 
481, 118 

1.40E-3, 1.70E-3, 1.30E-3, 
1.40E-3, 1.80E-3 

0.6353, 0.6353, 0.6353, 
0.6353,0.6314 

Localvar 
20, 20, 20, 20, 
20 

482, 482, 482, 
482, 482 

1.10E-3, 1.10E-3, 1.10E-3, 
1.10E-3, 1.10E-3 

0.6392, 0.6392, 0.6392, 
0.6392, 0.6392 

 
Fig. 5.a and Fig. 5.b represent the behavior of the last goat-templates resulted for 

iris codes of dimension 64x4 generated under the influence of salt and pepper noise. 
Between the two presented templates, the one encoded with Haar-Hilbert has the 
highest number of rejections (17) which means that the noise distribution affected this 
template more than the one obtained for Log-Gabor. The similarity scores oscillate 
more in Fig. 5.a than in Fig. 5.b. The same thing happens in Fig. 5.c and Fig. 5.d. This 
shows that Haar-Hilbert encoder is much more sensitive to noise influence. 

Table 7 presents the case when one of the last goat-templates obtained in our tests 
is identical with the one presented in [9]. However, this is an isolated case, also. Ta-
ble 8 stores the experimental results obtained using iris codes of dimension 128x8. All 
our tests in this series indicate the same last goat-template, which is the same tem-
plate obtained in [9], as well. After a visual examination of the eye image that corres-
ponds to the last goat-template detected (565), and after a visual comparison of  
the pairs of images associated to the genuine goat scores, we found that: firstly, the 
subject wear contact lens (the contact lenses can damage the segmentation process 
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performance), and secondly, the limbic boundary detected for the image 565 was 
misplaced accidentally, and therefore the physical support indicated by it is not the 
actual limbic boundary. This situation highlights the fact that the FBM partitioning of 
ICS is depending on the segmentation process, also.  

 

(a) 

 

(b) 

(c) 

 

(d) 

Fig. 5. The similarity scores associated to the genuine comparisons generated by the last goat-
templates along four tests: Log-Gabor (64x4, salt and pepper, 779 - a; 128x8, salt and pepper, 
462 - c) and Haar-Hilbert (64x4, salt and pepper, 339 - b, 128x8, salt and pepper, 565 - d) en-
coders 

Table 7.  Last goat-templates obtained for Log-Gabor encoder (64x4) 

 Rejections Template EER tEER 

Images without noise [9] 11 493 4.08E-2 0.7529 

Salt and pepper 
12, 18, 15, 
17, 18 

493, 993, 359, 
779, 443 

4.27E-2, 4.55E-2, 4.82E-2, 
4.37E-2, 4.28E-2 

0.6471, 0.6431, 0.6431, 
0.6431, 0.6471 

Motion blur 
14, 15, 17, 
12, 15 

360, 359, 779, 
817, 360 

4.29E-2, 4.32E-2, 4.16E-2, 
4.37E-2, 4.11E-2 

0.6431, 0.6431, 0.6431, 
0.6431, 0.6431 

Localvar 
13, 15, 14, 
16, 16 

359, 429, 359, 
359, 119 

4.18E-2, 4.51E-2, 4.56E-2, 
4.54E-2, 4.57E-2 

0.6431, 0.6392, 0.6392, 
0.6392, 0.6392 
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Table 8. Last goat-templates obtained for Haar-Hilbert encoder (128x8) 

 Rejections Template EER tEER 

Images without noise [9] 6 565 1.70E-3 0.5765 

Salt and pepper 
9, 8, 8,  
11, 11 

565, 565, 565, 
565, 565 

2.70E-3, 2.60E-3, 2.70E-3,  
2.80E-3, 2.60E-3 

0.5686, 0.5686, 0.5686, 
0.5686, 0.5686 

Motion blur 
8, 8, 9, 
8, 10 

565, 565, 565, 
565, 565 

2.20E-3, 2.00E-3, 2.10E-3,  
2.10E-3, 2.30E-3 

0.5765, 0.5765, 0.5765, 
0.5765, 0.5765 

Localvar 
9, 10, 9, 
8, 8 

565, 565, 565, 
565, 565 

3.40E-3, 3.10E-3, 3.10E-3, 
 2.60E-3, 3.40E-3 

0.5647, 0.5647, 0.5647, 
0.5686, 0.5647 

 
All the 120 experimental results presented in this section show that the noise is an 

important factor that influences the FBM partitioning of ICS. There have been a few 
cases when the template was candidate to be a last wolf-/goat-template several con-
secutive times but these cases are isolated, or there is a strong and objective reason for 
them to happen (as the one presented in Table 8). In conclusion, the instability of the 
identified wolf / goats templates indicates that a noisy acquisition process is an impor-
tant factor that could influence the performances of an iris recognition system.  

4 Conclusions 

This paper shown that the FBM partitioning of iris code space, the consistency and 
fuzziness of FBM and of its underlying concepts all depend not only on the system 
calibration (in terms of iris texture encoder and iris code dimension), but also on the 
noise that could affect iris image acquisition process. The experimental results from a 
total of 36 series of iris recognition tests (5 test in each series) undertaken for Bath 
Database shown that, in iris recognition, the so-called Biometric Menagerie definitely 
is a fuzzy and inconsistent concept. The extensions of the fuzzy concepts ‘wolf’ and 
‘goat’ vary under the influence of noisy acquisition and system calibration.  
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Abstract. Excluded middle is one of the fundamental laws of the thought  
according to Aristotle and Boolean algebra. The valued interpretation of this 
law in the classical (two-valued) case is: an object has or does not have the ana-
lyzed property (for example, in the propositional logic: a proposition is either 
truth or untruth).  It is known that the excluded middle is not valid in the frame 
of the conventional fuzzy logic in a wider sense (fuzzy sets theory, fuzzy logic 
in narrow sense, fuzzy relations) and, as a consequence, the conventional ap-
proaches are not in the Boolean frame (They are not Boolean consistent gener-
alization of the classical case). In this paper, the algebraic explanation of the 
excluded middle is presented. To each property uniquely corresponds its com-
plementary property (For example: in logic the complement of truth is untruth).  
Complementary property is determined by (a) excluded middle: it contains eve-
rything which analyzed property doesn’t contain (there is nothing between); 
and by (b) non-contradiction: there is nothing common with the analyzed prop-
erty. Excluded middle and non-contradiction are the fundamental algebraic 
principles (value indifferent: valid in all valued realizations)! 

Keywords: Excluded middle, Classical logic, Conventional fuzzy logic,  
Consistent real-valued realization of Boolean algebra. 

1 Introduction 

According to Aristotle, the excluded middle, non-contradiction and equivalence are 
the laws of thought. In the famous George Boole’s book “The Laws of Thought” the 
excluded middle is also the fundamental law. A classical realization of the Boolean 
algebra is two-valued. The excluded middle in the classical logic is defined in the 
following way: “Proposition is truth or untruth” (complementary law is no contradic-
tion: “Proposition can’t be truth and untruth”). The conceptual problem arises by 
introducing the third value or more values (multi-valued logics) until real-valued 
and/or fuzzy logics. In the fuzzy logic, a fuzzy proposition can simultaneously pos-
sess both the truth property and the untruth property and in the fuzzy set theory one 
element has the analyzed property and, at the same time, it does not have this property 
and/or it has a complementary property. So, the classical definition of the excluded 
middle is correct only in two-valued realization. 
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The conventional fuzzy logics based on the truth functional principle are not in the 
Boolean frame. The truth functional principle is valid and/or it keeps the Boolean 
properties only in the classical two-valued case and/or it is not the fundamental prin-
ciple and as a consequence it can’t be the base of the Boolean consistent generaliza-
tion of the valued realization. Actually, the truth functional principle is only a figure 
at the value level of the algebraic fundamental principle – structural functionality. The 
structure of the analyzed Boolean function (the element of the analyzed Boolean al-
gebra) defines which atoms are included in it and/or which are not. This algebraic 
(value indifferent) characteristic  is 0-1 vector of the length equal to the number of the 
atomic elements of the analyzed Boolean algebra, where 1 is the indicator that the 
corresponding atom is included in the analyzed element of the Boolean algebra and 0 
means that this atom is not included. A structure of the combined element of the ana-
lyzed Boolean algebra is uniquely defined by the structures of its components – a 
structural functional principle. All Boolean axioms and theorems are valid for the 
structures of the elements of the Boolean algebra. As a consequence, all Boolean axi-
oms and theorems are valid at the valued level independently of the realization type: 
two-valued, three-valued, many valued until real-valued.       

2 Computing by Properties  

In the theory of sets, the analyzed property generates corresponding set in the ana-
lyzed domain. The fundament of the computational cognition is computing with prop-
erties. In the new approach [2] a frame for computing with properties is the Boolean 
algebra.  It is supposed in this paper that theorems and axioms of the Boolean algebra 
are the laws of the cognition generally, whereby the cognition is a fundament of the 
thought.  This assumption implicates that the laws of cognition are irrelevant of the 
cognition domain, as well as of the valued type of the cognition - two-valued “black-
white” approach characteristic for the classical cases or the generalized approaches 
until real-valued approach applied to fuzzy approaches. An algebraic interpretation is 
value indifferent. Real-valued realization of the Boolean algebra is a base for the con-
sistent realization of the fuzzy logic in wider sense [3] as a real base for generalization 
of the classical theories based on the classical two-valued realization of the Boolean 
algebra [4]. All axioms and theorems of Boolean algebra, including the excluded 
middle, are valid in the Boolean consistent fuzzy logic in wider sense. 

Fundamental task of the cognition is to distinguish the objects which are based on 
the relevant properties (characteristics, attributes ...). In the classical case one object 
has or doesn’t have the analyzed property. Two objects can be distinguished, accord-
ing to the analyzed property, if one has and the other one doesn’t have this property.   
Two objects are identical according to the analyzed property, if both have or don’t 
have this property.  If one wants to distinguish a large number of objects in the classi-
cal way, then the complexity of the problem arises. This problem can elegantly be 
resolved by introducing the intensity (graduation) of properties; since one can differ-
entiate two objects according to the same property if it is realized with different inten-
sity (one object has the same property as the other one but with different intensity). 
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So, from the cognition point of view, the main advantage of graduation or intensity of 
the property is the reduction of the complexity, so that much more can be done with 
less in the process of the cognition.  

Shortness or absence of the analyzed property is also a property – complementary 
property, which is uniquely determined with the analyzed property: 

• Property and its complementary property don’t have anything in common (law of 
non-contradiction). 

• Anything which is not contained in the analyzed property is contained in its com-
plementary property (law of excluded middle).  

In general case, unlike the classical two-valued case, the analyzed object simultane-
ously possesses the analyzed property with some intensity and possesses the comple-
mentary property with the complementary intensity, so the sum of these two intensi-
ties is identically equal to one.  

On the base of intensity of possessing independent properties of the analyzed ele-
ment, one can calculate intensity of the combined properties using a real-valued reali-
zation of the Boolean algebra.   

2.1 Context of Properties 

A finite set of the independent (primary) properties   

                                                 { }1 np ,..., pΩ =                 (1) 

is the context of properties. The Boolean algebra uniquely corresponds to any context 
of properties. The Boolean algebra of properties has the following mathematical 

structure ( ) , , ,ΒΑ Ω ∧ ∨ .   

The set of properties ( )ΒΑ Ω  is defined as follows:   

 ( ) ( )( )ΒΑ Ω = Ρ Ρ Ω .                                         (2) 

In the case when the context of properties is extended with the new independent prop-
erties which contains the corresponding new Boolean algebra, the old Boolean alge-
bra is generated with the previous context of property. It is well know that if the  
number of the context elements is n = Ω  then the number of all properties generated 

by corresponding Boolean algebra is ( ) 22
n

ΒΑ Ω = .  

In the case when 0n =  (context of property is empty ( )Ω = ∅ ), the Boolean al-

gebra of property has two elements – two constants: 1 – obligatory property and 0 – 
impossible property (complementary to obligatory property).  Intensity of obligatory 
property 1 of any element of analyzed universe is identical to 1, and intensity of the 
impossible property 0 of any element of the analyzed universe is identical to 0. As a 
consequence, these two properties cannot discern elements of the analyzed universe 
since all elements have them in the identical way.  
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In the case of the only one primary property (assign it by P ), a corresponding Boo-
lean algebra has four elements: besides 1 and 0, it also has the analyzed property P 

and its complementary property P .  The complementary property P  is uniquely de-
fined by the primary property P applying laws of the excluded middle and contradic-
tion. 

 P P , P P .∨ = ∧ =1 0                (3)  

In the case of property: (a) excluded middle: the analyzed property includes every-
thing that does not contain its complementary property (there is nothing between); 
and (b) contradiction: the analyzed property and its complementary property don’t 
have anything in common, Fig 1.  

 

Fig. 1. Hasse diagram of Boolean algebra and corresponding structures generated by one  
property 

In the classical case one object possesses or doesn’t possess the analyzed property 
(possesses its complementary property), and at the same time it cannot possess and 
don’t possess. That means that in the classical case the possessing of the properties 
preserves the Boolean characteristics of properties. But it is true only in the classical 
two-valued case. In general case, the information of intensity of possessing the ana-
lyzed property cannot preserve Boolean characteristics. For example, if a property is 
realized with intensity equal 0.5 (the analyzed object possesses property with the in-
tensity 0.5) then, simultaneously, the complementary property has the intensity 0.5, 
but although they have the same values of the intensity they don’t have anything in 
common.   

2.2 Atomic Properties  

The simplest elements of the Boolean algebra of the properties are the atomic  
properties [3]. In the given context of the properties, the atomic properties are 
uniquely defined.   
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Example: In the case of the following contexts { }1 2p , pΩ = , the corresponding 

atomic properties are: 1 2 1 22 1p p , p p , p p ,∩ ∩ ∩     1 2p p .∩  

Any property (element of the Boolean algebra of properties) generated by the given 
context of properties, is uniquely defined by the structures – a set of the atomic prop-
erties (atoms) which are included in it. The complementary property of the analyzed 
property contains all other atoms which are not included in the analyzed property 
(excluded middle: there is not any atom which is not included in the analyzed prop-
erty or its complementary property) and there isn’t any atom which is simultaneously 
in the analyzed property and in its complement (non contradiction). 

So, the union of any property and its complement contains all atoms of the corre-
sponding Boolean algebra (it is equal to constant 1) and their intersection is an empty 
set (it is equal to the constant 0). As a consequence, the laws of cognition and/or 
thought: non contradiction and excluded middle have to be valid independently of 
their valued realization (as in the classical case and thus in the multi-valued until the 
real-valued case). 

The number of the atomic properties (atomic elements) of the finite or atomic Boo-
lean algebra of properties, generated by n primary (independent) properties, is 

equal 2n .  
The atomic properties of the analyzed Boolean algebra defined by the given con-

text of properties { }1 np ,..., pΩ = are:  

  ( )( ) ( )1

i j

n i j
a S a \S

S p ,..., p p p , S
∈ ∈Ω

α = ∈ Ρ Ω∧ ∧                    (4) 

The corresponding polynomial representation of the atomic element of the Boolean 
algebra of the property is [3]: 

 ( )( ) ( ) [ ]1 1 0 1
i j

v v v v v v
n i i i j

a S a \S

S a ,...,a a a , a ,a , .⊗

∈ ∈Ω

α = − ∈⊗ ⊗                   (5) 

The values of atoms in general case are from the real interval [0, 1], but the sum of 
atom values is identically equal to one [3]: 

 ( )( )
( )

1 1v v
n

S

S a ,...,a .⊗

∈Ρ Ω

α ≡                                      (6) 

It is clear that classical (two-valued) case, as a special case, satisfies this identity since 
only one atom is equal to one and all the others are equal to 0.    The atomic properties 
are the simplest in the sense that they don’t have anything in common and they  
build any other property (the element of the Boolean algebra of property). The atomic 
properties which are included in the analyzed property are defined by their logical 
structures. 
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2.3 Structure of Property and Excluded Middle  

Structure ( ) { }0 1: ,ϕσ Ρ Ω → of the analyzed property ( )ϕ ∈ ΒΑ Ω is vector which 

elements are relations of the inclusion of the atomic properties in it.  

 ( ) ( )( ) ( )
( ) ( ) ( ) ( )1 1

1 1

1

0
n n

n n

, S p ,..., p p ,..., p
S ; S .

, S p ,..., p p ,..., pϕ
 α ⊂ ϕσ = ∈ Ρ Ω α ⊄ ϕ

          (7) 

A structure of the analyzed element gives information which atomic elements of the 
Boolean algebra, are included in it and/or which are not. The fundamental or algebraic 
principle is a structural functionality: a structure of any combined element of the Boo-
lean algebra can be directly calculated by the structures of its component. Any Boo-
lean function (element of the analyzed finite Boolean algebra) can be represented as a 
polynomial expression [3]: 

 ( ) ( ) ( )
( )

n n
S

p ,..., p S p ,..., p⊗ ⊗
ϕ

∈Ρ Ω

ϕ = σ α1 1                                (8) 

The Boolean algebraic properties keep the structures of the Boolean elements. Since 
the element structures of the analyzed Boolean algebra are valued indifferently, then 
all the Boolean laws have to be preserved in any valued realization.  A structural 
functionality principle has its consistent value representation only in two-valued re-
alization, known as a truth functionality principle. The usage of the truth functionality 
principle in multi-valued and/or real-valued or fuzzy cases is the main reason why 
these generalizations cannot be Boolean consistent.  

The excluded middle in the consistent realization [3] is valid as all other Boolean 
laws. The elements of the analyzed property structure and its complementary proper-
ties are in the following relations:  

 

( )
( ) ( )
( ) ( ) ( )

1 0

0 1

S S

S S , S .

ϕ ϕ

ϕ ϕ

ϕ∈ ΒΑ Ω

σ = ↔ σ =

σ = ↔ σ = ∀ ∈ Ρ Ω
 

From which follows: 

 ( ) ( )1S , S .ϕ∨ϕσ ≡ ∀ ∈ Ρ Ω                                     (9) 

Since the sum of values of all atomic elements is identically equal to 1, follows: 

  1.ϕ ∨ ϕ =                                                    (10) 

The excluded middle is valid in all valued realizations.  
 

Example: In conventionally fuzzy set theory for fuzzy set A and its complement we 
have the following situation, fig 2.  
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A cA

cA A∩ ≠ ∅ cA A X∪ ≠

 

Fig. 2. Conventional fuzzy sets its complement and their intersection and union (contradiction 
and excluded middle are nog satisfied) 

When we applied new appraoch we have Boolean consistent realizations, 
ilustrated on the figure3.  

cAA

cA A∩ = ∅ cA A X∪ =

 

Fig. 3. For Boolean consistent fuzzy complement: laws of contradiction and excluded middle 
are satisfied contrary to fuzzy conventionally approaches 
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3 Conclusion 

The excluded middle - the laws of thought, defined in antic time, is undoubtedly valid 
in the classical two-valued logic. However, it is questionable in the conventional 
multi-valued logics and the real-valued or the fuzzy logics which are based on the 
truth functional principle. The principle of the structural functionality [3] is funda-
mental and/or algebraic - valued indifferent principle. The structural principle says 
that the structure of the combined expression or property (in which atomic properties 
or atomic expressions are included and/or not) can be defined directly on the basis of 
the structures of its components. So, the structure is value indifferent or real algebraic 
property.   The famous and favoured truth functional principle is only a figure of the 
structural functional principle at the value level for the classical two-valued case. In 
general multi-valued or real-valued case, the truth functionality is not able to preserve 
all laws of the Boolean algebra simultaneously. As a consequence, only generalization 
based on the structural functional principle is the Boolean consistent generalization.  
All the laws of the Boolean algebra are preserved in the consistent value generaliza-
tion. Known definition of the excluded middle and non-contradiction are relevant 
only for the two-valued case. In general case, these two laws can be interpreted in the 
theory of the Boolean consistent fuzzy sets in the following way:  any property 
uniquely defines its complementary properties so that they don’t have anything in 
common (non-contradiction) and everything, which the analyzed property doesn’t 
have, has its complementary property (excluded middle). It means that one object has 
the analyzed property with some intensity and its complementary property with com-
plementary intensity so that the sum of the intensity of the complementary properties 
has to be identical to one (in the classical case if an object has the analyzed property 
with intensity equal to one then the intensity of the complementary property has to be 
zero and vice versa). Every finite Boolean algebra has atoms as the simplest elements. 
Any combined element of the Boolean algebra contains some atoms. A complemen-
tary element of the Boolean algebra contains all atoms which are not contained in the 
analyzed element. As a consequence, there are not any atoms which are in the ana-
lyzed element and in its complement (non-contradiction) and all atoms which are not 
in the analyzed element are in its complement element (excluded middle). In the clas-
sical case only one atom is realized with the intensity equal to one and all others have 
the intensity equal to zero. In general case more than one atom can have values larger 
than zero but so that its sum must be equal to one. So the sum of the intensity of the 
analyzed property and its complementary property of any object of the universe is 
equal to one.  
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Abstract. In this paper, we present a problem of candidates ranking for Master 
of Science studies at Faculty of Organizational Sciences, Belgrade (FOS). Cur-
rent ranking model is based on weighted sum of two factors: average grade 
gained at undergraduate studies and number of points scored at the entrance ex-
am for master studies. This universal model, although widespread and frequent-
ly used, is not entirely appropriate for a number of different Master of Science 
programs at FOS. Major problems of current model are that the model does not 
emphasize essential knowledge in accordance to wanted program and that the 
weighted sum is unable to model connection between variables. This paper 
presents a series of models, each more complex than the previous one, which 
are aggregating more relevant factor for ranking. Logical Aggregation (LA) is 
used as a method for the aggregation of certain variables in the last few models. 
LA is based on Interpolative Boolean algebra (IBA), a consistent multi-valued 
realization of Boolean algebra. This paper may be particularly interesting to all 
of those dealing with any form of students ranking, especially to university de-
partments involved in enrolling students and selection for scholarships. 

Keywords: weighted sum, fuzzy logic, Interpolative Boolean algebra, Logical 
aggregation, ranking students. 

1 Introduction 

Since 2007 Faculty of Organizational Sciences (FOS) has been enrolling students to 
Master of Science studies. The criterions of enrollment are entrance exam output and 
average grade at undergraduate level. Considering the differences between the courses 
existing at Master of Science studies at FOS, this universal ranking model may not be 
completely appropriate. The student’s average grade is taken as indicator of previous-
ly acquired knowledge. That grade, as it is, does not show candidate’s specific  
knowledge. For example, knowledge and grades gained at management domain 
should be additionally scored for enrolling in management departments. In this way 
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the advantage at the enrollment would be given to the candidates who showed special 
interests in certain domain.  

The propositions of enrollment and description of the module that will be used as 
an example are given at Section 2.  The current ranking model based on weighted sum 
and its deficiencies are explained at Section 3. The details are underlined by descrip-
tion of necessary criterions considering the specific module. In Section 4 there is the 
proposition considering the usage of changed weighted sum, which includes several 
factors. One of them, the one which underlines required specific knowledge, is aggre-
gated by fuzzy logic. There is also a theoretical introduction to fuzzy logic. The sub-
ject of Section 5 is Interpolative Boolean algebra (IBA) and Logical aggregation 
(LA). IBA threats negation differently from fuzzy logic. There is also a suggestion of 
pseudo-logical function as criterion function. One of the criterions is aggregated using 
logical aggregation, which is based on IBA. In Section 6 there is an example of clas-
sical student ranking and the ranking using models suggested at previous sections and 
these results are analyzed and compared. In final section we give our conclusions and 
guidelines for the future work. 

2 Proposition for Enrollment to a Master of Science Program  
at FOS 

Eight different study programs are offered for enrollment at FOS, considering the 
proposition for student’s enrollment to Master of Science studies 2011/2012. Every 
single program is divided into modules or study groups that candidate enrolls. There 
are thirty six modules, which are the forms of additional guidance. Study groups are 
highly specialized in very different areas. Some of fields that are modules focused on 
are Software engineering, E-business, Ecological Management, Business Intelligence 
and Decision Making, etc. Students are ranked in one of six rang lists depending on 
chosen Master of Science program. The criterions of enrollment for all study depart-
ments are the entrance exam output and the average grade at undergraduate level.  
The number of points at the entrance exam is more important than the average grade 
in 3/2 ratio. 

Ranking models presented and analyzed in this paper will be focused on module 
Operational Researches. This module is analyzed because certain similarities with 
module Computer Statistics, the other module on the same program, and universal 
qualification exam, that is used for two more study departments. Module Operational 
Researches is a part of study department Operational Researches and Computer Sta-
tistics. Thirty five students can be enrolled to this module, and twelve of them have 
full scholarship. The qualification exam itself consists of thirty test questions with 
five offered answers each, but only one correct. The questions consider operational 
researches, statistics, software design, database and informational systems. This kind 
of qualification exam (the same test and the same literature) is used for Informational 
Systems and Technologies study department, as well as Software Engineering and 
Computer Sciences study departments. Candidates who enroll this module are ranked 
on a ranking list for the particular study department. 



 Models for Ranking Students: Selecting Applicants for a Master of Science Studies 95 

3 Current Ranking Model Based on Weighted Sum 

The weighted sum model is probably the most commonly used approach for modeling 
this kind of problems. It ranks candidates based on weighted sum of normalized 
attributes. Weights in the model can be static or moving. The normalizing of the 
attributes ensures their comparability, as otherwise high numbered attributes would 
make disproportionate contributions to the overall score [9]. Weighted sum general 
form for one dimensional problem is following: 

 1

*
n

i i
i

w u p
=

=
 

(1)

 

According to previous, the conclusion is that weighted sum of criterion is used as a 
student ranking criterion and have this form: 

 1 2* *w u w k p+ =
 (2) 

It contains the following variables: 

 u – average grade gained at undergraduate level in the interval [0, 100]; 
 k – number of points on the entrance exam for Master of Science studies in the 

interval [0, 100]; 
 p – candidate’s total points in the interval [0, 100]. 

Values w1 and w2 are weights in this model, whose values are predefined at the 
enrolment proposition, so the criterion function has the following form: 

 0.4* 0.6*u k p+ =  (3) 

This function is modeled by weighted sum considering only the values of variables. 
This way, it is not possible to model their conditionality or connection between the 
variables using the logical operators. 

The qualification exam to module Operational Researches consists of questions 
considering different domains: informational systems, computer sciences, operational 
researches, and statistics. All the questions are scored the same way. This is illogical – 
it is wanted to have knowledge considering all of these domains, but knowledge con-
sidering operational researches should be the most important.  

Average grade shows the general picture about candidate’s success at undergra-
duate level. However, the grades in subjects which are focused to operational re-
searches, statistics, mathematics, and system theory should be more important if 
enrolling this module. Analogous to that, subjects focused on informational systems, 
programming, database and data structures etc. should be underlined if enrolling the 
study program Informational Systems and Technologies. 

The flaw is also restriction of weighted sum itself – it cannot be used to model log-
ical expressions. This restriction has a certain number of models for multi-criteria 
decision making, like the weighted product model, AHP, etc. 
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3.1 New Model Based on Weighted Sum 

The first two comments, that the data aggregated using arithmetic mean and that  
total score at qualification exam does not underline characteristic data important for 
the program of Master of Science studies, can be solved by modeling new weighted 
sum: 

 1 2 2 3 4 2* * * *w u w u w k w k p+ + + =
 (4) 

Two new components figure in this expression, and they are: 

• u2 – average grade at undergraduate level at subjects which are focused on opera-
tional researches, statistics, mathematics, and system theory in the interval [0, 
100]; 

• k2 – points gained at qualification exam to Master of Science studies, but specifi-
cally in questions considering operational researches and statistics, in the interval 
[0, 100]. 

Values w1, w2, w3 and w4 are weights in this model. Values of this factors are 0.3, 0.1, 
0.5 and 0,1, respectively, so the criterion function has the following form: 

 2 20.3* 0.1* 0.5* 0.1*u u k k p+ + + =  (5) 

The significance of specific knowledge, important for the enrolling Master of Science 
studies, is underlined by new variables. Other requirements can be emphasized by 
introducing new variables and setting the corresponding weights. However, the crite-
rion function defined this way does not solve the problem, because the subject of 
interests is qualification exam achievement and appropriate subjects accomplishment, 
and not these two variables separately. 

4 Ranking Using Fuzzy Logic 

The reason for introducing logic into consideration is the need of modeling conditions 
like following: “Candidate’s ranking on the list should depend on number of points on 
the entrance exam for Master of Science studies obtained on matters related to opera-
tional researches and statistics and the average grade at undergraduate level at sub-
jects that are focused on operational researches, statistics, mathematics, and systems 
theory“. This condition implies that predefined variables u2 and k2 should be con-
nected by conjunction. Weighted sum considers variables separately and can’t  
model interaction between them, so it is not sufficient to model this problem. It is 
necessary to introduce logic and logical operators, which can provide more options 
for aggregation.  
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Fig. 1. What can be modeled using weighted sum, representation using sets  

 

Fig. 2. What can be modeled using fuzzy logic, representation using sets  

Classical logic deals with variables that are either true or false, that are either 0 or 
1. Values in described problem are decimal, so it is not appropriate. That is the reason 
for interduction and usage of fuzzy logic. 

4.1 Fuzzy Logic 

Fuzzy logic is generalization of classical logic – it can process all values in interval 
from 0 to 1. Fuzzy logic is not fuzzy. Basically, fuzzy logic is a precise logic of im-
precision and approximate reasoning [11].  Fuzzy logic is developed on fuzzy sets 
theory. It is particularly suitable for working with linguistic variables like hot, very 
good, around twenty, not that busy. Compared with conventional approaches, fuzzy 
control utilizes more information from domain experts and relies less on mathematical 
modeling about a physical system.  

Functions that qualify as fuzzy intersections and fuzzy unions are usually referred 
as t-norms and t-conorms (or s-norms), respectively. The standard fuzzy intersection 
is min operator, and it produces the smallest membership value of all the t-norms [8]. 
On top of that, algebraic product is used often as fuzzy intersection. The standard 
fuzzy union is max operator, and it produces the smallest membership value of all the 
t-conorms. Probabilistic sum is another operator often used as s-norm. 
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Conventional fuzzy logic is based on principle of truth functionality - the truth  
valued of a complex formula is uniquely determined by the truth values of its sub-
formulas. In the general, it doesn’t follow the law of excluded middle, one of the Boo-
lean laws. Some authors say that fuzzy set theory simply does not happen to have an 
axiom of the excluded middle – it does not need, constrained by, such an axiom [8]. 
Others see this as inconsistency and problem. 

4.2 New Model Based on Fuzzy Logic 

The modified weighted sum is used to rank students. The third element of weighted 
sum is changed, and it is defined as: “Conjunction of average grade at undergraduate 
level at subjects that are focused on operational researches, statistics, mathematics, 
and systems theory and number of points on the entrance exam for Master of Science 
studies obtained on matters related to operational researches and statistics”. In accor-
dance to that, weighted sum is: 

 1 2 3 2 2* * *100*( )w u w k w u k p+ + ∧ =  (6) 

Variable u2 are normalized in the interval [0, 1]. Variable k2 is linguistic variable, with 
suggested values: very low, low, medium, high, and very high. These linguistic terms 
first can be converted to fuzzy numbers using a conversion scale. Then a fuzzy scor-
ing method is used to convert each fuzzy number to a corresponding crisp value. Ac-
cording to Chen and Hwang’s five-scale fuzzy linguistic scaling [1], listed variables 
are converted to crisp values - 0.091, 0.283, 0.5, 0.717, 0.909 respectively. Weights 
w1, w2 and w3 have following values - 0.3, 0.5 and 0,2. Product is used as t-norm. The 
third element in weighted sum is multiplied by 100, so all elements would have the 
same order of magnitude. In accordance to that, weighted sum has the following form: 

 2 20.3* 0.5* 0.2*100* *u k u k p+ + =  (7) 

5 Ranking Using Pseudo-logical Aggregation 

5.1 Interpolative Boolean Algebra and Logical Aggregation 

Interpolative Boolean algebra is a consistent multi-valued realization of Boolean al-
gebra in the sense that it preserves all the laws which Boolean algebra relies on. It has 
two levels – symbolic and valued. On symbolic level all laws of Boolean algebra are 
valued indifferent. IBA element represents the analyzed object. IBA element on sym-
bolic level is treated independently of its realization. All elements consist of one or 
more atomic element. Expressions are calculated based on the principle of structural 
functionality: Structure of any IBA element can be directly calculated on the basis of 
structures of its components [4, 5]. This principle treats negation differently and that 
allows preservation of the law of excluded middle.  

IBA is technically based on generalized Boolean polynomials (GBP). GBP unique-
ly corresponds to any element of Boolean algebra and any Boolean function can be 
transformed into corresponding GBP.  Operators allowed in GBP are plus, minus and 
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generalized product. Generalized product (GP) is any function ⨂: [0,1]⨂[0,1]→[0,1] 
that satisfied all four conditions of t-norms: Commutativity, Associativity, Monoto-
nicity, Boundary condition and Non-negativity condition [6]: 

 
| |

( / )

( 1) ( ) 0, ( ), ( ) [0,1],
K

i i i
K P S

A x S P A x A
∈ Ω

− ⊗ ≥ ∈ Ω ∈ ∈Ω  (8) 

On a valued level the IBA is value realized – elements take values from an interval [0, 
1] and suitable operator for GP is chosen.  

Consistent and transparent procedure based on IBA for aggregating factors is 
called Logical aggregation. Logical aggregation is the fusion of the primary attributes 
of quality in a crisp value. The task of LA is the fusion of primary attributes’ values 
into one resulting globally representative value using logical tools [3]. It has two 
steps: 

• Normalization of attributes' values   

 || ||: [0,1]Ω →  (9) 

• Aggregation of normalized values of features into one resulting value by logical or 
pseudo-logical function as a LA operator [7] 

 [0,1] [0,1]nAggr →   (10) 

Pseudo-logical function, called pseudo GBP, is a linear convex combination of gene-
ralized Boolean polynomials. In this paper it is the proposed approach for  
aggregation. 

A logical aggregation depends on the measure of an aggregation operator as well 
as of generalized product. Aggregation measure is a structural function of pseudo-
logical function.  

5.2 New Model Based on Pseudo Logical Aggregation 

Two different functions are proposed as pseudo-logical function for ranking. Both are 
similar to the weighted sum presented in Section 4.2: first two elements and weights 
in sum are the same (0.3, 0.5 and 0,2 respectively). The third element in sum is the 
difference. 

Case 1: In this model, candidates who have successfully mastered the material on 
operational research have the advantage. If they haven’t, the important thing is that 
they learned operational researches and statistics for entrance exam, as well as they 
have good prior knowledge in mathematics.   

The third element of weighted sum is defined this way: “If candidate’s average 
grade at undergraduate level at subjects that are focused on operational researches and 
statistics is well, we are interested only in it. If it is not well, we are interested in the 
average grade at undergraduate level at subjects that are focused on mathematics and 
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systems theory and number of points at the entrance exam for Master of Science stu-
dies obtained on matters related to operational researches and statistics.” 

Pseudo-logical function for ranking with this condition has the following form: 

 1 2 3* * *100*( ( ))w u w k w a a d x p+ + ∨ ¬ ∧ ∧ =
 (11) 

The third element is transformed on symbolic level: 

 ( )a a d x a d x a d x∨ ¬ ∧ ∧ = + ⊗ − ⊗ ⊗  (12) 

After that, expression can be calculated. The operator of generalized product ⨂ is 
product (⨂:=*): 

 1 2 3* * *100*( * * * )w u w k w a d x a d x p+ + + − =
 (13) 

Case 2: In this model, candidates who have successfully mastered the material on 
operational research and statistics at undergraduate studies have the advantage. If they 
haven’t mastered operational researches, the important thing is that they learned oper-
ational researches and statistics for entrance exam, as well as they have good prior 
knowledge in mathematics. This model is interesting because results considering op-
erational researches and statistics are separated and interpreted it in different ways. 

The third variable of weighted sum is defined like this: “If candidate’s average 
grade at undergraduate level at subjects that are focused on operational researches is 
well, we are interested in the average grade at undergraduate level at subjects that are 
focused on statistics, too. If it is not well, we are interested in the average grade at 
undergraduate level at subjects that are focused on mathematics and systems theory 
and number of points at the entrance exam for Master of Science studies obtained on 
matters related to operational researches and statistics.”  

Pseudo-logical function for ranking with this condition has the following form: 

 1 2 3* * *100*(( ) ( ))w u w k w b c b d x p+ + ∧ ∨ ¬ ∧ ∧ =
 (14) 

The third element is transformed on symbolic level: 

 ( ) ( )b c b d x b c d x b d x∧ ∨ ¬ ∧ ∧ = ⊗ + ⊗ − ⊗ ⊗  (15) 

After that, expression can be calculated. The operator of generalized products ⨂ is 
product (⨂:=*): 

 1 2 3* * *100*( * * * * )w u w k w b c d x b d x p+ + + − =
 (16) 

Variables in presented expressions are: 

• u – average grade gained at undergraduate level in the interval [0, 100]; 
• k – number of points at the entrance exam for Master of Science studies in the in-

terval [0, 100]; 
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• a – average grade gained at undergraduate level at subjects that are focused on 
operational researches and statistics, normalized in the interval [0, 1]; 

• b – average grade gained at undergraduate level at subjects that are focused on 
operational researches, normalized in the interval [0, 1]; 

• c – average grade gained at undergraduate level at subjects that are focused on 
statistics, normalized in the interval [0, 1]; 

• d – average grade gained at undergraduate level at subjects that are focused on 
mathematics and systems theory, normalized in the interval [0, 1]; 

• x – number of points at the entrance exam for Master of Science studies obtained 
on matters related to operational researches and statistics, normalized in the inter-
val [0, 1]; 

• p – candidate’s total points in the interval [0, 100]. 

The third element in weighted sum is multiplied by 100, so all elements would have 
the same order of magnitude.  

6 Analysis and Comparison of Proposed Models 

In this section suggested models are simulated and compared. Thirty students’ data 
are used for simulation. Data were collected via internet survey. Twenty four students 
have scored maximum on theirs qualification exam. Data on the exact number of 
points at the entrance exam for Master of Science studies obtained on matters related 
to operational researches and statistics do not exist, because it is not important for 
current ranking model. Students were asked to write their hypothesis about scored 
points at that study fields (fuzzy number) which is converted in according to Chen 
and Hwang’s conversion scales with five different linguistic terms. Data on the eight 
students is shown in following table. These students are chosen because their charac-
teristics are suitable to present differences in the rankings using different models. 

Table 1. Input data 

Student u k a b c d x 
A 100 100 1.00 1.00 1.00 1.00 1.00 
B 99.0 100 0.94 0.90 1.00 0.92 1.00 
C 98.6 100 1.00 1.00 1.00 1.00 1.00 
D 90.7 100 0.88 1.00 0.70 0.70 1.00 
E 89.0 100 0.90 0.90 0.90 0.83 1.00 
F 77.0 98.0 0.62 0.60 0.65 0.68 1.00 
G 88.0 85.0 0.90 0.90 0.90 0.90 0.95 
H 77.0 80.0 0.72 0.70 0.75 0.80 0.90 
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Table 2. Output data 

Student Current 
model 

Model based 
on weighted 
sum 

Model 
based on 
fuzzy logic 

Model 1 
based on 
pseudo LA 

Model 2 
based on 
pseudo LA 

A 100.00 100.00 100.00 100.00 100.00 
B 99.60 99.10 98.50 99.60 99.54 
C 99.44 99.58 99.58 99.58 99.58 
D 96.28 95.21 93.21 96.49 91.21 
E 95.60 95.47 94.23 96.36 94.56 
F 89.60 88.53 84.97 89.67 85.34 
G 86.20 87.40 86.00 88.61 86.81 
H 78.80 79.60 76.60 81.53 77.92 

Table 3. Students‘ rankings 

Student Current 
model 

Model based 
on weighted 
sum 

Model 
based on 
fuzzy logic 

Model 1 
based on 
pseudo LA 

Model 2 
based on 
pseudo LA 

A 1 1 1 1 1 
B 2 3 3 2 3 
C 3 2 2 3 2 
D 4 5 5 4 5 
E 5 4 4 5 4 
F 6 6 7 6 7 
G 7 7 6 7 6 
H 8 8 8 8 8 

Rankings given by different models differ. The first model is an initial model, which 
is applying in practice. The second and the third model are transitional. Last two 
models are the final proposed models. Differences in students’ ranking are caused by 
emphasizing specific factors and different method of aggregation. Users can model 
their own pseudo-logical function according to their needs. 

Student A and student H are the first and the last at every ranking list. It is noticea-
ble that students B and C, students D and E, and students F and G have different rank-
ings when different model is in use. Student B has higher average grade than student 
C, so he is better than student C in accordance to initial model. Student B has much 
lower grade at subjects that are focused on operational researches than student C, so 
other models favour student C. In first model based on pseudo LA that variable 
doesn’t figure (that model has arithmetic mean of grades at subjects that are focused 
on operational researches and also statistics, as one variable). It is similar for students 
G and F. The main difference between students D and E is that student E’s grades are 
balanced, opposite of student D’s. This explains the large difference between these 
students when the last model is in use (it has conjunction of attributes that have the 
most different values). 
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7 Conclusion 

The Master of Science programs at Faculty of Organizational Sciences specialize 
students for different occupations – managers, programmers, analytics, database spe-
cialists, etc. The advantage at ranking should be given to students who showed great 
results at subjects which are related to chosen domains. The ranking model must ac-
knowledge the requirements that are expressed using the logical connective and 
should process fuzzy values, so the usage of fuzzy logic is necessary. It is important 
to find and point out small differences between inputs and to treat negation in a proper 
way. That can be achieved by using the suggested models based on LA. LA is a tech-
nique which gives the user the most options in modeling. Ranking students with 
pseudo-logical function gives results similar to current, but different enough to intro-
duce these proposals and test it practically. Users can model their own pseudo-logical 
function in accordance to their requests and needs. 
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Abstract. In this paper we present one way of modeling candlestick patterns  
using interpolative Boolean algebra (IBA). This method shows a degree of  
fulfillment for observed patterns, thus giving traders easy interpretation of by 
how much candlesticks fit into different patterns. Candlestick patterns have 
been used for financial forecasting for a couple of decades on Western markets 
and they have become a mainstream trader’s tool. Since the need for automated 
candlestick patterns discovery arose, some papers proposed fuzzy approach as a 
solution. Our decision to use IBA for modeling candlestick patterns comes from 
the fact that fuzzy logic has it limits and cannot be applied to these models. 
Proposed method is another approach to the same problem, but it could not be 
modeled using conventional fuzzy logic, because it is necessary for it to be in 
the Boolean frame. Results obtained from our tests are satisfactory and also 
open the opportunity for combining this technique with existing ones. 

Keywords: interpolative Boolean algebra, real valued logic, candlestick patterns, 
financial forecasting. 

1 Introduction 

Usage of candlestick patterns as financial indicators has been defended and disputed 
in literature during the last decade. They prove to be useful on some markets and 
shown unprofitable on others. The fact is that candlestick patterns were invented for 
rise markets during the second half of the 1700s and some conclude that they are not 
suitable for today markets [9]. Anyhow, fact is that traders use this kind of technical 
analysis on an everyday basis. It is supposed to reveal emotional beliefs of traders on 
the market, since they too affect the price [10]. This kind of behaviour is not com-
pletely rational, and technical analysis transforms thought process of investors into 
charts in an effort to forecast the price change. 

Models are individual for each trader, so there is no optimal solution to this prob-
lem. Instead, methodology that can help traders to express their personal preferences 
is needed. Emerging papers in scope of candlestick patterns show an uprising interest 
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in imprecise modelling. Many of these papers show respectful results. Since conven-
tional fuzzy logic does not treat consistently all logical relations, using it for proposed 
models is not satisfactory. To address this problem, interpolative Boolean algebra is 
introduced to candlestick modelling. 

For defining candlestick patterns, method proposed in this paper uses interpolative 
Boolean algebra as a consistent fuzzy technique [11]. Conventional fuzzy approach is 
hindered by the fact that it cannot consistently describe elements of Boolean algebra 
and stay in a Boolean frame [14]. One occurrence is for instance the law of contradic-

tion ( AA ∩ ). Therefore, proposed models cannot be implemented with traditional 
fuzzy approach. IBA or consistent fuzzy technique, as it is sometimes referred in lit-
erature, must be applied to improve upon strongly set conventional fuzzy logic. 

For test purposes we used random data interval from a stock market. Our results 
reveal that transforming candlestick parameters, by using proposed methodology, into 
intensity of a candlestick pattern, truly mimics human perception. 

The rest of the paper is organized into four sections. Section 2 analyses contempo-
rary literature, in section 3 data and methodology are described, results are explained 
in section 4 and the last section concludes the paper. 

2 Literature Review 

Effectiveness of Japanese candlestick patterns on stock and similar markets is per-
petually re-examined. There are papers which suggest that usage of such patterns for 
forecasting on stock markets is unjustified. For instance, studies conducted in [1] and 
[9] show that candlestick patterns as a type technical analysis do not produce profit. In 
[9] authors used thirty-five individual stock indexes with carefully chosen sample 
period of ten years. Robustness of the system was tested using the bootstrap method-
ology. One of the criticisms was addressed to the fact that candlestick patterns were 
originally devised for rice markets. 

In contrast, recent study conducted in [8] shows that some types of candlestick 
technical analysis patterns are indeed profitable when applied to Taiwan stock market. 
Data used for testing this method comprised of individual stocks found in Taiwan 50. 
To check the robustness of results, again, bootstrap methodology was used. Despite 
the fact that some of these results put shadow onto candlestick patterns effectiveness, 
many papers have been written regarding their usage in forecasting. 

Research presented in [7] created an expert system based on candlestick chart 
analysis. Their system looks up in a database for signals and interprets them as can-
dlestick patterns. They get 72% accurate results on the Korean stock market. The 
model is rule-based. 

Tool which uses fuzzy candlestick patterns to describe investment knowledge on 
the Taiwan stock market was presented in [5]. By using fuzzy technique, they are 
addressing the problem of candlestick pattern definition vagueness which arises from 
different authors’ comprehensions of the same pattern. In another paper, group of 
same authors compare their method with previously presented ones, acquiring better 
results [6]. Finally, in [4] Lee constructs personal ontology to describe candlestick 
patterns. 
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Approaches presented in [2] use candlestick method in gating network, by using 
rules for describing the market and also by fuzzy logic-based weight generator, as part 
of their hybrid system. As they have shown, fuzzy logic based systems deliver 
smoother and more accurate forecasting results. Another fuzzy-candlestick model for 
reversal point prediction was presented in [3]. It tries to set a warning before a rever-
sal of a stock price occurs. Reported results show precision far greater than 50%. 

3 Data and Methodology 

The origin of candlesticks dates from the mid-18th century, and was firstly introduced 
by a youngest child of Munehisa family named Homma [10]. From his excellence in 
the field of trading, people started calling him “god of the markets”. After Nison in-
troduced Japanese candlestick trading techniques to western markets, they rapidly 
gained popularity. Today, candlesticks chart analysis is widely used type of technical 
analysis. Candlestick patterns should reflect psychological state of the market and 
traders should be able to base their decisions upon recognized patterns. 

Candlesticks are formed out of the open, high, low and close price for a predefined 
time period Fig. 1. Body color of a candlestick depends on whether the close price is 
higher or lower than the open price. If it is higher, body usually has a white or an emp-
ty filling and oppositely, if it is lower, body is black or filled. Lines called shadows 
above and under body represent highest and lowest price of the time interval, respec-
tively. Body size indicates the market momentum and the shadows show extremes of 
the price movement. Body and shadows are usually described as long or short. 

 

 

Fig. 1. Candlestick examples 
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The way a candlestick can reflect the market state can be given with the following 
example. Candle with white body without shadows is called the White Marubozu 
pattern. Open price equals lowest price, and close price equals the highest. That 
means buyers are very bullish, since market opened at one price and closed at another, 
and the price never dropped below initial price, and it closed well above it. The oppo-
site rule applies for black body, Black Marubozu. 

Interpretation of candlestick patterns is individual. Investors can obtain different 
pieces of information from the same pattern and apply custom set of rules. To make 
the modeling possible, we use interpolative Boolean algebra. With this consistent 
fuzzy technique we are able of modeling vagueness of candlestick patterns recogni-
tion. This new approach simplifies pattern definition, making it easier for investors to 
use. Usage is straightforward and only basic mathematical skills are required. Need 
for gradation is also satisfied, for instance we can calculate how intensive White Ma-
rubozu is. This provides information about certainty that the pattern emergence will 
reflect the future market movement. 

3.1 Candlestick Fuzzy Modeling 

Since idea behind imprecise or fuzzy modeling of candlesticks is already being ex-
plored in literature, we will first shortly explain approach presented in [4, 5, and 6]. 
To describe a candlestick line in an imprecise manner as long, middle or short, four 
linguistic variables are defined: EQUAL, SHORT, MIDDLE and LONG. They indi-
cate fuzzy sets of shadows and body length. Membership function μ(x) of linguistic 
variables is described on Fig. 2. 

 

Fig. 2. Fuzzy sets of shadows and body length 

Values are set from p0 to pn, depending on the maximum percentage change of ob-
served time series per interval. For example, on TAIEX values should range from 0 to 
14 since they can only change so much per day interval. X-axis is a real value of body 
or shadow. Input values for membership functions can be calculated with following 
equations: 
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high open close
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                       (1) 

Those input values are comparable to the values later presented as the percentage 
limits normalization explained later. Also, additional calculations should be made for 
the determination of body type. There are three states of the body: BLACK, WHITE 
and CROSS. The last-mentioned is the situation where body has the 0 size or in 
another words open equals close price. Additional set of rules is defined as follows: 

 0  body is BLACK

 0  body is WHITE

 0  body is CROSS.

IF open close THEN

IF open close THEN

IF open close THEN

− >
− <
− =                        

(2) 

Multiple candlestick relations are modeled in the same sense, by defining five linguis-
tic variables to represent open style relations and five for close style. Fuzzy modifiers 
and trend modeling is also introduced. Complete procedure is described in [6]. 

3.2 Candlestick Modeling with Interpolative Boolean Algebra 

IBA requires for all values to be on the [0,1] interval. Candlestick values must be 
normalized taking those rules into consideration. If we know maximal possible price 
change, it could be better to treat extreme movements with higher degree. For in-
stance on TAIEX, the upward movement of 7% can be considered as 1 and downward 
movement of 7% as 0. The problem is that near border movements are really scarce 
and with this kind of normalization normalized candlesticks would be too small for 
IBA to properly treat them. Also, with this kind of normalization, all open prices are 
set to a fixed value. In case where symmetrical maximal and minimal price changes 
are to be expected, that is the 0.5 value, otherwise it is some other. That means that 
data of relative position between candlesticks is lost. One solution for this problem is 
min-max normalization performed on the whole data set. However, this will not ad-
dress the first problem. Another option is to normalize groups of elements that create 
a single pattern. This way, relevant bars will maintain their relations. It is clear that 
there is no single solution for every problem, so type of normalization should be cho-
sen according to specific needs. Aggregation of two or more differently normalized 
data sets should also be considered. For example purposes in this paper, we used min-
max normalization on pattern groups since there are no disadvantages of using it on 
selected cases. 
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In [11] is presented [0,1]-valued logic that is in the Boolean frame. This gives us 
the opportunity to use consistent fuzzy relations or interpolative relations [12], to 
measure logical similarity and dissimilarity between individuals. Interpolative Boo-
lean algebra provides a frame for consistent realization of all possible elements of 
finite Boolean algebra. It is consistent in a sense that it preserves all the laws on 
which Boolean algebra relies. 

In this paper classical Boolean expressions are used for modeling candlestick pat-
terns. As an example, a few expressions have been described. Equivalence is used 
when we want to state that parameters are equal. Relation of equivalence (⟺) is well-
known expression of logical similarity between objects. Equivalence of two objects A 
and B is noted as: 

( ) ( ).A B A B A B⇔ = ∩ ∪ ∩                                      (3) 

For Doji pattern open equals close price so it can be defined with ease by stating 
open⟺close. 

If we do not want attributes to be the same, logical choice of an operator is exclu-
sive disjunction ( ∨ ). Relation of exclusive disjunction is complementary relation to 

the equivalence relation: 

( )1 ( ) ( ).A B A B A B A B∨ = − ⇔ = ∩ ∪ ∩
                        

(4) 

Long day pattern can be modeled as an exclusive disjunction between open and close 
price. It can be expressed as close and open prices as far apart as possible.  

Maximal value for relation of exclusive disjunction between open and close price 
is obtained when open and close prices have extreme but different values. For in-
stance open price has a value of 1 and close price has a value of 0. 

Very useful expression is implication ( → ). It can be viewed as a non-strict in-
equality relation, or simplified less or equals ≤. 

( ).A B A B→ = ∪                                                (5) 

For instance, this expression can be used for defining the Engulfing pattern which is 
described as a candlestick with a small body which is engulfed by a bigger body of 
the next bar. 

Because there relations are based on interpolative Boolean algebra (IBA), which is 
real-valued [0,1]-valued realization of finite Boolean algebra [13] we need to find 
their generalized Boolean polynomial. Any element from the IBA has its correspond-
ing generalized Boolean polynomial (GBP) [14]. 

Transformation from Boolean expressions to GBP is described and the example of 
the process for exclusive disjunction is given by the following expression:  



 Modeling Candlestick Patterns with Interpolative Boolean Algebra 111 

( ) [( ) ( )]

( ) ( ) ( ) ( )

(1 ) (1 ) [ (1 )] [(1 ) ]
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∨ = ∩ ∪ ∩

= ∩ + ∩ − ∩ ⊗ ∩
= ⊗ − + − ⊗ − ⊗ − ⊗ − ⊗
= + − ⊗

      (6) 

Generalized product ( ⊗ ) is any function that satisfies conditions of commutativety, 
associativity, monotonicity, 1 as identity and non-negativity condition: 

:[0,1] [0,1] [0,1].⊗ × →                                               (7) 

If both attributes have the same type, we can use minimum t-norm as a generalized 
product. That would mean they are correlated. For instance, if we compare two per-
sons by their height, intersection of their heights is smaller person’s height. If attrib-
utes are non-correlated, product t-norm should be used instead. An example of this is 
if compare two persons by their height and their wealth. At last, if they are negatively 
correlated Łukasiewicz t-norm should be used. 

Example above (6) can now be transformed to: 

( ) 2( ) 2 min( , ).A B A B A B A B A B⊗∨ = + − ⊗ = + −              (8) 

Next, example models for candlestick patterns are given. This should illustrate how 
fuzziness can help in determining the intensity and avoid completely discarding can-
dlestick patterns that only on small part do not satisfy conditions. 

White Marubozu: 

open low close high⇔ ∧ ⇔ .                                 (9) 

Doji: 

closeopen ⇔ .                                          (10) 

Hammer: 

 close high open low⇔ ∧ ∨ .                                  (11) 

Bullish Engulfing: 

1 2 2 1 2 2.high close open low close open→ ∧ → ∧ →               (12) 

Variables high1 and low1 represent high and low prices of preceding candlestick and 
open2 and close2 open and close prices about the latter. Last part says that close price 
should be smaller than the open price of the second candlestick. 
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4 Results 

Tests show that candlestick patterns modelled using IBA can provide good represen-
tation of how human traders percept market movements. For traders this means a 
significant help since they do not have to monitor changes personally, but instead just 
wait for signals when a pattern is formed. This can further automate the process, since 
traders can create rules on which when event is triggered actions could be taken 
automatically. IBA can also be used for automation as a logical aggregation tool. 

In this section, we will compare how models are defined using IBA and fuzzy ap-
proach. For instance, we will compare Bullish Engulfing model presented in [4] with 
ours (12). For the sake of simplicity, previous trend information is omitted. 

One needs to define all attributes using linguistic variables in fuzzy approach. 
Since we have two candlesticks composing this pattern we need information about 
open style, close style, upper shadow, body size, body colour and lower shadow for 
both candlesticks. This gives great flexibility in defining patterns and is further sup-
ported by possibility to custom-tailor membership function. Rules can be expressed  
as (13). 

1

1

1

1

2

2

2

IF line _open_style = OPEN_LOW

AND line _close_style = CLOSE_HIGH

AND line _body_size = LONG

AND line _body_color =WHITE

AND line _open_style = OPEN_HIGH

AND line _close_style= CLOSE_LOW

AND line _body_size = SHORT

AND 2 .line _body_color = BLACK                       

(13) 

Our approach was already described with (3.12). It is straightforward and all tweaking 
has to be done using logical expressions. With (3.12) it is described that high price of 
previous candlestick is smaller than the close price of the following one and that low 
price of the first one is above the value of the second candlestick open price. Last part 
of the expression shows that body of the first candlestick should be black. In other 
words, first candlestick is completely engulfed by the body of a following candlestick 
and is bearish. 

Next part presents some usage cases. Only one bar candlestick patterns are used in 
the example Fig. 3. Table 1 contains data on which Fig.4.1 charts are made. 

Some described models (9-12) are very rough and could use some improvement. 
Obviously, Marubozu pattern is not complete, since by this definition candlestick is 
recognized as Marubozu even when Doji without shadows occurs. One way of im-
proving Marubozu model is to compare it with Doji. Since there is no ambiguity in 
definition of the Doji pattern, we can use it to improve upon other models. For in-
stance, Marubozu is Marubozu, only when it is not a Doji. Marubozu model described 
by (9) can have high intensity even when Doji appears. Maybe it is correct to treat it 
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in such a way in some cases, but traders would probably dismiss Marubozu if it does 
not have larger body. That leaves us with at least two options. One is to look for Ma-
rubozu when Doji does not occur and the other is to look for Marubozu when Doji is 
described as less intensive. 

The first scenario, White Marubozu and not Doji, depicts traders who consider that 
Marubozu patterns cannot occur unless body has the opposite size of an ideal Doji 
body size. Second scenario, White Marubozu larger than Doji, is less harsh and the 
condition is met when Doji’s intensity is smaller than the one of Marubozu. It is inter-
esting to note that both scenarios give very similar results, but the latter one, case with 
the converse implication between indicators, is more tolerant. It also appears shifted 
up compared to the first scenario. 

Results depend on type of normalization chosen. For Hammer, if data are normal-
ized using min-max for each bar, we get redundant calculations left and right from ∧. 
But, if we choose some other type of normalization, results will change accordingly. 

For data presented in Table 1 and Fig. 3 we used min-max normalization on each 
candlestick. If min-max normalization on the whole interval was used, results would 
be different. In this example, most notable difference is how logical relations influ-
ence changes. Sheffer stroke between White Marubozu and Doji will almost never 
produce maximal intensity. If converse implication is used, Doji has very little influ-
ence on White Marubozu.  

Table 1. Original data and IBA modelling results 

Open High Low Close 
White 

Marubozu 
Dodji 

Marubozu 

∧ ¬ Dodji
Marubozu 

←  Dodji 

515 519 510 515 0,4444 1,0000 0,0000 0,4444 

510 515 510 513 0,6000 0,4000 0,3600 0,8400 

519 534 517 522 0,2941 0,8235 0,0519 0,4187 

524 549 524 538 0,5600 0,4400 0,3136 0,8064 

550 592 550 590 0,9524 0,0476 0,9070 0,9977 

584 590 570 580 0,3000 0,8000 0,0600 0,4400 

590 638 590 621 0,6458 0,3542 0,4171 0,8746 

630 683 630 675 0,8491 0,1509 0,7209 0,9772 

743 743 720 740 0,0000 0,8696 0,0000 0,1304 

777 788 730 771 0,1897 0,8966 0,0196 0,2735 

731 735 709 722 0,1538 0,6538 0,0533 0,4467 

672 740 672 711 0,5735 0,4265 0,3289 0,8181 

722 759 722 750 0,7568 0,2432 0,5727 0,9408 

515 519 510 515 0,4444 1,0000 0,0000 0,4444 

 
As generalized product in GBP for Doji and Marubozu we use minimum t-norm, 

since all inputs have the same nature. But, for relations between candlesticks, we use 
product t-norm. In situations where the proposed method needs more tuning, pseudo-
logical polynomial can be used to introduce weights [15]. 
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Fig. 3. IBA White Marubozu and Doji results 

5 Conclusion 

In this paper we wanted to introduce IBA to candlestick patterns modelling. By using 
proposed method it should be easy for traders to model their ideas of candlestick pat-
terns, whether simple or complex. In the results section we have shown that our ap-
proach is indeed successful. By using this technique it is also possible to incorporate 
other methods of candlestick patterns modelling. To our best knowledge this is the 
first paper to address candlestick patterns modelling using IBA. 

Previous studies used conventional fuzzy logic to model candlestick patterns, and 
have shown very good results. The most notable void in this approach is arising 
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model complexity, when more patterns should be aggregated in one new pattern. The 
approach in this paper on the other hand, lacks the ability to directly describe 
attributes with linguistic variables, but rather it uses relations between them. Once 
modeled, candlestick patterns can be simply put in any relation.Our methodology  
uses basic logic expressions to model everything from candlestick patterns to custom 
candlestick related indicators and then uses IBA to translate these expressions into 
values. 

We believe that this new approach will give more flexibility in candlestick pattern 
modelling, which would in return give better support in investment decision making. 
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Abstract. This paper applies Fuzzy Logic in Destination Traffic Fingerprint 
Method, to the process of establishing if the traffic to a specific IP destination is 
constant. In order to obtain strong fingerprints, it is absolutely necessary to  
distinguish between constant traffic and non-constant traffic.  

Keywords: DTF Method, MAC Spoofing, Intrusion Detection, Fuzzy Control. 

1 Introduction 

Destination Traffic Fingerprint Method (DTF) is described in detail in previous works 
and therefore we will not focus on this here. In [1] we describe in detail the method, 
which applies to network intrusion detection issue, when an intruder seeks to enter a 
network by spoofing the MAC address of an authorized network station. 

This security issue of MAC spoofing is addressed in the literature in many articles, 
like those in [3-10]. All of them are trying to improve network security by quickly 
identify all the situations when the MAC address found in the packets that transit the 
network is spoofed. 

DTF Method identifies each authorized network station by a fingerprint, made of a 
set of IP destinations that are constantly found in the traffic. Each IP destination is 
accompanied by a percentage value which represents the presence of that IP in the 
traffic, considering the time at a minute level. After the generation of the reference 
fingerprint, the actual fingerprint taken in real time traffic, is compared with the 
reference fingerprint and the Overall Degree of Recognition is computed. This 
percentage value tells how much can be trusted that a MAC address is what it claims 
to be. 

The most important part in the process is the generation of the reference 
fingerprint. This is because a strong fingerprint will bring to a fast and accurate 
recognition, while a poor fingerprint will generate false alarms or will obtain the 
result in a long time. As it was said before, the fingerprint is composed by a set of 
pairs, each pair binding a specific IP address with its percentage of presence. 

Keeping in mind that the calculations are updated at a minute level, the most 
simple method to determine the percentage of presence of a certain IP destination, is 
to divide the total number of minutes when it was traffic to the IP destination, to the 
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total number of minutes of the recorded time interval. But, as it was proved in [1] and 
[2], this way is not applicable by itself, because there are certain number of cases 
when the presence is not constant all over the time interval, but shows only high 
values on some divisions of the interval. 

2 Applying Fuzzy Logic for the Determination of Constant 
Traffic 

2.1 Describing the Applicability of Fuzzy Logic in DTF Method 

The algorithm that is implemented in DTF method can be divided in four distinct 
modules, as shown in Fig. 1. The first module, „Network Monitoring with Packet 
Analysis” deals with network packets which are captured at a certain point in the 
network. All the packets are analyzed and recorded in a database using a specific 
format because it is important in the following sections of the algorithm  to have sta-
tistics at a minute level for each IP destination that is found in the traffic. Network 
Monitor with Packet Analyzer.  

 

Fig. 1. The Generation of the reference fingerprint in DTF Method 

The second module will generate a list of the IP destinations, together with the 
percentages of presence. Each percentage of presence for a specific IP address is cal-
culated as the ratio between the number of minutes when we found traffic to the IP, 
and the total number of minutes in the evaluated time interval. 

The third module is the most important because it filters the list of IP destinations 
and outputs only those that have a constant traffic. The main problem is to define 
„constant traffic” and extract the IP destinations that fit in this category. This part is 
the most important because the real time identification process is totally based on the 
constant nature of the traffic. If the IP destinations do not have a constant traffic, then 
the entire process will fail and the signals that are generated will be useless. 

The last module will gather the results received from the previous module and 
compose the reference fingerprint of the MAC address. This reference fingerprint will 
be used later to distinguish between real and spoofed MAC addresses. 

In this environment, the fuzzy logic applies very well in the third part, when we 
need to determine if the traffic is constant or not. Fuzzy logic is a very good and 
powerful tool, as it is prooved in [11] and [12], that fits very well on the topic of DTF 
method, for the determination of the constant nature of the traffic. Fig. 2 shows the 
implementation as a mandami system with four inputs and one output. 
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Fig. 2. Fuzzy system for the determination of constant traffic 

The system will evaluate the traffic to a specific IP destination, on a time interval 
T. The input variables are in fact four equal divisions of the time interval T. For each 
division the percentage of presence is calculated and sent to the entrance of the 
mandami system, which will generate at the output an answer regarding the level of 
constancy for the traffic. The fact that each input is a division of the original interval, 
means that all will have the same functionality. The difference is only the sequence of 
minutes that are evaluated in each division. 

For DTF Method is very important to carefully distinguish the IP destinations that 
have a constant traffic, from those that do not. The main idea is that the evaluated 
time interval is divided in four equal divisions and for each division DTF calculates 
the percentage of presence. Then, by comparing the four separate percentages, it is 
more clear if the traffic is constant or not. 

2.2 Input Structure 

The domain range of the variable is considered [0..100], because each of the four 
input variables represents the percentage of presence in the traffic, for the evaluated 
IP destination. 
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Fig. 3. The structure for each input variable 

For the possible values of percentage of presence, were defined five membership 
functions as follows: 

− “Continuous” - a trapmf function characterized by the parameters [85 95 100 
100], representing a traffic with a presence rate so high, that it can be considered 
continuous. 

− “High-Presence” - a trimf function characterized by the parameters [55 75 95], 
representing a traffic with high rates of presence 

− “Medium-Presence” - a trimf function characterized by the parameters [30 50 
70], representing a traffic with medium rates of presence 

− “Small-Presence” - a trimf function characterized by the parameters [5 25 45], 
representing a traffic with low rates of presence 

− “Absent” - a trapmf function characterized by the parameters [0 0 5 15], 
representing a traffic with a presence rate so low that it can be considered as 
absent. 

In other words, in order to say that a traffic is continuous, it needs to have very high 
rates for the percentage of presence, almost 100%. Then by high presence we under-
stand the situations when the percentage of presence is around 75%. Medium  
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presence is defined around  50% and small presence is around  25%. If the presence is 
very very small, the fuzzy model will consider it as absent. 

In practice, the percentage of presence is not limited to some individual values like 
25% / 50% / 75% / 100%. Instead, the values are spread in all of the interval between 
0% and 100%. That is why the fuzzy model uses trimf functions and trapmf functions, 
to fully characterize the real traffic. 

It is very important to notice at this point, that DTF Method is not interested abso-
lutely to find IP destinations with high or continuous presence . It is desirable to 
create reference fingerprints with IP destinations that have this kind of traffic, but is 
not absolutely necessary. What is more important is to have a constant traffic. This 
means that even if we have small presence, but constant in time, we can use this to 
create reference fingerprints. 

So, the level of the percentage of presence does not need to be very high. But, the 
level will determine the “strength” of the reference fingerprints. By “strength” we 
understand how fast and how certain is the identification process in real time. Having 
high rates of presence in a reference fingerprint, will determine a fast and accurate 
recognition. Lower rates could also bring to the recognition  of the MAC address, but 
may be it needs a longer time. 

 

Fig. 4. The structure for output variable 
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2.3 Output Structure 

The output has to reflect the constant or non-constant nature of the traffic to a specific 
IP destination. That is why, five membership functions were defined, according to the 
following specifications. 

− “Constant” - a trapmf function characterized by the parameters [80 90 100 100], 
representing a traffic which is constant over the four time divisions. 

− “Almost Constant” - a trimf function characterized by the parameters [50 70 90], 
representing a traffic which shows some variations over the four time divisions, 
but still can be considered almost constant. 

− “Variable” - a trimf function characterized by the parameters [30 50 70], 
representing a traffic which is found in all four divisions, but the percentage of 
presence is variable and thus, the traffic can not be used as a part of a reference 
fingerprint in DTF Method. 

− “Strong Variable” - a trimf function characterized by the parameters [10 27.5 45], 
representing a traffic which shows  very big variations in time for the percentage 
of presence. 

− “Occasionally” - a trimf function characterized by the parameters [0 0 10 20], 
representing a traffic which is found only sometimes. 

 

 

Fig. 5. The rules 
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2.4 The Rules Defined to Generate the Output 

The rules have to generate the output from the received inputs. Each input represents 
the percentage of presence in the traffic, of a certain IP destination. We have four 
inputs because the time interval was split in four equal divisions. 

We keep in mind that the “constant” state of the traffic does not really refers to 
high rates of presence, but instead it refers to the differences between the values that 
are extracted in the four equal time divisions. In this circumstances, the rules were 
generated using the following conventions. 

The system will output “Constant” when: 

− all four inputs are the same 

− 3 inputs are level “L” and one is level “L-1” or “L+1” 

− 2 inputs are level “L” and 2 are level “L-1” or “L+1” 

− other situations, depending also on the order of input values 

The system will output “Almost-Constant” when the above conditions are not met, 
but are close to them. For example, 3 inputs are level L and and one is level “L-2” or 
“L+2”. But also, other entries could bring to the same output. 

For “Variable”, the differences are big between the levels in different divisions. Or, 
even if we have high rates in two or three divisions, if the traffic is missing in one 
division, the fuzzy rule will consider it variable. 

To output a “Strong Variable” value, it is necessary to have very big variations. For 
“Occasionally”, two or three “Absent” inputs have to be present. 

All the above examples of rules were given in order to obtain a brief description of 
the model itself. All the rules operate together to process the four inputs and generate 
the output as much close as possible to obtain the best results. Each individual case 
was carefully considered and the appropriate rules were created. 

3 Using the Fuzzy Model in the Reference Fingerprint 
Generation Process 

The reference fingerprint generation will strongly affect the performances of the real 
time recognition process. That is why it is very important to isolate all the IP 
addresses that really prove to have a constant traffic. 

Through regular calculations, the percentage of presence of a certain IP address is 
calculated by dividing the total number of minutes when we had traffic to that IP, by 
the total number of the minutes from the evaluated time interval. Even though it is a 
simple formula, the result does not necessary reflect the constant nature of the traffic 
during the entire process. 

Applying fuzzy logic to the process of reference fingerprint generation will 
improve the performances and will bring to clear differentiation between constant and 
non-constant traffic. For a better understanding, we will focus on a few study cases, 
where fuzzification brings a fast and accurate generation of the result. 
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Fig. 6. Reference Fingerprint generation using two different alternatives 

The comparison between a regular determination of the constant traffic and a fuzzy 
determination, can be represented as in Fig. 6. The network is monitored at a certain 
point and the list of IP destination is extracted. This list contains not only the IP 
addresses, but also the set of minutes when there was traffic to each of them. 

This resulting list is passed to the entries of two different modules, in order to 
estimate if the traffic is constant or not. Each estimation module will generate the 
result by a different calculation process. The Regular Estimation module will apply 
the ratio mentioned above, while the Fuzzy Estimation module will apply the rules 
described in the previous chapter. As a result, two different reference fingerprints will 
be obtain. 

 

Fig. 7. Presence of 100% in first half of the interval and 0% in the second half 
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The example shown in Fig 7 can be considered as a „tricky case”. The traffic to 
one IP destination is present in all the minutes from the first half of the evaluated time 
and then it was completely absent in the second half. If we apply the regular formula 
to calculate the percentage of presence, we obtain a value of 50% and this could be 
wrong interpreted as a constant traffic, with a high rate of presence. Instead, the fuzzy 
model will identify correctly the absence and will output a „Variable” result. 

An isolated traffic can also be distinguished from a constant traffic with low rates 
for the percentage of presence. Dividing the time interval for the evaluated period in 
four equal divisions will determine four different percentages of presence. The fuzzy 
model will correctly locate the isolated traffic in one or two divisions and will output 
„Variable”, „Strong-Variable” or „Occasionally”. 

 

Fig. 8. Surface view of the fuzzy model 

The rules work together in the fuzzy model to generate the proper output. Fig. 8 
shows the surface view of the representation using Fuzzy Logic Toolbox [13]. The 
results are much better than the regular determination because it considers the 
differences between time divisions and not the level of the percentage of presence in 
the entire interval. 

The reference fingerprints generated by regular estimations will easily accept IP 
destinations that do not have a real traffic. This means that in the process of MAC 
validation, the system will search for IP addresses that are missing from the actual 
fingerprints and wrong interpreting the MAC address as spoofed. Even if all the 
components of the reference fingerprint are found in the traffic, the stability of the 
system is weak, and can be broke very fast, raising false alarms that could also  bring 
to wrong decisions in the administration levels.  
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Fig. 9. The rule viewer of the fuzzy model 

The Rule Viewer shown in Fig. 9 is also a good tool in the study because we can 
visualize the specific rules that are used in each case. The Rule Viewer can be used to 
manually change the input values, by simply clicking on the desired position, for 
every input. The output will change according to the modifications enabling the user 
to see the impact of the change.  

4 Conclusions 

The use of fuzzy logic is a very good approach in DTF Method, when we want to 
establish if the traffic is constant or not. The result is given as a percentage value and 
also as a set composed by: „Constant”, „Almost-Constant”, „Variable”, „Strong-
Variable”, „Occasionally”. 

The most important segment in DTF Method is the generation of the reference 
fingerprints. If a fingerprint contains IP addresses that do not form a constant traffic, 
then the recognition process will be altered and false alarms will be raised. That is 
why is so important to be sure that in a reference fingerprint we have only addresses 
with true constant traffic. 
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As discussed in previous works, one method that can be used to distinguish 
between constant traffic and non-constant traffic, is to divide the time interval in four 
divisions and calculate the percentage of presence in each. Fuzzy logic helps in this 
process, by evaluating the four entries and generating the right output. 

Matlab simulation provides a better understanding of the rules and the way they are 
used to provide the result. Many tools are available to monitor and visualize the 
system, Each block in the diagram can be easily installed and configured. 

As a final conclusion, applying fuzzy logic in DTF method enhances the power of 
the method by providing a fast and accurate determination of the constant or non 
constant traffic, which is the most important issue. Stronger fingerprints lead to better 
results and what makes a fingerprint to be strong is components that really have a 
constant traffic. Fuzzy logic proved to be a powerful tool in this process. 
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Abstract. Today fuzzy logic is used to solve various engineering issues. In this 
paper a novel approach for tuning the PID controller for Gripping-Belt of Her-
bal machine Harvester speed control is proposed. Designing the values of pro-
portional, integral and derivative constants are divided into three stages one for 
each constant. The Optimal Fuzzy system identifies the constants at each stage. 
The Kp, Ki and Kd are set by the optimized fuzzy logic controller to improve 
the performance of rise time, peak overshoot, oscillation and the settling time. 
Gripping-belt for herbal machine harvester with the control issues were dis-
cussed, given the gripping-belt approximation model with a control system us-
ing Matlab/Simulink and Fuzzy Logic Toolbox software kit built with herbal 
medicine harvester holding a simulation model and controller. The control sys-
tem of the conventional fuzzy control, PID control and optimal fuzzy self-
tuning PID control simulation results show that the optimal fuzzy self-tuning 
PID control for better dynamic response to achieve the desired control effect. 

Keywords: Herbal machine harvester, Optimal fuzzy PID controller, Simula-
tion, Speed control, SQP algorithm. 

1 Introduction 

With the continuous improvement of quality requirements harvest and rapid devel-
opment of control theory, the new control technology applied to agricultural harvest-
ing machine automation has become an inevitable trend. The gripping-belt should 
always track with the speed of the machine operating. However, Gripping-belt of 
herbal machine harvester with the existence of delay and inertia, due to harsh operat-
ing environment of agricultural machinery, and herbs grown by the low-lying density 
of the system parameters are also some uncertainty, so the system is uncertain nonli-
near stochastic systems [1]. Traditional PID controller is linear, fuzzy control is not 
enough fast, the system is time-varying and nonlinear, so it is not easy to obtain satis-
factory control quality. 

Optimal fuzzy PID control can deal with uncertainties, time-varying, nonlinearity 
and sudden changes [2]. Studies have shown that fuzzy control because of its ambigu-
ity, making it difficult to achieve high steady-state accuracy [3].In this paper, fuzzy 
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control, conventional PID and optimal control combined to a form, optimal fuzzy PID 
control method. Fuzzy control has both the flexibility and adaptability advantages, but 
also PID control has stability and high accuracy. Trough optimization all these advan-
tages will improve. Moreover, in a study of optimal design for fuzzy controllers, two 
relationships must be established: 1) design parameters and control nonlinearity, and 
2) control nonlinearity and process performance. 

This work is an attempt to undertake the development of a new analytical approach 
to the optimal design of fuzzy controllers. For an optimal system design using genetic 
algorithms, an overall performance index is proposed including several individual 
performance indexes. Finally, numerical studies are performed on several processes 
including nonlinearities due to time delay and saturation [6]. 

2 Methodology of Control System 

Automatic control system without optimization of gripping-belt of herbal machine 
harvester is shown in Fig.1. The system consists of controller, stepper motor, hydrau-
lic valves, hydraulic motors and speed sensors and other components [1]. System 
works by the controller and stepper motor direction of rotation of the corner; stepper 
motor and hydraulic valve rigid link directly to drive spool rotation, then driven by a 
hydraulic motor hydraulic valve work, the hydraulic motor speed sensors on the hy-
draulic motor speed feedback to the controller, so the controller can control the whole 
system. 

The whole system formed a closed loop system. Fig. 2 shows the proposed metho-
dology with respect to the data or parameter flow in off-line design [2].  

 

Fig. 1. Working principle of system 

 

Fig. 2. Proposed methodology with respect to the data or parameter flows for optimal design of 
fuzzy PID controllers 
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In Step 1, the structure of a fuzzy PID controller is designed and the structural pa-
rameters are set for the preliminary design. The tuning parameters are identified in 
Step 2, while in Step 3 an analytical fuzzy calculation is performed, which produces a 
closed-form relationship between the design parameters and control action for the 
fuzzy inference. In Step 4, numerical simulation (or control theory) is used to obtain 
the control performance data. In Step 5, genetic-based optimizations are carried out to 
produce optimal design parameters. This also provides useful information for the 
redesign of the original system. Finally, if necessary, redesign is undertaken using the 
designer’s expertise for further improvement to the control system. Note that the theo-
retical study in Step 3 makes the fuzzy controller transparent. This step is important 
since it will establish a close link between fuzzy control design technique and classic-
al/modern control theory.  

3 Design of Optimal Fuzzy PID Controller 

Optimal control theory is one of the most important subsets of automatic control 
theory. The goal of optimal control is to find an ideal control input ( ) in a specific 
time interval that can derive the plant along a trajectory so that the cost function is 
minimized [3]. ( ) ( , , ), 
Where X represents the state of the system, u is the input, and t is the time.  For a 
fixed final state control problem, the cost is: ( ( ), ) ( , , ) d  , 

Where ( ( ), ) is the final weighting function, which depends on the final state ( ) and the final time T, and the weighting function  ( , , ) depends on the 
state and input at intermediate times in , . The goal of optimal control ( ), on 
the time interval ,  that derives the main system such that the cost function is 
minimized. 

In this paper we use a fuzzy PID control method which employs a SQP optimiza-
tion algorithm [5] to find the optimal solution by minimizing a well-defined cost func-
tion. As the result, the optimal fuzzy PID parameter tuner provides an online PID 
parameter tuning strategy for a standard PID controller as shown in Fig.3. 

Our method in this article is based on optimal control theory and employs an opti-
mization algorithm to find the optimal fuzzy PID parameter tuner that minimizes the 
cost function by combining fuzzy logic knowledge. The structure of the control sys-
tem with a fuzzy PID parameter tuner is shown in Fig.3. 

The objective of the system is to find the optimal control solution by evaluating the 
well-defined cost function and adjusting the parameters of three fuzzy PID parameters 
can be established. Three fuzzy parameter tuners are designed based on the mapping 
from error and derivative of error to PID controller parameters; ( ), ( ) and ( ) as shown in Fig.4. 
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Fig. 3. General control system with a fuzzy PID parameter tuner and a PID controller 

 

Fig. 4. Self-tuning fuzzy PID control structure 

One major part of the proposed method is employ SQP (sequential quadratic pro-
gramming) optimization algorithm to find the optimal fuzzy PID parameter tuners 
based on the cost function. The proposed method includes six steps: 

1. Design the cost function, 
2. Initial fizzy parameter tuner structure design, 
3. Parameterization design from the initial tuner, 
4. Establishment of constraints, 
5. Optimization of the fuzzy PID parameter tuners, 
6. Assessment of the rules. 

A flow chart of the proposed method is shown in Fig.5. 

 

Fig. 5. Illustration of the proposed fuzzy tuner optimization method 
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Sequential quadratic programming (SQP) [6] which represent the state of the art in 
nonlinear programming methods can handle both equality and inequality constraints. 
This method is similar to Newton’s method for constraint optimization. SQP algo-
rithm is applied to search the space of the parameter vector until the minimal cost is 
reached. Although the Mathlab Optimization Toolbox provides 4 SQP algorithms, in 
this paper we use fmincon (Find minimum of constrained nonlinear multivariable 
function) because it is one kind of nonlinear programming optimization algorithms 
suitable for complex system optimization. 

As shown in Fig.5 an optimization procedure will iterate many times to reach the 
final solution satisfying the design criteria. At each iteration, it is necessary to adjust 
the parameter vector such the sufficient improvement can be achieved. In the applica-
tion of this paper, at each optimization iteration, in ninety-five percent of the cost 
could be achieved compared with the previous iteration cost, we consider improve-
ment sufficient. It may be reasonable to change ninety-five percent to other to other 
values for a different application. 

4 Principle of Fuzzy PID Controller 

In this section we propose the fuzzy PID controller and show the results. In the next 
section we optimize the controller parameters and compare between the results of 
these two methods.  

Fuzzy PID controller controls the PID parameters, online by using the fuzzy con-
troller. In the first step it finds PID regulator 3 parameters ( ,  and ) with tun-
ing the error (e) and the rate change of error (ec) between the fuzzy relations. The 
controller adjust the ,  and  online according the control law, and then substi-
tute the adjusted parameters into the PID equation to compare the results which be the 
output for the controller. 

 

 : if  is  and  is    Then: ( ) e( ) ( ) ( ); 
 ;                             

Where  denotes ( )  and  ,  denotes ( )  and  , i=1,2,…,n and 
g=1,2,…,m. 

 and  are regulator proportional, integral and differential time, and  is sam-
pling period. ( ) denotes output variable. 

Employing singleton fuzzifier, sum-product interface and center-average defuzzifi-
er, the output of the fuzzy PID controller is expressed as: 

( ) ( ) ( )
( ) ( )  
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In this paper a fuzzy PID controller for the sample input speed deviation "e" ( ) 

and the change rate of velocity deviation " " [ ( )], motor control pulse out-

put. PID controller, ,  and , the change of the ,  and  are used 
as the output of fuzzy controller. 

The speed deviation change and speed deviation change rate of the domain location 
(-3,3), the output universe of ,  and  is set at (-0.5,0.5),  (-0.1,0.1), (-
0.05,0.05). The fuzzy sets are divided into seven levels: {negative large, negative 
middle, negative small, zero, positive small, positive middle, positive large}, usually 
denoted as {NB, NM, NS, ZO, PS, PM, PB} [1]. 

The system uses triangular membership functions, and in the range of the two end-
points of the domain, in order to achieve a smooth curve membership function,  
respectively S-type and Z-type membership function. Membership functions curve 
corresponding to each variable shown in Fig.6 for inputs and Fig.7 for outputs. 

 

 

Fig. 6. The membership function curve of inputs; e & ec 

 

 
Fig. 7. The membership function curve of output; KP, Ki, Kd 

 

Fig. 8. Speed control subsystem block diagram 
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Based on the principle of fuzzy self-tuning PID, the use of “IF A and B THEN C 
and D and E” form of trial by repeatedly comparing the final set, and control rules, as 
shown in Table.1. 

Table 1. Fuzzy rule table 

EC/E NB NM NS ZO PS PM PB 

NB PB/NB/PS PB/NB/NS PB/NM/NB PM/NM/NB PS/NS/NB ZO/ZO/NM ZO/ZO/PS 

NM PB/NB/PS PB/NM/NB PB/NM/NB PM/NS/NM PS/NS/NM ZO/ZO/NS NS/PS/ZO 

NS PM/NB/ZO PM/NM/NS PB/NS/NM PS/ZO/NM PS/ZO/NS ZO/PS/NS NS/PS/ZO 

ZO PM/NM/ZO PM/NM/NS PS/NS/NS ZO/ZO/NS NS/PS/NS NS/PM/NS NM/PM/ZO 

PS PS/NM/ZO PS/NS/PM ZO/ZO/PS NS/PS/ZO NM/PS/ZO NM/PM/PS NB/PB/ZO 

PM PS/ZO/PS ZO/ZO/PB NS/ZO/PS NM/PS/PS NM/PM/PB NB/PM/PB NB/PB/PS 

PB ZO/ZO/PB ZO/ZO/PM NM/PS/PM NM/PM/PS NB/PM/PB NB/PB/PS NB/PB/PB 

 
Application of the PID parameter of fuzzy reasoning, found under the modified pa-

rameters into the calculated as follows [1]: 

 

 

 

Here: ,  and  are used for the previous setting good parameters.  
Approximately the transfer function of the controlled object is: [7, 8]. 

( ) 2 1 2 1  

External load torque hydraulic motor angular velocity transfer function can be ex-
pressed as: [7, 8]. 

( ) 1 42 1  

Simulation of the fuzzy PID control system using Simulink/Matlab R2011a version of 
7.12.0 is shown in Fig.9 and the speed control subsystem block diagram is shown in 
Fig.10. 

Simulation parameters were shown in Table.2. 
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Fig. 9. Simulink simulation block diagram of PID control, fuzzy control and fuzzy PID control 

 

  

Fig. 10. PID, Fuzzy and Fuzzy PID control dynamic curve 

Table 2. Simulation parameters  

Symbol Value Symbol Value 

 

(m3/rad) 

3.2 10   

(m3) 

6.4 10  

 

(pa) 

1.7 10   0.41 

 

(m5/N.S) 

9 10   0.12 

 

(rad/s) 

314 0.3 

 

(rad/s) 

145 3.2 10  
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5 Simulation and Results without Optimization 

Simulation curve of PID, Fuzzy and Fuzzy PID controllers shown in Fig.10. 
By comparing these three curves the following conclusion can be drawn, as shown 

in Table.3. 

Table 3. Comparison of simulation results 

Indicators 

Type 

Peak 

Time 

s) 

Adjustment 

Time 

(s) 

Overshoot 

(%) 

Steady 

state 

error 

(%) 

PID 2.5 14 30 0 

Fuzzy 2 7 10 4 

Fuzzy-

PID 

3 5 0 0 

6 Optimization Algorithm and Results 

6.1 Algorithm 

We chose to employ Sequential Quadratic Programming (SQP) [6], one of the gra-
dient-based nonlinear programming optimization algorithms, to search the optimal 
parameter vector p for the given format of J. The reason for choosing SQP was for its 
effectiveness and capability of handling both equality and inequality constraints. It is 
provided by the Matlab Optimization toolbox. 

( , ) ( ) d  

where ( , ) represents the level of overshoot and the integral term represents the 
overall performance. The optimization objective is to find the parameter vector p 
satisfying the design criteria. The determination of parameter vector p is important for 
the optimization process. The parameter vector should be chosen as the set of inde-
pendent variables of the fuzzy tuner. It will include the membership function shape, 
position and scaling factors. The sample parameter vector p is represented as follows: 

    …      …  

where     …  are parameters determining the position and shape of the member-
ship functions,   …  are scaling factors, k is the number of variables 
representing membership functions, and m is the number of scaling factors. The di-
mension of p for the optimization process needs to be decided carefully. It would be 
ideal to allow all parameters of the fuzzy tuners to be tuned. However, the computa-
tional complexity will become critical if p becomes too large. 
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Once the optimization procedure is completed, we will evaluate the results accord-
ing to the cost function J, and decide if the optimization process should be repeated to 
discover whether any further performance improvements may be possible. 

6.2 Result 

The optimization algorithm will optimize the control performance by finding the op-
timal parameters of the controller. Fig.11 shows the progress of the cost function J 
during the optimization procedure. 

Based on the predefined performance index, when the optimization process is fi-
nished, the parameter vector is: 1.35   2.24   0.73   11.2   0.62   5.41  2.13   2.81   2.32  0.37  1.39   2.68   0.49   0.098   4.52   0.24   1.58  

Optimization procedure makes optimized changes on the membership function curve 
of outputs.  

Reducing the number of linguistic variables is another benefit of optimization of 
fuzzy controller. Here we had seven linguistic variables, and after optimization we 
have just five. The new membership functions are shown in Fig.12. 

The dynamic curve (step response) also improves as shown in Fig.13. 
In Table.4 comparison between the simulation results of fuzzy PID and optimal 

fuzzy PID controllers shows the benefits of our design method. 
 

 

Fig. 11. Improvement of J during the optimization procedure 

 

Fig. 12. The membership function curve of outputs after optimization; KP, Ki and Kd 
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Fig. 13. The optimal fuzzy PID control dynamic curve 

Table 4. Comparison of simulation results between fuzzy PID and optimal fuzzy PID controller 

Indicators 

Type 

Peak 

Time 

(s) 

Adjustment 

Time 

(s) 

Overshoot 

(%) 

Steady 

state 

error 

(%) 

Fuzzy 

PID 

3 5 0 0 

Optimal 

Fuzzy 

PID 

1 2 0 0 

7 Conclusion 

In this paper, a new optimal fuzzy PID design method is proposed by utilizing the 
SQP nonlinear programming optimization algorithm. The simulation results of herbal 
machine harvester motor application are presented. It has turned out that with the 
optimization algorithms, the fuzzy PID optimal controller design and the desired 
overall control performance can be achieved by selecting a proper cost function. Also 
the parameter vector and optimization algorithm play key roles in this approach. 

References 

1. Huang, J., Wang, J.: The research of fuzzy self-tuning PID in chinese traditional herbal 
harvester with gripping belt speed. In: Proc. of Int. Conf. on Electronic & Mechanical Engi-
neering and Information Technology, Jiamusi, China, August 12-14, pp. 2019–2024 (2011) 

2. Kennedy, J.: Force Control of Hydraulic Servo System Master of Science Dissertation, Fa-
culty of the Graduate School University of Missouri (May 2009) 

3. Lewis, F.L., Syrmos, V.L.: Optimal Control, 3rd edn. J. Wiely, New Jersey (2012) 
4. Nocedal, J., Wright, S.J.: Numerical Optimization. Springer, New York (1999) 

 
 
 



140 B. Yavari, S.H. Abbasi, and F. Shabaninia 

5. Rustem, B.: Algorithms for Nonlinear Programming and Multi-Objective Decisions. Prince-
ton University Press, New Jersey (2002) 

6. Tang, K.S., Man, K.F., Chen, G., Kwong, S.: An Optimal Fuzzy PID Controller. IEEE 
Transactions on Industrial Electronics, Journals & Magazines, 757–765 (August 2001) 

7. Xing, W.C.: Hydraulic Control System, pp. 67–100. Machine Press, Beijing (2009) 
8. Yu, C.C.: Autotuning of PID Controllers. Springer (2006) 

 



V.E. Balas et al. (Eds.): Soft Computing Applications, AISC 195, pp. 141–153. 
springerlink.com                    © Springer-Verlag Berlin Heidelberg 2013 

Comparative Study between Tank’s Water Level Control 
Using PID and Fuzzy Logic Controller 

Davood Mohammadi Souran, Seyed Hamidreza Abbasi, and Faridoon Shabaninia  

School of Electrical and Computer Engineering 
Shiraz University, Iran 

{davood_souran,Hamid_abs62}@yahoo.com,  
Shabani@shirazu.ac.ir  

Abstract. Conventional Proportional Integral Controllers are used in many in-
dustrial applications due to their simplicity and robustness. The parameters of 
the various industrial processes are subjected to change due to change in the en-
vironment. These parameters may be categorized as input flow, output flow, 
water level of the industrial machinery in use. Various process control tech-
niques are being developed to control these variables. In this paper, the Water 
Level parameters of a Tank are controlled using conventional PID controller 
and then optimized using fuzzy logic controller. Considering final results, the 
comparison between literature and the results of this paper`s method illustrates 
that fuzzy logic controller results are considerably striking rather than others. 
The measured maximum overshoot for fuzzy logic controller in comparison 
with the measured value for the conventional PID controller reduced effective-
ly. Besides, the settling times for both fuzzy logic and PID controllers are 
measured and it shows that the efficiency of fuzzy logic controller is completely 
reliable than the others which shows the superiority of fuzzy logic controller. 

Keywords: Fuzzy Logic Controller, PID controller , Water Level. 

1 Introduction 

PID control is widely used in industrial applications although it is a simple control 
method. Stability of PID controller can be guaranteed theoretically, and zero steady-
state tracking error can be achieved for linear plant in steady-state phase. Computer 
simulations of PID control algorithm have revealed that the tracking error is quite 
often oscillatory, however, with large amplitudes during the transient phase. To im-
prove the performance of the PID controllers, several strategies have been proposed, 
such as adaptive and supervising techniques. 

Fuzzy control methodology is considered as an effective method to deal with dis-
turbances and uncertainties in terms of ambiguity. Fuzzy PID controller combining 
fuzzy technology with traditional PID control algorithm to become more effective in 
artificial intelligence control [1],[2]. The most common problem resulted early de-
pending on the complexity of Fuzzy Logic Control (FLC) is the tuning problem. It is 
hard to design and tune FLCs manually for the most machine problems especially 
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used in industries like nonlinear systems. For alleviation of difficulties in constructing 
the fuzzy rule base, there is the conventional nonlinear design method [3] which was 
inherited in the fuzzy control area, such as fuzzy sliding control, fuzzy scheduling 
[4],[5], and adaptive fuzzy control [6],[7]. The error signal for most control systems is 
available to the controller if the reference input is continuous. The analytical calcula-
tions present two inputs FLC employing proportional error signal and velocity error 
signal. PID controller is the most common controller used in industries, most of de-
velopment of fuzzy controllers revolve around fuzzy PID controllers to insure the 
existence of conventional controllers in the overall control structure, simply called 
Hybrid Fuzzy Controllers [8],[9]. 

2 Proportional_Integral_Derivative Controller 

A proportional–integral–derivative controller (PID controller) is a generic control 
loop feedback mechanism (controller) widely used in industrial control systems – a 
PID is the most commonly used feedback controller. A PID controller calculates an 
"error" value as the difference between a measured process variable and a desired set 
point. The controller attempts to minimize the error by adjusting the process control 
inputs. In the absence of knowledge of the underlying process, PID controllers are the 
best controllers. However, for best performance, the PID parameters used in the cal-
culation must  be  tuned  according  to the  nature  of  the  system – while  the  
design  is generic, the parameters depend on the specific system. The PID controller 
calculation (algorithm) involves three separate parameters ,and is accordingly some-
times called three-term control: the proportional, the integral and derivative values, 
denoted P, I, and D. The proportional  value  determines  the  reaction  to  the  
current  error, the integral value determines the reaction based on the sum of recent 
errors, and  the  derivative  value  determines the reaction based on the rate at 
which the error  has been changing. The weighted sum of these three actions is used 
to adjust the process via a control element such as the position of a control valve or 
the power supply of a heating element. Heuristically, these  values  can  be  inter-
preted  in  terms  of time: P depends on the present error, I on the  accumulation  
of  past  errors,  and D is a  prediction  of  future  errors,  based  on  current  
rate  of change. By tuning  the  three  constants  in  the  PID  controller algo-
rithm, the  controller  can  provide control action designed for specific process  
requirements. The  response of  the  controller can be described  in  terms of  the  
responsiveness  of  the  controller to an error,  the  degree  to  which  the  con-
troller  overshoots  the set point  and  the  degree  of system  oscillation.  Note  
that  the use of the  PID algorithm  for  control  does  not guarantee optimal con-
trol of the system  or  system  stability.  Some applications may require using only 
one or two modes to provide the appropriate system control. This  is  achieved  by  
setting  the  gain  of undesired  control  outputs  to  zero.  A  PID  controller 
will be called a PI, PD, P or I controller in the absence of the respective control ac-
tions .PI controllers are fairly common, since derivative action is sensitive to mea-
surement noise, whereas the absence of an integral value may prevent the system 
from reaching its target value due to the control action . 
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3 Fuzzy Logic Based Controller 

Fuzzy controllers are very simple conceptually. They consist of an input stage, a 
processing stage, and an output stage. The input stage maps sensor or other inputs, 
such as switches, thumbwheels, and so on, to the appropriate membership functions 
and truth values. The processing stage invokes each appropriate rule and generates a 
result for each, then combines the results of the rules. Finally, the output stage con-
verts the combined result back into a specific control output value. The most common 
shape of membership functions is triangular, although trapezoidal and bell curves are 
also used, but the shape is generally less important than the number of curves and 
their placement. As discussed earlier, the processing stage is based on a collection of 
logic rules in the form of IF-THEN statements, where the IF part is called the "ante-
cedent" and the THEN part is called the "consequent". Typical fuzzy control systems 
have dozens of rules. Consider a rule for a tank: IF (tank Water level is "high") THEN 
(input flow is "low").   

4 Problem Formulation 

A Tank of a plant is taken as a case study and the Water Level control of the Tank is 
achieved using conventional PID controller and intelligent fuzzy logic based control-
ler. The comparison of both the controller performance is analyzed in this chapter.  

Set point of Tank Water Level = 1. 

5 Mathematical Modelling & Controller Design 

The basic conventional feedback controller is shown in figure 1. In conventional PID 
controller the controller and the process are in series where as a feedback from the 
output is given to the input. The tank of plant is mathematically modeled using expe-
rimental data available and the transfer function of the above system is achieved as 

( )
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Fig. 1. Block diagram of classical control architectur 

The stability analysis of the system is done and the bode plot of the system is 
plotted which is shown in figures 2 .  
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Fig. 2. Frequency domain analysis of the system 

6 PID Controller Design and Tuning 

A feedback control system measures the output variable and sends the control signal   
to the controller. The controller compares the  value of  the output signal with  a  
reference value and  gives  the  control  signal  to  the  final  control element via 
the actuator. 

The characteristic equation obtained as below 

056 23 =+++ cuKSSS                       (1) 

Applying  Routh  criteria  in  eq (1)  we  get  Kcu=30 
From  auxiliary equation in routh criteria we get  ω=2.03 and T=2.69. 
The equation of  ideal PID controller is  
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The PID controller is traditionally suitable for second and lower order systems. It can 
also be used  for higher order plants with dominant second order behavior. The Zieg-
ler- Nichols (Z-N) methods rely on open-loop step response or closed-loop frequency 
response tests. A PID controller is tuned according to a table based on the process 
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response test. According to Zeigler-Nichols frequency response tuning criteria  

Kp=0.6Kcu   ,  iτ =0.5T   and    dτ =0.125T. 

For the PID controller in the heat exchanger, the values of tuning parameters ob-

tained are Kp=32 , iτ =1.5 ,  dτ =0.29 and P=30 ,  I=21.2,  D=9 . 

Usually, initial design values of PID controller obtained by all means needs to be 
adjusted repeatedly through computer simulations until the closed loop system per-
forms or compromises as desired. This stimulates the development of  “intelligent” 
tools that can assist the engineers to achieve the best overall PID control for entire 
operating envelops. 

7 Water Level Control Using Fuzzy Logic Controller 

PID controller is a standard control structure for   classical control theory. But  the  
performance  is  greatly distorted  and the  efficiency  is  reduced  due  to  non-
linearity  in  the process plant. The fuzzy PID controllers are the natural extension of 
their conventional version, which preserve their linear structure of PID controller.  
The  fuzzy  PID  controllers are designed using fuzzy logic control principle in  
order  to obtain  a  new  controller  that possesses  analytical  formulas very  
similar  to  digital  PID controllers. Fuzzy PID controllers have variable control 
gains in their linear structure.  These variable gains are nonlinear function of the 
errors and changing rates of error signals. The main contribution of these variable  
gains  in  improving  the control performance is that they are self- tuned gains and  
can adapt  to rapid changes of the  errors  and  rate of change of  error caused by 
time delay effects, nonlinearities and uncertainties of the underlying process. 

 

 

Fig. 3. Architecture of fuzzy control 

In  this  paper  we have considered different linguistic variables and details of 
these variables are shown in table1.  
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Table 1. Linguistic Variable Of Fuzzy Logic Control 

Error   e(t) change in error   de/dt Controller output  U(t) 

NB Negative Big NB Negative Big NB Negative Big 

NM Negative Medium NM Negative Medium NM Negative Medium 

NS Negative Small NS Negative Small NS Negative Small 

ZE Zero ZE Zero ZE Zero 

PS Positive Small PS Positive Small PS Positive Small 

PM Positive Medium PM Positive Medium PM Positive Medium 

PB Positive Big PB Positive Big PB Positive Big 

 
 

Designing a good fuzzy rule base is the key to obtain satisfactory control perfor-
mance for a particular operation. Classical analysis and control strategy are incorpo-
rated in the rule base.  The rule base used in simulation is summarized in table II.  
Each  rule  has  the  form  IF  e(t) is NB AND Δe(t) is NB THEN u(t)  is  NB.  
The  control  literature  has  worked towards  reducing  the  size of the rule base 
and optimizing the rule  base  using  different  optimization  technique  like   
PSO  for  intelligent  controller.  At last defuzzified output is obtained from the 
fuzzy inputs. In this research work centroid method of de fuzzification is used. It is 
given as below. 
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Table 2. IF-THEN Rule Base For Fuzzy Logic Control 

U(t) 
Error  change   de/dt 

NB NM NS  ZO PS  PM PB 

er
ro

r 

NB NB NB NB NB NB NM ZE 

NM NB NB NB NB NM ZE PM 

NS NB NB NB NM ZE PM PB 

ZE NB NB NM ZE PM PB PB 

PS NB NM ZE PM PB PB PB 

PM NM ZE PM PB PB PB PB 

PB ZE PM PB PB PB PB PB 
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Fig. 4. Surface view of  FIS 

  

Fig. 5. Triangular Membership Function for e , de/dt and u 

 

 

Fig. 6. Simulink representation of feedback control with PID controller of fuzzy control 
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Fig. 7. Step response of the system with input and output and error signal after passing through 
the absolute value function 

8 Simulink Representation Of Level Control Using Fuzzy Logic 
Controller 

Simulink is a software package for modeling, simulating, and analyzing dynamical 
systems. It supports linear and nonlinear systems, modeled in continuous time, sam-
pled time, or a hybrid of the two. Water level control using simulink is modeled as 
given below: Figure 8 shows the simulink model of fuzzy PD controller in plant.  It  
gives the better performance in comparison to conventional PID controller which  
simulink model shown in figure 6. 

 

 

Fig. 8. Simulink representation of system with Fuzzy PD controller 
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Fig. 9. Step response of system with fuzzy PD controller 

 

 

Fig. 10. Comparison between PID controller and Fuzzy PD controller 

 

Figure 11 shows the simulink model of fuzzy PD+fuzzy_ PI controller In plant. It 
improves the performance index in comparison to Fuzzy PD controller which  
simulink mode l is shown in figure 8. 
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Fig. 11. Simulink representation of system with Fuzzy PD+Fuzzy PI controller 

 

 

Fig. 12. Comparison between PID controller and Fuzzy PD+Fuzzy PI controller 

 
Figure 13 shows the simulink model of fuzzy PD+PID_ controller that improves   

the performance index such as maximum overshoot and settling time in comparison  
to simulink model of fuzzy PD+fuzzy PI controller and fuzzy PD controller in plant   
which is shown in figure 11 and figure 8. 
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Fig. 13. Simulink representation of system with Fuzzy PD+PID controller 

 

 

Fig. 14. Comparison between PID controller and Fuzzy PD+PID controller 

 

This section shows a comparative study between different controllers. In this 
paper we have considered the steady state and transient state parameters. These 
parameters are maximum  overshoot, settling time.All comparisons done between 
the  PID controller and top fuzzy controller (fuzzy PD+PID controller). 
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Table 3. Comparison of Maximum overshoot and settling time for conventional PID controller 
and fuzzy PD+PID control 

S. NO Controller 
Maximum Over-

shot 

Settling 

Time 

1 PID Controller 43.40% 67 sec 
2 Fuzzy PD+PID Controller 0.72% 23 sec 

 

Table 4. Comparison of Integral Of  Absolute Error (IAE) And Integral Of Time And 
Absolute Error (ITAE) For PID Controller And Fuzzy PD+PID Controller 

S. NO Controller IAE ITAE 

1 PID Controller 4.746 58.52 
2 Fuzzy PD+PID Controller 1.922 13.57 

 

 

Fig. 15. A typical closed_loop error time history 

9 Conclusion 

In this paper a process control case study taking tank has been implemented. Tank 
water level is controlled by sensors monitor level. First of all a  mathematical model 
of  the system  is  developed and  a conventional  PID  controller  is  implemented in 
it.  The PID controller gives a very high overshoot and high settling time .So we pro-
posed and implemented artificial intelligence principles in the controller architecture. 
 Then we implemented some fuzzy logic control. The fuzzy logic control gives a 
much better   response then the conventional PID controller. In future scope we can 
implement neural network based feedforward controller and genetic algorithm based 
online optimization techniques to improve the control performance. 
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Abstract. This paper describes the design of wall tracking robot mobile based 
on intelligent controller, Fuzzy Logic controller, that it’s equipped with three 
ultrasonic sensors. The distance of robot from the wall read by two ultrasonic     
sensors placed on left side and another in head of robot. The measured values of 
sensors are inputs for fuzzy logic controller that generates motor commands, di-
rectly for right motor and indirect for left motor.  The range of fuzzy controller 
output set to be used in duty cycle of PWM signal. For design the rules, we 
have an algorithm to determine of best rule for each position. In addition it has 
been tried within increase accuracy also the speed factor improves. The control-
lers are design in MATLAB® Fuzzy Logic Toolbox. 

Keywords: Wall following, Fuzzy logic controller, Fuzzy set, Ultrasonic  
sensor. 

1 Introduction 

Since Lotfi Zadeh development fuzzy logic in 1965, it has been applied in many 
number of real life applications. One of these applications is: control of mobile robots. 

In order to design a map for indoor navigation, mobile robot must be endowed with 
wall tracking behavior. The controller for this aim can be designed either using intel-
ligent algorithms, fuzzy logic. Fuzzy logic offers an uncertainty in solution to handle 
real world by using human experience in the base of design. Many papers and re-
searches have utilized fuzzy logic in controllers of wall following mobile robot. In [1] 
a wall following controller is designed using fuzzy logic and is sets with the help of 
genetic algorithm to optimize the membership functions so that the robot moves fast 
and as smoothly as possible. The designed controller is tested on a mobile robot that 
is has 12 ultrasonic sensors and maximum speed of 0.25m/s. In [2], fuzzy logic con-
troller is designed for wall tracking task and is implemented. The designed controller 
equipped with five infrared sensors. Experimental results describe the advantages of 
fuzzy logic to control wall tracking of car. In [3], a fuzzy logic controller design for 
an autonomous robot equipped with three ultrasonic sensors, designed to take part in 
an IEEE competition, held at Cleveland State University in 2004. The robot is mod-
eled in MATLAB Simulink and fuzzy rules are design for best results. The controller 
is implemented also, using two microcontrollers. One of them for calculates the 
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present error in distance and angle and sends the best control signals to the next  
microcontroller which generates PWM signals that  they are provide servo motors 
commend. In [4], a compare performed between fuzzy controller and neuro-fuzzy 
controller for wall tracking mobile robot is down. Both these controllers are imple-
mented. The results have shown that neuro-fuzzy controller is better choice than fuzzy 
controller. In [5], a neural integrated fuzzy controller (NiF-T) is developed for non-
linear dynamic control problems and is applied to control three mobile robot includ-
ing wall tracking, hall centering and convoying that its consist of three parts including 
membership function for fuzzy logic, a neural network rule and output refinement 
neural network. One of the controller properties is that it handles with a small number 
of rules. In [6], a reinforcement ant optimized fuzzy controller (RAOFC) is used. The 
antecedent in each fuzzy rule uses type-2 fuzzy set and its increase fuzzy controller 
robustness while consequent is drawing by Q-value aided ant colony optimization. By 
using online aligned interval type-2 fuzzy clustering method (AIT2FC) each rule is 
automatically generated. The designed controller is equipped with four range finding 
sonar sensors. These approaches to wall tracking mobile robot control have many 
good properties.  In [7], used a controller based intelligent, fuzzy logic to follow the 
wall used three ultrasonic sensors in back, forward and head of robot, but one of them 
not used in fuzzy logic design. The result shows that robot can follow a rectangular 
wall. In [8], designer used error and error derivative in design of fuzzy controller. The 
gain scheduling controller will be used before the FLC to control the error. The error 
value determined the value gain. For optimize the method test three gain parameter, 1, 
2 and 6. The robot took the regular KBFLC system more than 4 s to get the robot back 
from 10 cm error. It needed about 2.5 s for optimized KBFLC to retrieve the robot 
from the same amount of error. 

In this paper, design of fuzzy logic controller for wall following behavior of mobile 
robot is presented. System   has two fuzzy controllers that each of them has three 
inputs and one output. The range information from ultrasonic sensors forms input to 
the controller while outputs controlling the speed of motors. The fuzzy controller is 
designed using MATLAB® Simulink and Fuzzy Toolbox. More details could be 
found in following section. In the sections that follow, mobile robot architecture, 
fuzzy controller development and finally simulation results are presented. 

2 Preliminaries of Robot 

2.1 Mobile Robot Architecture 

The simulation based on two motors works dependently to control two wheels. A 
third wheel (caster) is provided for support. Three ultrasonic sensors named as front 
sensor (Fs), back sensor (BS) and one sensor in head named heading sensor (HS) 
comprise the sensory system of the robot, ultrasonic sensors are mounted on the left 
side of the robot to track wall at the set point distance and head sensor mounted on 
head of robot to report rectangular and triangular walls in front of robot, to the con-
trollers. The range information from three sensors is merged to generate three inputs 
for fuzzy logic controllers. The robot length is 20cm and the width is 10cm. Some of  
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Fig. 1. Robot dimensions and placement of sensors 

detail has been shown in Fig. 1. Assume the radius for wheels are 2.5cm and Maxi-
mum speed of motors is 1 m/s. 

2.2 Robot  Kinematics Analysis 

As shown in Fig. 2(a), there are three situations while robot following the wall. Each 
of these situations should corrected by the controllers. This correction is done by re-
ducing the speed of the wheels (one of them), change the angle of the robot axis rela-
tive to the wall. 
 

 
Fig. 2. (a): Modes of the robot position relative to the wall 
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Movement can be done on the ellipse environmental. If the sensor and control up-
date time is short, we can consider this movement on a linear and vector of the ellipse 
sector and decompose into constituent components. 

According to Fig. 2(b): 
 
 =(x2-x1) X + (y2-y1) Y   (1) 

 

 

Fig. 2. (b): Analysis the robot motion 

The wheel speed difference is motion along X axis, rotation factor, and equal part 
of speed two wheels operate as the forward driving factor. We take α small enough 
(with little time to update sensor and controller, this assumption is practical) so β =  
. Similar equations on the right wheel and the sensors are established. 

3 Fuzzy Logic Development 

MATLAB® Fuzzy Logic Toolbox is used to design of fuzzy logic controller (FLC). 
The toolbox contains functions, graphical user interfaces and data structures that al-
low the user to quickly design, test, simulate and modify a fuzzy inference system. 
The steps in FLC design are described in this section. 

To follow the left wall at a set distance, two fuzzy controllers are designed. These 
controllers are same in the membership function input and different in rule base and 
output. This model design helps to understand the concept of design fuzzy logic and 
relationships between inputs and outputs (rule base). 

In this paper there are two controller FLC 1 and FLC 2 with three outputs and one 
output. 
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3.1 Fuzzification 

Two fuzzy controllers using three inputs For FLC1,same FLC2, one of inputs are 
‘BS’, the distance between back of robot and left wall, next input is difference be-
tween ‘FS’ and ‘BS’, instead of using the sensor input ‘FS’, to detect one of three 
situations listed in section II.b, we named this input ‘DS’. If the angle faced wall with 
left wall is less than 139.87 degree and greater than 90 degrees, ‘FS’ and ‘BS’ with an 
irreversible delay detect it and robot will crash. If the angle less than 90 degree two 
sensors will not able to detect the wall and crash would be inevitable. For these rea-
sons and to compensate for this defect used ‘HS’ input as distance between robot head 
and faced wall. 

The ‘DS’ input to FLC1 and FLC2 is described by 5 fuzzy sets: VN, N, Z, P, VP. 
The information from BS is described by 5 fuzzy set: Vclose, Close, Med, Far, VFar 
and The information from BS is described by 2 linguistic variables: Close and far that 
it acts as a limit on both sensor values. 

The membership function for ‘DS’ as shown in Fig. 3(a), are described by the  
equations: 
 

 µDS,VN= . ( 7.5)        30 7.50                                                     7.5  (2) 

 µDS,N=

0                                                        20( 20)                    20 11( 2)                     11 20                                                          2  (3) 

 µDS,Z=

0                                                     7.5( 7.5)                  7.5 11                                               1 1 ( 7.5)                        1 7.50                                                           7.5 
 (4) 

 µDS,P=

0                                                              2( 2)                                   2 11( 20)                          11 200                                                            20  (5) 

 µDS,VP=
0                                                         7.5. ( 7.5)                      7.5 30  (6) 
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Fig. 3. (a): Fuzzy sets for DS 

Using the DS, position of the robot towards the wall can be detected. In the next sec-
tion, this detection algorithm will help to determine and refine the rules. 

The next input is BS is measured distance from the back sensor robot, this input is 
represented by five fuzzy set: Vclose, Close, Med, Far, VFar. FS can also be used 
instead of BS, but, in set of rules there are certain states that are allowed to FS set out 
and continue the incorrect move to adjust the BS in first, then FS regulated by other 
rules. Last input, HS, can be used for rotation in the angles that can’t be detected by 
other inputs, Fs and BS. This sensor can detect the rectangular angle or triangular 
corner and with measuring the distance between the head sensor and wall, act as limit-
ing. HS is shown by two fuzzy set: Close and Far. As long as HS to less than 300 mm, 
3 times as long as the length of robot, does not affect output. Until the robot reaches a 
distance equal to 1.5 times the reaction is very mild but when Hs is less than this val-
ue, 1.5 times, the reaction will be very sever, as shown in result Simulink. 

In this design the outputs are DM and Rm. The right motor speed of robot, RM, 
used in order to wall tracking by decrease or increase the velocity relative. It is also 
possible to use the left motor adjust. Hereby the reaction rate increase and robot de-
sign with high-speed motor is also possible. In this paper, instead of using Lm, the 
difference between motors speed, Lm and RM, as the other output is used that, in 
addition to examining and understanding the rules are easy, helps to design a simple 
algorithm using triple mode. For DM, the fuzzy sets are: VN, N, Z, P, and VP. The 
discourse rang being from zero to hundred which describes the duty cycle of PWM 
signal. And for RM we have four fuzzy sets include: Stop, Slow, Med, and Fast. As 
shown in Fig. 3(b) for these fuzzy sets the equations are: 

 µRM, Stop=
( 33)                       0 330                                                          33  (7) 

 µRM, Slow=

0                                                       16( 16)                      16 33( 50)                    33 500                                                         50  (8) 
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 µRM, Med=

0                                                      33( 33)                      33 50( 67)                   50 670                                                         67  (9) 

 µRM, Fast=

0                                                       50( 50)                      50 841                                            84 100 (10) 

 

Fig. 3. (b): Fuzzy sets for RM 

3.2 Fuzzy Rule Base 

This section is a relation between inputs and outputs to have best response. To follow 
wall at set distance, each controllers have 30 rules that design by Mamdani method.  
When the wall is convex or slope toward the outside, speed of right motor should 
greater than speed of left motor. Now the situation and severity of the curvature and 
slope reaction of controller is deferent. These principles should respect for all rules. 
One part of the rules design algorithm is shows in fig. 3(c), when HS is far. 
Red arrows show that what situation comes up if wall direction continues without any 
change. HS is an important agent when the robot is near of forward wall and it can 
affect the performance of other input, DS and BS, in output. 

For example one of Rules is shown: 
Rule 1: If DS is VN and BS is Vclose and HS is Far then RM is Stop (FLC1) and 

DM is VP (FLC2). 
When speed of left motor should greater than speed of right motor we have to start 

and continue the speed of right motor in Stop or Slow. 
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Fig. 3.  (c): Algorithm of rules design 

One of the worst obstacles occurs, when the robot to be trapped in a corner that 
next corner immediate appears. This condition occurs when there is a wall on the right 
side of the robot; the sensors are not able to detect it. In this case robot right wheel 50 
in and DM is 49.8, means the LM is 0.2 and robot can 180 degree rotation in a space 
slightly larger than the robot, and be able to escape from this trap also. 
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3.3 Defuzzification 

The result of fuzzy controller should convert to a crisp output to be understanding by 
other systems, defuzzification. This is done in many ways that common and useful 
method is Center of Area, COA, method. The COA described by: 

 ( ( ) )/( ( ) )  (11) 

In this equation COA is crisp value, speed of right and left motor robot and F(x) are 
sampled value of total output membership function. 

4 Results 

To test the model and for comparison, Fig. 4 shows the change in one input whereas 
two other inputs are fixed: 

As shown in Fig. 4 (a) & (b) & (c): if BS changed in 0 up to 60, RM beginning at 
its maximum value and then decreases, but when the BS reaches 30 and up to 40, RM 
increases, as in the previous section described, at first appears BS in desire range then 
FS is adjusted. For changed in DS first RM increase because LM should be less than 
RM and then RM reduced until LM can be greater than RM. This design will cause 
the robot to be at maximum possible speed designed. Change in HS does not affect at 
first but when it’s close to the wall, filter the other parameter and change the situation. 

 

   

   

  a)  Response for chang in  DS   b) Response for chang in  BS    c) Response for chang in  HS 

Fig. 4. Range of change output (one of input changed and other two inputs fixed at the desire 
distance) 
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5 Conclusion 

This paper developed the old technique of fuzzy controllers for a mobile robot. Three 
ultrasonic sensors are mounted on the left and head of robot. The controller accepts 
inputs from these sensors and generates motor commands to remain the robot in de-
sired distance. The controllers tested in a Simulink and the results of simulation have 
shown the validity of controller to follow walls of various shapes including straight, 
curved, rectangular, triangular trajectories. The prominence of this design is that in 
a very steep slope have right reactions and can be used in the high-speed motor with 
change in range of output. 
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Abstract. This paper addresses the problem of designing a hierarchical single-
allocation hub-median (SA-H-HM) network considering fuzzy flows between 
nodes. The problem is modeled as a fuzzy mathematical programming model 
and a hybrid algorithm of population-based iterated local search (PILS) and 
fuzzy simulation is employed. Results clearly show that PILS is efficient in 
reaching solutions with virtually all the errors less than one percent to the op-
timal solutions. Moreover, the proposed PILS is capable to escape local optima. 
Finally, the results of the hybrid algorithm give insights about the problem  
under uncertainty. 

Keywords: Iterated local search, Facility location, Hub-and-spoke,  
Optimization, Simulation. 

1 Introduction 

Facility location (FL) has been a noteworthy problem in supply chain management 
around the world. Normally, FL is affected by numerous factors, such as environmen-
tal, political, financial, and even sociological issues. Hub location problem has been 
one of the main variants of FL which has attracted the attention of both academicians 
and practitioners around the world. 

A hub-and-spoke network is designed in order to route the traffic in a network of 
nodes through hub nodes. The main feature of such a network is the restriction ap-
plied to direct flows between demand nodes. Each hub network is composed of two 
layers as hub-level network which connects the hubs, and the spoke level which is the 
network of demand allocation to hub nodes. HLP arises in many different contexts 
such as telecommunications, supply chain management, airline industry, computer 
networks, etc. Design of hierarchical hub networks is a variant of traditional HLP 
which is applicable in many kinds of networks (A sample hierarchical hub network is 
depicted in figure 1). In this hierarchical hub network, the first layer of hubs (nodes 
12, 13, and 14) are connected and each node in the second layer of hubs is allocated to 
one of the hubs in the first layer. Prominent applications of the problem are in  
cross-docking and distribution network design.  
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One of the fundamental issues to deal with in most of the real-world applications is 
the imprecision in data and HLP is no exception. Based on the semantic of the prob-
lem, random variables or fuzzy variables are used in order to model the problem in an 
uncertain environment. However, in many contexts where there is not enough histori-
cal data, or when data are unreliable, using fuzzy variables is regarded as an alterna-
tive which can be used to define demands in a network, travel times, or any other 
unknown parameter in the problem.  

In this paper, a hierarchical hub-and-spoke network is to be designed in which de-
mands are not known precisely. These demands are estimated as fuzzy variables and a 
hybrid algorithm is proposed to solve it. This hybrid algorithm is comprised of an 
efficient population-based iterated local search and a fuzzy simulation. 

The outline of this paper is as follows: The paper proceeds giving a concise review 
over the literature of hub location problem. Then, section 3 will be dedicated to prob-
lem definition. The proposed solution approach will be detailed in section 4. Section 5 
deals with numerical experiments and some analysis on results. Finally, the paper will 
be summarized in section 6 and some future research areas will be proposed. 
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Fig. 1. A sample hierarchical hub network 

2 Literature Review 

From the beginning of the 21st century, an increase in the number of publications 
regarding hub location problem has been witnessed. The concept of HLP dates back 
to 1960s when Goldman [1] defined the network hub location problem for the first 
time. Later, the study of HLP received much attention from scientists after the in-
fluential paper of O'Kelly [2] presenting the first mathematical formulation for a hub 
location problem. Since the introduction of HLP, an extensive body of literature has 
been dedicated to the median problems. Campbell [3] is considered as the first to 
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propose a mathematical formulation for the single-allocation hub median problem. In 
this paper, we do not aim to review all the pertinent work to hub-median location 
problems (interested readers are referred to valuable reviews such as Alumur and 
Kara [4]). However, table 1 highlights the most notable publications in the hub loca-
tion literature in the recent decade. 

Using non-exact methods to solve HLP has not still gained much attention among 
researchers. As an example of using non-exact solution methods, Calik et al. [5] pro-
posed a tabu-search based heuristic to solve the incomplete hub-covering location 
problem. Some other attempts of using heuristics and metaheuristics for HLP are as 
follows: genetic algorithm by Cunha and Silva [6], ant colony by Meyer et al. [7], and 
variable neighborhood search by Ilic et al. [8].  

Table 1. Some recent contributions to hub location problem 

Subject Author(s) 

Hub arc location problem Campbell et al. ([9], [10]) 

HLP considering congestion at hubs Elhedhli and Hu [11] 

Latest arrival HLP with stopovers Yaman et al. [12] 

HLP as a set of M/M/1 queuing hubs nodes Rodriguez et al. [13] 

Conditional p-hub median location problem Eiselt and Marianov [14] 

Stochastic p-hub center with service level constraints Sim et al. [15] 

Reliable hub location problem Kim and O'Kelly [16] 

HLP for time definite transportation Campbell [17] 

Efficient formulations of incomplete HLP Alumur and Kara [18] 

HLP with multiple capacity levels Correia et al. [19] 

Competitive HLP in liner service providers Gelareh et al. [20] 

Game theoretical model in HLP Lin and Lee [21] 

Design of an intermodal hub-and-spoke network Ishfaq and Sox [22] 

A real-world case study of HLP in Morocco Menou et al. [23] 

Stochastic uncapacitated HLP Contreras et al. [24] 

HLP with capacity decision and balancing requirements Correia et al. [25] 

Partitioning-hub-location-routing problem Catanzaro et al. [26] 

Allocation strategies in HLP Yaman [27] 

Ordered median hub location problem Puerto et al. [28] 

HLP with decentralized management Vasconcelos et al. [29] 

Evolutionary algorithm for capacitated HLP Kratica et al. [30] 
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Table 1. (continued) 

M/M/c queuing model for hub covering problem Mohammadi et al. [31] 

Hub network design of wagonload traffic Sender and Clausen [32] 

Using fuzzy goal programming in reliable HLP Hansen and Mladenovic 
[33]

HLP in transportation networks Gelareh and Nickel [34] 

Fuzzy dynamic virtual HLP Taghipourian et al. [35] 

Hub covering location with different coverage types Karimi and Bashiri [36] 

Single allocation hub location problem under congestion De Camargo and Miranda 
[37] 

The Q-coverage hub covering problem with dispersion Fazel Zarandi et al. [38] 

Multimodal hub location and hub network design Alumur et al. [39] 

HLP with uncertainty Alumur et al. [40] 

Uncapacitated single allocation p-hub maximal covering 
problem. 

Hwang and Lee [41] 

Applying minimum-risk criterion to stochastic hub loca-
tion problems 

Zhai et al. [42] 

Table 2. Some problems solved in fuzzy environment using credibility theory 

Author Problem 
Peng and Liu [43] Parallel machine scheduling 

Zhao and Liu [44] Standby redundancy optimization 

Zheng and Liu [45] Vehicle routing problem 

Liu and Li [46] Quadratic assignment problem 

Huang [47] Portfolio selection 

Yang and Liu [48] Fixed charge solid transportation 

Zhou and Liu [49] Location-allocation problem 

Erbao and Mingyong [50] Vehicle routing problem 

Lan et al. [51] Multi-period production planning  

Liu and Gao [52] Multi-job assignment problem 

Davari et al. [53] Maximal covering location problem 

Li et al. [54] Portfolio selection 

Ke and Liu [55] Project scheduling 

Wen and Kang [56] Location-allocation problem 

Fazel Zarandi et al. [57] Location-routing problem 

Davari and Fazel Zarandi [58] Hub location problem 

Lau et al. [59] Design of distribution system 
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Fuzzy logic has been a popular tool to deal with problems under uncertainty. The 
need to use fuzzy logic in problems arises whenever there are some vague or uncer-
tain parameters. Wherever there is an uncertainty of the fuzzy type, credibility theory 
has been a popular approach. Some instances of using credibility theory in various 
problems are presented in table 2. 

Considering the review paper by Alumur and Kara [4] and our extensive review of 
the publications from 2008 to date, it becomes clear that non-exact methods has not 
attracted the attention of scientists much to date. Moreover, using fuzzy variables in 
HLP is still a relatively untouched research area. Hence, this paper contributes to the 
literature addressing SA-H-MP with fuzzy flows between nodes. 

3 Problem Definition 

The hierarchical hub median problem is addressed in Yaman et al. [60] presenting a 
mixed integer mathematical model. The assumptions in their paper are as follows: 

• The triangle inequality holds for the distances (costs) in the network. 
• Each demand node can be assigned to a non-central hub or a central hub. 
• The network between central hubs is complete. 
• The economies of scale for the flow between central hubs are not higher than the 

economies of scale for flows between non-central hubs and central hubs. 
• The matrix of costs to travel in the network is symmetric. 

They represented the set of nodes, possible nodes for non-central hubs, and candidate 
nodes for central hubs as I, H, and C respectively. It should be noted that H⊆I and 
C⊆H. In their formulation, Zijl is a binary variable taking a one value if node i∈I is 
assigned to hub j∈H and hub j is allocated to central hub l∈C. Like that, if j∈H be-
comes a hub node and allocated to the central hub l∈C, then the value of Zjjl equals 1. 

Moreover, if node l∈C is a hub, then Zlll takes a value of 1. i
jlg is the amount of flow 

for i∈I as origin or destination between hub j∈H and central hub l∈C. i
klf denotes the 

amount of traffic of node i∈I as origin travelling from central hub k∈C to central hub 
l∈C\{k}. Moreover, p and p0 are the number of non-central hubs and central hubs to 
be located. The amount of flow to be routed from node i∈I to node m∈I is shown as 
tim. The cost of routing a unit of flow from node i∈I to node j∈I is shown as dij. The 
discount factor of routing between hubs and central hubs is shown as αH and the dis-
count factor of routing between central hubs as αC. Now, the mathematical formula-
tion of Yaman et al. [60] is as below: 
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Equation (1) is the objective function which is found adding the cost of routing be-
tween demand nodes and allocated hubs/central hubs, between the hub nodes and 
central hubs, and also among the central hubs. Constraint (2) states that each demand 
node must be assigned to one and only one hub and a central hub. This constraint 
governs that the problem is a single-allocation hub location problem. Constraint (3) is 
used to guarantee that if node i is assigned to hub j and central hub l, the jth node will 
be a hub and is allocated to a central hub at node l. Constraint (4) governs that if node 
j is assigned to the central hub l, then, node l must be a central hub. Constraints (5) 
and (6) determine the number of hubs and central hubs to be established. Constraint 
(7) is the traditional flow balance constraints which are customized to be used in SA-

H-MP. Constraints (8) and (10) are used in order to compute the values of i
jlg using 

assignment variables. Equation (9) strengthens the LP relaxation of the problem. Con-
straints (11) and (12) are ordinary constraints to limit z values to take binary values 
and f values to be positive. 

Knowing that considering p=p0, relaxes the problem into the traditional p-hub me-
dian problem, Yaman et al. [60] proved that the SA-H-MP is NP-hard (the classical p-
hub median problem is NP-hard (as shown in [61]). This means that for comparatively 
larger datasets, exact solution approaches are handicapped to reach optimal solutions in 
a reasonable amount of time. This paper puts forward an efficient PILS algorithm to 
solve SA-H-MP. The proposed PILS will be detailed in the next section. 
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4 Solution Procedure 

Research in metaheuristics for combinatorial optimization problems has lately expe-
rienced a noteworthy shift towards the hybridization of metaheuristics with other 
techniques for optimization [62]. This paper contributes to the literature by proposal 
of an efficient PILS to solve SA-H-MP which is presented and its components are 
elaborated. 

4.1 Population-Based Iterated Local Search 

ILS has been applied to a wide range of applications, including quadratic assignment 
problem [63], vehicle routing problem ([64], [65]), and flowshop scheduling problem 
[66], and location-routing problem [67]..  

An efficient hybrid metaheuristic to be employed in combinatorial optimization 
problems is combination of population-based algorithms and local search. Population-
based methods are good in identifying promising areas of the search space in which 
local search methods can then quickly determine the best solutions [62]. Therefore, 
high-quality results can be obtained by integration of population-based procedures 
and local search methods. Population-based ILS is an extension to ILS which holds a 
population of solutions instead of a single solution. The pseudo-code of PILS is given 
in figure 2. In this paper, PILS is employed to solve SA-H-HM and then it will be 
integrated with a fuzzy simulation to solve SA-H-HM with uncertain flows in the 
network. 

 
 

PILS procedure 
P←Generate initial population of size n 
Apply a local search procedure for all solutions in the population 
While (termination criteria are not met) 
    P’←P 
For all s∈P 
    s’←Perturb(s) 
    s’’←Localsearch(s’) 
    P’←P’∪{s’’} 
End for 
Update P as the best n solution of P’ 
End while 

Fig. 2. The pseudo-code of PILS 

Encoding Scheme 

It is well-known that an efficient representation scheme plays a pivotal role in the 
performance of any metaheuristic. The approach which is used in this paper compris-
es two segments in which the first segment represents the allocation of nodes and the 
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second segment includes the indices for non-central hubs. In the first segment, the 
element in ith position shows the index of the hub to which node i is allocated. Need-
less to say, the values of the elements in the first segment can be selected among the 
values in H. Besides, the second segment includes the indices of hub nodes i∈H\C. 
Using this procedure, the set of central hubs can be easily determined. Assuming the 
cardinality of nodes, hub nodes, and central hubs to be n, h, and c respectively, while 
the length of the first segment equals n, the second segment contains h bits. Therefore, 
the length of the solution string is always fixed and equals n+h. Figure 3 shows a 
sample for the proposed representation scheme.  

 

Fig. 3. Solution representation in the proposed PILS 

Perturbation 

Selection of a proper set of perturbation moves is of utmost importance in ILS. An 
improper selection of perturbation moves may lead to incapability of the algorithm to 
escape local optima or may make the procedure similar to a random restart search 
procedure. In the proposed PILS procedure, two neighborhood search procedures 
were employed as perturbation moves which are called N1(x) and N2(x) in which x 
represents the current solution. While N1(x) swaps the role of a central hub and a non-
central hub, N2(x) swaps the role of a spoke and a non-central hub node. A sample of 
these structures is shown in figure 4. It is worth to note that throughout the proposed 
algorithm, if no improvement is attained using N1(x) and its subsequent local search 
procedure, N2(x) is applied. 
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Fig. 4. Samples of perturbation in the proposed PILS 

Local Search 

A local search procedure is applied in order to find a local optimum within a neigh-
borhood of the current solution. There are two distinct policies to employ a local 
search procedure. While it is possible to terminate the local search procedure whenev-
er a better solution is found, another procedure is to select the best solution found 
using the local search procedure in a number of runs. Our preliminary experiments 
showed that using a combination of these two procedures increases the chance to 
reach a better solution. Hence, using a roulette-wheel procedure, one of these two 
procedures was employed whenever the local search procedure is called. Figure 5 
shows a sample of employing the local search procedure on a solution. 

 

Fig. 5. Sample of the local search procedure in the proposed PILS 

4.2 Fuzzy Simulation 

Assuming the flows in the network to be fuzzy variables, the problem becomes to 
optimize the following mathematical problem: 
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Since values of tij are not deterministic, in order to solve (13), there is a need to use a 
fuzzy simulation. Liu [68] presented a simulation algorithm for problems of type 
x→E[f(x,ξ)] which is shown in figure 6. 
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Step 1. Set e=0. 
Step 2. Randomly generate θk from the credibility space (Θ, P, Cr), write 
υk=(2Cr{θk})∧1 and produce ξk=ξ(θk),k=1,2,…,N respectively. Equivalently, random-
ly generate ξk and write υk=μ(ξk) for k = 1, 2, …, N, where μ is the membership func-
tion of ξ. 
Step 3. Set two numbers a=f(x,ξ1)∧f(x,ξ2)∧…∧f(x,ξN) and b=f(x,ξ1)∨f(x,ξ2) 
∨…∨f(x,ξN). 
Step 4. Randomly generate r from [a,b]. 
Step 5. If r≥0, then e←e+Cr{f(x,ξ)≥r} 
Step 6. If r<0, then e←e-Cr{f(x,ξ)≤r} 
Step 7. Repeat the fourth to sixth steps for N times. 
Step 8. U(x)=a∨0+b∧0+e*(b-a)/N. 

Fig. 6. The simulation algorithm for E[f(x,ξ)] proposed by Liu [68] 

For the sake of brevity, we have not included basics of credibility theory in this pa-
per. For a thorough introduction to credibility theory and measures, interested readers 
may consult Liu [68] and references therein. 

5 Numerical Examples 

In this section, the procedure to generate test problems is elaborated. In addition, the 
performance of the proposed algorithms on these test problems is examined. 

5.1 Test Problems 

In order to validate the proposed algorithm, the CAB dataset was used, as is customa-
rily done in the literature. It has been assumed that all the nodes in the CAB can host a 
facility. Moreover, test problems were generated changing the values of αC, αH, p, 
and p0. 

5.2 Computer Specifications 

All the test problems were run on a 2.53 GHz CPU equipped with 4 Gigabytes of 
RAM, using the CPLEX 12.2 solver. Moreover, the proposed PILS and fuzzy simula-
tion were coded using C++. 

5.3 Results, Validation, and Discussions 

In order to examine the performance of the proposed solution procedure, a set of ex-
periments were carried out on the aforementioned test problems. First, in order to 
analyze how optimal are the results of the proposed PILS, its results were compared 
with optimal solutions of CPLEX. A possible performance measure for the proposed 
PILS is its relative percentage deviation (RPD) which is defined as: 
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100*RPD
*

*
PILS

Z

ZZ −=  (14) 

where ZPILS and Z* are the best result of the proposed PILS and the optimal results of 
CPLEX, respectively. Each test problem was solved ten times and worst, median, and 
best results are reported in tables 3 and 4. For the sake of brevity, only cases with (αC, 
αH)=(0.8,0.8) and (αC, αH)=(0.6,0.9) are reported using various numbers for (p,p0). In 
these tables, for the instances for which PILS was able to reach optimal solutions in 
all the ten runs, the corresponding row is highlighted as grey. Results bear out that 
while the proposed PILS leads to solutions no worse than one percent upper than the 
optimal results, its runtimes are considerably lower. It is worth to note that CPLEX 
was unable to reach optimal solutions in more than two hours. Since a fuzzy simula-
tion is to be embedded within the proposed solution algorithm, it is clear that using 
CPLEX to solve the uncertain version of the problem is virtually impossible. Moreo-
ver, the proposed solution algorithm is able to reach optimal solutions in many cases. 
Figure 7 depicts a histogram for the gaps of the solutions found using PILS. It is clear 
that in more than seventy percent of experiments, PILS was able to reach optimal 
solutions. Besides, in only 4.7% of instances, the error is more than 0.5%. Consider-
ing the findings of the experiments, it is clear that the proposed PILS performs well 
on test problems. Hence, a fuzzy simulation can be embedded in the proposed PILS to 
solve the problem with fuzzy flows. 

Table 3. Results of running the proposed PILS for (αC,αH)=(0.6,0.9) 

p p0 
CPLEX PILS 

Time Fitness Time Best Gap% Median Gap% Worst Gap% 

3 1 136 9923897797 300 9923897797 0.00% 9923897797 0.00% 9923897797 0.00% 

3 2 2133 9923897797 300 9923897797 0.00% 9923897797 0.00% 9923897797 0.00% 

3 3 25 9896424156 300 9896424156 0.00% 9896424156 0.00% 9896424156 0.00% 

4 2 3115 9528786908 300 9528786908 0.00% 9528786908 0.00% 9568457101 0.42% 

4 3 9416 9406173571 300 9406173571 0.00% 9406173571 0.00% 9474656081 0.73% 

4 4 44 9288636845 300 9288636845 0.00% 9288636845 0.00% 9288636845 0.00% 

5 3 7571 9098003487 300 9098003487 0.00% 9098003487 0.00% 9146852572 0.54% 

5 4 10431 8962997030 300 8962997030 0.00% 8962997030 0.00% 8993398947 0.34% 

5 5 122 8831244506 300 8831244506 0.00% 8831244506 0.00% 8831244506 0.00% 

6 4 7865 8689594212 300 8689594212 0.00% 8780392471 1.04% 8780392471 1.04% 

6 5 9567 8562974155 300 8562974155 0.00% 8584361231 0.25% 8584361231 0.25% 

6 6 130 8463112374 300 8463112374 0.00% 8463112374 0.00% 8463112374 0.00% 
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Table 4. Results of running the proposed PILS for (αC,αH)=(0.8,0.8) 

p p0 
CPLEX PILS 

Time Fitness Time Best Gap% Median Gap% Worst Gap% 

3 1 300
1042607456
0

300 
1042607456
0

0.00%
1042607456
0

0.00%
1042607456
0

0.00%

3 2 664 9464597766 300 9464597766 0.00% 9464597766 0.00% 9464597766 0.00%

3 3 10 8826647392 300 8826647392 0.00% 8826647392 0.00% 8826647392 0.00%

4 2 1470 9311789331 300 9311789331 0.00% 9333360883 0.23% 9333360883 0.23%

4 3 2379 8606860144 300 8606860144 0.00% 8606860144 0.00% 8606860144 0.00%

4 4 13 8020821500 300 8020821500 0.00% 8020821500 0.00% 8020821500 0.00%

5 3 3447 8454051709 300 8454051709 0.00% 8477251006 0.27% 8477251006 0.27%

5 4 2184 7931288504 300 7931288504 0.00% 7931288504 0.00% 7951632063 0.26%

5 5 19 7486046509 300 7486046509 0.00% 7486046509 0.00% 7486046509 0.00%

6 4 3870 7862099067 300 7872289169 0.13% 7872289169 0.13% 7907205858 0.57%

6 5 2060 7399297863 300 7399297863 0.00% 7399297863 0.00% 7399297863 0.00%

6 6 23 7071536179 300 7071536179 0.00% 7071536179 0.00% 7071536179 0.00%

 

Fig. 7. The overall performance of the proposed PILS as a histogram 
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In order to assess the performance of the simulation-embedded PILS, test problems 
with flows as triangular fuzzy variables were generated. The triangular fuzzy va-
riables were generated randomly as (r1, r2, r3) in which r2 is identical to the flows in 
the standard CAB dataset. Besides, values of r1 and r3 were generated to be within 10 
percent lower and upper than the value of r2 for each flow. Each problem was solved 
using 1000 iterations in the fuzzy simulation step. Figure 8 depicts one sample output 
of the problem for the case with (αC, αH, p, p0)=(0.6, 0.9, 5, 3). Clearly, the outputs of 
the crisp and fuzzy versions differ to some extent. For instance, while in the crisp 
version, Los Angeles and Washington DC are selected to host central hubs, these two 
are substituted by Philadelphia and Phoenix in the fuzzy version. Needless to say, the 
uncertainty in the flows is the reason for such a discrepancy between the solutions.  
It is easy to deduce that solutions are directly related to the amount of uncertainty in 
the flows. 

 

Fig. 8. Comparing the outputs for the problem with (αC,αH,p,p0)=(0.6,0.9,5,3) 

6 Conclusion and Future Research Areas 

To sum up, the current paper addresses the problem of designing a hierarchical hub-
and-spoke network where flows between nodes are uncertain. It was assumed that 
owing to unavailability of data, these flows were estimated as fuzzy variables. In or-
der to solve the problem, an efficient population-based iterated local search was de-
signed which is capable of reaching solutions with errors less than one percent. Af-
terwards, a fuzzy simulation was embedded in the proposed solution approach to find 
solutions of the fuzzy version. Our results showed that the proposed simulation-
embedded PILS is quite efficient in finding solutions. This paper can be extended in 
various directions, such as proposal of some other algorithms, using fuzzy goal pro-
gramming to solve the problem, considering a case where stochastic variables are 
present in the problem, and addressing other variants of designing a hierarchical  
hub-and-spoke network such as inclusion of capacities in the network. 
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Abstract. This paper proposes a method for designing, implementation and  
experimental validation of a control strategy dedicated to a low power wind ge-
nerator. It was developed theoretically then applied to a low speed wind genera-
tor prototype. The proposed wind energy conversion system control structure is 
briefly described, including its subsystems and components, respectively the 
wind turbine, permanent magnets synchronous generator, electronic converters 
and brake system. There were taken into consideration the components charac-
teristics determined theoretically and experimentally obtained from components 
manufacturers or a dedicated laboratory model. The control law for the optimal 
operation regime of the wind turbine was designed considering the wind speed 
and the individual characteristics of the wind energy conversion system compo-
nents and their operating restrictions. Also, there were determined the start and 
stop conditions, the allowed turbine speed ranges and the consequent braking 
regimes. Simulation and experimental results demonstrate the effectiveness of 
the proposed approach. 

Keywords: small windmills, wind turbines, magnet poles synchronous  
generators, windgenerator electronics, braking systems, control methods and  
algorithms. 

1 Introduction 

During last decades, the interest for renewable energy technologies increased both for 
scientists and the industrial environment. In this field, a special place is taken by the 
wind energy conversion systems (WECSs). The control strategies used to convert 
wind into electricity covers a broad range, from those based on constant speed to the 
advanced ones for variable speed supported by electronic converters, for on-grid or 
off-grid  WECSs [1,2] . 

An important demand can be noticed on the market for low speed wind generators 
(1 to 10 KW), operating in locations with various wind profiles. Most of these 
WECSs are based on wind turbines with non-regulated blades and permanent magnet 
synchronous generators functioning at variable speed to optimize the power extracted 
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from wind. They are interfaced with consumers or grid using static electronic conver-
ters with variable frequency and voltage for input and constant frequency and voltage 
for output. 

One experimental setup for a low power WECS (presented in figure 1)  was devel-
oped by Politehnica University of Timisoara, in the frame of the European Economic 
Area Grant “Improvement of the structure and efficiency of small horizontal axis 
wind generators with non-regulated blades.  

 

 
 

Fig. 1. Experimental windgenerator 

The WECS components were developed, implemented, studied and optimized con-
sidering the actual trends in this field. 

2 WECS Components 

2.1 Wind Turbine  

One important component of the presented system is the wind turbine. The blades are 
twisted in space, with metal insertion and variable geometry. They are equipped with 
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flaps for noise reduction and finite span effect that requires a special study to find the 
optimal control solution. 

A special requirement for the wind turbine was to be able to provide energy even at 
low wind speed. This condition lead to the necessity to limit the rotation speed at 
higher wind speeds. Thus it was developed a protection mechanism to adapt the blade 
stall in order to adjust the turbine aerodynamic characteristics, limiting the power 
extracted from wind and the rotation speed. 

 

 
 

Fig. 2. The rotor of wind turbine 

The rotor of wind turbine is presented in Figure 2.The blade absolute position is 
defined by the  βx angle. In normal operation, when the limitation system is not active, 
the blades angle is β0.  

The relative position of the blade is 

Δβ = βx – β0 , Δβ = 0 ... 45 dgr.           (1) 

The manufacturing procedure was based on fiberglass reinforced polyester for obtain-
ing products with a complex structure [3] . 

2.2 Permanent Magnet Synchronous Generator 

Based on the wind turbine estimated characteristics and existing statistical data, there 
resulted the following rated values for designing the permanent magnet synchronous 
generator (PMSG):  (PPMSG)rated = 5400W, (nPMSG)rated = 122 rpm.  

The PMS generator integrates a electromechanical brake and was manufactured by 
S.C. BEGAELECTROMOTOR S.A. Timişoara, România. The actual physical para-
meters were determined through experimental tests in the laboratory as follows for 
cosφ = 1: 
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Prated = 6075 W - rated power; 
Urated = 162 V - rated phase voltage; 
Irated = 12.5 A - rated phase current; 
Mrated = 484 N m - rated torque; 
ηrated = 0,91 - rated efficiency; 
Фf0 = 1,42 Wb - excitation magnetic flux; 
Ld = Lq = 0.03 H - phases inductances; 
Xd = Xq = 6.15 Ω - phases reactances; 
J = 40 kg m2 - inertia torque  
p = 16 - number of poles pair, 
R = 1.5 Ω - stator resistance. 

2.3 Interfacing Power Converters 

The considered structure for the electronic conversion system is depicted in figure 3, 
where the following components can be noticed: wind turbine (WT), permanent mag-
net synchronous generator (PMSG), diode bridge (DB), hybrid dc-dc converter 
(HDC), boost voltage inverter (BVI), safety electromechanical brake, Brake load  
(electrodynamic brake resistor), Supper capacitor and Dump load. 

 

 

Fig. 3. WECS structure 

For similar wind generators, many authors proposed new hybrid and Z configura-
tions for dc-dc and dc-ac converters structures, with high voltage gain [4, 5] . 

In the considered case, as common solution for low power WECS, the three phase 
voltage provided by PMSG is rectified by a 6 diodes bridge. The electronic conver-
sion system is based on an intermediary DC circuit with variable voltage, connected 
between HDC and BVI. 

The nominal voltage for super capacitor has to be between 100 and 150 V to assure 
a low current in the PMSG windings, and increase overall efficiency. 

The HDC ratio for input/output voltage is given by (2), considering both economi-
cal and technical issues [5,6]: 
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−
=

2
         (2) 

where 

VSC - Super Capacitor voltage, 
VDB - output voltage of diode bridge, 
D - duty cycle. 

2.4 WECS Braking Systems 

For safety reasons, the developed WECS was equipped with three independent brak-
ing systems [7] . 

The electro-dynamical brake consists of power resistors continuous controlled 
connected directly to PMSG terminals. 

The aero-dynamical brake is integrated in the wind turbine structure, consisting of 
a centrifugal mechanism able to limit the rotation speed (reducing also the provided 
power) by modifying the rotor geometry [8] . 

The electro-mechanical brake is integrated in the PMSG, consisting of a pair of 
friction discs electromagnetically actuated provided a braking torque of 450 Nm. This 
brake is used especially in emergency situations. 

3 Mathematical Models  

3.1 Wind Turbine Model  

The mathematical model complexity for the considered wind turbine is higher due to 
the centrifugal protection autonomous system. At various over-speed values the 
blades adapt their angle in order to change the aerodynamic behavior, decreasing the 
rotor speed 

The estimates based on the mathematical model developed by designers [3,4,9], 
that take into consideration the blade shape, and turbine architecture, for ∆β = 0 ... 45 
dgr , for the torque coefficient  CM(v, n, ∆β)are the following: 

CM(v, n, ∆β) = CM0β(∆β) + aβ(∆β) λα - 1(v, n) - bβ(∆β) λβ – 1(v, n)  (3) 

where: 
CM0β(∆β) , aβ(∆β), bβ(∆β) expressed as function of angular position of the blades 

relative to installation position, ∆β, are: 

CM0β (∆β) = (cβ1 + cβ2 ∆β)/(1+ cβ3 ∆β + cβ4 ∆β2)   (4) 
                     aβ(∆β) = (aβ1+ aβ2 ∆β1)/(1+ aβ3 ∆β1+ aβ4 ∆β2)  
                     bβ(∆β) = (bβ1 + bβ2 x)/(1+ bβ3 x+ bβ4 x^2)  
 

The coefficients obtained through linear regression are given in Table 1. 
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Table 1. Linear regression coefficients 

cβ1 = 0.012512548 ; cβ2 = 0.010797253 ; 
cβ3 = 0.04617332 ; cβ4 = 9.6420381e-007 . 
aβ1 = 0.061078896 ; aβ2 = -0.0047310111 ; 
aβ3 = -0.0075548307 ; aβ4 = -0.00010627525 . 
bβ1 = 0.0042482559 ; bβ2 = -0.00013577705 ; 
bβ3 = -0.09017725 ; bβ4 = 0.0038774948 . 

The resulting shaft torque of wind turbine: 

  ( ) ( ) 2, , , , / 2arb M vM v n C v n v A Rβ ββ β ρΔ = Δ     (5) 

Shaft power coefficient: 

  ( ) ( ) ( ), , , , ,P MC v n C v n v nβ ββ β λΔ = Δ     (6) 

( ) ( ) ( ) ( ) ( ) ( ) ( )0, , , , ,P MC v n C v n a v n b v nα β
β β β ββ β λ β λ β λΔ = Δ + Δ − Δ  

Shaft power:  
         ( ) ( ) ( ), , , ,arb arbP v n M v n nβ ββ β ωΔ = Δ  

  ( ) ( ) ( )2, , , , / 2arb M vP v n C v n v A R nβ ββ β ρ ωΔ = Δ     (7) 

In normal operation the blades angular variation is Δβ = 0.  
If the rotor speed increases above rated values, the autonomous centrifugal braking 

system determines a variation of blades angle 0 < Δβ ≤ 45.  

3.2 PMSG Model 

The considered PMSG has the following model [10]: 
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Where: 

i q , id  - q and d axes currents, 
v q, v d  - q and d axes voltages,  
ω r - rotor angular speed,  
Ф f – permanent magnets’ flux amplitude,  
F = 0.004924 Nm s - total friction coefficient, 
J = JWT + JPMSG = 445 + 40 = 485 kg m2 – total moment of inertia. 
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The shaft power Pm corresponding to a given value of generator electric power, can be 
calculated based on the generator efficiency ηG(n, IG): 

Pm = PG / ηG           (9) 

In the considered case the efficiency resulted from generator design is:  

ηG(n, IG) = 4.25 n IG / (0.09 IG
3 + 2.9 IG

2 + 4.25 n IG + 0.075 n1.5)           (10) 

resulting  

Pm = Fpm(n, IG) = PG(n, IG) / ηG(n, IG)        (11) 

The equation for the wind turbine-generator subsystem, in stationary regime, can be 
obtained considering the wind turbine power Pwt(n,v) and the generator shaft power 
Pm(n, IG): 

Pwt(n,v) ηG(n, IG) = PG(n, IG)               (12) 

4 Control of the Wind Energy Conversion System  

In order to achieve an efficient control of a WECS, there are necessary good models 
and characteristics for system components, provided usually by their manufacturer. In 
our situation, they were not available, and one task prior to develop the control algo-
rithm was to obtain proper models and characteristics, using the developed WECS 
experimental model. This approach, starting from real data and experimental models 
was the motivation to refer it as a pragmatic method to design the control strategy. 

In normal operating regime (wind power conversion regime), the start-up is vali-
dated if the HDC input voltage exceeds a minimum threshold (UHDC)input > 
(UHDC)START min= 190 V assuring the conduction state for the hybrid converter. The no-
load phase voltage of PMSG to this threshold is (UPMSG)START min = 77.86 V, respec-
tively a rotation speed nSTART min = 52 rpm and a wind speed vSTART min = 4.76 m/s. The 
considered start-up values (UHDC)START min , nSTART min , vSTART min , were determined ex-
perimentally using the ;laboratory modelof WECS .  

In diagrams PWT(v,n) and MWT (v,n)  presented in Figure 4 – the start-up point is 
denoted with "a". 

The automatic cut-off values (UHDC)STOP , (UPMSG)STOP , nSTOP , vSTOP , at small wind 
speeds, also have been determined on the laboratory model, and are nenoted with “d” 
in Figure 4. 

The WECS nominal regime is determined considering the following physical con-
straints: the maximal input voltage of HDC, UHDCmax = 380 V and the maximal current 
for WECS component, in our case IHDCmax = 12.5A. 

The experimental tests reveal that above mentioned constraints are accomplished at 
the rotation speed n = 112 rpm, generator phase voltage UPMSG = 155 V, generator 
current IPMSG = 12.5A, generator electric power PPMSG = 5400 W, wind speed v = 8.5 
m/s (see point “c” in Figure 4). The mentioned operation values will be considered as 
rated values of WECS [11]. 
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Fig. 4. The PWT (v, n), PWT opt(n) characteristics and the start-up a and cut-off d points in energy 
generating regime 

Based on the above considerations it was developed the control strategy for WECS 
presented in Figure 5. 

S00 represents the state when WT is stopped, and the brake is activated, wind 
speed being insufficient.  

After 1tΔ  (experimental established 1 10[min]tΔ = ), the system state changes to 

a waiting state S10, releasing the electro-mechanic brake and wait for rotation speed 
increase. 

If after a predefined time, the rotation speed is below the rated value, 

2 , 0 STARTt n nΔ < < , the system returns to S00.  

If the rotation speed STARTn n> , the system moves to S20 which represent optimal 

point functioning. 
If the rotation speed decrease below a threshold value nmin , the system returns to 

S10 state. 
If the rotation speed exceeds a nominal value nNOM , the system enter in the limita-

tion state S30, providing the constant current  IG. In this case, if the rotation decreas-

es( NOMn n< ) the system returns to S20 state. 

If the speed exceeds the maximal value nMAX , the system enters the state S40 cor-
responding to an extreme operation at high wind speed, when all the braking systems 
are activated successively: aerodynamically braking through blade rotation angle 

0 MAXβ β< Δ ≤ Δ , electromagnetic braking through current _G G ELBRAKEI I= , and 

electro-mechanical braking activation, in order to limit the wind turbine speed in the 

range MAX EXTREMn n n≤ < . 

The system returns to state S30 if the speed decreases MAXn n< . 
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Fig. 5. The WECS control algorithm 

The aero-dynamical braking system is able to limit the speed EXTREMn n< , state-

ment verified at wind speed v = 70 m/s as presented in Figure6. 
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Fig. 6. WECS at extreme values of the wind speeds, v = 70 m/s 

5 Simulation/Experimental Results 

The wind turbine characteristic is presented in figure 7, with blades in initial position 
Δβ = 0 = const. The turbine was designed to provide PWT (nwt , v), even for low wind 
speed. 

 

 
 

Fig. 7. Turbine characteristics PWT (nwt , v) for Δβ = 0. 

At high rotation speed, and blade position Δβ = ΔβMAX = 45 dgr, the turbine 
presents high aero-dynamical braking torque, as depicted in figure 8. 
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Fig. 8. Turbine characteristics PWT (nwt , v) for Δβ = 45 

The power provided by wind turbine, at constant wind speed v = 8 m/s, in function 
of rotation speed and angle Δβ is presented in Figure 9. 

 

 
 

Fig. 9. Turbine characteristics PWT (nwt , v) for Δβ = 0 … 45. 

The wind turbine power curve for the optimal regime PWT_Opt(n) and respectivelly 
the equivalent shaft power PWT(n), for a number of Npoint = 10279 measurements dur-
ing the operating regime is depicted in Figure 10. The considered efficiency of the 
PMSG is ηPMSG = 91%.  
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Fig. 10. Optimal regime power PWT_Opt(n) and equivalent shaft power PWT(n) 

There can be noticed that shaft power distribution corresponds to reference curve 
of WECS. The power conversion is started at a rotation speed of 40 rpm and the func-
tioning in optimal regime along PWT_Opt(n) curve (with an insignificant deviation) is 
until 80 rpm, followed by a constant current regime limited at IG = 12.5 A for speeds 
above 80 rpm. 

6 Conclusions 

The studies performed on the laboratory models confirmed the hypothesis adopted in 
designing the WECS and its elements.  

The control algorithm in different operation regimes (nominal or faulty) has been 
also confirmed, through the experimental tests on the developed laboratory model, 
complying all conditions imposed by the present-day standards in the domain of 
WECS [12]. 
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Abstract. The paper presents the development and implementation of a model 
predictive control (MPC) used for inside temperature control of a building. The 
inside temperature is tracking a prescribed reference inside a comfort zone de-
fine by the optimization problem implementing offset free control through a 
Kalman filter state estimator. The MPC is validated by simulation and experi-
ment using a building thermal model, a 24 hour ahead predicted solar irradiance 
and ambient temperature and measured actual weather data and inside tempera-
ture for the closed loop simulation operation. 

Keywords: Model predictive control, energy efficient building, Kalman filter, 
offset free control, quadratic program. 

1 Introduction 

As the building sector represents a major consumer in the world, with an estimated 
26.5% of the total global consumption in 2009 according to [1], research on develop-
ing energy efficient buildings represents a large energy savings potential. 

The model predictive control algorithm is well suited for energy efficient buildings 
and systems where both the control variables and state variables have physical con-
straints. The MPC is able to take action before a predicted event actually takes place; 
in this case, the system having large time constants, the electrical heaters are turned 
off prior to mid day, where the solar irradiance has a powerful effect on increasing the 
inside temperature.  

In building temperature control there are two large approaches on MPC algorithms: 
the first are tracking a prescribed reference, minimizing the difference between the 
controlled variable and the reference inside temperature as in [2] and [3] and the eco-
nomic MPC which minimizes the cost of energy in keeping the inside temperature 
inside the comfort zone [4]. 

In [5] is studied the impact of modeling accuracy on the MPC of the passive build-
ing thermal capacitance to minimize an objective function.  

MPC algorithms for controlling the inside temperature were developed considering 
weather predictions as in [6] and stochastic disturbances in [2] or human presence [7]. 

The objective function of the PMC can be stated as a linear programming LP prob-
lem as [8] or as a quadratic problem QP as in [2]. 
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This paper presents a MPC for controlling the inside temperature of a building to 
track the prescribed reference formulated as a quadratic problem, with prediction on 
the two disturbances, the solar radiation and ambient temperature. 

2 Model of the System 

The temperature dynamics of a given space can be modeled with the help of an equiv-
alent electric circuit. This paper considers the simplified thermal model of an eight 
room building from SYSLAB facility from DTU Elektro at RISO campus. The build-
ing has 125 squared meters and one electrical heater in each room, except two rooms 
which are equipped with two electrical heaters each. The parameter identification and 
validation tests of the mathematical model are presented in the work of Bacher and 
Thavlov[9]. 

The objective of this paper is to develop, implement, and test through simulations 
and experiment, a model predictive controller which considers the inside temperature 
of the building as the controlled variable. The objective is for the controlled variable 
to track the prescribed reference, minimizing the peak consumption and maintain the 
inside temperature inside the comfort zone considering the difference between the 
predicted and measured perturbation: the solar irradiance and ambient temperature. 
This paper uses offline 24 hours ahead prediction data for the ambient temperature 
and solar irradiance and online measured values of weather data taken from the local 
weather station. 

The building can be estimated as having a single room, with an additional assump-
tion that each electrical heater has the same power (1kW) and the same effect on the 
inside temperature on this one room model. The equivalent (RC) electric circuit of the 
building is shown in Fig.1. 

 

 

Fig. 1. Equivalent thermal model of the building  

The mathematical thermal model of the one room equivalent building is shown in (1): 

( ) hwia
ia

i
i PGATT

Rdt

dT
C ++−= 1

                                 (1) 

Where 
Ci – thermal capacitance of the house 
Ria – thermal resistance of walls and windows isolating the house from the outside 

environment 
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Aw – window effective area 
Ti – inside temperature 
Ta – ambient temperature 
G – solar irradiance on the house 

For developing the MPC, the state-space model from (2) is needed. The parameters of 
the model are presented in Table 1. 
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Table 1. Model parameters 

Ci 

[kW/°C] 

Ria 

[°C/ kW] 

AW 

[m2] 
A B E C 

3.42 4,87 5,53 [0.99] [0.0487] [0.01,   0.2695] [1] 

3 MPC Algorithm 

Model predictive control uses a mathematical model of the system, a discrete state 
space system in this paper, to estimate the process output for a fixed number of steps 
N into the future predicted horizon, according to the current internal state values, the 
predictions, and the reference trajectory. The MPC calculates the control sequence of 
the future N steps by minimizing an objective function. From this sequence only the 
first control output is considered and at the next time step the optimization is recalcu-
lated according to the new values available. 

The MPC starts from a model, in this paper a state-space model, presented in (2), 
and an optimization function as seen in (3). 

( ) 
−

==∈
Δ+−=

1

0

2

0

2

2

1

2

1
min

N

k
Sk

N

k
Qkk

Ru
urzuf

n

                             

(3) 

This is a weighted quadratic optimization function with two objectives:  

- The output variable (zk) to track the reference (rk), and 
- doing so with small variations (Δuk) 

This optimization is realized for the next N steps interval, from which only the first 
term is considered for the controller output. At the next step, the optimization problem 
is recalculated, with the new values for the inputs, predictions, and measurements 
specific to that step. 

Another important aspect of this control is the ability to alter the importance of the 
optimization terms in the optimization function by using weight coefficients, in this 
case Q for minimizing the trajectory difference and S for minimizing the variations of 
the manipulated variables. 
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The controller was developed in Matlab, using the quadprog solver, from the opti-
mization toolbox. The optimization problem from (3) had to be rewritten in the form 
of (4), specific to this Matlab solver. 

UgHUUf
U

''

2

1
min +=                                              (4) 

Subject to 

qq bUA ≤                                (5) 

From (2), the output values of the system can be estimated for the next prediction 
horizon, zi , (i=1...N) considering the following values: x0 - as the initial value for the 
state variable at each time step interval, D-  the predicted disturbance vector over the 
predicted horizon and U - the system input, the command variable for the control 
algorithm, in this case the output power of the heaters. The predicted output values for 
the next N steps are: 
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where: 
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Equation (6) can be rewritten in a simpler way to handle, as shown in (9)  

DUxZ dΓ+Γ+Φ= 0                                                 (9) 
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By developing the first term of (3) and using (9) , it is obtained: 
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(10) 

Where 

DxRb dΓ−Φ−= 0                                             (11) 

 
By considering the form of (4), (10) is written as (12): 
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For the second term of (3), the following form is obtained: 
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Which develops into (14): 
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And for the required form of (4), the second term of (3) is: 

UuMUHUf uS 1
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12
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+=                                          (15) 

From (12) and (15), the parameters H and g of (4) can be identified from the initial 
objective function of (3), in order to use the Matlab toolbox: 
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SHQH +ΓΓ= '                                                  (16) 
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(17) 

An advantage of the MPC is the ability to deal with constraints, both on the manipu-
lated and controlled variables. The constraints on the two types of variables defined in 
(18) and (19) have to be written as a function of the manipulated variable and written 
in the form of variables Aq and bq from (3). 

1...0,maxmin −=≤≤ NkUUU                                      (18) 

NkZZZ ...0,maxmin =≤≤                                               (19) 

As (19) have to be a function of manipulated variable U, the equation is rewritten as 
(20) and (21) as only the “smaller than” relation can be used for both the ends of the 
interval. 

UDxZ d Γ≤Γ−Φ− 0min                                          (20) 

UDxZ d Γ−≤Γ+Φ+− 0max                                      (21) 

The parameters Aq and bq from (4), for the considered model have the following  
relation: 
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Parameters H, g, Aq, and bq from (16), (17), and (22) will be computed and used as 
call parameters for the quadprog solver: 

U = quadprog(H, g, Aq, bq)                                                (23) 

The function returns the next N values of the manipulated variable U, which 
represents the output power of the electrical heaters for the N step prediction interval. 
From this, only the first value U1 is used, and at the next step the optimization prob-
lem is recalculated.  

4 Offset Free MPC 

The system used in this paper and described in (3) uses two disturbance predictions 
which both have a large influence on the system output (inside temperature). These 
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are the solar irradiance and the outside ambient temperature. These data are provided 
by the local weather station with 24 hours-ahead prediction. However, like in the 
general case, these predictions are not perfect as it is shown in the figures of the next 
section. 

These differences between the actual and the predicted values have to be consi-
dered in the model, otherwise they will introduce an offset in the controlled variable.  

One of the possibilities to incorporate an integrator in the system model is to ex-
tend the state-space model with a number of additional states equal to the distur-
bances, and using a Kalman filter for their estimation. The offset free control has been 
discussed in [10] and [11]. 

If stochastic perturbation on the state variables (ωk), on the system output (vk) and 
errors in prediction (ξk) are considered, the augmented system (3) becomes: 
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And in the state-space form of: 
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where ωk ≈ N(0,Qw); ξk ≈ N(0,Qxi); vk ≈ N(0,Rv) are zero-mean white-noise  
The system from (25) is used to resolve the MPC problem according to the equa-

tions presented in section 3.  
For the off-set free control, the states are estimated as follows: 
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And the prediction of future augmented states is obtained by: 

kk
kk

kk

kk

kk
d

E
u

Bx

I

EAx








+








+




















=













+

+

00ˆ

ˆ

0ˆ

ˆ

|

|

|1

|1

ηη
                               

(27) 

Equations (26) and (27) are the measurement update and time update state of a Kal-
man filter used to introduce an integrator element into the control. The two equations 
can be written in a condensed form: 
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Where the Kalman filter gain is computed offline according to:  

( ) 1'' ~~~ −
+= vRCPCCPK                                               (29) 

And P is the unique symmetric positive semidefinite solution of the discrete algebraic 
Riccati equation: 
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5 Simulation and Experiment 

For the simulation and experiment, the augmented model from (24) is used with a 
prediction horizon of 50 steps of 10 minutes and parameters from Table 1. 

For the Kalman filter implementation the following values were chosen for the co-
variance matrices: Rv = [0.01], Qw = [0.015], Qxi = [1 0; 0 1]. 
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Fig. 2. Simulation results considering continuous consumption of the electrical heaters 
Φnormal=0.0195 and Φobserver=0.0165 
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Fig. 3. Simulation results considering 1kW steps consumption of the electrical heaters; 
Φnormal=0.0252 and Φobserver=0.0174 

The simulation presented in Fig. 2 was performed by considering real weather data 
taken from the SYSLAB facility: historical 24 hour prediction data set for four days 
in May and the historical measured data for the same period of time. 

The constraints on the manipulated variable, inside temperature are set to be 20° 
and 25° C. The limits on the manipulated variable, the electrical heaters output power, 
is set to Umin=0 and Umax=10. 

In both simulation, as seen in the “Inside temperature” plot, are represented three 
variables: the prescribed reference, the inside temperature when using for the optimi-
zation problem the system from (2), which presents offset and the augmented system 
(24) for offset free solution by using the Kalman filter to estimate the initial states x0. 
For comparison reasons, a cost function was introduced: 
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The solution of the optimization problem is a real number. In order to operate the ten 
1kW electrical heaters, this solution was rounded to the closest integer to the actual 
solution. The results by using a more realistic 1kW step power consumption of the 
electrical heaters are presented in Fig. 3. 



206 C. Koch-Ciobotaru  

80 100 120 140 160 180 200 220
20

25

30
inside temperature

time (sample)

 (0 C
)

80 100 120 140 160 180 200 220
0

2

4

6
heaters

time (sample)

(k
W

)

80 100 120 140 160 180 200 220
-0.5

0

0.5

1
solar irradiance

time (sample)

(W
/m

2 )

80 100 120 140 160 180 200 220
0

5

10

15
ambient temperature

time (sample)

(0 C
)

 

Fig. 4. Experimental results 

Even if in the second simulation the performance is lower for both MPC solutions 
compared to the first simulation, the usage of the observer can be well justified as 
ΔΦnormal= 0.0057 and ΔΦobsever= 0.0009 and will be more meaningful in the case addi-
tional unknown disturbances affect the system. 

A validation experiment was conducted using the MPC developed in Matlab. Us-
ing the described MPC, and online measurements of the inside temperature, solar 
irradiance and ambient temperature the controlled variable (inside temperature) was 
tracking the prescribed trajectory, as seen in Fig. 4. 

Some additional errors and perturbations were observed: the inside temperature 
was considered as the average of the temperature inside the eight rooms the electrical 
heaters had different output powers and the system had a very simplified model. 
Another issue was the relatively hot and sunny weather which interfered with the 
experiment, the amount of energy from the exterior being enough to heat the house to 
the desired temperature and even to exceed it. 

The MPC developed in this paper can affect the controlled variable in a single way: 
it can only increase the inside temperature by increasing the output power of the hea-
ters and not to cool down the temperature since it does not use any air conditioning 
unit. This phenomenon is clear in the first part of the experiment, when the inside of 
the building is overheated by the weather during the day. 
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As it can be seen from fig. 4, at the end of the first day (sample 126 is 9 PM), the 
temperature inside the house is 26 degrees and the MPC can operate only during the 
night to track the prescribed values. 

The controller of this process can affect only one direction of the system, that is the 
MPC cab only increase the temperature by turning heaters on and cannot take any 
action in lowering it. The decrease in temperature must come naturally, and the MPC 
can only set all the heaters to off. 

6 Conclusions 

The controlled variable of the MPC presents offset free by using augmented state 
space model, considering an additional state for the two disturbances of the system, 
the solar irradiance and the ambient temperature. 

The influence of using an observer to estimate the unmeasured disturbances that af-
fect the process is reflected in the performance cost comparing the evolution of the 
system for the two cases: when using an observer and when the disturbance is not 
considered by the controller. 

The simulated MPC algorithm was validated through experiments using a 125 
square meter building and predicted and measured weather data.  

The MPC presented in this paper it is a “one sided control” since it can influence 
only the increase of the inside temperature, by the use of the electric heaters and not 
the cooling of the building. The cooling of the building comes as a natural factor, 
influence only by the disturbances.  
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Abstract. The paper refers to a double - bridge dc - dc power converter which 
behaves as a gyrator. The paper points out a simple method to control the power 
transfer from one port to the other of this gyrator, by modifying the delay  
between the switching bridges. This power transfer control is analyzed. 

Keywords: gyrator, dc-dc power converter, power transfer. 

1 Introduction 

The ideal gyrator was introduced in literature by B.D.H. Tellegen, to simplify the 
electrical circuits synthesis [1]. 

Although Tellegen considered the gyrator as a circuit element. Since the gyrator 
concept was introduced, a large development in the gyrator implementation direction 
has been produced, i.e. implementation of a circuit. 

Two gyrator categories are distinguished: the first use electronic devices and the 
second type is based on physical effects. 

The first built gyrator type was the Faraday effect based gyrator, used in micro-
waves applications [2]. The gyrator based on physical effects category includes the 
Hall effect based gyrator [3]. Because of his resistive character, this type of gyrators 
can work in a large frequency range, but their technical applications are limited, be-
cause of high losses and small values of current-tension conversion factor. 

The gyrator implementation solutions using electronical components have evolved 
step by step with the development of active semiconductor device technology. The 
development of semiconductor devices, the integrated circuits, simplified the gyrators 
construction, improving their performances. Nowadays the gyrators can be viewed to 
another scale, as circuit elements, fulfilling the Tellegen wish [4]. 

In power electronics are recently mentioned applications of gyrators [5]. For a 
large category of dc-dc converters, the mean values of the currents and voltages on a 
work cycle regarding to the two gyrator ports satisfy the specific relations of a gyrator 
[6], [7], [8]. Such a gyrator is the double bridge dc-dc power converter. It consist of 
two switching bridges, linked by a reciprocal two-port network. 

In this paper the two-port network parameter expressions are determined for this 
structure, according to delay between the switching bridges. The effect of the TD time 
delay between the switching bridges over the power transfer from one port to the 
other of this gyrator is analyzed. 
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2 The Ideal Gyrator 

The ideal gyrator as it was defined by Tellegen is an antireciprocal, resistive, linear 
and lossless two-port network, with the circuit symbol shown in Fig.1. 

 

Fig. 1. Circuit symbol for a gyrator 

The ideal gyrator converts the current at one port in to a voltage and reverse: 

 1 12 2

2 21 1

=
=

u R i
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 (1) 
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i G u
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Equations (1) and (1’) are the constitutive equations of the ideal gyrator. 
A property of the gyrator is that the sum of the powers at both ports is zero 

 1 1 2 2 0+ =u i u i , (2) 

the passive rule being assumed at both ports. That means the power supplied at one 
port will be fully recovered at the other port (the so - called POPI property – Power 
Output equals Power Input [9]). 

From (1), (1’) and (2) conditions result that the transfer resistances, respectively 
the transfer conductance of this circuit elements are equal and with opposite sign: 

12 21= −R R  respectively 12 21= −G G . 

3 Double Bridge DC-DC Power Converter 

In some applications the energy transfer control between two physical subsystems is 
necessary (for example two dc energy subsystems). This is possible using a reciprocal 
two-port network structure inserted between two switching bridges [6], [10], [11], 
according to the Fig.2. The power transfer from one port to the other is controlled by 
modifying the delay between the switching bridges. 
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Fig. 2. Schematics of the double bridge dc-dc converter 

Assuming that the switches (S11 – S14, respectively S21 –S24) are ideal, the both 
ports of the two-port network are fed with rectangular voltages with magnitude U1, 
respectively U2, delayed by TD (Fig.3). 

 

Fig. 3. The rectangular voltages to the ports of the reciprocal two-port network 

The analysis of this type of converter behavior as a gyrator is presented in [12], 
[13] and is based on the Fourier spectral decomposition of the rectangular voltage 
waveform, determining the ia a and ib currents expression depending on the two-port 
parameters. The i1 and i2 currents at the converter ports can be expressed in term of ia 
and ib, resulting the mean currents I1 and I2 integrating over a period T: 
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The parameters of the two-port network (terminals 11’, 22’) depend on the internal 
reciprocal two-port parameters, the switching frequency and the time delay between 
the switching bridges (TD). 

If the internal two-port is reciprocal ( ( ) ( )
12 21=k kG G , ( ) ( )

12 21=k kB B ) and lossless 

( ( ) ( )
11 22 0= =k kG G ), the converter parameter expressions are: 
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 22 0=G , (11) 

which means the converter is a ideal gyrator, for any value of TD, because 12 21= −G G . 

If the internal two-port is a RLC reciprocal two-port, for TD = T/4, the (4)-(7) expres-
sions becomes: 
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In this case the converter is a lossy gyrator. 

4 The Power Transfer Analysis 

Assuming that the internal two-port is reciprocal, symmetrical and lossless, the dc 
powers at the gyrator ports can be expressed as: 
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Fig. 4. The power transfer 
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The sign of the two powers depend on the sign of the transfer conductances, that is on 
time delay TD, that means the direction of power transfer can be easily controlled 
electronically by time delay TD. If TD (0, T/2) the power is transferred from the port 1 
to the port 2, and if TD (T/2, T) the power is transferred in the opposite direction. For 
TD = 0, TD = T/2 and TD = T the power at both ports are zero, is no power transfer 
between ports. 

If TD = T/4 then ( )
12 122

1,3,...

8 1

π

∞

=

= −  k

k

G B
k

 and 21 12= −G G . Also for TD = 3T/4 the 

G12 and G21 parameters changes its sign, so the power transfer direction is reversed. 
For this two cases the transferred power is maximum. 

From (16) we see that not only the power direction can be modified but its size as 
well. 

5 Simulation Results 

Considering a reciprocal, symmetrical and lossless internal two-port network (Fig. 5), 
the simulation results for power transfer are presented below. At the both ports of the 
gyrator the voltages are U1 = U2 = 4V, and the period is T = 10ms. 

 

Fig. 5. The internal two-port network 
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Fig. 6. The maximum power transfer from the port 1 to the port 2 

 

Fig. 7. The maximum power transfer from the port 2 to the port 1 

 

Fig. 8. No power transfer between ports for TD = 0 

If TD (0, T/2) the power is transferred from the port 1 to the port 2. The maximum 
power transfer occurs when the time delay between the switching bridges is TD = T/4 
= 2.5 ms (Fig. 6). 

If TD (T/2, T) the power is transferred from the port 2 to the port 1. In this case the 
maximum power transfer occurs when TD = 3T/4 = 7.5 ms (Fig. 7). 

Is no power transfer between the ports if TD = 0, TD = T/2 and TD = T, the power at 
both ports are zero (Fig.8, Fig.9, Fig. 10 respectively). 
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Fig. 9. No power transfer between ports for TD = T/2 

 

Fig. 10. No power transfer between ports for TD = T 

For the last two cases (TD = T/2 and TD = T) as we see in Fig. 9 and Fig.10 the 
powers at both ports of the gyrator are zero over a period T. 

We can see that the optimization of the power transfer control between the ports is 
realized, by modifying the gyration conductance, through switching time delay TD 
(properly chosen) between the bridges of a commutation–operated double–bridge DC-
DC converter. 
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Abstract. This paper proposes for an optimal functioning of an electro 
energetically wind system an original method. A mathematical model is used 
for analyzing energy characteristics of the electric power generation system. 
The system is composed from a synchronous generator with permanent magnet 
excitation from the wind turbine, a synchronous generator with permanent 
magnets (WT+PMSG), an active rectifier and inverter with PΩM, an electric 
accumulator and a super capacitor. 

This paper is trying to solve fundamental problems of the WT measuring the 
wind speed, on given time intervals. Problems are related to the determination 
of the generator speed in the way that the captivated energy to be maximal. To 
reach this, a correlation between the load of the generator and the variation of 
kinetic energy of the moving rotation masses need to be made; fluctuations of 
the power given in the standard national network need to be smoothed; 
algorithms are needed to control the active rectifier, inverter and DC+DC for a 
variable speed wind turbine; analytical relations are needed for a constant 
generation of voltage and power in the system; fluctuations need to be loaded in 
the electric accumulator (EA) and super capacitor (SC).  

Recommendations are given for choosing control algorithms and structural 
circuits for a wind power system at a variable speed of the wind turbine (WT). 

Keywords: wind turbine, mathematical model, variable power on the turbine, 
electric accumulators, constant power in the system, super capacitors, power 
control. 

1 Introduction  

Most of the papers [16-21] analyze the evaluation of the power variations in time. 
Developing an automatic controller for the wind system is a very complex job 
because the fluctuations of the wind speed are unpredictable in time [1, 4, 7], 
maximum and minimum values for the wind speed are significant and controller 
needs to be able to handle this variations [2, 3], to acquire maximum wind energy.  
A technical and economical effort is imposed [5, 6]. 
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From the energy point of view it is impossible to function in the optimal zone 
because momentum of inertia is large [8, 9], and this makes the speed of the group 
WT+PMSG to be unable to follow the optimal prescribed values (maximum power 
points). To function at the maximum power points is necessary that the wind speed to 
have slow variations in time and the equivalent momentum of inertia to have a low 
value. 

Wind installations with a power larger than 1 MW cannot realize the above 
conditions because the wind is varying significantly in time [10, 15]. 

When the generator PMSG is connected to the national energy network (with given 
frequency and voltage) power oscillations can cause instability for the electro 
energetic system [11, 13]. Tuning the regulators for this system is different than the 
classical industrial applications [12, 14] (control for movements, power, etc.), because 
the wind speed has an unpredictable variation in time and so the constants of the 
regulator must be adapted to the new meteorological conditions (variation of the wind 
speed in time).  

Considering the above facts, appears the problem of finding the value for the wind 
speed to obtain a maximum electrical energy from the system (WT+PMSG) on a long 
time interval (days, hours) until the wind speed decreases under the functional 
working speed of 3m/s. 

Acquiring the maximum wind energy makes the wind turbine to work optimal and 
to give maximum energy.  

2 Mathematical Models for the Turbine and Generator  

This chapter proposes mathematical models used later in calculations for the turbine 
and generator. 

2.1 Mathematical Model for the Wind Turbine (WT) 

An original model for the wind turbine that allows estimation for the reference speed 
ωref was considered. Components of the generator load are calculated with the value 
of ωref (one given by the wind, and one given by the kinetic energy variations). 

Horizontal axis wind turbines (HAWT) are most popular and most preferred. The 
maximum power these turbines can develop depends of the cubed wind speed (V) (1) 

 ·                          (1) 

Where ω is angular speed on the wind turbine axis, ρ is air density, A is circle surface 
described by the blades of the WT and ΩWT is couple of WT. 

Every wind system which produces electrical energy has the driving strategy to 
assume functioning in the points PK, appropriate to the maximum power. 

Maximum power P that a wind turbine can develop at the speed V depends 
approximately square of the rotor angular speed ω, like in the Fig. 1. 
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Fig. 1. Set of maximum turbine power curves related with generator speed for different wind 
velocities  

Ideal maximum points P1, P2, P3 are corresponding to the wind speeds V1, V2 and 
V3, respectively rotor angular speeds ω1

*, ω2
* and ω3

*. Real functioning points are in 
the stable zone R1, R2, R3. 

Keeping in mind a linear mechanical characteristic, in the zone  where the  wind 
turbine is functioning ,the dependence of the couple to the speed of wind can be 
written in the equation (2):  

                     (2) 

Coefficients that depends of the turbine geometry are extracted from the turbine 
datasheet and they are marked a, b, c, d  (Fig. 2). 

 

Fig. 2. Turbine characteristic given in the turbine datasheet   
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Experimentally obtained mechanical characteristics of the wind turbine WT [16-
21] and determination of the wind turbine coefficients a, b, c, d can be seen in Fig. 3. 

 

Fig. 3. Representation of the coefficients on the mechanical characteristic of the wind turbine  

Writing the relation (2) for two wind speeds V1= 5 m/s and V2= 4 m/s in four 
functioning points A1(2,28), A2(9,0) for V1 = 5 m/s and B1(1,21), B2(7,0) for V1 = 4 
m/s results the equation (3) and so results the wind turbine mechanical characteristic 
(4)  28 · 5 2 50 · 5 9 521 · 45 1 428 · 4 7 4

1.5268  0.59841     2.2430     1.7247                                         (3) 

 1.5268 . · 2.243 .                                (4) 

Verifying this characteristic for the wind speed V= 3 m/s in the points C1(1,11), 
C2(5,0) for point C1(1,11) is obtained (5) and for point C2(5,0) is obtained (6). 

 1.5268 . · 3 . · 1 2.243 · 3 .  11.0972 (raported  11  )          (5) 
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1.5268 . · 3 . · 5 2.243 · 3 .  0.18618 (raported  0 )                       (6) 
 

At large wind speeds only a small difference is observed and this guarantees the usage 
of the following base equation (4) for the mechanical characteristic. 

Equation (8) presents a simplified form for the mechanical characteristic equation (4). 1.5 . · 3 . · 1 2.25 · 3 .                    (7) 

At a transmission ratio of 314/20 reduction of the couple ΩWT at the axis of the 
generator, is done by transformation ωWT  20/314. ΩWT at the axis of the generator 
must be multiplied by 20/314.Expression (8) gives the couple developed by WT at 
generator axis. ( 9.5541 · 10 · . · 2.25 · . ) ·                    (8) 

Determination of maximum power point  
Maximum power point (11) is obtained from the differentiate (9), (10). This 

confirms that the maximum power depends to the cube of speed. ( ) 2 0                                                     (9) 
 · .

                 (10) · 0.84                      (11) 
 

The original mathematical model of the wind turbine (WT) [22] allows the 
determination of the optimal functioning speed to ensure a maximum acquired 
energy. 

2.2 Mathematical Model of the Synchronous Generator (SG) 

In dynamic regime SG with excitation in direct current (DC) is characterized in the 
orthogonal model by the equations (12):  √3√3  

0 0
          (12) 
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Parameters for the generator used in (12) are: RE - resistance of the excitation coil; RD 
- resistance of damping coil from d axis; RQ -  resistance of damping coil from q axis; 
LD - inductance of  damping coil from d axis ;MED -  mutual inductance between 
excitation coil and D coil ;MD - mutual inductance between d(stator) coil and D; LQ - 
inductance of amortization coil on the q axis; MQ - mutual inductance between stator 
inductance q and Q winding;R1 -  resistance of stator coil; Ld – inductance of stator 
coil on the d axis; Lq - inductance of stator coil on q axis; MED - mutual inductance 
between excitation coil and d coil; Le -   inductance of excitation coil. 

Synchronous generator with permanent magnets (PMSG) is characterized in the 
orthogonal model [22] by the equations (13) where ψMP is permanent magnet flux.  √3√3  ψ00

ψ  
               (13) 

                  
Because of large inertia moments processes are slow. In the current applications of 
wind systems are used simplified orthogonal models (Fig. 4).  

 

Fig. 4. Simplified orthogonal model of a synchronous generator with permanent magnets 
(PMSG)    
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PMSG is using in stationary regime an algebraic system defined by the couple 
MPMSG (14): √3√3 ψ ψ

                        (14)                               

3 Controlling the System (WT + PMSG) 

Optimal control of a wind system assumes acquiring maximum wind energy even if 
the wind has large variations in time. This imposes control of the speed and couple at 
the turbine and adapting the generator load to the wind speed. 

Electric generator must get maximum wind energy available in the sampled time 
interval ∆t and energy difference for the kinetic rotation masses.  

The connection between the wind turbine (WT), generator (PMSG), converter 
(R1), converter (I1) , controller ( CONTROL) , anemometer (AN) and storage block 
(EA,SC) are presented in Fig. 5. 

 

Fig. 5. Control block diagram for the system  

Maximum wind energy available, at the wind speed V(t) on the time interval ∆t is 
extracted from imposed speed Ωref, and variations of kinetic energy from the 
increasing (decreasing)of the additional load of the electric generator . 

Wind system is functioning optimal at its energetically maximum, wind turbine 
WT is receiving a maximum possible energy on a given time interval, in terms of 
days.  

Driving at maximum power without controlling the wind speed is useless because 
maximum energy cannot be obtained even if in short time intervals the electric power 
is maxim, because the supplementary energy is obtained from variation of kinetic 
energy from moving rotation masses.  
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Mechanical inertia moments’ being high, specific angular speed does not follow 
the optimal value of the wind speed, which is modified often, and unpredictable.  

To obtain a maximum power, large suddenly charging is disturbing significantly 
system stability by imposing power fluctuations between the turbine and the electric 
consumer system (electric accumulators (EA) or a standard power network). 

The couple expression that the wind turbine (WT) develops reduced to the axis of 
the generator is introduced in (8):  

3.1 Calculation of Speed / Reference Speed ωref  

Reference speed ωref  has a large importance because it allows an optimal driving of 
the system(WT+PMSG), although is extracting the maximum mechanical energy at a 
variable wind speed. 

By maximizing the mechanical energy Ωm on a period of time T, ωref is determinate 
and from the variation of the wind speed results (14). Considering that ωref on the time 
interval t= [0T], at  dΩm / dω = 0 results (18). 

                                                                            (15) 

 9.5541 · 10 · ( ) . 2.25 · ( ) . ·      (16)  9.5541 · 10 · ( ) .    · 2.25 · ( ) .    (17) 

 2.25( ) . 203142 9.5541 · 10 · ( ) . 20314                                                (18) 

        
Functioning at optimal angular speed (ω) is realized by estimating the wind speed 
with an anemometer  (AN) and calculating ωref. 

The prescribed angular ωref is ensured with the controller, but tuning this regulator 
is a problem because the wind speed is unpredictable in time and for this reason the 
load estimation at PMSG is preferred for calculation of ωref and kinetic energy 
variations of rotation moving masses on the time interval T (example T=600 s), 
interval in which the load R1 is calculated as in (19). 1.6 · 0.080.01      120 ·1.3                                                              (19) 

 
The system (WT+PMSG) is functioning optimally with this load resistance R, getting 
a maximum wind energy on a time interval T=600 s and gives the power in (20).    ·                       (20) 
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Power PWT is modifying after a time T in function of the evolution of the wind 
speed in time. 

In the case where mean value of the wind speed is increasing on the time interval 
T, the power given into network P (represented in Fig.5) is maintained to the initial 
value of the PWT.  

Until the wind speed decreases, until P3 = ct the excess power (21) is sent to the 
storage block composed of electric accumulator (EA) and super capacitor (SC) (Fig. 
6). After this WT will get energy from the storage block and will be send it into 
network for compensation. ∆ ( ) ( 0)                                 (21) 

 

Fig. 6. Electric accumulator and super capacitor block  

3.2 Deduction of Related Load from Difference of the Kinetic Energy  

At the moment t, optimum function is reached at ω = ωref , but ωreal is different  from  
ωref and so the generator should be charged/discharged with the difference of kinetic 
energy (22): 12                                                    (22) 

Angular speed ωREAL is known by direct measurement or by solving the equation of 
movement.  
 

3
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This difference of energy will be found in the supplementary energy stored in the 
electric accumulator EA. This is equivalent with increasing or decreasing mechanical 
power entered in PMSG with quantity ∆ΩG (23). ∆ ∆ · · 600                                                (23) 

The excess of couple ∆ΩG (24) results from the equality of both energy  

                      ∆ ∆ .              0.5   ) ·  · 600                               (24)  
On the time interval T=600 the mean couple of the wind turbine ΩWTis (25).  

 1600 9.5541 · 10 · (8.5 1.5 (0.001 ) 87000(0.3 ) .  ·2.25 8.5 1.5 sin(0.001 )  87000(0.3 ) .  20314                                                                    (25) 

Equivalent couple of the turbine decreased with ∆MG (24) is equal with the generator
and results the algebraic system (25) from witch the load of the generator PMSG 

Rref  and Iref is obtained.     ∆                                   (26) 

4 Simulations for Wind Speeds Variable in Time   

The behavior of the system (WT+PMSG), at variable wind speeds is analyzed with 
mathematical models for the speed of the turbine generator and with  an electronic 
power block . 

From the energetic point of view, optimal functioning is ensured by estimating the 
load based on RPM/reference speed (ωref) and the variations of kinetic energy of 
moving rotation masses.  

In the time interval T = 600s at load resistance calculated from ωref (which is based 
on the wind speed) at variations of kinetic energy the power variation in time is 
obtained like in the Fig. 7.  

For the power P3, given in the network is considering the smallest value P3=603.5 
W. Power that is grater that this value will be stored in the accumulator block, in the 
period in which the wind speed is high and will be given in the network in the period 
when the wind speed decreases. 

Controlling the system (WT+PMSG) ensure functioning at a maximum received 
wind energy for wind speeds variable in time, although the turbine power is following 
wind speed variations, the given power in the network is constant because power 
fluctuations are directed to the storage block (EA+SC).  

GM
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Fig. 7. Wind turbine power variation  

Regulation method is based on continuous wind speed variation in time and 
establishing the load at generator in function at this value of the speed.  

Power tops are sent in the battery (EA) and in the super capacitor (SC) by 
smoothing the available power curve at PWT, so in the energetic system the given 
power is constant.  

For a wind sped of the form (27) the mean value V mean has the expression (28). 
Variations in time are presented in Fig. 8.   

 

Fig. 8. Wind speed variation 
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( ) 8.5 1.5 (0.001 ) (6 )               (27) 

8.5 1.5 sin(0.001 )                  (28) 
Received power from the WT depends of the wind speed cube. K is a constant 
specific to the used WT  · (8.5 1.5 sin(0.001 ) sin(6 ))              (29) 

Mean power on a time interval t=7000 s (about 2 h), has the value(30). 

  · ·                                                            (30) 

     · 8.5 1.5 sin(0.001 ) sin (6 )   ·587.46                           (31) 

In the zone AB from Fig. 7, received turbine (WT) power is larger than the mean 
value and so it will be stored in the EA and SC, and in the zone of BC the process will 
be reversed. 

 

Fig. 9. Power received from the turbine  
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Fig. 10. Mean power value of TV  

Statements from above are valid just on an ideal case (mechanical systems with 
small momentum of inertia). In reality at large inertia moments a functionality in the 
maximum power points [5,7,9] cannot be assured.  

Wind system (WT+PMSG) control method presented below, original and efficient, 
solve in a realistic mode the optimal functioning at its energetically maximum. 

Power received by the WT, at ω =162.41 rad/s = ct, on a time period T=600s, have 
the value from relation (32). · ( 9.5541 · 10 · ( ) . · 2.25( ) . ) · 20314 ·  

 9.5541 · 10 8.5 1.5 sin(0.001 ) sin(6 )) . ·162.41 2.25(8.5 1.5 sin(0.001 ) sin(6 )) . · · 162.41        (32) 

 

Fig. 11. Evolution of the angular wind speed ω 
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Generator (PSMG) at load resistance R=70.507 Ω is getting the power PPMSG = 
603.5W (33) and with the evolution in time of the angular wind speed ω the equation 
of movement is obtained (34). 

 · 845 5( ) 8 4.0 625.0( ) 2000 1600(1250( ) 4000 3200 7 ) · 845 · 162.41(5 · (70.507) 8) 

 4.0(162.41) 625.0(70.507) 2000 · 70.507 1600(1250(70.507) 4000 · 70.507 3200 7 · (162.41) ) · 162.41 603.5  

                   (33)  845(5 · ) 8 ·. . ( )( ( ) ) (9.55 · 10 · ( ) . ·2.25  · ( ) . ) · 50   (0)                      (34) 

 

Generator (PSMG) at load resistance R=70.507Ω and    8.5 1.5 sin(0.001 ) sin (6 ) , results from (32), (33), (34) 

 845(70.507) 8 ·  . . ( . ) · .( ( . ) · . ) 9.55 · 10 ·  8.5 1.5 sin(0.001 ) sin(6 )) . ·2.25(8.5 1.5 sin(0.001 )sin(6 )) . · 50   (0) 162.41 

            (35) 

 1.6 · 0.080.01       1.6  · 0.07  162.411.33.7159
                                            (36) 

  : 70.507162.41 /                                                 (37) 

Calculation of angular speed and load resistance was done with the algorithm from 
Fig. 12.  
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Fig. 12. Calculation algorithm for angular speed and load resistance 
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Fig. 13. Variation of ω and ω ref  

 

Fig. 14. Variation of resistance 
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Fig. 15. Variation of current 

In Fig. 13, Fig. 14 and Fig. 15 are presented representation for the variations of the 
angular speed ω in time, load resistance R and intermediary current circuit obtained 
by calculations . 

The evolution in time of system (WT+PMSG) is done by solving the equation of 
movement.   

Load resistance was calculated with consideration of reference elements ωref  and 
kinetic energy variations in steps of 600s, values that are calculated by measuring 
wind speed in time with an anemometer (AN). 

Driving the system (WT+PMSG) does not impose usage of regulators, just 
measuring the wind speed in time. As can be seen in the next given simulations 
functioning is stable, without overrides and electrical energy that is obtained on a long 
time interval (hours, days) is maximum. 

From Fig. 16 results that angular speed ωreal of the generator is following the 
reference angular speed ωref, calculated from wind speed measured in time  

On time interval where from kinetic energy calculations ωref > ωreal, variations are 
get to the equality on all speeds (RPM) from the calculated generator load, from the 
turbine power and from the kinetic energy variations. 

By measuring the wind speed and bringing the generator speed in the optimal zone 
from energetically point of view, the stability in time of the driven system is ensured 
even in the conditions where wind speed variations are significant.  
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Fig. 16. Variation of w and w ref 

5 Conclusions  

Driving the system (WT+PMSG) ensure functioning at maximum wind energy that is 
variable in time. Although the power of the turbine is following the variations of the 
wind speed, the power given in the network is constant because the power variations 
are taken by the storage block (EA+SC). 

Regulation method is based on continuous measurement of wind speed in time and 
establishing the load at the generator in function of this speed. System stability was 
demonstrated by numerical simulations of fundamental elements: angular speed, load 
current and power. 

In this paper fundamental problems of driving wind systems where improved. 
Optimal speed for generator was calculated to ensure maximum energy generation 
from the system. Stability of the generator load is based on driving the wind speed 
and variations of kinetic energy. Powering the network on long time intervals, at a 
constant power and the excess power variations into storage block (EA+SC) is 
possible.  
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Abstract. This paper is related to the problem of low computational resources 
available on actual processing modules used in the nodes of wireless sensor 
networks, in the context of continuously increasing complexity of optimization 
algorithms, communication protocols and implemented services. The increase 
in complexity is driven by the efforts to conserve the energy and to enhance the 
network throughput but it is also caused by the evolution of these technologies 
toward the integration into the Internet of Things. The results obtained give an 
overview on the computational resources (computing time and memory size) 
necessary to perform the usual arithmetic operations using different 
representations of the operands on multiple platforms. These results are aimed 
to support the optimal selection of WSN platforms relatively to the 
computational effort required by specific application as well as the adaptation 
of the operations performed and of the related operands to a specified platform. 

Keywords: WSN, computational effort, computational resources. 

1 Introduction 

The main characteristics of a node in wireless sensor networks (WSN) are data 
acquisition, its primary processing, storing and cooperatively sending the results 
through the network to a data collection center. The data acquisition is generally 
performed using sensors which will collect the information about a specific physical 
phenomena through digital or analog signals. These signals are used by the processing 
module (usually a low power, low cost microcontroller) to store the information in 
memory and to transmit it in a required format to be used by upper application layers. 
Communication is done via a transceiver circuit that can be independent or integrated 
with the processing module on the same system-on-chip (eg. ATmega128 RFAx [1] 
on WiSMote mini motes [2] and MC13224V [3] in case of Redbee nodes [4]). A brief 
description of hardware architectures and related software platforms for eight wireless 
sensors is performed in [5]. 

First applications based on wireless sensor networks were focused on monitoring 
of a specific natural or technological system, detecting certain events and reporting 
them to the upper application layers. There was a low computational effort required 
for adaptation of the data resolutions and creating the communication messages.  
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To overcome the limitations of this approach in terms of energy efficiency, intensive 
research has been performed in this area to conserve the energy through duty cycling 
algorithms for data acquisition, data aggregation, advanced network topologies and 
communication protocols. On the other hand, the development of Internet 
technologies and development of Internet enabled electronic devices (mobile phones, 
appliances, etc.), evolves toward a greater integration and accessibility of web 
applications and services through concepts like Web 2.0 and Internet of Things (IoT), 
trends in which an important role is played by WSN networks [6]. Thus, 
implementation of more complex algorithms and integration of advanced network 
protocols and services require additional memory resources and processing power, 
increasing the impact of limited computational resources in the area of wireless sensor 
networks. The case study presented in [7] can be taken as an example of the memory 
resources available in the nodes of these networks. The integration of a framework 
allowing simple request/response interactions of the WSN with other standard 
networks through Web services, requires more than 60 % from ROM memory for the 
operating system core, medium access protocols, data acquisition code, Web services 
and “6LoWPAN” protocol suite [8]. In this case, less than 40 % is available for 
energy optimization algorithms, application services and implementation of more 
complex interactions. 

This paper is related to the problem of low computational resources available on 
actual processing modules used in the nodes of sensor networks. Its purpose is to 
determine the computational resources (computing time and memory size) necessary 
to perform the usual arithmetic operations using different representations of the 
operands on multiple platforms. The obtained results are aimed to support the optimal 
selection of WSN platforms relatively to a specific application and the adaptation to 
the used platform of the operations performed and of the related operands. 

In the following section, an overview of the actual representative WSN motes is 
presented, highlighting the properties of their processing units in terms of processing 
power and memory capacity. The third section describes the methodology used for 
determination of the required resources for all the sensor families that were analyzed 
in this paper while the fourth sections provides the results obtained.The last section 
concludes this paper. 

2 Processing Modules in Wireless Sensors 

There are various technologies used for the processing module, with simple 
microcontrollers or systems-on-chip based on RISC or CISC architectures and even 
combinations of microcontrollers with FPGA modules like on the Cookies platforms 
[9]. An overview of the processing and communication modules used in the popular 
wireless sensors is given in Table 1.  

The predominant use of microcontrollers belonging to the same families can be 
observed in Table 1, differences between the microcontrollers within a family being 
determined by the size of memory elements, the types of some peripherals, the 
frequency of synchronization signal and by the processing power (MIPS / MHz) 
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Table 1. Processing and communication modules on several wireless sensors (SoC is used for 
system-on-chip) 

WSN mote Microcontroller Architecture Radio 
Iris mote ATmega 1281 8 bits, Harvard, RISC IEEE802.15.4 

Wasp 
 mote 

ATmega 1281 8 bits, Harvard, RISC IEEE802.15.4 

BTnode ATmega 128L 8 bits, Harvard, RISC 
IEEE802.15.1 
IEEE802.15.4 

MICAz ATmega 128L 8 bits, Harvard, RISC IEEE802.15.4 

WisMoteMini ATmega128 RFAx
8 bits, Harvard, RISC, 

SoC 
IEEE802.15.4 

GWnode PIC18LF8722 8 bits, Harvard, RISC 173 MHz 
Rene ATmega8535 8 bits, Harvard, RISC 916 MHz 

AVRraven ATmega1284p 8 bits, Harvard, RISC IEEE802.15.4 

Mulle 
Renesas 

M16C 62P 
16 bits, vonNeumann, CISC

IEEE802.15.1 
IEEE802.15.4 

EPIC mote MSP430 16 bits, vonNeumann, RISC IEEE802.15.4 
Kmote MSP430 16 bits, vonNeumann, RISC IEEE802.15.4 
TelosB MSP430 16 bits, vonNeumann, RISC IEEE802.15.4 

Eyes IFXv2 MSP430F16x 16 bits, vonNeumann, RISC 868 MHz 
shimmer MSP430F1611 16 bits, vonNeumann, RISC IEEE802.15.4 
BEAN MSP430F169 16 bits, vonNeumann, RISC 300-1000 MHz 

WisMote MSP430F5437 16 bits, vonNeumann, RISC IEEE802.15.4 

Redbee MC13224V 
32 bits, arm7 (Harvard), 

RISC, SoC 
IEEE802.15.4 

Egs ARM Cortex M3 
32 bits, arm7 (Harvard), 

RISC 
IEEE802.15.1 

Lotus ARM Cortex M3 
32 bits, arm7 (Harvard), 

RISC 
IEEE802.15.4 

IMote 2.0 
Marvell  
PXA271 

32 bits, arm5 (Harvard), 
RISC 

IEEE802.15.4 

 
The radio interfaces belong to IEEE 802.15 standards defined for wireless personal 

networks (WPANs), and are oriented to omni-directional communication using small 
circuits with low power consumption. These radio modules are considered to have the 
greatest impact on the energy consumption of wireless sensors. The IEEE 802.15.1 
WPAN standard (Bluetooth) is designed for average transfer rates and allows 
transmission of the voice signal, while WPAN IEEE 802.15.4 (Zigbee) is focused on 
low power consumption but has lower transfer rates. 

The processing power of the microcontrollers is determined by the number of 
operations executed in a time unit and a usual metric is MIPS (million instructions per 
second). A significant improvement of the processing performance can be obtain 
when using a higher frequency for the clock signal, but it has a negative impact on the 
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energy conservation as the CPU power consumption is directly proportional to this 
frequency (P ≈ C V2 f).  

For a better comparison of processing resources of wireless sensors, several 
elements should be considered. An overview of the data size (bits), clock frequency 
(MHz) and processing power (MIPS) for the microcontrollers enumerated in Table 1 
is presented in Fig. 1. 

 

Fig. 1. Properties of the processing modules used in wireless sensors. 

Although, according to the values in Fig. 1, the superiority of 32 bits architectures 
is evident, in terms of the compromise between price, power consumption and 
processing power, the analyzed 8 and 16 bits architectures offer a better approach. 

The storage resources of the analyzed wireless nodes are depicted in Fig. 2, which 
provides a comparison of the used microcontrollers from the size of internal RAM 
and internal Flash memory point of view.  

It can be observed that RAM memory, used in general for the storage of variables 
and stack, is much less than the code memory (from 3 to 20 %) but there are two 
exceptions related to Xscale (PXA271) and MC13224V platforms. 

In case of the PXA271 microcontroller [10], a different scale of magnitude is used 
to represent the memory capacity, this microcontroller being designed for more 
complex applications which emphasis processing of large data flows. It is not 
equipped with a classic ADC module, but integrates a sound processing controller. It 
has a relatively high power consumption compared to the other microcontrollers used 
in wireless nodes. 

The Freescale system-on-chip MC13224V [3] appears to contain a reasonable 
storage space, but there are some issues about the size of internal RAM and Flash 
memory type. Being equipped with a serial Flash memory, the code can not be 
executed directly from this memory and during the start-up phase it must be copied  
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Fig. 2. Storage resources in wireless sensors. 

into the RAM memory to be executed. By using a smaller RAM size than the Flash 
memory size, allocation problems may arise in the case of applications requiring a 
considerable program code. This shortcoming is partially substituted by the presence 
of another type of internal ROM memory, which is able to store executable code 
directly, but it was designed to contain the stack of communication protocols. 

3 Methodology 

In order to analyze the possibility of implementing application specific services and 
mathematical models, communication protocols and network monitoring strategies on 
WSN nodes, it is necessary to know the amount of resources (code and data) involved 
by the related operations. Thus, the following sections will present the resources 
required on four wireless sensor families for operations like comparison, addition, 
multiplication, division and exponentiation, using integer operands represented on 8, 
16, 32 and 64-bits or simple precision, floating point operands. 

For implementation we have used the Tiny OS environment [11] (GNU C cross 
compiler) with the default optimization. The code used to determine the necessary 
resources on four different platforms (see Table 2) is structured in three files, and can 
be summarized by the expression: a = b operator c. 

 



242 G. Gîrban and M. Popa 

Table 2. Wireless sensors platforms 

Atmega12xx MSP430xx PIC18LF8722 
Renesas 

M16C62P 
Marvell 

PXA271 

MICA2 
Epic 

Gwnode Mulle Imote2 

Eyesifx 

MICA2dot 
Eyesifxv1 
Eyesifxv2 
Shimmer 

MICAz 
Shimmer2 

Telos 
Telosa 

Iris 
Telosb 
Tmote 

 
The goal is to identify the resources required by the compiler and related library 

functions to execute the operator and to store the results. For determination of the 
relative resources, we have duplicated the operations to be performed and compared 
the size of generated code with the one obtained for previous expressions a = b 
operator c and a2 = b2 operator c2. To implement the exponentiation operation, the 
pow function has been used for Atmega12x family and the powf function for the other 
families, both functions using floating point operands and therefore implicit 
conversions when passing the integer parameters or when assigning integer results. 

Results were obtained by compiling the code described below, taking into account 
all the combinations operation - operands for the 16 nodes enumerated in Table 2. 
The data obtained relatively to the nodes that are based on microcontrollers from the 
same family are identical. 

The content of the three files is specified below using nesC terminology [12]: 
 

1. configs.h: 

 1:#ifndef CONFIGS_H 
 2:# define CONFIGS_H 
 3:  
 4:# ifdef T_U8 
 5:# define DATA_T uint8_t 
 6:# elif T_U16 
 7:# define DATA_T uint16_t 
 8:# elif T_u32 
 9:# define DATA_T uint32_t 
10:# elif T_64 
11:# define DATA_T uint64_t 
12:# else 
13:# define DATA_T float 
14:# endif 
 
 
 

15:  
16:# ifdef OP_ADD 
17:#  define OP(a,b) a+b 
18:# elif OP_MUL 
19:#  define OP(a,b) a*b 
20:# elif OP_DIV 
21:#  define OP(a,b) a/b 
22:# else 
23:#  ifndef 
    _H_atmega128hardware_H 
24:# define OP(a,b) powf(a,b) 
25:# else 
26:# define OP(a,b) pow(a,b) 
27:# endif 
28:# endif 
29:#endif //CONFIGS_H 
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2. AppC.nc: 

1:configuration AppC{ 
2:  
3:} 
 
 
 
 
 

3. ComponentC.nc: 

 1:#include <math.h> 
 2:#include <configs.h> 
 3: 
 4:module ComponentC 
 5: {uses interface Boot;} 
 6:implementation{ 
 7:#ifndef REF_SW 
 8: DATA_T a,b,c; 
 9:#endif 
10:#ifdef CMP_SW 
11: DATA_T a2,b2,c2; 
 

4: 
5:implementation{  
6: components 
   ComponentC,MainC; 
7: ComponentC.Boot- 
   >MainC.Boot; 
8:} 
  
 
 
12:#endif 
13:  
14:event void Boot.booted() 
15:{ 
16: //entry point 
17:# ifndef REF_SW 
18:   c=OP(a,b); 
19:# endif 
20:# ifdef CMP_SW 
21:   c2=OP(a2,b2); 
22:# endif 
23: } 
24:} 

4 Obtained Results 

4.1 The Atmega128x Platform 

The microcontrollers from Atmega12x family have an 8 bits architecture 
characterized by a reduced set of instructions with no direct support for division 
operations and floating-point operands. This is reflected by the additional number of 
bytes required by the related operations (Fig. 3 and Fig. 4). 

The size of the code that implements the 64 bits division operation is 
approximately 3 % of program memory and a percentage of approximately 1.5 to 
2.3% of the resources is needed to implement the exponentiation operation. The size 
of generated code in Fig. 3 is indirectly providing information about the execution 
time, thus it can be observed that operations using floating point and 64 bits integer 
operands require more memory resources (from 10 to more than 100 times) and 
therefore more time to be executed. It can be concluded that these operands and the 
exponentiation function as well, must be avoided on wireless sensors based on 
microcontrollers from Atmega12x family.  

4.2 The PIC18LF8722 Platform 

This platform has many similarities with Atmega12x in terms of available resources, 
the RAM and ROM memories have a comparable size, the multiply instruction is 
available in the instructions set while there is a lack of division instructions. 
Therefore, the differences which may occur in the generated code are mainly caused 
by the used compilers. 
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Fig. 3. Memory resources required by operations and related operands on Atmga12x based 
motes 

 

Fig. 4. Additional memory resources required by each new operation on Atmga12x based 
motes 

4.3 The MSP430x Platform 

MSP430x platform architecture is based on a 16 bits reduced instruction set and, 
unlike the Atmega12x microcontrollers, the multiply instructions is not available. The 
memory resources required to implement the usual arithmetic operations are 
described in Fig. 5 and Fig. 6. 
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Fig. 5. Memory resources required by several operations and related operands on MSP430x 
based motes 

 

Fig. 6. Additional memory resources required by each new operation on MSP430x based motes 

A significant impact on program memory is related to the exponentiation 
operation, as it is ranging from 3 % on MSP430F5437 to 16 % of the total memory 
resources for MSP430F16x variants. Also, the functions associated to the floating 
point operations induce a consumption of about 2 % of Flash memory for 
MSP430F16x. 

Unlike the Atmega12x microcontrollers, the use of 64 bits operands on this 
platform requires less than 5 times the code size needed when the same operations are 
using operands represented on bytes. As a comparison, when dividing 64 bits 
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operands using Atmega12x microcontrollers, the generated code requires 20 times 
more ROM memory than on MSP430x microcontrollers. 

The use of floating point operands and implicit of the exponentiation function must 
be also avoided.  

4.4 The Renesas M16C62P Platform 

Although this platform, unlike the afore mentioned, is based on a 16 bits complex 
instruction set architecture with multiple operations available at hardware level (as of 
addition, subtraction, multiplication and division),  there are significantly more 
memory resources necessary to implement the expressions taken as reference in this 
section. The code generated for the division and exponentiation function using 32 or 
64 bits operands involves approximately 1.5 % of the available RAM memory 
(equivalent with 13 % of available RAM on Atmega128x platform). In terms of the 
required ROM memory, the floating point operations need about 9 % of the internal 
Flash (which is more than 25 % of internal Flash available on Atmega128x 
platforms). Also the division operations using 64 bits operands involve approximately 
2 % of internal ROM memory capacity. The complete data are provided in Fig. 7 and 
Fig. 8. 

Additional restrictions, besides avoiding floating point and 64 bits operands, 
should be considered on this platform when dividing using 32 bits operands.  

 

Fig. 7. Memory resources required by several operations and related operands on Renesas 
M16C62P based motes 
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Fig. 8. Additional memory resources required by each new operation on M16C62P based motes 

4.5 The PXA271 Platform 

The instruction set of PXA271 microcontrollers is compatible with ARMv5 TE, but it 
lacks the floating point instructions. Thus, even if the resources available are 
incomparable with previous architectures, when considering the size of code 
generated for the proposed operations, it might be considered comparable.  

The maximum resources in case of PXA271 platform, is required by the 
exponentiation operations (0.05 % of internal Flash), all the values obtained being 
described in Fig. 9. 

The floating point operands and operations requiring them (exponentiation) must 
be avoided while some restrictions may be considered for dividing with 64 bits 
operands. 

 

Fig. 9. Memory resources required by several operations and related operands on PXA271 
based motes 
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5 Conclusions 

Through this paper are presented the code and data resources required by the common 
operations (arithmetic, relational and storage) on actual wireless sensor nodes. 

As expected, due the missing support for floating point operations on the hardware 
level, these type of operands and related operations must be avoided in sensor 
networks. Although WSN networks are generally designed to process information 
from natural and technological systems, information that is more accurately 
represented by floating point data, it is mapped on integers and all operations will be 
performed using integer operands but keeping the real significance of the results. The 
size of integer operands as well as the type of operations to be used must be chosen in 
a platform dependent manner, as it may be possible to handle data with higher 
resolution but not all the operations are efficient from computing time and related 
memory requirements. Also, the size of operands should be limited, where it is 
possible, in order to have a correspondence with the types of instructions available on 
the target processor. The exponentiation operation must be implemented to work with 
integer operands while the number of loops should be limited in the related algorithm.  

The results of such analysis are necessary to optimize the size and resolution of the 
data in the wireless nodes with critical computational resources. An example of such 
applications is the integration, at a node level, of services that can be accessed from 
outside of the sensor network using Internet protocols (an Internet of Things).  
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Abstract. The paper presents the principle of following the welding path with 
the help of arc sensors. Both theoretical considerations and industrial 
applications are presented. A mathematic model of an arc sensing system is also 
shown. The minimum and maximum outline shapes that can be followed with 
path sensors have been established by trials. This is important for its design and 
further development. 

Keywords: quality, welding, arc sensor, mathematic model, structures.  

1 Introduction 

Under current conditions the main characteristic of a product is its quality. For welded 
structures one of the most important steps in achieving the desired quality is the 
correct leading of the welding head along the welding path. Automated and robot 
systems use path sensors. Under the notion of “sensors for the electric arc welding”, 
we understand the devices and apparatuses that, as a component of the welding 
system, observe a certain phenomenon or non-dimensional data regarding “status” or, 
considering circumstances, the geometry (configuration) of the pieces that are to be 
welded. The information is transmitted further under different means (signals) for the 
purpose of following and maintaining the phenomenon within the desired parameters, 
as in the case of a welding process, the regulation of the welding head along with the 
path, and the regulation of the welding process measures [1]. 

By sensor one can understand the part of a measuring device that is uncondition-
ally exposed to the measuring phenomenon. In industrial robot construction sensors 
are used for measuring non-cinematic dimensions referring to the state of the 
environment, physical measures, stochastic influences of the environment, as well as 
the observance of shapes and positions of objects. 

In the general case the sensor gives the coordinates of the path by means of the Jc 
vector components (figure 1). 

The sensor provides the coordinates of the Jc path and the Jcx vector which is the 
intersection between the level tangent to the path and the sensor detection level.  

To compute the path vector, each of its components has to be calculated using the 
following formula [2]: 
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In order to calculate the component yJC in a point “k” several formulae can be used: 

- the Stirling’s formula  
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where: p = the sampling pace of the path. 

- the polynomial interpolation formula  
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Fig. 1. Sketch of the sensor path following 

Through analysis of the information transmitted by the sensor, the command 
system determines the position and the path route. Thus, the movement of the welding 
head along the path can be controlled, with the exception of certain deviations that 
depend on the type of sensor used and the complexity of the path route. 

The detection systems (sensors) for the path of the pieces to be welded are neces-
sary for their automated welding because their precise position cannot be known. This 
is due to the fact that the repetition of the piece positions in the welding process is not 
sufficient in order to guarantee the welding in good conditions [3].  

This repetition lack can be due to: 

- flaws in the welding device; 
- reciprocal position of piece assembly; 
- deformations during the welding. 
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At the moment, welding devices and robots lacking path sensors mainly weld pieces 
with small deformities and therefore small dimensions and few welded joinings. By 
using path sensors the application field for the automated welding will be enlarged. 
Additionally, using sensors has produced an important impact upon the extension of 
the welding proceedings, and a precise positioning of the electrode wire in relation to 
the path allows for a higher receptiveness of the application conditions and 
consequently a higher welding speed with beneficial endings on the termic effects [4]. 

A sensor is capable to determine the spatial and geometrical characteristics of the 
path and/or the welding pieces. The ideal sensor executes: 

- determining the start and end spot of the welding path. 
- following the path route for the welding. 
- measuring the geometrical characteristics. 
- it functions in the presence of the electric arc and during the oscillation movement of 

the welding head and it is viable in the welding environment (drops, fume, heat, the 
arc light, magnetic field, etc.)  

- it does not increase the dimension of the welding head and, if possible, works 
without supplementary facilities.  

- it is dependent from the used welding process. 

2 A Mathematic Model of the Arc Sensor 

A model of an arc sensing system is shown in figure 2.  
 

 

Fig. 2. A model of the arc welding   

Obviously two equilibrium conditions must be satisfied by the system: one is of the 
electric circuit and the other is admission free length of the wire feeding system. 
According to the following equations it may be established:  

Ua = KsLs (1 +I) + KpI 

where: Ua is the voltage arc, Ks coefficient of  the potential gradient of the arc col-
umn, Ls admission free length of the wire and  I welding current. 

Ua

Ls H 

+ 

_ 

I 
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                                               Vd  = KaI + KbI
2Ls + Cab 

 

where: Vd the wire feed rate, Ka coefficient of the melting rate contributed by the arc, 
Kb coefficient of the melting rate contributed by the resistance heat, Cab general 
coefficient. 

With the above equations, the following equation may be derived: 

                 H = A + BI – Ka/Kb I
-1 + Ks/KbKa VdI

-1 - Cab/Kb I
-2 + 1/KbVd I

-2 

where: A = f (Kx, U), B = f (Kx) 
To simplify the expression, all the complex coefficients are replaced by single 

coefficients.  

                         K1 = - Ka/Kb , K2 = Ks/KbKa , K3 = - Cab/Kb , K4 = 1/Kb   

It may be rewritten: 

                       H = A + BI + K1VdI
-1 + K2I

-2 + K3VdI
-2 

This expresses the desired static characteristics of the arc sensor. In the practical 
application of the equation the coefficients must be determined and the equation 
should be simplified.  

3 The Path Following Fidelity 

The detection systems (sensors) for the path of the pieces to be welded are necessary 
for their automated welding because their precise position cannot be known. This is 
due to the fact that the repetition of the piece positions in the welding process is not 
sufficient in order to guarantee the welding in good conditions [5]. 

The sensor has existed for a number of years but recently the performance and 
reliability has become far more dependable. The sensor approach works in a similar 
manner as the tactile sensing system, providing an interrupt for the robot controller to 
make decisions. The sensor, however, is non-contact and operates using an analogue 
inductive field. The advantage of this approach lies in the innovative skill of the robot 
programmer. A well conceived, strategic route of the robot traveling over the 
component will provide benefits of reduced sensing time and more reliable data 
received.  

The Proximity Sensor is attached adjacent to the welding torch, while not compro-
mising the desired welding torch approach angles when in operation. The robot 
travels over the parts and edges to be found, and any signal changes or interrupts are 
monitored and acted upon by the robot controller. The speed of travel and level of 
sensitivity are a derivative of the chosen sensor. Multiple readings from the sensor 
can be combined with logical instructions, providing simple X, Y and Z information, 
as well as angular and rotational data [6]. 

A sensor is capable to determine the spatial and geometrical characteristics of the 
path and/or the welding pieces. The ideal sensor executes: 

- localizing the path for the welding. 
- determining the start and end spot of the welding path. 
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- following the path route for the welding. 
- measuring the geometrical characteristics. 
- it functions in the presence of the electric arc and during the oscillation movement of 

the welding head and is viable in the welding environment (drops, fume, heat, the 
arc light, magnetic field, etc.)  

- it does not increase the dimension of the welding head and, if possible, it works 
without supplementary facilities.  

- it is independent from the used welding process. 
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Fig. 3. Deviation from the path with exterior radii, 10 mm, for corner welding 
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Fig. 4. Deviation from the path with exterior radii, 20 mm, for corner welding 

During the welding process, as a consequence of the termic effect, there is a defor-
mation of the pieces to be welded, which leads to the path trajectory to be modified 
during the welding operation. For a corner welding using tin plates 5mm thick and 
1,000mm long, the momentary deformities are used for experiment. 
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The following precision depends on a series of factors such as the sensor 
performances and the welding path (route and section). For the arc sensors, upon 
interpreting the experimental results for different radii and paths, the deviation of the 
welding head from the best trajectory can be drawn (figures 3, 4, 5, 6, 7 and 8).  
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Fig. 5. Deviation from the path with interior radii, 10 mm, for corner welding 
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Fig. 6. Deviation from the path with interior radii, 30 mm, for corner welding 

In welding applications recent and ongoing advances in sensor technology are 
enabling previously prohibited joint tolerances and configurations to be effectively 
produced with acceptable quality and weld integrity. Moreover, the technology has 
become performance and cost competitive for general industrial organizations, not 
just for the large dollar automotive and tier-one manufacturers.  

There are three challenging phases of the welding process where the introduction 
of sensors has enabled the use of robotic automation in the welding of inconsistent 
joints:  
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Fig. 7. Deviation for head to head V joining, with 10 mm radii 
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Fig. 8. Deviation for head to head V joining, with 30 mm radii 

- detection, finding the edge or start of a weld seam. A number of media have been 
successfully developed that effectively resolve this process demand. They generally 
differ in accuracy, speed of acquisition, complexity and cost [7].  

- tracking, maintaining the desired weld path. In some instances the start or edge of 
the joint may be relatively simple to control within the tooling or fixturing. The 
seam itself, however, may vary due to manufacturing methodology or thermal 
influences of the process. Tracking of the seam by various methods can overcome 
this shortcoming of manufactured parts. This offers another opportunity to automate 
the welding of previously prohibited joints and components.  
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Fig. 9. Deviation for corner welding when using arc sensors 
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Fig. 10. Deviation for head to head V joining when using arc sensors 

After analyzing the tracking conditions with the help of the arc sensor, it has been 
noticed that the deviation from the optimal position of the welding head depends on 
the following: 
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- type of the welding system; 
- precision degree of the tracking; 
- shape of the joint; 
- path of the welded joint; 
- accuracy of processing the parts 
- measuring, this helps in decisions that can be made to influence the robot path and 

speed within the joint; the process itself can be adapted to suit the local varying 
conditions [8], [10]. 

The synthesis of the precision degree of the path tracking in welding is presented in 
figure 9 and figure 10. 

4 Conclusions 

Sensors collect information from the robot, peripheral devices and process and trans-
fer this information to a controller. In arc welding, it is critical to consider deforma-
tion from high heat input and, therefore, a closed loop control with a sensor is neces-
sary. Also, in an automatic welding system the errors caused by manufacturing toler-
ances of manipulator and work pieces have to be considered. Various types of sensors 
for robot arc welding may be considered, depending on the application [9]. 

The following precision of approx. +/-0.5 mm on the horizontal and vertical 
directions of the welding head, and an orientation error of approx. +/-3 degrees for 
linear welding will not be respected in the case of circular outlines when there is a 
rising deviation of the above-mentioned values compares to the prescribed outline, 
together with the decrease of the radium. Hence the observation that in corner weld-
ings the orientation error becomes higher, that is, the approximate value of the weld-
ing head is registered, which can lead to flatter sewings in the field of the smaller 
radii, as for radii under 10mm the melting of the vertical part of the path cannot be 
guaranteed. Trials for exterior radii have shown that a ceasing of the oscillation is not 
wanted and because of the edge denting, the lack of penetration and the arching of the 
sewing, it is recommended that the exterior radii do not exceed 45 mm. 

For the interior corner weldings, satisfying results have been produced in the 
welding with radii higher than 20 mm. With smaller radii, the electric arc burns with 
the length of the wire reduced to the superior flank, which leads to an incomplete 
penetration in the area of the base plate and makes the orientation of the welding head 
more difficult with smaller radii. Upon analysis of the deviation from the trajectory 
with exterior radii smaller than 30 mm, sewings will be observed that do not fit into 
the class of admitted weldings for high quality welded structures. 

For V-shaped weldings, with an arched route, a welding radium of minimum 
30mm is indicated. Using welding routes with higher radii that those presented above 
lead us to obtain welded joinings of good shapes and measures, which approves the 
introduction of the leading system for the welding head by using arc and tactile 
sensors.  

In the case of welding thinner plates, over placed through corner weldings in the 
arc sensor weldings, there may be deviations (movements) of the welding belt due to 
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the fact that during the welding, the sensor may mistake the axis of the path with the 
superior edge. This phenomenon is amplified in the case of radii weldings. In these 
cases the welding belt is not deposited in the joining, but on the edge, thus bringing 
about welding defects up to the control spot, when the welding gets back on the 
established track. 

During the welding procedure, the way the welded joinings are made has an 
important role.  

If the welded joinings are too large at the passage of the welding head over them, 
following flaws may occur, the welding head will take a wrong trajectory. If the 
welded joining spots are bigger than 3mm, deviations of the welding belt will happen 
after passing these joining spots.  

The use of sensors leads to obtaining quality joinings. In special cases in designing 
welded structures, one has to take into account the conditions of stable following of 
the path.  
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Abstract.  During the electric arc furnace operation appear disturbances, which 
can affect the other equipments that are connected to the same power network. 
So it is necessary to develop models for the electric arc which characterizes the 
electric arc behavior in order to identify methods and solutions through which 
the disturbances that appear in the power network can be reduced.  

This paper presents two proposed models used to simulate the electric arc 
behavior of a 3-phase electric arc furnace which were implemented using the 
Simulink toolbox of Matlab. In order to facilitate the analysis of the influence 
of the model parameters, graphical user interfaces were implemented. Then, the 
simulation results were compared with known results. 

Keywords: electric arc furnace, voltage-current characteristic, electric arc 
model. 

1 Introduction 

Because of the electric arc dynamic behavior during melting process, the electric arc 
furnaces are an important source of disturbances of which can be mentioned: 
harmonic currents, reactive power circulation, unbalanced load, voltage flicker. 
Regardless of the furnace type (DC or AC), disturbances are of random nature and 
generate high-order harmonics. 

Generally, most AC electric arc furnaces are of high and very high power (UHP 
EAF), disturbances produced by them being larger. Considerable attention for power 
quality, asked for some actions by which these disturbances should be eliminated or 
reduced. In these conditions it is important to study the electric arc behavior, because, 
this being a nonlinear circuit element, it is the main cause of the produced 
disturbances by electric arc furnaces. 
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2 The Electric Arc Behavior 

As it was presented in [4] and [7] it can be considered that during electric arc 
functioning supplied by alternative voltage, the electric arc circuit can be represented 
as in figure 1 and figure 2 shows the waveforms of the electrical parameters [3] of the 
electric arc. Parameters R and L are the resistance and the equivalent inductivity of the 
power supply circuit, and Rarc and uarc, the resistance, respectively the voltage of the 
electric arc.    

 

Fig. 1. The electric arc circuit supplied by alternative voltage 

Figure 3 shows the typical voltage-current characteristic of the electric arc 
illustrated in [4], the continuous line illustrating the real characteristic and the dashed 
line representing the linear characteristic of the electric arc. 

3 The Analysis of the Electric Arc Behavior 

In order to implement the mathematical models of the electric arc the power supply 
diagram of the electric arc furnace for a single phase [5] was used because its 
behavior is almost the same for the other two phases. This diagram can be observed in 
figure 4, this including the electric arc circuit supplied by alternative voltage from 
figure 1. 

In figure 4, the significance of the parameters is the following: 

• u(t) – is the power supply voltage; 
• ZS – is the system impedance; 
• pcc – is the point of common coupling; 
• ZT – is the transformer impedance, used to supply the furnace; 
• AF – is the low voltage side of the transformer; 
• Furnace represents the electric arc furnace which is powered by the transformer. 
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Fig. 2. The waveforms of the electric parameters in the electric arc circuit 

 

Fig. 3. The real and linear voltage-current characteristic of the electric arc 
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Fig. 4. The power supply diagram of the electric arc furnace for a single phase 

4 Models of the Electric Arc 

In the reference literature [1], [2], [3], [6], [9], [10] there are many models of the 
electric arc. Starting from a model which exists in the reference literature one model 
that extends the existing one will be proposed and the second model, suggested in this 
paper being a new one. The proposed models in this paper are focused on reproducing 
the voltage-current characteristic of the electric arc. Matlab environment was used to 
simulate models. 

4.1 Models Based on the Linear Voltage-Current Characteristic of the 
Electric Arc 

The model under analysis is described in [5] and [11] is based on the linear 
approximation of the typical voltage-current characteristic of the electric arc. This 
model is given in relation (1). 
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where,  

 11 / Rui ig=  (2) 

 )/1/1(/ 1222 RRuRui igex −⋅−=  (3) 

In relations (2) and (3) the following parameters were used: 

• R1 – the line slope resulted when the voltage-current characteristic is approximated 
with a line ranging within [-i1,i1); 

• R2 – the line slope resulted when the voltage-current characteristic is approximated 
with a line ranging within [-i2,-i1) or [i1, i2]; 

• i1 – the value of the electric arc current reached at the ignition voltage of the 
electric arc (uig); 

• i2 – the value of the electric arc current reached at the extinction voltage of the 
electric arc (uex). 
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Starting from the model presented in relation (1) an improved model has been 
implemented, which extends the existing one, this being presented in relation (4). The 
proposed model approximates more accurately the typical voltage-current 
characteristic of an electric arc. When the electric arc voltage reaches the extinction 
voltage value, uex, arc voltage continues its variation for a moment of time, and will 
not change it immediately.  
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Within this model three functioning zones of the electric arc are distinguished, i.e.: 
the two presented before, and the third zone is the one corresponding to the current 
values below i2, respectively above -i2. In this zone one can notice that the electric arc 
voltage is maintained constant at the value calculated with (5). 

 )/1( 1222 RRuiRu ig −⋅+⋅=  (5) 

When current of the arc is below -i2, the voltage is calculated with expression (6). 

 )/1()( 1222 RRuiRu ig −⋅−−⋅=  (6) 

Figure 5 shows a comparison between the two graphics, one being obtained with the 
existent model in the reference literature and the other with the first model proposed 
and illustrated in this paper. 

 

Fig. 5. The linear voltage-current characteristic obtained with the existent model (a) and with 
the first proposed model (b) 
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An interface in the environment Matlab version 2012, which is presented 
hereinafter, was implemented to see how the voltage-current characteristic of the 
electric arc is influenced by the model parameters. 

Figure 6 shows the interface implemented in Matlab used to simulate the electric 
arc behavior. The components given by this interface are used to modify the model 
parameters, i.e. R1, R2, uig, uex. 

A range of values for each parameter was selected, within which these can vary. 
Also, the interface has four buttons, each one having a different function.  

The Load model button has the role to open the proposed model implemented in 
Simulink (Matlab), and then the parameter values are transmitted from the interface to 
the Matlab function implemented in Simulink.  

The Simulation button can be pressed after the Load model button was pressed. 
The simulation button will draw the dynamic voltage-current characteristic of an 
electric arc, as model parameters can be varied in real time to see their impact upon 
the electric arc.  

The Stop Simulation button has the role to stop the simulation and this can be 
started only if the Simulation button is pressed.  

The Exit button has the role to close the interface, when it is pressed.   

 

Fig. 6. The Matlab interface of the first proposed model 

Using this interface one can obtain the dynamic voltage-current characteristic of 
the electric arc, which is presented in figure 7.   

In the graph obtained from figure 7, it can be noticed that the interval in which the 
characteristic is defined is [-2x105, 2x105], and the dynamic voltage-current 
characteristic is linear. 

As compared to the model presented in [5] the following differences arise: 
• A different electric arc functioning zone is defined; 
• In the case the value of the current is below -i2 or above than i2, one can notice that 

the voltage variation is constant, maintained at the extinction voltage value of the 
electric arc; 

• The range within which the dynamic voltage-current characteristic can vary is 
larger than the one illustrated by the model presented in [5]. 
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Fig. 7. The dynamic voltage-current characteristic obtained with the interface of the first 
proposed model 

Figure 8 shows the current, respectively the voltage variations of the electric arc, 
obtained during the simulation of the electric arc behavior with the model previously 
proposed. 

 

Fig. 8. The current and voltage waveforms of the electric arc 

4.2 The Second Proposed Model, Based on the Voltage-Current 
Characteristic of the Electric Arc 

The second model which is proposed in this paper being presented in relation (7)  
is a new model of the electric arc, which approximates more accurately the  
voltage-current characteristic of the electric arc. In its realization the characteristic 
can be divided in more sections in order to obtain a more accurate voltage-current 
characteristic of the electric arc. In this model, the arc melting process is divided into 
five sections; the values of the electric arc current correspond to: 

• ±i1 corresponding to the ignition voltage of the electric arc on the two polarities; 
• ±i2 corresponding to the medium value between the ignition and the extinction 

voltage of the electric arc; 
• ±i3 corresponding to the extinction voltage of the electric arc. 



268 M. Panoiu, C. Panoiu, and L. Ghiormez 

In the first section, the value of the electric arc current is modified from -i3 to i1 or 
from -i1 to i3, in this section the voltage-current characteristic being approximated 
with a line and calculated with the first relation from (7). In this section the voltage 
magnitude increases from the extinction to the ignition voltage of the electric arc. 

The second section corresponds to the value of the current ranging within [i1, i2), or 
[-i1, -i2), di/dt >0. In this section, the value of the electric arc voltage suddenly drops 
from the ignition voltage to the average value (um) of the electric arc, having an 
exponential variation.  

The third zone corresponds to the value of the current ranging within [i2, im), 
di/dt>0 or [-i2, -im), di/dt<0, in this section being noticed that the voltage-current 
characteristic of the electric arc has a linear variation, the line slope being R1.   

In the fourth section it can be noticed that the voltage-current characteristic has a 
constant variation, and the value of the electric arc current is above im or below –im. 

In the last section the value of the current can be above i3 and di/dt <0 or below –i3 
and di/dt>0. 
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In this model the values of the current were calculated with relation (8). 
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Figure 9 shows the voltage-current characteristic of the electric arc obtained with the 
model presented before. It can be noticed that this characteristic approximates more 
accurately the typical voltage-current characteristic of the electric arc. In order to 
obtain the dynamic voltage-current characteristic of the electric arc with this model, a 
graphical user interface was implemented, similar to the first proposed model, figure 
10 showing this dynamic characteristic. 

 

Fig. 9. The static voltage-current characteristic of the electric arc obtained with the second 
proposed model 

 

Fig. 10. The dynamic voltage-current characteristic obtained with the second proposed model. 

Figure 11 illustrates the current, respectively the voltage variations of the electric 
arc obtained during the simulation of the electric arc behavior with the second model 
proposed before. 
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Fig. 11. The current and voltage waveforms of the electric arc for the second proposed model 

5 Conclusions 

Starting from the existing model in the reference literature, the authors of this paper 
proposed and implemented two models used to simulate the electric arc functioning. 
The improved models introduced by this paper help to obtain the dynamic or static 
voltage-current characteristics of the electric arc. It can be noticed that these 
characteristics obtained with the proposed models represent more accurately the real 
characteristic of the electric arc, as compared to the model presented in [5], because in 
reality, when the voltage of the arc reaches the extinction voltage value, uex, the arc 
voltage continues its variation for a moment of time, and will not change it 
immediately.  

Using the proposed models by this paper, other models that accurately approximate 
this characteristic can be obtained.  
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Abstract. The paper presents the methods for process analyzing to determine 
optimal parameters of the control loops using the advantages of distributed 
control systems. The processes at the coal fired boilers are the most complex 
and very difficult to model by analytical methods. The paper reveals an 
example for using the step response method to determine the mathematical 
model of the live steam temperature control – 1035 t/h Benson boiler – Rovinari 
Power Plant. 

Keywords: temperature control loop, transfer function, step response method, 
mathematical model. 

1 Introduction 

Rovinari Power Plant is located at 25 km S-W from Târgu Jiu and next to the town 
Rovinari, very close to the coal pits: Rovinari, Tismana and Pinoasa. 

Due to its location, the power plant is directly fed, which is unique in Romania and 
offers the possibility to transform directly into energy the huge amount of coal from 
the pits which are included into the company ensuring a minimum transporting 
distance of the coal by conveyer belts. 

This brings to a minimum of costs for coal transport, the power plant Rovinari 
being the only power plant without rail road costs. 

The Power Plant Rovinari has an installed power 1320 MW, produced by four 
units, 330 MW each. 

Boiler technical data: 

o Type: Benson, tower, once-through 
o Superheated steam pressure    196 bar 
o Superheated steam temperature:   540 oC 
o Live steam flow     1035 t/h 
o Feed water temperature    260 oC 
o Firewater pressure     251 bar 
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o Reheated steam flow at reheater inlet   974 t/h 
o Reheated steam pressure at reheater inlet:  51,2 bar 
o Reheated steam pressure at reheater outlet:  49,2 bar 
o Reheated steam temperature at reheater inlet:  348 oC 
o Reheated steam temperature at reheater outlet:  540 oC 

 
A characteristic feature of the once-through boiler is that the feedwater pumps force 
the feedwater/steam through the boiler tubing, which in principle is arranged a 
continuous pipe. In contrast to a drum boiler there is no large internal water reservoir 
[3], [4], [5], [6]. 

The boiler process includes several steam superheating processes - most often 
boilers include superheaters in a number of levels often divided into parallel lines thus 
giving typically 4-8 high pressure superheaters and 2-4 intermediate pressure 
superheaters. Each of these processes serves as an energy transferring system-energy 
being transferred from the flue gas to the steam. Each superheater is equipped with an 
attemperator device (water injection at the inlet) for control of the steam outlet 
temperature (Fig. 1). 

 

 

Fig. 1. Once through boiler 
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Economizer 
Feedwater is introduced into the unit through the economizer inlet header. It flows 
through the economizer tube elements, and from each end of the outlet header to a 
common, external, unheated transfer pipe to the furnace to ensure a uniform entrance 
conditions into the furnace evaporator. Feeder pipes uniformly distribute subcooled 
feedwater to the furnace wall panel lower headers [4]. 

Evaporator 
The furnace circuitry consists of a lower section with optimized, vertical rifled tubes 
that extend up to a transition header located at an elevation below the furnace nose. 
Above this location, vertical smooth bore tubes extend up to the furnace roof, and also 
form the furnace exit screen and part of the vestibule side walls [4]. 

Superheaters 
From the in-line steam/water separators the fluid passes through the superheater 
circuitry which includes the furnace roof, half of the vestibule sidewalls and heat 
recovery area (HRA) enclosure, the primary superheater located in the outboard pass 
of the parallel pass HRA, the furnace platen superheaters, and the pendant finishing 
superheater at the furnace exit. Spray water attemperators are positioned upstream of 
the furnace platen superheaters, and the pendant finishing superheaters for initial 
rapid final main steam temperature control which is coordinated with the feedwater 
and firing rate controls [4]. 

 

The simplified scheme for live steam temperature control loop - 1035 t / h Benson 
boiler [1], [2] is shown in Fig. 2.  

 

Fig. 2. The simplified scheme for live steam temperature control loop 



276 O. Olaru and M. Bîzgă 

There is a cascaded control loop where: t1 – temperature before injection cooler 
(after superheater 2 – SH2); ti – temperature after injection cooler (before superheater 
3 – SH3); ta – live steam temperature (after superheater 3) [2]. 

 

Fig. 3. Live steam temperature control loop 

The cascaded control loop can be represented as in Fig. 3 were: 

- R1- main PI controller; 
- R2- cascaded PI controller; 
- CV – injection water control valve; 
-  T1, T2 – temperature transmitters. 

The process can be divided in two sub-processes:  

- P2 – represented by injection cooler; 
- P1 – represented by SH3. 

2 Step Response Method  

The dynamics of a process can be determined from the response of the process to 
pulses, steps, ramps, or other deterministic signals. The dynamics of a linear system 
is, in principle, uniquely given from such a transient response experiment. This 
requires, however, that the system is at rest before the input is applied, and that there 
are no measurement errors. In practice, however, it is difficult to ensure that the 
system is at rest. There will also be measurement errors, so the transient response 
method, in practice, is limited to the determination of simple models. Models obtained 
from a transient experiment are, however, often sufficient for PID controller tuning. 
The methods are also very simple to use. This section focuses on the step response 
method [2], [7], [8], [9]. 

The fixed part of a control loop is represented by the element that does not change  
behavior during operation. The fixed part is composed by the control valve, cooler 
and superheater – Fig. 4. 
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Fig. 4. The control loop with fixed part 

To determine the fixed part step response, first is necessary to switch the control 
loop in manual mode, then to apply a step change for the opening control valve for 
water injection,  

It is necessary to switch off all automatic systems which might influence the 
studied parameters, to avoid accumulation of several phenomena, because the 
precision of identification is affected by the existence of disturbances. So, is 
necessary to keep constant feedwater flow and constant fuel flow. 

The test was done at 270 MW load by 2% down for the opening demand of the 
control valve. Applied step value was determined by the operating conditions of the 
unit, so not to cause significant load variations due to live steam temperature 
variations. 

There were recorded variations for the opening value of the control valve, water 
injection flow rate, temperature after injection and temperature after SH3. Variation 
of parameters during the test is shown in Fig. 5. 

The recorded values are exported to Microsoft Excel. 
 

 

Fig. 5. Variation of the parameters during the test 
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For the process P2 – represented by injection cooler – the step response is shown in 
Fig. 6. were: green – variation of the temperature after injection cooler, and red – 
variation of the control valve opening.  

 

Fig. 6. Step response for process P2 

The process output is monotonically changed to a new stationary value, similar to a 
first order delay proportional element. The transfer function for this type of process is: 

sT

K
sH

⋅+
=

1
)( ; K – process gain; T – time constant. 

The process gain is calculated directly from the step response: 

201.2
56,3231,30

21,44974,453 −≈−=
−
−=K  

The gain is negative because by closing the control valve the temperature is rising, the 
negative variation of the input signal determine positive variation for the output 
signal. 

The time constant T is measured value of OA segment – figure 6. 

T = 20 seconds. 

The transfer function for P2 process is: 

s
sH P ⋅+

−=
201

2
)(2  

For the P1
 process is not possible to determine separately the transfer function. 

In Fig. 7 is shown the temperature after SH 3 variation according to control 
opening variations. The step response includes both processes P1 and P2. 
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Fig. 7. Step response for process P1+P2  

The process output is similar to an element with multiple parameters and dead 
time. The transfer function for this type of process is: 

n

s

sT

eK
sH

)1(
)(

⋅+
⋅=

⋅−τ
; K – process gain; T – time constant; τ – dead time; n–order 

system. 
Transfer function coefficients will be determined after several graphical 

constructions, by the help of Table 1, where are introduced all the coefficients defined 
in Fig. 7 and using Strejc method. 

Table 1. Transfer function coefficients 

n 
T

Ta  
T

Tn  
a

n

T

T
 

T

Ti  xei 
T

Tr  
a

r

T

T
 

1 1 0 0 0 0 1 1 
2 2,718 0,282 0,104 1 0,264 2,000 0,736 
3 3,695 0,805 0,218 2 0,323 2,500 0,677 
4 4,463 1,425 0,319 3 0,353 2,888 0,647 
5 5,119 2,100 0,410 4 0,371 3,219 0,629 
6 5,699 2,811 0,493 5 0,384 3,510 0,616 
7 6,226 3,549 0,570 6 0,394 3,775 0,606 
8 6,711 4,307 0,642 7 0,401 4,018 0,599 
9 7,164 5,081 0,709 8 0,407 4,245 0,593 
10 7,590 5,869 0,773 9 0,413 4,458 0,587 
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The process gain is calculated directly from the step response: 

62,1
56,3231,30

26,54092,543 −=
−
−=K  

To determine the constants T and τ are necessary the following operations: 
 

1. Build the tangent to the curve through the point I – segment BD. 
2. Build the vertical through the point I – segment CE 
3. Build the vertical through the point A (beginning of the transient process)  – 

segment AF. 
4. Measure values for Tn, Ta and, when exist, the real dead time Tm. 

Tm = 13 seconds; 
Tn = 37 seconds; 
Ta = 67 seconds. 

5. Determine values for Tn/Ta and Tr/Ta 

55,0
67

37 ==
a

n

T

T  

6. From table 1 choose the value below Tn/Ta. The value below 0,55 is 0,493 
which corresponds to n=6. 

7. For n=6 determine: 

                       
699,5=

T

Ta
; 75,11

699,5

67

699,5
=== aT

T ;  

     T = 11,7 seconds. 

    
811,2=

T

Tn
; 16,13

811,2
37

811,2
=== aT

T ;   

     T = 13,1 seconds. 
 

8. Because we have not the same value for T, proceed to calculate the dead 
time. Using the T value from the Table 1, proceed to calculate corrected time 
Tnc. 

                                                 
811,2

7,11
== ncnc T

T

T
 

9,32811,27,11 =⋅=ncT ; 

                                             Tnc = 32,9 seconds. 
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9. Determine correction dead time. 

τ’ = Tn - Tnc = 37 – 32,9 = 4,1 seconds. 

The real dead time: 

τ = τ’ + Tm = 4,1 + 13 = 17,1 seconds. 

10. The transfer function: 

6

1,17

21 )7,111(
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s

e
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⋅−=

⋅−

+  

11. Considering  
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' ===
T

n
τ

. 

The transfer function will be: 

4,721 )7,111(

62,1
)(

s
sH PP ⋅+

−=+  

The combined processes can be represented like in Fig. 8. 

 

 

Fig. 8. The transfer function of P1+P2 

Representing separately the processes we obtain Fig. 9. 

 

Fig. 9. Representation of P1 and P2 separately 
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The transfer function of the superheater is: 
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The transfer function of the process P1 and P2 is represented in Fig. 10. 

 

Fig. 10. The transfer functions of P1 and P2 

3 Conclusion 

This paper investigates the experimental methods to determine optimal parameters of 
the control loops for a complex process including the coal fired boilers.  

It is presented an example using the step response method to determine the 
mathematical model of the live steam temperature control Benson boiler from 
Rovinari Power Plant. 

Analytical equations and different graphic dependences of parameters were 
presented. Considering the live data useful recommendations for choosing parameters 
were formulated. Eventually the transfer functions for the processes are obtained.    
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Abstract. Among the essentials functionalities of several robotic systems are 
grasping and manipulating of objects by multi-fingered robot hands. Therefore 
many researchers have studied features of the two major closely related tasks. 

In this paper, we consider the problem of mathematical modeling of the 
robotic hand, the object and the physical interactions between the object and 
fingers under sliding constraints. 

Development of a numerical simulator for 3-D object grasping and 
manipulation by multi-fingered robot hands is an active area in robotic field. By 
integrating the derived Lagrange's equations of motion of the fingers and object 
under sliding constrains in the 3D simulator HandGrasp that is designed and 
developed at REGIM (Laboratory of REsearch Group on Intelligent Machine), 
numerical simulation results of 3-D object pinching and manipulation based on 
the impedance control law. This simulation results show the validity of 
mathematical modeling and the control method 

Keywords: Multi-fingered robot hand, Dynamic Modeling, Model-based 
control, 3D Simulation. 

Nomenclature 

Σp  Task coordinate system velocity  
Σo   Object coordinate system fixed on the object 
Σi    i-th fingertip coordinate system fixed on the i-th fingertip  
po   Position vector of the origin of the object coordinate system Σo with respect to Σp 
ηo  Orientation vector of the origin of the object coordinate system Σo with respect to Σp 
ωo  Angular velocity vector of the origin of the object coordinate system Σo with 

respect to Σp 

qi   Joint angle vector of i-th finger 

                                                           
* Corresponding author. 
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1 Introduction 

Human hands present enormous skills. They have richness architecture owing to the 
important degree of freedom of the fingers, the large number of muscles, the 
extremely sensitive sensors and the inseparable couple that forms with the brain. 
Therefore human hands are a great challenge and attract many researchers.  

Thus the grasping task is one of the most complex functions reproduced by a 
robotic system because it is not so simple for a robot to hold and manipulate an 
object, it has to follow many steps and require many equipments and tests specifically 
when manipulating the object.  So designing an articulated robotic hand is a difficult 
task with this many considerations including task requirements, mechanism 
complexity, and physical size and weight. However a physical prototype is often 
required to truly test a robot hand’s ability to perform tasks, but this can be quite 
costly and design changes are not easy to make. What is needed is a system that 
would allow a user to load a hand design, to interact with it and perform grasps of 
objects, and to visualize and evaluate the space of forces and torques that it can apply. 
Therefore, the simulation has emerged as a necessary step given the opportunities it 
offers notably for the modeling of the hand grasping movements. Such 3D simulator 
allows us to render the hand in three dimensions and to move the fingers in order to 
grasp an object. In the last decades, many simulators of the hand, whether a human or 
robotic ones, has been developed [1,2,3]. 

In this paper we use a 3D simulator developed in our laboratory to test and validate 
the motion of the robot hand in specified grasping task which is described by 
Lagrange's equations. 

First we use our methodology presented in previous work [4] to derive the 
dynamic equations of the grasp system hand/object. Then, to validate the developed 
models, we need to control the robot hand to grasp different shapes of object.     

A great many control schemes have been developed in the literature to achieve 
stable grasp. Despite the diversity of approaches, it is possible to classify most of the 
design procedures as based on three major approaches: model-based controllers [5,6], 
adaptive controllers [7,8] and controllers based on intelligent methods [9,10].  In this 
paper we are interested in the model-based multi-fingered robot hand control that has 
been used widely for precise finger positioning because such controllers suppose the 
knowledge of the mathematical model parameters which describes the behavior of the 
system. 

This article is organized as follows. In section 1, a brief literature review related to 
the 3D simulator and the control of grasping and manipulation by multi-fingered 
robots hands is presented. Then in section 2, the dynamics equations of the grasped 
object and the hand will be given. Section 3 describes the proposed strategy to 
validate the derived dynamic models. Using a 3D grasp simulator, simulation results 
for five-fingered hand grasping different shapes of objects is illustrated in Section 4. 
Finally, Section 5 concludes the paper.   
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2 System Modeling 

Dynamic modeling is fundamental for the study of model-based controller design. In 
this section, we derive effective dynamic equations of an articulated robot hand 
grasping an object.  

Consider a robotic hand with four fingers namely, index finger, middle finger, ring 
finger and pinky finger with three joints on each finger, the thumb with two effective 
joints and a wrist, manipulating a rigid object. Each joint represents one DOF, so each 
finger has three DOF and the thumb has two DOF. The wrist has six DOF. Fig.1 
describes the hand object system with different coordinate frames. Fig.2 presents the 
kinematic model of the specified hand. 

 
 

 
 
 
 
 
                                                                                                                           
 
 
 

 

      

 

Fig. 1. Hand-Object system and coordinate 
frames 

Fig. 2. Kinematic model of the specified hand 
 

Some assumptions are made to reduce the complexity of the system and facilitate 
the dynamic formulation by taking into account only the important dynamic 
influence. 

The following assumptions are:   
 

• The hand has a modular structure. The whole hand is divided into two sections: 
five fingers and a supporting palm.  

• The palm is considered as a rigid body with 6 DoF. 
• Each finger is considered as a rigid body that has a rotational movement with the 

palm. 
• Deformation of the fingertips is not considered. 
• The contact is punctual and located in the fingertip. 

 

We use the formalism of Lagrange to examine the general structure of the models, to 
emphasize the different parameters and to deduce their properties. So in order to 
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compute the global dynamic model we need to define the different energies and the 
corresponding matrices. The inertia matrixes are directly related to the expression of 
the kinetic energy by the following equation: 

 
(1) 

 

The inertia matrix is symmetric. We have one solution to determine element of this 
matrix. To use certain properties used in control of mechanical systems, the matrix C 
must satisfy the relation: ( ) ( ) ( )qqCqMqqN  ,2, −=  such that matrix N is 
antisymmetric. A solution to determine C is to use the Christoffel symbols of the first 
kind [11]. This is directly implemented in symbolic computation: 

  
                                                                                                                  (2) 

 
 

The effects of gravity vector G is calculated as the gradient of the potential energy 
with respect to the position vector q.       

     ( ) ( )qEqG p∇=                                                            (3) 

In order to generate the dynamic model, we created a configuration file that defines 
the entire mechanism (frames, parameters, contacts) and we will use it in Maple 
software [12]. The hand nominal model is developed assuming that the contact is 
permanent and reduced to a single point for each fingertip.  

The dynamic equations of the object and robot fingers can be described 
respectively by: 

 

( ) ( ) ( ) eoooooooooo FFrGrrCrM +=++ υυ  ,   (4) 

( ) ( ) ( ) c
T
hndhndhndhndhnd FJqGqqqCqqM −=++ τ ,  (5) 

 

Where Mo Є R6×6 ,  Co Є R6×6 and Go Є R6×1  , denotes respectively the inertia matrix of 
the object, the centrifugal and Coriolis forces, and the gravitational force. Fo Є R6×1 is 
the resultant force applied to the object by the fingers and Fe  Є R6×1 is the other 
possible external force applied on the object. Mhnd(q) Є R20×20 is the inertia matrix of 
the robot fingers, Chnd(q,q ) Є R20×20 is the Coriolis and centrifugal matrix of the robot 
fingers and Ghnd(q) Є R20×1 is the gravity force term of the robot fingers. τhnd Є R20×1 is 
the input joint torques. Jhnd Є R6×6 is the kinematic Jacobian matrix at contact point 
Ci. 

The object velocity is given by:   
 

                                                                        (6) 
 

To is a transformation matrix between the original object velocity representation using 
angular velocity vector ωo and that representation using roll, pitch and yaw angle. 
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(7) 
 

 

Note that in this paper we consider that 0≅Φ  , so we have ( ) 6o oT Iη ≅   and  
oo rυ ≅        

 

Each robot finger applies a force Fci Є R3×1 through the contact point Ci to the 
object. Then the resultant force and moment, fo, ηo Є R3×1, applied to the object by 
multi-fingered hands are given by: 

 
 

(8) 

 
 

(9) 

  (10) 

 (11) 

Where Wi  is a grasp matrix at the contact point Ci expressed by: 

 
(12) 

Where I3 Є R3×3 is the identity matrix and [poci×] Є R3×3 is a skew-symmetric which 
expresses the cross product form of p. 

                               FWF co =  (13) 
 

Where W= [W1 W2 W3 W4 W5] and Fc= [Fc1 Fc2 Fc3 Fc4 Fc5]
T 

3 Validation Strategy 

To validate the dynamic models and observe the behavior of the system, we apply a 
strategy of control, then we use the 3D simulator HandGrasp developed in [14]   

The problem involves the determination of the required set of input joint torques 
such that the object tracks a defined trajectory and the contact force converge to 
desired value. 

The following assumptions are made to design hand control law: 

• The contact between the fingertips and the object is assumed to be punctual 
without slip or contact break. So the contact point velocity υc=GT υo is equal to 
the fingertips velocities υF=Jhnd q  
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• ro=[po
T,ηo

T ]T, υo, qi , q i, Fci  are measurable. 
• Desired trajectory of the object rod=[pod

T, ηod
T ]T, r od  and r od are time continuous 

and bounded. 
 

Fig. 3. Multi-fingered robot hand control architecture 

Grasping is performed in two steps: hand moving and fingers closing. Therefore 
the conception of the Hand controller, shown in Fig.3, is based on the combination of 
a PD with constant gravity compensation of approach for maintaining a predefined 
position and orientation of the wrist and an impedance control approach for the 
control of the fingers. 

3.1 PD Control with Constant Gravity Compensation 

The proposed control is aimed at regulating the position and the orientation of the 
wrist to desired values. We use such controller, not only because of its simple 
structure and easy implementation but also its acceptable performance for trajectory 
tracking with the asymptotic stability if the control gains are carefully selected.   

The PD control with constant gravity compensation is expressed as: 

( ) ( )
d

vpwrist

e

ekekG

ξξ
ξτ

−=

+−= 11
 (15) 

Where ξ denotes the wrist position and orientation vector, dξ  is the desired position 
and orientation vector, e is the tracking error,  e  denotes the derivative of the tracking 
error and τwrist is the applied torque. Kp1, kv1 are both symmetric and typically 
diagonal gains and G(ξ ) is the vector of gravitational forces. 
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3.2 Hybrid Position/Force Control 

We derive a hybrid position/force control algorithm presented by Yoshikawa [6]. 
The first step in the algorithm is to linearize the nonlinear dynamics of the system 

by using the following linearizing control law which takes new inputs u0 and u1:  

 (16) 

Where:  
 (17) 

 

 
(18) 

The form of the closed loop system after applying the control law (16) is: 

 (19) 

 (20) 
The second step is to determine the inputs u0 and u1: 

 (21) 
 

 (22) 
 

Where Kv, Kp and K1 are feedback gain matrices that must be chosen carefully to let 
the position and the force to converge to desired values. rod and Fint

d are respectively  
the desired position and force trajectories. 

ep=ro-rod and ef=Fint-Fint
d are the position and force errors which satisfy the 

following equation: 

 (23) 

The algorithm that determines the joint control input can be resumed in the following 
three steps [13]: 

i. Calculate the resultant force Fo that realizes the desired object motion rod by using 
(21) and Fo=Mouo+Co+Go 
Note that the desired external force applied to the object is computed based on the 

dynamic parameters of the object. 
ii. Determine the contact force Fc that produces Fo obtained in (i) and satisfies the 

friction condition at the contact points and by adjusting the desired internal force 
parameter. 
From equation (13): 

 (24) 

Where G+ is the pseudo-inverse of G .The first term of (24) produces the resultant 
external force Fo and the second term represents the internal grasping force that does 
not affect the object motion.  
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iii. Calculate the finger command torque τhnd that produces Fc obtained in (ii), using 
(5) and (14). 

Physically, it is noticed that the computation in step (i) is for the object, that in step 
(ii) is for the contact points, and that in step (iii) is for the fingers.  

4 3D Simulation Results and Discussions 

An example of 3D simulation is performed to show the effectiveness of the proposed 
architecture where the dynamic parameters of the object and the robot fingers are 
identified by our methodology presented in previous work. The proposed control law 
was implemented and evaluated for two cases in which five multi-fingered hand grasp 
a spherical object of radius of 0.07 m and mass of 0.2kg and a square of 0,07 m . The 
initial values of the parameters of simulation are set to zero. We suppose that the hand 
is fully extended and the initial object position is located at the center of the palm.  

For the control of the wrist, the parameters of the control law are set to kp1=[1000 
1000 1000 1000 1000 1000], kv1=[100 100 100 100 100 100] to achieve the desired 
position and orientation.  

The desired trajectory of the object is given by 5 order polynomial in time with initial 
ro

d(0)= [0,0.1,0.14,0,1.57,0]T(m, rad) and final ro
d(0.5)=[-0.03,0.1,0.11,0,1.92,0]T (m, 

rad). The magnitude of  Fint
d is set to 1 N for the Thumb and 0.5 N for the others fingers. 

We assume that the desired internal force is directed along the normal to the contact 
surface. 

Joints positions and contact forces are saved in a file data from Matlab Simulink to 
serve as an input for the 3D Simulator.   

 

 

Initial posture 

 
 

Intermediate posture 

Fig. 4. Simulation 3D results for the spherical object 
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Final posture 

Fig. 4. (continued) 

 

Initial posture 

 
 

Intermediate posture 

 

Final posture 

Fig. 5. Simulation 3D results for the square 
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It is observed from the fig. 4 and fig.5 that 3D simulation results described above 
prove that the model-based controller can achieve high positioning performance. So 
the derived model is validated and it can predict the dynamic of the grasp task. 

5 Conclusion 

A dynamic model of a multi-fingered robot hand based on the formalism of Lagrange 
has been presented. Since many researchers derive the dynamic model of the hand 
considering the dynamic model of a manipulator three DOF each finger separately, 
the model derived in this paper takes into account the coupling between the fingers.  

The model, because of its computational simplicity, has been easy to be integrated 
in a 3D simulator. 

3D simulations of a grasping task for different shapes of object are quite 
satisfactory and show the validity of the model. 

As future works, we will attempt to design controllers based on intelligent methods 
for the grasping task and validate the behavior of the system numerically and 
graphically.  
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Abstract. In this paper both theoretical and experimental comparative perfor-
mance analysis of several binary adder architectures is performed. Also, one 
modified carry-bypass technique for adder performance improvement is pre-
sented. When applying simple unit-gate theoretical model for area and delay  
estimation it has been shown that logarithmic delay architectures (carry-
lookahead and prefix adders) are the fastest but the most hardware demanding. 
On the other hand, the implementations in modern Virtex-6 general purpose 
FPGAs witness that here presented carry-bypass technique is the best tradeoff 
for such devices in terms of area, speed and power consumption. Presented re-
sults can be considered as a valuable resource in the selection of the most ap-
propriate adder topology that will be used to implement a given arithmetic  
operation in a specified technology.   

Keywords: Binary adder architectures, modified carry-bypass adder, FPGA, 
ASIC, Power consumption. 

1 Introduction 

Whenever you are trying to implement any design which will process digital signals 
(digital filters, image analysis, neural networks, robotics and automation etc.) it is 
quite sure that you’ll be obliged to use some arithmetic units.  Furthermore, from a 
careful analysis of the whole processing system one can conclude that used arithmetic 
units are often the most responsible for the overall system performances. Bearing in 
mind that binary addition is the most pervasive arithmetic operation as well as the 
common data-path operator in hardware implementation of many other arithmetic 
units (multipliers, dividers etc.) the main objective of the research presented in this 
paper is to perform detailed performance analysis of several fast adder architectures. 
The purpose of such comparative analysis is to ease the selection of the most appro-
priate adder topology for a given target design constraints and a specified implemen-
tation technology. 

The set of adder topologies covered by this research consists of the classical  
linear-delay adders [1], optimized carry-chain architectures [2-3] as well as logarith-
mic delay adders [4-5]. Besides, we propose one architectural modification intended 
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to close the gap between hardware wasting logarithmic-delay adders and time  
consuming linear-delay adders. Since the performances of a design are highly depen-
dent on the target device it is implemented in, the main concern during the compari-
son of the adder topologies was to cover the area of ASICs and FPGAs – two  
perspective and widely used technologies. For this purpose, to evaluate the suitability 
of adder architectures for the cell-based ASIC implementations, unit-gate model [6] 
for area and delay estimation is adopted. When applying this model on a desired ar-
chitecture each two-input monotonic gate (e.g. AND, OR, NAND etc.) counts as one 
gate (area and delay); an XOR counts as two gates both to the area and to the delay; 
and an m-bit logic cell derived from the elementary logic cells counts as m – 1 gates 
to the area and  m2log gates to the delay. On the other hand, the adder architectures 
from the proposed set are described in VHDL and implemented in modern Virtex-6 
family FPGA device [7]. Implementation results are then discussed from the delay, 
area and power consumption perspectives. 

2 Related Work 

Starting with mechanical addition machines in 19th century, there has been a conti-
nuous stream of research in the field of arithmetic addition. The problem of making 
the addition operation as efficient as possible is even today in the research focus of 
many authors. Processing time, circuit area and consumed power are mostly the 
measures of the adder quality.  

While some explore the transistor level applying different CMOS logic styles and 
transistor structures [8-11], the others apply numerous architectural modifications and 
variations [12-14]. The third ones, however, try to ‘tune’ the transistor (by changing 
its size, threshold and supply voltages) so that the given architecture is most energy, 
area or time efficient [15].   

Concerning the FPGA implementation of binary adders, in [16] it has been ob-
served that delay models and cost analysis developed for ASIC technology are not 
useful in designing and implementing FPGA devices. So the authors in [16] present 
FPGA-specific optimization opportunities for carry-bypass and carry-select adders 
and show that optimized versions of these adders can be faster than the ripple-carry 
for large addition sizes. The trade-off study between size, latency and frequency for 
pipelined large-precision adders on FPGAs is presented in [17]. Some arithmetic op-
timizations for the mapping of carry-select/increment adders targeting the hardware 
carry chains of modern FPGAs are presented in [18]. The proposed architectures 
represent attractive alternatives to deeply pipelined ripple-carry adder schemes.  

From the research conducted so far the imposing conclusion is that there is no sil-
ver bullet – the adder architecture which will exhibit the best performances (the least 
power, area and time consuming at the same time) regardless of the used implementa-
tion technology. 
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3 Adder Architectures 

Let A=an-1,...,a0, B=bn-1,...,b0 and cin are two n-bit operands and input carry bit 
(cin=c0), respectively. The result of the addition (A+B+cin) is the n-bit wide sum sig-
nal S=sn-1,...,s0 as well as the overflow indicator (cout). 

3.1 Linear Delay Adders 

In the subset of linear-delay adders two architectures are considered: the wide known 
ripple-carry (RC) adder composed by n cascaded full-adder cells as well as the mul-
tiplexer based carry-block (CB) adder presented in Figure 1. In both architectures, the 
critical path stretches from the input carry up to the output carry (cout) and it is linearly 
proportional to the number of summands bits (n). As the full-adder outputs are ex-
pressed as: 

 iiii cbas ⊕⊕=  ; ,1 iiiiiii cbcabac ++=+  (1) 

area and delay of the full-adder cell estimated by the unit-gate model are AFA=9 and 
TFA=4, respectively. Therefore, the processing time and the circuit area of the n-bit 
ripple-carry adder are: 

 13)1( −=+⋅−= nTTnT XORFARC  (2) 

 nAnA FARC 9=⋅=  (3) 

Concerning the carry-block adder from Figure 1, as the multiplexer can be characte-
rized by TMUX=2 and AMUX=3, processing time and circuit area required to implement 
this adder are, respectively: 

 nTTnT XORMUXCB 2)1( =+⋅−=  (4) 

 nAAnA MUXXORCB 7)2( =+⋅=  (5) 

 

Fig. 1. Carry-block 4-bit binary adder 
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It is worth mentioning that the 4-bit carry-block is an integral part of the Virtex-6 
FPGA slice and it is intended to decrease carry propagation time by using dedicated 
routes inside FPGA structure [7]. 

3.2 Optimized Carry Chain Architectures 

The main advantage of the linear-delay adders is that they are area efficient and easy 
to construct. However, the fact that carry signal has to travel through every full-adder 
block makes them less suitable for high-speed implementations. In order to shorten 
the critical path of such adders (mostly by increasing the circuit area) many architec-
tural modifications are proposed [5]. Here, we will analyze carry-select adder archi-
tecture and propose one carry-bypass technique. 

Carry-select (CSL) adders speed-up the addition process by duplicating the hard-
ware due to the fact that carry can only be either 0 or 1. Thus, an n-bit binary adder is 
divided into n/m blocks, where each block contains m bits. At each block, the hard-
ware is replicated in order to calculate sum and carry-out bits for both possible carry-
ins. Figure 2 illustrates the concept. The multiplexer at the end chooses between the 
carry-outs of the current stage based on the carry-out from the previous stage. In this 
implementation, the critical path delay comprises the carry-generate of the first block, 
followed by the multiplexer delays for successive blocks. Consequently, processing 
time of such architectures linearly depends on the number of input bits but has the 
significantly lower slope than in the case of previously described linear-delay adders. 
Circuit area is about more than duplicated. 

   MUXmCSL TmmnTT ⋅−+= )(  (6) 

   ),)1(2()( MUXmmCSL AmAmmnAA ++⋅−+=  (7) 

where Tm and Am are processing time and required area of the m-bit adder block (see 
Figure 2).  

 

Fig. 2. Carry-select adder architecture 



 Optimization of the Binary Adder Architectures Implemented in ASICs and FPGAs 299 

The blocks variable in size (m) can also yield higher performance [19]. The size of the 
current block is chosen so that the multiplexer inputs (carry-outs of the current block 
adders and carry-out signal from the previous block) arrive at the same time. For ex-
ample, if the multiplexer delay is similar to the delay of full-adder, then the minimal 
carry delay can be achieved by adding 1 bit in the first block, 2 in the second, and so 
on.  

3.3 Logarithmic Delay Adders 

These types of adders are generally the fastest but the most area consuming. The 
propagation delay of such architectures is logarithmically proportional to the number 
of summands bits n. The logarithmic delay architecture commonly comprises three 
levels of logic: (1) pre-processing level where carry-generate (G) and carry-propagate 
(P) signals are calculated, (2) the main level containing the digital logic which calcu-
lates all the carries at once and (3) post-processing logic used to generate the carry-
out and the sum bits. Two different architectures will be considered in this paper: 
carry-look-ahead adder and one prefix-adder structure. 

Unlike the linear-delay adder implementations which impose the sequential gen-
eration of the carries, making the output carry of each stage dependent on the input 
carry to the stage, carry-look-ahead (CLA) implementation implies that the carry-out 
is not depending on the previous carries. Carry signals (ci) are calculated in advance 
based on the carry generate and carry propagate signals obtained as: 

 iii baG ⋅=  ; ii baPi ⊕=  (8) 

This is illustrated in Figure 3. Having in mind (8) and the fact that carry-out signal of 
the current block is generated either when both summands bits (ai and bi) are 1 or 
when one of the two inputs (ai or bi) is 1 and the carry-in (carry-out of the previous 
stage) is 1, we can calculate carry outputs in parallel as: 
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The sum bits are then equal to: 

 1−⊕= iii cPs  (10) 

Due to the parallel carry generation logic the critical path propagates from msb input 
(an-1/bn-1) up to the msb output bit (sn-1) containing two XOR and two n+1-input AND 
gates: 

 )1(log24 2 +⋅+= nTCLA  (11) 

Based on (8), (9) and (10) circuit area required to implement this adder is: 

 nnnACLA 6

35

6

1 23 ++=  (12) 
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Fig. 3. Carry-look-ahead adder 

The disadvantage of the CLA adders is that the carry expressions (and hence logic) 
become quite complex for more than 4 bits. Thus, the CLA adders are commonly 
used in a modular way, cascading 4-bit CLAs. 

Prefix-adder architectures [4] are generally characterized by the fact that the out-
puts (yn-1,yn-2,…,y0) are computed from the n-bit inputs (xn-1,xn-2,…,x0) by means of an 
associative binary operator ∗  in a recursive form: 

 00 xy =  ; 1−∗= iii yxy  ; 1,...,2,1 −= ni  (13) 

Consequently, every output signal depends on the input signals of equal or lower 
weight. Due to the associative properties of this generic ∗  operator, the operations 
may be executed in any arbitrary order. In particular, subsets of operands can be 
grouped together to obtain in parallel partial solutions, giving rise to group va-

riables kiY , . The variable ki
lY , will stand for the output of the operation that takes the 

set of bits (xk,xk-1,…,xi) at level l. The group variables at the last level m will comprise 

the entire range of the input bits, from 0 to i ( i
mY ,0 ): 

 kj
l

ji
l

ki
l YYY ,1

1
,

1
, +

−− ∗= , kji << ; ml ,...,2,1=  (14a) 

 iii xY =,
0  ; i

m
i Yy ,0= , )1(,...,1,0 −= ni  (14b) 

Among the several different prefix-adder architectures Sklansky topology [20] shown 
in Figure 4 is one of the most efficient. By adopting the tree-type model, all interme-
diate signals are computed in a minimal tree structure and are fed in parallel, to all 
higher levels that require those signals. Nevertheless, this architecture still presents 
some disadvantages concerned with the fan-out of the output nodes, which shows a 
significant increment as the number of bits of the adder increases.  

Each bit (ci) of the carry vector is computed from the signals of the last level                  
( i

m
i

m PG ,0,0 , ). The sum bits are computed in a post-processing operation. The va-

riables ki
lG ,  and ki

lP , at the intermediate levels l are computed using the blocks  

presented in Figure 5. 
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The Sklansky structure presents the following characteristics in what concerns the 
processing time and circuit area: 
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Fig. 4. Sklansky prefix-adder structure 

 

Fig. 5. Internal structure of the blocks composing the Sklansky binary adder 
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4 Modified Carry-Bypass Architecture for Adder Performance 
Improvement 

Since logarithmic-delay adders suffer from the quite increased area (especially when 
increasing the number of summands bits (n) while linear-delay adders could be too 
slow for some applications, we propose a carry-bypass trade-off architecture which 
will close the gap.  

The main idea in carry-bypass (bp) approach is to relocate the critical path from 
the carry propagation chain to the carry generation (cg) network so that the additional 
hardware is well traded for the decreased delay. The concept is illustrated in Figure 6. 
Similar to the carry-select technique, n-bit adder is divided into n/m blocks containing 
m bits. Each block also contains one D flip-flop intended to supply the block adder 
with the carry-in bit. Inputs to the flip-flops are provided from the carry generation 
network. Let c*i and coi be the the carry-in and carry-out bits of the ith block, respec-
tively (c*i is the flip-flop input). Carry-in bit of the next block (c*i+1) will be 1 either 
if the sum bits as well as carry-in bit of the current block are 1 or if the carry-out of 
the current block is equal to 1: 

 ,)( *
1

*
iiiii cocBAc +⋅⊕=+  (17) 

where Ai and Bi are m-bits wide summands belonging to the block i                              
( mimimimi bBaA ⋅−÷−⋅⋅−÷−⋅ == )1(1)1(1 , ). Flip-flops are initially reset and then loaded with 

the c*i bits ( ]/,1[ mni∈ ) after being processed in the carry-generate network. 

The critical path contains carry generation network, D flip-flop and m-bit wide  
adder block: 

 
  ,3)5log3(/)( 2 m

mDffcgbp

Tmmn

TTTT

+++⋅−=

++=
 (18) 

where is TDff=3. The area of the carry-bypass architecture is slightly increased com-
pared to the classical linear-delay carry propagation adders: 
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where is ADff=4. By changing the value of m as well as the type of the block adders 
we can influence the adder performances. 

At the end of this section which gives the overview of different adder architectures 
it should be mentioned that parallelism and pipelining are widely used speed-up tech-
niques which apply on given design architecture [21]. These techniques, however, are 
out of focus of this paper. 
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Fig. 6. Carry-bypass adder architecture 

5 ASIC Implementations 

The performance values of the adder architectures considered in the previous sections 
are summarized in Table 1. Although technology independent the unit-gate model 
used for architectures evaluation could be treated as a quite satisfactory reflection of 
the behavior of the adders implemented in ASICs. 

Table 1. Performance comparison of the different adder architectures 

Adder topology Processing time Circuit area 
RC 13 −n n9
CB n2 n7

CSL1  mmnTm /)(2 −⋅+   ))1(32(/)( ++⋅−+ mAmmmnAm  
bp   mTmmn +++⋅− 3)5log3(/)( 2     )4(/)13()( +⋅++⋅− mAmnmmmn  

CLA )1(log24 2 +⋅+ n nnn 63561 23 ++  
SA 5log22log23 22 +=++ nn 45log23 2 ++ nnn  

The charts presented in Figures 7 and 8 illustrate the relations between the 
processing time and the circuit area for all considered structures in function of the 
number of summands bits (n). For all the modular adder architectures (consisting of 
n/m blocks) it was adopted that the parameter m is equal to 4. In the case of CSL ad-
der implementation, for the m-bit adder block 4-bit carry-look-ahead realization is 
used. Also, two carry-bypass architectures are evaluated: one with the carry-look-
ahead as a block adder (CLA_bp) and another with the carry-block 4-bit adder 
(CB_bp) in the place of m-bit adder. 

 

                                                           
1 Tm and Am are the processing time and the circuit area of m-bit block adder, respectively. 
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Fig. 7. Processing time of the suite of binary adder architectures 
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Fig. 8. Comparative analysis of the binary adder architectures implementation area 

The graph corresponding to the processing time (see Figure 7) evidences the signif-
icant performance gains that can be achieved by using the fast (logarithmic-delay) 
adder architectures instead of the simple linear-delay adders. This gain will be even 
greater when the number of summands bits increases. Optimized carry-chain architec-
tures are something in between the linear and the logarithmic delay adders. The time 
needed to obtain the sum bits linearly depends on the number of summands bits but 
with the slope which is less than in the case of linear-delay adders. 

Concerning the implementation area, it is obvious that the great improvements in 
the speed of the logarithmic delay adders are paid with the large increase in the re-
quired circuit area. Although the slowest, linear-delay adders are the least hardware 
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demanding. By introducing the area-delay product as a measure of the tradeoff be-
tween the processing time and circuit area we can conclude that the Sklansky prefix-
adder architecture is the most appropriate one for the ASIC implementations.  

6 FPGA Implementations 

All binary adder architectures introduced in sections 3 and 4 are described in VHDL 
and implemented in Virtex-6 family general purpose FPGA device. Carry-block adder 
is implemented in Virtex-6 as a cascade realization of 4-bit carry4 blocks (see Figure 
1) which are the part of its slice structure [7]. XPower Analyzer tool [22] from ISE 
12.4 Xilinx design suite was used to estimate the power consumption of adder archi-
tectures. Summands values were obtained by the help of MATLAB script as the vec-
tors with 1000 elements and random (Gaussian) distribution from the range of  
[0,2n-1]. From the XPower report we have extracted the dynamic power consumption 
of logic and local interconnections as a valid dynamic power consumption indicator 
since the power of clock distribution-tree as well as the dynamic power of global 
interconnections and I/Os can vary depending on the adder position inside the FPGA 
structure (determined during the placement and routing implementation phase).  

Obtained processing times and required Virtex-6 hardware resources (expressed in 
the number of LUTs) are reported in Figures 9 and 10. From both speed and area 
perspectives can be concluded that carry-bypass techniques proposed in this paper are 
well suited for FPGA implementations.  
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Fig. 9. Comparative speed analysis of the adder architectures when implemented in Virtex-6 
FPGA device 
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Small number of LUTs required to implement carry-block adder is due to the fact 
that this kind of adder is implemented mostly of using carry4 blocks instead of LUTs. 
Also, although intended for fast carry propagation, carry4 blocks do not speed up the 
addition process when used in the chain. This is, as witnessed in Figure 9, especially 
true when increasing the number of chained blocks (bit width n). 
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Fig. 10. Required Virtex-6 hardware resources 
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Fig. 11. Dynamic power consumed per one operation of binary addition  
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Average dynamic power required to perform an addition operation as well as pow-
er-delay product as the measures of energy efficiency of the adder architectures are 
reported in Figures 11 and 12. From the energy standpoint it is evidenced that  
carry-bypass architectures are also the best FPGA solution. Having implemented 
these architectures one assures that the power consumption the best ‘translates’ into 
the speed of operation.  

Although has proven to be the most appropriate design when using ASIC technol-
ogy, Sklansky prefix-adder in not the best solution in the FPGA based digital designs. 
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Fig. 12. Power-delay product of the suite of binary adder architectures 

7 Conclusions 

When determining the architecture of a digital design which ensures the best perfor-
mances one can be pretty aware of the technology used for its implementation. To 
prove the previous statement a detailed comparative analysis of several fast adder 
architectures was presented in this paper. ASICs and FPGAs as two state of the art 
solutions are adopted to be the target implementation technologies. To evaluate adder 
architectures implemented in ASICs unit-gate theoretical model is applied. From the 
area-delay point of view logarithmic-delay Sklansky prefix-adder architecture has 
proven to be the best ASIC solution. On the other hand, when implemented in Virtex-
6 FPGA device and evaluated in the power-delay-area space, carry-bypass architec-
tural trade-off modification proposed in this paper exhibits the best performances. 

The presented theoretical and experimental analysis could be valuable for the digi-
tal system designers when choosing the adder topology and the target implementation 
technology. 
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Abstract. Memristor predicted and described by L. O. Chua is a new electrical 
element. Memristor with variable resistance which changes automatically as its 
voltage changing can be used as a tunable parameter in control systems. 
Phase-lead controller is widely used in industrial process control applications. 
The conventional method for adjusting phase-lead controller parameters is based 
on the “trial and error” procedure which leads to an inconvenient and 
approximated design. In the meantime, once the parameters are adjusted, they are 
fixed during the control system operation. In this paper, memristor-based 
phase-lead (M-phase-lead) controller is presented. Based on memristor 
constitutive relations of the memristance and memductance, the proposed 
M-phase-lead controller is more flexible during the design process. The 
theoretical description of design scheme is presented and simulation example is 
given to show the effectiveness of the advocated design methodology. 

Keywords: Frequency-domain, Memristor, phase-lead. 

1 Introduction 

Memristor characterized by a relationship between the charge q(t) and the flux ( )tφ  

was predicted as the fourth circuit element and described by Leon O. Chua in 1971 [1]. 
In 2008, Stanley Williams and his Team at HP Information and Quantum System 
Laboratory announced the discovery of the missing circuit element memristor, 
acronym for memory resistor [4]. Recently, research on circuit based on memristor [3], 
[5]-[15] is becoming a focal topic for research because it will reduce power 
consumption to use memristors in computer by saving the time to reload data and could 
lead to the human-like learning. 

Improvement in the response of feedback tracking control systems and disturbance 
rejection can be achieved in the frequency domain. The introduction of a phase-lead 
controller named low-frequency attenuation controller results in an increase in the 
resonant frequency and a reduction in the settling time of the system.  

The great drawback of phase-lead controller is how to adjust parameters with many 
source of uncertainty in dynamic real-world environments. In industrial process control 
applications, the conventional method for adjusting phase-lead controller parameters is 
based on the “trial and error” procedure which leads to an inconvenient and 
approximated design. In the meantime, once the parameters are adjusted, they are fixed 
during the control system operation. Due to the resistance of a memristor can change 
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adaptively with it voltage changing, a memristor (M) can be used a tunable gain. In this 
paper, we use a memristor to replace the resistor in the phase-lead controller circuit 
schematic. 

This paper is organized as follows. First, the circuit model of the conventional 
phase-lead controller is introduced in Section 2. The circuit model of the 
M-phased-lead controller is presented in Section 3. Simulation examples to 
demonstrate the performance of the proposed schemes are provided in Section 4. 
Section V gives the conclusion of the advocated design methodology. 

2 The Circuit Model of the Conventional Phase-Lead Controller  

This section presents the frequency-response characteristics by use of the cascade 
controller, phase-lead controller. The main objective of the controller is to reshape the 
frequency-response plot of the basic system by means of a controller in order to achieve 
the performance specifications. 

In designing phase-lead controller via Bode plots, we want to change phase diagram, 
increasing the phase margin to reduce the percent overshoot and increasing the gain 
crossover to realize a faster transient response. The circuit as shown in Fig. 1 is a 
phase-lead controller. 

 

Fig. 1. Typical phase-lead controller circuit 

The lead designation of this network is based on the steady-state sinusoidal 

response. The sinusoidal output 2E  leads the sinusoidal input 1E . The circuit 

transfer function is  
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If the circuit elements are chosen as, 5
1 2 2100 ,  483 ,  7 *10R R C F−= Ω = Ω = , the 

Bode diagram is shown in Fig. 2. 

 

Fig. 2. Bode magnitude and phase plot for phase-lead circuit 

3 The Circuit Model of the Memristor-Based Phase-Lead  

The memristor is a passive two- terminal electronic device as shown in Fig. 3 [2] 
described by a nonlinear constitutive relation between the device terminal voltage v(t) 
and terminal current i(t). 

 

Fig. 3. Charge-controlled memristor (left) and flux-controlled memristor (right) 
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                  ( ) ( ( )) ( )v t M q t i t=                                   (2) 

or  
( ) ( ( )) ( )i t W t v tϕ=                                   (3) 

where the two nonlinear functions ( )M q  and ( )W ϕ  called memristance and 

memductance, respectively, are defined as 

                       ( )
( )

d q
M q

dq

ϕ                                (4) 

( )
( )

dq
W

d

ϕϕ
ϕ

                                (5) 

representing the slope of a scalar function ( )qϕ ϕ=  and ( )q q ϕ= , respectively, 

called the memristor constitutive relations. 
For the charge-controlled memristor, a monotonically increasing and 

piecewise-linear characteristic is assumed [4]. The memristor constitutive relation as 
shown in Fig. 4 can be expressed as 

              ( ) 0.5( )( 1 1)q bq a b q qϕ = + − + − −                        (6) 

where ,  0a b > .  

Therefore, the memristance can be obtained as 

,     1( )
( )

,     1

a qd q
M q

dq b q

ϕ  <= = 
>

                                (7) 

 

Fig. 4. The constitutive relation of the charge-controlled memristor 
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Similarly, for the flux-controlled memristor, a monotonically increasing and 
piecewise-linear characteristic is assumed [4]. The memristor constitutive relation as 
shown in Fig. 5 can be expressed as 

     ( ) 0.5( )( 1 1)q g f gϕ ϕ ϕ ϕ= + − + − −                    (8) 

where ,  0f g > .  

Therefore, the memductance can be obtained as 

,     1( )
( )

,     1

fdq
W

d g

ϕϕϕ
ϕ ϕ

 <= = 
>

                            (9) 

 

Fig. 5. The constitutive relation of the flux-controlled memristor 

Because the resistance of a memristor can change adaptively with its voltage 
changing, the resistor from phase-lead circuit is replaced with memristor as follows. 

The M-phase-lead by replacing resistor 2R  with a flux-controlled memristor 

whose characteristic is given by Fig. 5 is shown in Fig. 6. 
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Fig. 6. The M-phase-lead circuit 

The circuit transfer function (1) can be modified as 
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where 1

1

( )

1 ( )

RW
Q

RW

ϕ
ϕ

=
+

, 1

1 2

1 ( )RW
T

R C

ϕ+= . 

For circuit components chosen as 5
2 2483 ,  7*10R C F−= Ω = , 300f =  and 

 800g = , the Bode diagram of is shown in Fig. 7. 

By comparing Fig. 2 with Fig. 7, the proposed M-phase-lead controller is more 
flexible than the conventional phase-lead controller. During the control system 
operation, once the parameters are adjusted, they are fixed for conventional phase-lead  
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Fig. 7. Bode magnitude and phase plot for M-phase-lead circuit 

controller, but there exist robust gain margin and phase margin intervals for 
M-phase-lead controller by adapting slopes of the constitutive relation of the 
charge-controlled memristor and flux-controlled memristor.  

4 Simulation Example 

In this section, the proposed M-phase-lead controller will be applied to an aircraft roll 
control system as shown in Fig. 8, where ( )MG s  and ( )AG s  are transfer functions of 

motor and aircraft, respectively. The torque on the aileron generates a roll rate. The 
resulting roll angle is then controlled to meet prescribed design specifications through a  
feedback system as shown. The comparisons between M-phase-lead controller and 
conventional phase-lead controller are given to show the proposed M-phase-lead 
controller is more flexible. 
 

 

Fig. 8. The aircraft roll control system 
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Example: M-Phase-Lead Controller Design 

Given the transfer functions 1
( )

( 36)MG s
s

=
+

 and 100
( )

( 100)AG s
s

=
+

, design a 

phase-lead controller to yield a  48  phase margin and velocity constant 40vk = . 

First, K must be set at 1440 to meet the specification 40vk = , yielding the 

open-loop transfer function as 

                        
144000

( )
( 36)( 100)

G s
s s s

=
+ +

 

where ( ) ( ) ( )M A

K
G s G s G s

s
= . In order to meet the phase margin requirement 

imposed by 48 , the conventional phase-lead controller can be designed as 

                        2.38( 26.07)
( )

( 61.78)c

s
G s

s

+=
+  

The circuit parameters of the phase-lead shown in Fig. 1 are chosen as 

1 20R = Ω ,
2 27.4R = Ω , 3

2 1.4*10C F−= . 

The forward transfer function of the compensated system can be obtained as 

                  
342720( 26.07)

( ) ( )
( 61.78)( 36)( 100)c

s
G s G s

s s s s

+=
+ + +

 

By replacing resistor 2R  with a flux-controlled memristor, the M-phase-lead 

controller can be expressed as 

                        

142.9
1.25 , 1

178.6( )
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6 , 1
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Therefore, the compensated system’s forward transfer function can be described as 

180000( 142.9)
, 1
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Fig. 9 summarizes the design and shows the effect of the compensation of the 
conventional phase-lead controller and the M-phase-lead controller. 
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Fig. 9. Bode plots for M-phase-lead controller and conventional phase-lead controller 

Final results, obtained from the simulations and the actual frequency responses are 
shown in Table 1. 

Table 1. Characteristics of the Phase-lead and M-phase-lead compensated system 

Parameter Proposed 

specification 

Uncompensated

system 

Phase-lead 

compensated 

system 

M-phased-lead 

compensated 

system 

vk  
40 40 40 40 

Phase Margin 45  34  45  14 ~ 37  

Gain-cross over 

frequency 

---- 29.4 rad/sec 37.1 rad/sec 29 rad/sec ~ 

73.6 rad/sec 

Closed-loop 

bandwidth 

---- 49.99 rad/sec 68.47 rad/sec 50.32 ~ 110.55 

rad/sec 

Gain margin ---- 10.6 dB 11.4 dB 3.65 ~ 12 dB 
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5 Conclusion 

Due to the fact that memristor with variable resistance which changes automatically as 
its voltage changing can be used as a tunable parameter in control systems, we have 
proposed a method for designing a memristor-based phase lead controller for industrial 
process control applications to overcome the limitation that parameters of the 
conventional phase-lead controller are fixed during the control system operation. An 
aircraft roll control system is fully illustrated to meet the prescribed specifications. The 
resulting M-phase-lead controller gives an adaptable specification band and it is more 
flexible during the design process. 
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Abstract. One presents a new variant of temperature relay scheme for CMOS 
chips, based on a simple structure of voltage source with two cross-connected 
current mirrors (of modified-Widlar type and simple one). In this scheme the 
positive feedback is exploited which is designed so that, for a particular tem-
perature the circuit toggles. In this moment his output voltage achieves a level 
jump, great enough to drive an interface circuit with the relay-signalisation 
processing part. The relay toggle condition is deduced, which clears up the re-
lay function. The releasing temperature may be programmed in a large range 
through one or two resistors. The simulation results are presented for the relay 
conceived in 0.35µm CMOS process. The releasing-temperature process varia-
tion is reduced, by a special design procedure, to a maximum value of ±5.5oC. 

Keywords: CMOS temperature relay, modified Widlar mirror. 

1 Introduction 

The calling attention of integrated-circuit designers about the possibility of obtaining 
high performances in schemes based on  two cross-connected current mirrors (named 
as “self-biased” current sources too) was done in [1]. There, a current reference (using 
modified-Widlar and reverse-Widlar mirrors) is proposed which applies a very inter-
esting I- and II-order thermal compensation technique. Leaving from this technique, 
others four types of “branch” and “total” reference current sources with superior  
performances have been elaborated [2]. In [3] the I- and II-order thermal compensa-
tion technique of [1] has been extended to four new voltage references, one of  
these sources achieving special performances in respect to process and supply-voltage 
variations.  

In [4] a new idea is born, to renounce the thermal compensation of current and 
voltage references of [1], [2] and [3] in favour of a I- and II-order thermal sensitizing 
so as the used simple circuits become, by an adequate design, temperature sensors. 
This idea proved feasible and finally [4], [5] there were obtained more performing 
temperature sensors with the help of Wilson-peaking current mirrors and especially 
with modified-Widlar-peaking ones (fig. 1). Their main quality is that of achieving a 
very small process variation of the output voltage (which is a temperature function).  
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Fig. 1. Widlar-peaking temperature-sensor scheme 

The performing smart temperature sensors are more and more used in VLSI mod-
ern systems. In [4] there were threaded a great number of applications which impose 
their use. There were presented there the numerous conditions imposed to integrated 
temperature sensors. One can find from the publications the temperature sensors in 
CMOS chips constitute an important academic and industrial research subject of the 
last 20 years [6]. The actuality of the research in the domain of smart temperature 
sensors is proved by the great number of published papers, books and PhD theses. 

In this work one enunciates the idea of achieving a temperature relay whose releas-
ing temperature can be modified by a resistor, with a simple scheme of the same cate-
gory. The scheme elaboration in 0.35µm CMOS process was successful and the  
simulations announce promising performances. The first variant of such a relay, using 
a Wilson mirror, will be published separately [7]. The utility of such a temperature 
relay is incontestable for the protection of the CMOS chips and of embedded systems, 
by signalizing the reaching of a threshold temperature of ambient or industrial proc-
ess/ installation. 

2 Temperature-Relay Function 

The used scheme is shown in fig. 2 (partially similar to temperature sensor of fig. 1, 
but here the superior mirror is not a peaking one) and it was adopted thanks to the 
possibility to ensure an enough strong positive feedback at a particular temperature 
and thus, a toggle output voltage Vout. The feedback is positive because of comprising 
two CS-connection amplifier stages in the loop and is amplified by the R2 resistor in 
the M4 drain. 
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Fig. 2. Widlar-simple temperature-relay 

But, essential for achieve the toggle condition is the fact that the resistor R1 has a 
negative temperature coefficient (NTC) and the resistor R2 has a positive temperature 
coefficient (PTC). The sub-micron CMOS process has the possibility to realize a great 
number of resistor types, with different temperature coefficients and even with great 
square resistance. 

In the circuit of fig. 2 one uses a N+ polysilicon resistor (NTC) with temperature 
coefficient of maximum absolute value and a N-Well resistor (PTC) with temperature 
coefficient of maximum value. Both resistor types present a square resistance of great 
value (typically1000Ω/ respectively 1080Ω/) so they do not occupy an exaggerated 
chip area. 

The function of circuit in fig. 2 is the following. At usual temperatures all the tran-
sistors are saturated, including M4, because the voltage drop on resistor R2 is small. 
The currents in the two branches have small values (as example 0.4µA and 11µA) 
being practically imposed by the resistor R1. The output voltage Vout has a reduced 
value („low logic level”). 

When the temperature grows and comes near the releasing value imposed by R2, 
the R1 value decreases, the current I2 in the right branch grows, the value of resistor 
R2 rises and produces a decreasing of the drain-source voltage of transistor M4. Con-
sequently, this transistor comes near the saturation-region limit. Also, the increasing 
current causes the increase of VGS4 voltage and of saturation-region limit voltage, 
VDSsl of M4, the transistor entering more quickly the linear region. The drop voltage 
on resistor R1 comes greater and, because the R1 value decreases with temperature, 
the I2 current grows in addition, leading to a cumulative toggle regime. 

At the middle of the output voltage jump, all transistors, excepting M4, are still in 
saturation regime and the loop voltage gain is maximal. In this situation the I1 current 
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on left branch increases too. The drain-source voltages of transistors M2 and M3 de-
crease, they entering the linear regime too. Thus, for a small temperature increase 
(0.5oC), the I2 current reaches an about double value in comparison with the initial 
value and this leads to the output-voltage toggle at „high logic level”. At the toggle 
end, M2, M3 and M4 are in deep linear regime (with small drain-source voltage and 
great drain current). 

3 The Toggle Condition Deduction 

The temperature relay function being known, a problem appears: to demonstrate theo-
retically the fact that, at a particular temperature – named „releasing temperature”, the 
output-voltage toggle initiates. This study will permit to better understand the relay 
function and to establish the important factors determining the apparition of the  
toggle phenomenon that is a transition accelerated by the positive feedback with  
increasing gain. 

One affirmed previously that the scheme presents a positive feedback, which at 
usual temperature do not assures a voltage gain greater than the unity which could 
produce the circuit toggle. But, in the new proposed scheme, at a particular tempera-
ture imposed by the resistors, the open loop attains a voltage gain greater than 1 and a 
cumulative process appears which makes the circuit to toggle for a temperature in-
crease of only 0.5oC. To this gain increase the principal role is held by the entrance of 
the transistor M4 in a deeper linear regime. 

 

 

Fig. 3. The open-loop of the feedback amplifier 
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Therefore, the condition for the circuit to toggle is that the open-loop voltage 
gain’s value exceeds 1. In order to ensure this gain, a feedback loop between the two 
branches will be opened, in the gate of transistor M3 (fig. 2), thus obtaining the two-
stage amplifier scheme of fig. 3. Here, the stage 1 is achieved by the transistor M3, 
loaded by the M1 and M5 diodes in series. The stage 2 is realized by the transistor M2, 
loaded by the „modified diode” created with transistor M4, and has a strong local 
negative feedback by the resistor R1. Because the loop comprises two CS-connection 
amplifier stages, between output and input one gets a total phase difference of 360o,  
consequently the relay scheme feedback is a positive one. 

Since the gain is estimated in a point located in the middle of current and voltage 
toggle jumps, whose variations being slow, it is possible to apply a low-frequency 
low-signal technique. 

The 1-stage voltage gain is: 

( )5131 ddmv rrgA +−≅                                                      (1) 

where gm3 is the mutual conductance of the low-frequency low-signal model of tran-
sistor M3 , rd1 and rd5 are the resistances of the M1 and M5 diodes: 
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where gm1 and gm5 are the mutual conductance of the transistors M1 and M5. 
Now, the first-stage voltage gain may be written: 
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Omitting the feedback output resistance Ror in the drain of Widlar-mirror transistor 
M2, which is much greater in respect to the output resistance of the modified diode 
(composed by M4 and R2), the 2-stage voltage gain is: 
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where gm2R1>>1 and Ro4 is the output resistance of the modified diode, seen from the 
drain of amplifier transistor M2: 
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where gm4 and rds4 are the mutual conductance respectively the drain-source resistance 
of the transistor M4, working in linear regime (see APPENDIX). 

So, the second-stage voltage gain may be put in the form: 
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One may write now the relay toggle condition for the open-loop gain: 

1AA 2v1v ≥⋅                                                           (7) 

or, after the necessary replacements, this condition can be expressed:  
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The analysis of this condition leads to the following conclusions:  

- here the transistor-M2 mutual conductance gm2 does not intervene, what may be ex-
plained because its effect was done negligible by the strong local negative feedback,  

- the resistances quicken the touching of toggle condition with temperature growth 
because R2 is of PTC  type while R1 – of NTC type, 

- the rds4 resistance has a small value (<< R2) after the toggle starts, because the M4 
transistor enters the deep linear regime, thus the R2 effect becomes important, 

- the conductance gm4 has a smaller and smaller value after transistor M4 enters the 
linear regime, which accelerates the toggle, 

- the product gm4rds4 (see Appendix) diminishes quickly with the temperature growth 
when M4 enters the deep linear regime, quickening the carrying out of condition (8) 
where it is the most important term,  

- if one uses M1≡M5 , then gm1=gm5 and the condition (8) simplifies. 

The numeric calculus to verify the toggle condition has considered the dependence 
against temperature of variables gm and rds4 (through the carrier mobility μ and the 
threshold voltage Vt) then of the resistances R1 and R2, using the temperature coeffi-
cients. For better precision it was necessary to consider the second-order temperature 
coefficients of the carrier mobility and resistors [2] (see Appendix). In the conduc-
tances gm1, gm3 and gm5 calculus, for saturation regime, one neglected the channel-
length modulation factor (λ). The values of parameters K’n, K’p, Vtno and Vtpo (at  
temperature of 0oC) for transistors as well of temperature coefficients for mobility – 
kμn, kμp (of I order),  kμnμn, kμpμp (of II order) [2], of threshold voltages – kVtn and kVtp 
and of resistors – kR1 and kR2 (of I order), kR1R1 and kR2R2 (of II order), were found in  
the model-parameter list for transistors and resistors in 0.35μm CMOS process  
considered.  

There were used the values: K’n=87.35μA/V2, K’p=37.74μA/V2, Vtno=0.759V, 
Vtpo=0.807V, kμn= -6.17ּ10-3/oC, kμnμn= 0.0167ּ10-3/oC, kμp= 5.07ּ10-3/oC, 
kμpμp=0.0138ּ10-3/oC [2], kVtn=-1.97ּ10-3/oC, kVtp= -1.86ּ10-3/oC, kR1= -2.84ּ10-3/oC, 
kR1R1=7.36ּ10-6/oC2, kR2= 3.9ּ10-3/oC, kR2R2=0.01ּ10-3/oC2. At 25oC, the resistors have 
the values R1=0.1MΩ, R2=0.0435MΩ, VGS1= VGS5 =1.24V, VGS3= VGS4=1V, 
VDS4=0.06V. 

The transistor M4, which at toggle beginning is very close to the saturation-region 
limit, heaving the voltage VDS4≈0.1V while the saturation region limit voltage is 
VDSsl≈0.15V, comes up, for a 0.25 oC temperature variation, in the deep linear region, 
with the voltage VDS4=0.06V, smaller than the saturation-region-limit voltage one,  
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which becomes (by the increase of I2 current and VGS4 voltage) VDSsl= 0.4V. For this 
situation one verified the carrying out of the toggle condition.  

The conductance and resistance values were calculated for a temperature located at 
the middle of voltage and current jumps measured in simulation, that is, at the releas-
ing temperature of 115oC (for typical – TYP – parameters of scheme components). 
One obtained the values (see Appendix): gm1=gm5=5.68μA/V, gm3=15.2μA/V, 
gm4=81.4μA/V, rds4=0.0024MΩ, R1=0.0804MΩ, R2=0.0623MΩ.  

With these values the open-loop voltage gain resulted:  

Av1 ּ◌Av2=3.6 > 1                                                 (9) 

So, the toggle condition is fulfilled. By calculus it was possible to establish the value 
1 of the open-loop voltage gain is attained for a voltage VDS4≈0.15V that is, at the 
beginning of the toggle, when the transistor M4 enters the linear regime.  

As it may be seen, the relay function is better described and understood after the 
deduction of toggle condition and after calculus. To simplify the numerical calculus 
were used some simulation results. But, the deduction of the releasing temperature 
from the toggle condition by pure analytical way is extremely complicated because  
all the factors implicated in this are temperature function of first or second degree  
and the variables gm4 and rds4 are strongly connected with the VDS4 voltage in the  
linear region. 

4 Simulation Results 

The temperature relay submitted to simulation was designed for a releasing tempera-
ture of 115oC (for TYP parameters of components), closed to the maximal working 
temperature of numerous integrated circuits, produced at industrial scale. The 
characteristic dimensions of transistors in 0.35μm CMOS process were the presented 
in Table 1 in μm, presuming transistors of 5V. We adopted the supply voltage 
VDD=3V. 

Table 1.  

M1 M2 M3 M4 M5 
1/5 30/4 8/4 120/2 1/5 

 
The resistor’s values at 25oC were R1=100kΩ, R2=43.5kΩ and their widths were 

WR1=0.6µm and respectively WR2=4.15µm. The occupied-on-chip area was estimated 
of 1280µm2. 

As already shown in [3], [4], [5] and [7], to minimize the output-function varia-
tions against the process of the circuits configured by cross-connected current mirrors, 
one establishes particular widths of the two used resistors. Sometimes [3] the output 
variations against the process (which, without some special solutions, is of order of 
tens percents [1], [2]) is reduced to a value of only few percents, at which it begins to 
matter the component geometry (un-matching) errors [3]. This procedure led to sur-
prising performances of simulated circuits and even has effect in the minimization of 
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standard deviation resulting in the Monte Carlo simulation [4], [5]. It is one of the 
special qualities of the analog circuits with cross-connected current mirrors which use 
two resistors. 

The principal result of the simulation, presented in fig. 4, is referred to the output 
voltage toggle, including the process variation (tests with typical – TYP, best case – 
BC and worst case – WC – parameters), for temperature growing sense. 

 

 

Fig. 4. Output-voltage variation with temperature and process 

One can see a relative important modification of the releasing temperature occurs 
in the three cases (see the hatched zone). Defining this temperature at the middle of Δt 
difference, measured at the middle of the voltage jump for the most unfavourable 
curve (WC), one obtains a releasing temperature of 120.5±5.5oC. The total variation 
Δt = 11oC is measured at an output voltage level of 1.21V. The Δt-variation minimi-
zation was obtained by establishing suitable resistor widths, which assure the equality 
of output voltage levels for WC and BC cases, in the middle of the jump of the most 
unfavourable curve (WC) (fig. 4). 

Certainly, to achieve a better precision it is necessary to provide in the manufactur-
ing process a trimming operation; either an usual trimming of R2 or by a special cir-
cuit digitally controlled. Thanks to the Δt-error minimization, the trimming circuit 
will not be so complex as the usual one included in a contemporary precision tem-
perature sensor, with the help of which a protection temperature relay is configured in 
chip at the present. Namely, the trimming-control-bit quantity for trim the proposed 
relay will be smaller. 
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Even with such un-precision (fig. 4), this temperature relay can find applications 
because of the scheme simplicity and reduced on-chip area. The improvement of the 
hatched zone form, firstly by the extension of the output-voltage jump for WC pa-
rameters, is possible by increasing the transistor dimensions, especially the M4-
transistor width which is already relatively great.  

The output-voltage variation against the supply voltage VDD is very small, which is 
typical for the circuits with cross-connected current mirrors [3], [5]. 

The current jumps in the two branches were the following: I1: from 0.37 to 2.2µA, 
I2: from 11.24 to 19.1µA. 

Fig. 5 presents the shape of the relay’s characteristic, including the output-voltage 
variation for the temperature descending sense too, with component’s TYP parame-
ters. The hysteresis value in the zone Δt is 26oC. For BC parameters this is 16oC while 
for WC parameters –32oC. It is possible to reduce the hysteresis by increasing the 
transistor dimensions but maintaining the W/L ratio. For a releasing temperature < 
90oC the ΔH value may be more reduced. 

 

 
Fig. 5. Hysteresis curve for TYP parameters 

Another result of the scheme simulation is referred to adjusting range of the relay 
releasing temperature through the R2 resistor. One mentions, the adjusting of this 
temperature can be done through the R1 resistor too but this could lead to an important 
modification of output-voltage logic levels. Fig.5 presents the variation ranges of the 
releasing temperature, considered in the middle of hatched zone (at the middle of Δt), 
as function of recommended R2 -resistance value and heaving as parameter the R1-
resistance value. 

In our simulation it has been established a recommended (verified) adjusting range of 
approximately 50-60oC for an adopted R1-resistance value but this range may be extended 
by extrapolation of maximal and minimal recommended values for the resistance R2. 
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Fig. 6. Releasing-temperature adjusting ranges  

5 Conclusions 

At present, the function of temperature relay in chips is achieved with the help of a 
precise temperature sensor (with trimming) and a comparator circuit. These circuits 
have a relatively higher complexity and occupy greater area than our proposed tem-
perature relay with trimming. 

This work presents a second variant of temperature-relay scheme for CMOS chips, 
based on a simple structure of voltage source with two cross-connected current mir-
rors (of modified-Widlar type and simple one), corresponding designed. Similar 
schemes have been proposed as temperature sensors and this led to the idea of achiev-
ing a simple temperature relay. In the proposed scheme the positive feedback is ex-
ploited, which is designed to assure, at a particular temperature, an open-loop voltage 
gain greater than 1, such as the circuit toggles. Its output voltage exhibits a great 
enough level jump to drive an interface circuit with the processing part of relay  
signalisation.  

It was established trough analytical way, by low-signal low-frequency positive-
feedback analyses, the toggle condition, which more clears up the relay function. 
From this, by successive trial, one can determine the relay releasing temperature.   

By the simulation of such a relay, conceived in 0.35µm CMOS process, were ob-
tained the following performances: 

- minimum output-voltage jump (for WC parameters) of 0.5V, 
- medium releasing temperature of 120oC, 
- variation against process of the releasing temperature of ±5.5oC, 
- recommended output-voltage level to act the next circuit: 1.21V, 
- hysteresis value for the most un-favourable case (for WC parameters): 32oC, 
- estimated on-chip area: 1280µm2. 
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The minimum output-voltage jump can be enlarged by increasing the transistor  
M4 width while the relay hysteresis can be reduced by increasing the transistor  
dimensions. 

The releasing temperature can be programmed in a large domain by the help of one 
or two resistors. Its process variation is reduced by special design procedure at a 
maximum value of ±5.5oC. 

To achieve a better precision of the releasing temperature, it is necessary to provide 
in the manufacturing process a trimming operation. Thanks to the Δt-error minimiza-
tion, the trimming circuit will not be so much complex as the usual one. Namely, the 
trimming-control-bit quantity for the proposed relay will be smaller. 
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Appendix 
 

For the mutual conductances and resistances, as temperature functions, the following 
calculus relations were used: 
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Thus, the product gm4 · rds4 becomes: 
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Abstract. The fuzzy-interpolative systems, a class of the Sugeno family fuzzy 
controllers, merge the linguistic representation of the knowledge with the effec-
tive interpolative implementations. Their application is immediate in any possi-
ble software environment, by look-up-table structures. However, their hardware 
implementation is not so easy. This paper is reporting a little step forward  
for the application of the fuzzy-interpolative systems in the field of the embed-
ded systems: a specific FPGA block that is able to perform floating point  
interpolations, which can stand for a core of a future FPGA fuzzy-interpolative 
controller.    

Keywords : fuzzy-interpolative system, floating point interpolation, FPGA. 

1 Introduction 

The interpolative side of the fuzzy and the neural controllers was initially mentioned 
by L. Zadeh [1]. In-depth studies on this matter showed that the fuzzy systems are 
universal approximators [2] and that they can be equalized or approximated at their 
turn by numerical mappings. The interpolation connection builds a bridge between the 
theoretical AI and Soft Computing concepts and the field control applications [3], [4]. 
Our approach in this matter is materialized by the fuzzy-interpolative methodology 
[5], which enables us to leave behind the comprehensive software that are commonly 
associated to AI and to develop fuzzy expert systems at the level of the simple pro-
grammable devices (μC, DSP) or even with analog circuitry. 

The most attractive technology in the embedded systems domain is obviously the 
FPGA [6], [7]. Comparing FPGAs with the conventional digital computer architecture 
one observes that computers and the other similar binary architectures (μP, μC, DSP, 
etc.) are build around a central spine bone: the data/address/control bus, while FPGAs 
are distributed and purely parallel. That is why FPGAs are extremely fast, reliable, 
robust, portable, low energy consuming and cheap. If Soft Computing will be conve-
niently transferred into FPGAs we could expect a significant boost of the intelligent 
applications in all the aspects of our lives.    
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In a previous paper [8] our first step in this direction was done: a 8 bit interpolative 
controller on a FPGA Altera Cyclone II board, working with Quartus II Web Edition 
software. That controller was build for processing integer numbers, so the next step, 
presented in his paper, is the construction of an interpolation controller able to work 
with floating point represented numbers, in order to ensure a wide range of values and 
a satisfactory precision of the calculus [9]. 

2 A Floating Point Interpolator 

Our goal is to build a VHDL block for the piecewise linear interpolation (Fig. 1).  
 

 

Fig. 1. The piecewise linear interpolation 

The following interpolator is designed and realized using the support of the most 
accessible FPGA development board on the market: Digilent Spartan 3 equipped with 
the FPGA circuit Xilinx XC3S200-4FT256.  

The Xilinx iMPACT software (included into the Xilinx ISE Design Suite 14.1 
package) [10], which is the programming tool, is connected with the system by means 
of the board’s JTAG port. 

A specific software tool that is assisting the floating point units design in ISE is the 
Xilinx Core Generator (see Fig. 2), which overlaps the IEEE-754 standard [9].  

The Fig. 3 parallel interpolator is composed by six floating point units in  
single precision: three subtractions, one addition, one divider and one multiplier. Its 
performance is shown in Fig. 4. The speed of this purely parallel architecture is  
obviously very good: the latency is 1.22 μs, but on the other hand this circuit is con-
suming all the resources of the FPGA (193 bonded IOBs) and the overmapping limit 
is reached.  
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Fig. 2. The Xilinx Core Generator for the design of the floating point units 

Although if using more powerful FPGAs the problem could be enshrouded, a good 
interpolator should be optimized simultaneously in both senses: decreasing the num-
ber of the gates (minimizing if possible) and the latency.  

A possible solution to this optimization problem is to introduce pipelines tech-
niques, but in this early stage of the research this approach would be rather costly and 
inadequate. We intend to fully apply the pipelining when reaching the final develop-
ment stages of a complete fuzzy-interpolative controller. 

 

 

Fig. 3. The VHDL parallel interpolator 
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Fig. 4. The testing of the parallel VHDL interpolator 

3 A Subtraction Sharing Floating Point Interpolator 

A simple and effective method to reduce the interpolator’s number of used gates is the 
resource sharing [12]. In this case we built a single floating point subtraction unit and 
share it for the three subtraction stages of the interpolation operation [11].  Further-
more, the subtraction unit was merged with the addition unit. A control input selects 
the actual operation. 

The interpolation is losing its implicit parallel operation, which is turned into a se-
quential one, controlled by the finite-state-automation presented in Fig. 5. Due to the 
more flexible structure different functional optimizations can be taken into considera-
tion. For instance, the partial results can be memorized and reused, if we need several 
point of the same interpolated function. The latency of this interpolator for a new set 
of input data is 6.6 μs. When computing a new point on a previously computed  
interpolated function, the latency can decrease to 0.78 μs. The number of bonded 
IOBs is 69. 

The sequences of the interpolations are also presented in Fig. 5. The introducing of 
the input data can be repeated, as well as the reading of the corresponding results. The 
implementation of this version of the interpolator was written directly in VHDL. 
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Fig. 5. The controller of the subtraction sharing floating point interpolator 

4 Discussion 

The paper is presenting the implementation of a floating point piecewise linear inter-
polation FPGA block, written in VHDL, on a Digilent Spartan 3 board. Two architec-
tures were realized and tested: 

1) A parallel interpolator containing six floating point units: three subtractions, one 
addition, one divider and one multiplier, which has a latency of 1.22 μs.  

2) A minimized interpolator containing three floating point units: one multiplier, one 
divider, and one addition/subtraction merged unit, which is shared by three differ-
ent stages of the interpolation algorithm, with a latency of 6.6 μs. 

The final goal of this research is to implement fuzzy-interpolative applications into 
FPGA circuits, in other words to bring Soft Computing into the world of the field 
FPGA embedded systems.  

 



336 M.M. Bălaş, M. Socaci, and O. Olaru 

 

References 

1. Zadeh, L.A.: Interpolative reasoning as a common basis for inference in fuzzy logic, neural 
network theory and the calculus of fuzzy If/Then rules. Opening Talk. In: Proceedings of 
2nd International Conference on Fuzzy Logic and Neural Networks, Iizuka, pp. XIII–XIV 
(1992) 

2. Bauer, P., Klement, E.P., Moser, B., Leikermoser, A.: Modeling of Control Functions by 
Fuzzy Controllers. In: Nguyen, H.T., Sugeno, M., Tong, R., Yager, R. (eds.) Theoretical 
Aspects of Fuzzy Control, pp. 91–116. John Wiley & Sons (1995) 

3. Dale, S., Dragomir, T.-L.: Interpolative-Type Control Solutions. In: Balas, V.E., Fodor, J., 
Várkonyi-Kóczy, A.R. (eds.) Soft Computing Based Modeling in Intelligent Systems. SCI, 
vol. 196, pp. 169–203. Springer, Heidelberg (2009) 

4. Dale, S., Bara, A., Gabor, G.: Comparative study case for interpolative-type synthetic in-
put controllers on a ball and beam system. In: Proceedings of the 10th WSEAS Interna-
tional Conference on Fuzzy Systems FS 2009, Prague, pp. 76–83 (2009) 

5. Balas, M.M.: The Fuzzy-Interpolative Methodology. In: Balas, V.E., Fodor, J., Várkonyi-
Kóczy, A.R. (eds.) Soft Computing Based Modeling in Intelligent Systems. SCI, vol. 196, 
pp. 145–167. Springer, Heidelberg (2009) 

6. Rodriguez-Andina, J.J., Moure, M.J., Valdes, M.D.: Features, Design Tools, and Applica-
tion Domains of FPGAs. IEEE Transactions on Industrial Electronics 54(4), 1810–1823 
(2007) 

7. Computer Engineering Research Group - University of Toronto: The FPGA Place-and-
Route Challenge,  
http://www.eecg.toronto.edu/~vaughn/challenge/fpga_arch.html 

8. Balas, M.M., Sajgo, B.A., Belean, P.: On the FPGA Implementation of the Fuzzy-
Interpolative Systems. In: The 5th International Symposium on Computational Intelligence 
and Intelligent Informatics ISCII 2011, Floriana, Malta, September 15-17, pp. 139–142 
(2011) 

9. IEEE Computer Society: IEEE Std 754TM 2008. IEEE Standard for Floating Point Arith-
metic. IEEE Inc., New York (2008)  

10. Xilinx: ISE In-Depth Tutorial (January 18, 2012) 
11. Socaci, M.: Aplicaţie VHDL pentru calcul în virgulă mobilă pe FPGA. Master disertation, 

University Aurel Vlaicu of Arad (2012) 
12. Kilts, S.: Design, Architecture, Implementation and Optimization. Wiley Interscience 

(2007) 
 



V.E. Balas et al. (Eds.): Soft Computing Applications, AISC 195, pp. 337–347. 
springerlink.com                             © Springer-Verlag Berlin Heidelberg 2013 

Achieving Semantic Integration of Medical Knowledge  
for Clinical Decision Support Systems 

Daniel Dragu, Valentin Gomoi, and Vasile Stoicu-Tivadar 

“Politehnica” University, Timişoara, Romania 
{daniel.dragu,valentin.gomoi, 

vasile.stoicu-tivadar}@aut.upt.ro 

Abstract. Enhancing the outputs of the Clinical Decision Support systems 
(CDS) is a permanent concern for many research communities, which have to 
deal with an abundance of entities, data, structures, methods, application, tools, 
and so on. In the few past decades, there were theorized and standardized tech-
nologies that could help researchers to obtain better results. The paper presents 
a method to enrich the inputs of the CDS through a semantic integration of sev-
eral medical knowledge sources, by using the Topic Maps standard, in order to 
obtain more refined medical recommendations. Future research directions and 
challenges are summarized and conclusions are issued. 

1 Introduction 

Large amounts of structured and unstructured pieces of medical information reside in 
different locations, many of them without any chance to be used afterwards. Semantic 
technologies could provide the solution to federate all those information constructs, 
seeking to obtain more refined medical recommendations at the CDS outputs. These 
statements come to support the idea of developing and implementing concepts  
like Semantic Web (SW), where “computers must have access to structured collec-
tions of information and sets of inference rules that they can use to conduct automated 
reasoning”[1]. 

Despite the large worldwide implementation of the information systems and the 
need to continuously improve patient safety and care quality, the evolution of CDS 
systems was not so rapid, even if it could. Some of the most important aspects which 
affect this could be the non-existence of a standardized (clinical information) informa-
tional core able to assure the functionality of any CDS, and also the compatibility 
between these and healthcare (clinical) information systems. In the last few decades 
there were made significant steps in order to achieve not only the formal interopera-
bility between medical information, documents and applications [2.], but even the 
semantic interoperability [3], and consequences can be seen in the new standards that 
were elaborated and adopted for this cause. Virtual Medical Records (vMR) is the 
result of a research group from the HL7 organization; it is “a data model for 
representing clinical information relevant to CDS” and “encompasses data about  
a patient's demographics and clinical history, as well as CDS inferences about the 
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patient” [4]. This data model is about to be redefined within the current research ac-
tivity, by using a semantic technology, trying to obtain an enhanced integration of 
sources.  

Data, information and knowledge have to be organized and represented in such a 
manner that both, human and computer, to be able to understand their meaning. The 
Topic Maps (TM) technology is the perfect solution for this issue, being able to con-
ceptualize and represent any subject [5] in a computer-understandable and also a hu-
man-understandable way. TM is an ISO standard, ISO/IEC 13250:2003 Topic Maps, 
and it was designed to give users the possibility to represent their knowledge and 
rapidly find information they need. It was developed “as an answer to the problem of 
how to automate merging of (digital) back-of-books indexes” [6]. 

The methods and technologies used within this approach should provide the 
achievement of the desired results, allowing an enhanced interoperability not only for 
CDS systems, but for a lot of other healthcare information systems which rely on the 
vMR data model to manage their own informational structures. 

2 Mapping vMR to TM 

2.1 Technologies - Theoretical Considerations 

Finding a common data model for organizing medical knowledge was the main con-
cern of the research activity. The requirements for that data model stated that it should 
be able to represent a collection of informational constructs used in Clinical Decision 
Support systems, and also to let this collection be updated with information from 
various sources. Virtual Medical Record (vMR) represents a solution provided by the 
HL7 organization, and even if it is not a standard yet, the probability for this model to 
be standardized is high [7].  

The analysis of the most important semantic technologies revealed that TM stan-
dard could be eligible to represent such a model. By declaring the identity of the sub-
jects, users have the opportunity to link the formal representation of the vMR data 
model to other data and knowledge sources [5]. There are other reasons that led to the 
decision to use TM technology:  

• the flexibility, by offering an open vocabulary;  
• the ability to quickly find information, by offering “very good support for full-text 

searching, complex queries, and also providing an excellent basis for natural lan-
guage querying” [8];  

• the extensibility, through the properties of merging distinct topic maps and topics;  
• the ability to acquire and represent knowledge, by making computer understand it.  

We can say that TM is a technology able to acquire, represent, store, manage and 
retrieve knowledge. Besides all these, by linking its internal constructs with external 
references (Fig. 1), a topic map provides an opportunity to connect it with other topic 
maps, and even with other representations of knowledge that use other semantic tech-
nologies. Also, it can be concluded that it offers a possibility to widely spread the 
contained knowledge. 
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Fig. 1. The TAO1 of Topic Maps [6] 

2.2 Tools 

The applicative part of the current research activity tries to implement the specifica-
tions of the technologies previously presented, seeking to obtain a high level of medi-
cal data integration. The whole system consists of two distinct applications  
working together: one, which has to deal with knowledge organization, and the other 
one, which is responsible for the conversion of the incoming informational  
constructs into new representations in compliance with the Topic Maps Data Model 
(TMDM) [5].   

The tool used to represent vMR in accordance with TM specifications is Topincs, 
“a software for rapid development of web databases”, which provides the possibility 
to represent any domain “by modeling a TM schema” (Fig. 2). It also gives develop-
ers and users opportunities “to transform, aggregate, and modify the data”[9]. Other 
reasons to chose Topincs are: “any technological jargon is hidden from the user” [9], 
is a solution on top of the AMP (short from Apache, MySQL, PHP) stack, is an open 
source, and well done documentation is provided. Topincs is not just a TM engine; it 
also gives users the possibility to control the behavior of their applications through 
PHP scripts. These are the most important concepts used in the programming process: 
tobject – PHP object for accessing topics, domain classes and services, triggers and 
access filters. The Topincs application includes an under development web database 
which will be enriched with a package of services as the support for the connection 
with the C# application.   

 
 
 

                                                           
1 Short from Topic-Association-Occurrence. 
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Fig. 2. TM schema for vMR data model 

Topincs is an application running on top of Apache 2, MySQL and PHP 5, these 
being some other tools used in this project. Since PHP syntax is used to model the 
output of the database, it is obvious that the system lies on a server.  

C# programming language under .NET platform will be used to develop the me-
diator, a conversion module, which has to be able to seek and identify the representa-
tions of the same subject within files written in accordance with different data models. 
A set of conversion algorithms is about to be developed and this work will be part of a 
subsequent paper. In this context, special attention is given to data validation, to en-
sure the correctness of the resulted TM constructs, which have to match to the data 
type specified in the TM schema. 

2.3 Implementation 

System Overview 

After initial phase of the research activity, some questions regarding the implementa-
tion of this approach raised: 

• what is the best way to represent vMR terms with TM? 
• what algorithms will drive the conversion processes? 
• what are the tools about to be used? 
• is there any chance to fulfill the initial requirements? 
• how many efforts the whole project will require? 
• why should developers use the final product? 
• is there any simple way to do the same thing? 
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Answering these questions we found that this research field requires knowledge from 
different domains and will consume a lot of human resources. Also, there are other 
possibilities to do the same, but this approach seems to better fit to the needs of the 
domain, following the current trend in information and computer technology and 
pushing healthcare to a step further. Afterwards, we decided to design and develop an 
application which relies on a web database, created and maintained with Topincs, and 
a conversion module, written in C#, that should ensure the automatic process of ac-
quiring data from different types of sources (Fig. 3). In the next paragraphs within the 
current section, there will be shortly described some of the past steps, the current 
activity and some directions for the further development.  

 

Fig. 3. System overview 

The main objective of the current research is to improve the integration of medical 
data by using TMDM. The immediate requirement for the new data model is the easi-
ness to be assimilated by the users familiar with the original data model, without hav-
ing to know TMDM, only in case they want to change the behavior or to rewrite the 
data model. So, it assumes that a high level of usability is ensured for the new data 
model. In order to meet these objectives, a list of requirements was written: 

• the result of the data translation between models can be determined; 
• a common vocabulary must be developed; 
• data can be translated from one model into the other and vice versa; 
• the result of data translation from one model into the other and vice versa is an 

informational construct with the same content and semantics; 
• the translation guide uses common terms of the two models;  
• the limits of the translation mechanism will be specified; 

We must admit that other requirements may become imperious over the research 
process. 

Creating TM Ontology 

The first step in the development of the topic map is to elaborate the TM ontology and 
for this purpose we used the methodology described in [10]. The most important ac-
tions were to identify the boundaries of the domain, to discover and collect the rele-
vant documentation. The latest informative ballot regarding the data analysis model 
for vMR was downloaded, and there were identified the most eligible tools to be used. 

The main concern for the second step, the analysis phase, was to underline the as-
pects involved in the process of using a common data model for CDS, and to find the 
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list of questions that could be addressed to the topic map. Also, there were defined the 
concepts within the domain and the relationships between them. One important re-
quirement for this project was to use, for the new TM constructs, the same denomina-
tion for as many vMR terms as possible, in order to obtain a rapid integration of the 
new data model.  

The third step was to sketch the TM ontology, by listing the new concepts and set-
ting up the topic types, association types, occurrence types and some examples of 
instances for those concept types. All these concepts form a TM ontology, as it was 
defined in [10]. Based on this TM ontology and by using Topincs, a web database was 
designed and developed. To a better understanding of this part of work, a brief intro-
duction on some of the concepts we used is presented in the subsequent two para-
graphs. Also, it has to be specified that we are talking about two different activities: 
the design process of the TM ontology and the conception of a TM schema. 

An instance of the TM technology is called topic map, and it may exists in various 
forms: text files, xml files, databases or even stored in human mind. For the current 
application we decided to manage data, information and knowledge with the help of a 
web database. The development process of that web database, started with the crea-
tion of a schema. This means that all topic types, association types, role types, and 
occurrence types were represented following the rules stated in the TMDM, and con-
straints were defined in accordance with The Topic Maps Constraint Language 
(TMCL) [11]. The result is the TM schema of the represented domain, and it controls 
the behavior of the whole database. 

In order to achieve the requirements of the project, a package of Topincs services 
is intended to be written. These services are PHP parameterized scripts and they mod-
el the response of the database, allowing custom queries and further automation of the 
integration processes within the current project. In order to develop Topincs services, 
a PHP object called tobject is used to gain access to the topics. According to the 
TMDM specification, a topic is a conceptualization of a subject, which “can be can be 
anything whatsoever, regardless of whether it exists or has any other specific charac-
teristics, about which anything whatsoever may be asserted by any means whatsoev-
er” [5]. The tobject has a virtual programming interface, given based on the  
constraints within the TM schema, and the serialization names, these being formal 
denominations which are set by the designer of the topic map for the previously men-
tioned types within the TM schema. The programming interface of the tobject exposes 
“methods that make sense given the constraints of the topic type” [12]. New custom 
methods can be added to the programming interface, by the programmers, using do-
main classes. All these features give programmers and knowledge engineers the op-
portunity to rapidly develop powerful applications, based on a very flexible data  
model. 

The next step in the development of the topic map is to refine it, and, in this case, 
this activity started with the creation of the first definitions and classifications, and it 
will last throughout whole of the implementation process. The immediate actions 
within the research activity are: to populate the topic map, and to design and develop 
the integrating algorithms that will drive the supervised and/or automatic acquisition 
process.  
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Integrating Knowledge 

To ensure the automation of the data acquisition process, a mediator is under devel-
opment. It has to identify and convert into TM as many pieces of information as poss-
ible from data models that use XML-based syntax (Fig. 4).  

The application waits for XML files to be sent to the server and checks if their tags 
have any known identifiers or if they correspond to any of the predefined templates. 
The database has to be able to provide identifiers for all elements of the topic map 
ontology, and these will be further used to define and/or verify the identity of ele-
ments from the incoming messages. Identifying the subjects of representations is a 
process that has not only to comply with the TMDM specifications, but to ensure the 
automatic data fluxes between different types of information representations and the 
vMR-TM. Also, while the list of the subject identifiers grows, the chances to discover 
new information fragments about represented subjects increase, and this should con-
duct to a more accurate response at the requirements of the users from CDS domain.  

 

Fig. 4. Example of a potential incoming xml file 

In case of any tags match to exposed identifiers, the attributes are verified to see if 
their subjects have an already defined topic. If topics about the same subject exist, 
they are updated, and else, they will be created. In case there is no matching, the user 
interface provides a way to supervise the identification process for unknown terms 
(Fig. 5). This should become deprecated as the development of the identification  
algorithms advances. 
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There are still issues with the unique identification of a subject, starting with deli-
berate or accidental actions that may occur over this process, and finishing with the 
misunderstanding of the represented domain, but these could be managed and mostly 
solved by following the recommendations of the Organization for the Advancement 
of Structured Information Standards (OASIS) about the use of the published subject 
(Fig. 6). The document lists the requirements, recommendations and methods used to 
adopt published subject indicators (PSIs) and published subject identifiers (PSIDs), 
providing the directions to follow in order to benefit of ”an open, scaleable, URI-
based method of identifying subjects of discourse” [13.].   

 

Fig. 6. Using a PSI to identify a subject [13] 

3 Further Work and Expected Results 

The future research focuses on the completion of TM schema, according with vMR 
specifications, and on the design of services, in order to meet project requirements. 
Based on these services and to support the automation of information acquisition, 
several templates will be written, expecting a better exchange of informational fluxes. 

The conversion module, written in C#, is designed to identify the conceptualiza-
tions of the same subject into different data models, and represent them in accordance 
with TMDM, by using the new defined vocabulary and previously mentioned servic-
es. In this stage of development, the application has limits that should be considered 
until the completion of the identification algorithms. In this context, a new method for 
the subject identification process is intended to be developed, especially designed to 
fit on traditional RDBMS and eHR systems. This work should extend the identifica-
tion features provided by TM standard with methods for supervised identification, 
which rely on probabilistic calculus made on some interchange formats and data 
models relevant for healthcare.   
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The expected results of the current research activity are: 

• the achievement of a flexible data model which can be used to obtain accurate 
medical recommendations; 

• the development of a set of conversion algorithms which will allow automatic ac-
quisition and integration of medical data from TM instances and other data models; 

4 Conclusions 

The novelty of this approach lies in the design of a new vocabulary based on the vMR 
data model and according with TMDM, allowing the further integration of virtual any 
kind of (digital) medical data, information and knowledge. The use of the resulted 
topic map is as medical knowledge base, which links its content to relevant resources 
on the web. It allows users to navigate through a vast medical knowledge base and 
represent their own medical ontologies. It also can be viewed as an interface between 
different types of healthcare data models and the CDS systems, whose inference en-
gines could use the content of the topic map to extract highly accurate medical rec-
ommendations. 

The package of services enriches the application with some custom capabilities, 
and also provides a picture of how to programmatically model the response of a topic 
map developed with Topincs.  

Comparing with other approaches, this relies on a semantic technology with an 
open vocabulary and n-ary associations, which translates into a high power of 
representing things. Some references indicate that similar technologies to TM could 
be: concept maps, mind maps, or RDF, but a closer look suggests that they are rather 
different. TM can be viewed as an envelope for almost all other knowledge represen-
tation and classification technologies, being able to represent from simple classifica-
tions, indexes, taxonomies, thesauri, folksonomies, to highly complex ontologies [15]. 
Because of its special characteristics, and besides the issues involved by the creation 
of ontological representations, TM seems to be one of the most eligible to acquire, 
preserve, represent, manage and disseminate knowledge. TM is a powerful data mod-
el that provides flexibility, extensibility, understandability, findability, integration and 
assimilation to the represented domains. 

Like other knowledge representation methods, this standard has not only benefits, 
but issues, like how to find the most important subjects in targeted domains and how 
to conceptualize those subjects, or the need of human resources for hand coding and 
maintenance. It is also hardly recommended that any ontological assertion to be made 
or supported by specialists of the field represented.  
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Abstract. In this paper we will present a way to measure the similarity of two 
web sites. The web sites used are composed only of web pages created with 
HTML. We will present and compare two algorithms for calculating the simi-
larity degree between two web sites. The first algorithm compares all the web 
pages of the web sites while the second one selects, after a certain criterion, on-
ly a part of the web pages using a relation between them. To implement the al-
gorithms and compare the results we used Java language. 

1 Introduction 

Under current conditions, when we assist at an explosion of web sites, it is useful to 
measure their degree of similarity. This way we provide a modality of assessing the 
originality of web sites. In this article we use web sites that are composed of web 
pages created using HTML tags. Comparing them is in terms of the tags used in their 
creation, not in terms of the effect given by the browser (text, images, etc.). 

The measurement of the similarity between two web sites will be realized using a 
relation between two web pages. The different modalities of defining this relation are 
presented in [2], [4], [6] and [8]. The version used in this paper (section 2) is also 
used in [2] and  [6]. This relation depends on a set TG of tags. 

In section 3 we present two modalities of defining the similarity degree between 
two web sites. The first modality is introduced for the first time in this paper while the 
second one was presented in [5]. The algorithms we present in section 4 use the set 
TG (eventually empty) with the aim of not taking in consideration the tags from TG 
when comparing. This is important in order to eliminate the situations when there is a 
huge amount of tags of the same type. 

In section 5 we present the results obtained by the programs wrote in Java language 
for the algorithms from section 4. 

We consider that respecting the restrictions referring to copyright is as current as 
modeling the web applications for testing and verifying. This can be also verified 
using applications similar to those presented in this paper.  
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2 Defining a Relation between Two Web Pages from Web Site 

In this section we consider a web site, which has as web pages the set P={p1, p2, ..., 
pn}, and a set of tags TG (eventually empty). The tags from TG will be excluded from 
the comparison of web pages. 

The relation between web pages used in this paper is described in detail in [5]  
and [6]. 

For any web page pi from P, we write Ti the sequence of tags from pi, which are 
not members of TG.  
 

Definition 1. Let TG be a set of tags, pi and pj two web pages from P. 
We say that Ti is in Tj as a sequence, if there exists an index in the sequence Tj 

from where there appears from left to right, one after the other, all the tags of Ti.  
 

Definition 2. Let TG be a set of tags, pi and pj two web pages from P. We say that pi 
is in relation R with pj and we write pi R pj, if: 

i)  Ti is in Tj as a sequence; 
ii) Any tag <Tg> from Tj which appears in Ti as well, if it has a closing tag 
 <\Tg> in Tj, then <\Tg> is also in Ti.  

Definition 3. The web page pi is called sink web page, if the following property is 
fulfilled: 

There does not exist pj in P, with i ≠ j and pi R pj. 

Example 1.  Let us consider a web application with three web pages: P = {p1, p2, p3}. 
pi can be found in the file Pi.html, where i  {1, 2, 3}. 

 
P1.html 
<HTML> 
<HEAD> </HEAD> 
<BODY> <U>Conference</U> </BODY> 
<B> Day 1 </B> <BR> 
<I> Day 2 </I> <BR> 
</HTML> 
 
P2.html 
<HTML> 
<HEAD> </HEAD> 
<BODY> 
<B> Day 1 </B> <BR> 
<I> Day 2 </I> <BR> 
</BODY> 
</HTML> 
 
P3.html 
<HTML> 
<HEAD> </HEAD> 
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<BODY> 
<BODY> <U>Conference</U> </BODY> 
<B> Day 1 </B> <BR> 
</BODY> 
</HTML> 
 
Considering 
 

TG = {<HTML>, <HEAD>, </HEAD>, <BODY>, </BODY>, </HTML>, <B>, 
</B>} 
 

we obtain: 
 

T1 = (<U>, </U>, <I>, </I>) 
T2 = (<I>, </I>) 
T3 = (<U>, </U>) 
 

According to definitions 1 and 2, we obtain only two pairs of pages in relation R to 
each other: 

p1 R p2 ; p1 R p3. 

So for this web site we have only one sink web page, namely p1. The web pages p2 
and p3 "sink" in p1 (excepting the tags from TG). 

3 Methods of Calculating the Similarity Degree between Two 
Web Sites 

Further we will consider two web sites S1 and S2. 
 

Definition 4. Let p be a web page from S1 and q a web page from S2. We say that p 
arises from q, if p R q. 

 

Using the previous notion, we will introduce the concept of similarity degree between 
two web sites. The first modality of defining this notion is the following: 

 

Definition 5. We define the similarity degree of S1 with S2 the number a / n, where a 
is the number  of web pages from S1 that arise from the web pages of S2 and n is the 
number  of web pages from S1. We will write this number deg1(S1, S2). 

In [5] is defined the similarity degree of S1 with S2 using the concept of sink web 
page, this way: 
 

Definition 6. We define the similarity degree of S1 with S2 the number b / k, where b 
is the number  of sink web pages from S1 that arise from the sink web pages of  
S2 and k is the number  of sink web pages from S1. We will write this number 
deg2(S1, S2). 
 

In the next section we present two algorithms that calculate the similarity degree of 
S1 with S2: deg1(S1, S2) and deg2(S1, S2). 
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4 The Description of the Algorithms 

Algorithm A1 

Using the notations from the previous sections, we will present the algorithm that 
calculates the degree of similarity between two web sites. 
 
Input data 
the path of the file containing the set of tags TG 
the path of website S1 
the path of website S2 
 
Used data structures 
- tags - a string vector with the tags from TG 
- files1, files2 - string vectors with the paths of each website's web pages (files1 for 

S1 and files2 for S2) 
- pages1, pages2 - string vectors with the tags from each website's web pages, that 

are not included in TG (pages1 for S1 and pages2 for S2) 
 
Output data 
- the degree of similarity of S1 with S2 
- a text file with the number of files and the number of web pages for each web site 
 
Algorithm A1's steps 
- memorizing in tags the tags from TG 
- finding and memorizing in files1 the paths of the web pages from S1 
- finding and memorizing in files2 the paths of the web pages from S2 
- memorizing in pages1 the tags that does not exist in tags from each web page of 

the S1 
- memorizing in pages2 the tags that does not exist in tags from each web page of 

the S2 
- calculating the similarity degree between the two web sites (definition 5) 
 

Algorithm A2 
Unlike the algorithm A1, A2 algorithm determines the sink web pages and use them 
to calculate the similarity degree. A detailed description of this algorithm can be 
found in [5]. The input and output data are the same as for the algorithm A1. To the 
data structures from A1 are added two structures, s1 and s2, with the the indices of 
sink web pages from S1 and S2. 
 
Algorithm A2's steps 
- memorizing in tags the tags from TG 
- finding and memorizing in files1 the paths of the web pages from S1 
- finding and memorizing in files2 the paths of the web pages from S2  
- memorizing in pages1 the tags that does not exist in tags from each web page of 

the S1 
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- memorizing in pages2 the tags that does not exist in tags from each web page of 
the S2 

- finding the sink web pages using the concepts presented in section 2 
- calculating the similarity degree between the two web sites (definition 6) 

5 The Implementation and the Comparison of Results 

The implementation of A1 and A2 algorithms was realized using Java language. As 
input data we used the path where web sites' files are. The files that did not contain 
tags were not taken into account. For comparing the two sequences of tags associated 
to the web pages, we used the pattern-matching algorithm Knuth-Morris-Pratt, [3]. 

To make the comparison as good as it was possible, we took into account two  
aspects: 

- the TG set used in the composition of tags' lists associated to web pages; 
- the execution time. 
 

The creation of the following graphics (fig. 1 and fig 2.) was made the sets: 

TG1=Ø 
TG2={<p>, </p>, <B>, </B>} 
TG3={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>} 
TG4={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>, <meta>, <script>, </script>, 
<br>, <pre>, </pre>, <center>, </center>} 
TG5={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>, <meta>, <script>, </script>, 
<br>, <pre>, </pre>, <center>, </center>, <hr>, <style>, </style>} 
TG6={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>, <meta>, <script>, </script>, 
<br>, <pre>, </pre>, <center>, </center>, <hr>, <style>, </style>, <img>, <font>, 
</font>} 
TG7={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>, <meta>, <script>, </script>, 
<br>, <pre>, </pre>, <center>, </center>, <hr>, <style>, </style>, <img>, <font>, 
</font>, <strong>, </strong>, <small>, </small>} 
TG8={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>, <meta>, <script>, </script>, 
<br>, <pre>, </pre>, <center>, </center>, <hr>, <style>, </style>, <img>, <font>, 
</font>, <strong>, </strong>, <small>, </small>, <h1>, </h1>, <h2>, </h2>, <h3>, 
</h3>} 
TG9={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>, <meta>, <script>, </script>, 
<br>, <pre>, </pre>, <center>, </center>, <hr>, <style>, </style>, <img>, <font>, 
</font>, <strong>, </strong>, <small>, </small>, <h1>, </h1>, <h2>, </h2>, <h3>, 
</h3>, <h4>, </h4>, <h5>, </h5>} 
TG10={<p>, </p>, <B>, </B>, <i>, </i>, <u>, </u>, <meta>, <script>, </script>, 
<br>, <pre>, </pre>, <center>, </center>, <hr>, <style>, </style>, <img>, <font>, 
</font>, <strong>, </strong>, <small>, </small>, <h1>, </h1>, <h2>, </h2>, <h3>, 
</h3>, <h4>, </h4>, <h5>, </h5>, <h6>, </h6>} 
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Fig. 1. Chart for comparing two web applications, the TG sets on horizontal and the value of 
similarity degree on vertical 

 

Fig. 2. Chart for comparing the execution time of algorithms A1 and A2, the TG sets on hori-
zontal and the value of execution time on vertical. 
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6 Conclusion 

The main purpose of this paper was to present two algorithms that calculate, using 
two different formulas, the similarity degree between two web sites. The obtained 
results showed the same graphic form in both cases for the utilized tests. We consider 
that there can be realized new applications to better reflect the common aspects be-
tween two web sites, using concepts presented in this paper. 

Together with the ways of measuring the quality of a web site (as those presented 
in [9] and [10]) we believe that the aspects presented in this paper should also be tak-
en into consideration. 

Another direction we want to follow is that which treats the concept of similarity as 
a fuzzy concept. For this, we want to use the results obtained by Zadeh, [11]. 

The degree of similarity of two web sites, calculated using the formulas for deg1 
and deg2, can also be used as a fuzzy concept. These two formulas can be used to 
measure the differences between two web sites. 

The results from [11], [12], [13] and [14] can be adjusted to the space of the web 
sites, using the measures deg1 and deg2. This way, methods of fuzzy partitioning of 
the web site’s space can be found.   
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Abstract. Terminal communication systems are often confronted with  
undesired e-mails, which reach their destination, while cloaking the real sender. 
Thus, in order to develop appropriate security software, it is necessary to know 
how to write identity-concealing software. This paper seeks to describe how the 
identity of undesired e-mail senders can be hidden. The final aim of the work is 
to detect adequate means of defense against unwanted e-mails, by generating, in 
the future, strong security (or filtering) algorithms and methodologies, adapted 
to diverse situations.  

Keywords: Unsolicited e-mails, Terminal communications, Security algorithms. 

1 Introduction 

In the case of e-mail messages, the risk associated with the sender’s impersonification 
is very high, since the standards used for sending e-mails are simple and have, in ad-
dition, been made public by developers. The e-mail standard is not based on any ma-
thematical system for checking the sender’s identity, but on mutual confidence among 
users. This disadvantage is used by malicious people to send messages from false, or 
even existing addresses, pretending to be the users who own those e-mail addresses. 
Consequently, it is practically almost impossible to identify someone who has sent 
such messages. The most important problem of the unwanted e-mail senders is hiding 
their identity. Most software variants that are used in such situations consist of using 
some programs to seize the administrator account of a communication terminal and 
install their own server onto it; after installation, a domain name is registered, with 
false identification data. In order to prevent such inconveniences and develop security 
algorithms, it is vital to know the steps that must be covered in implementing such 
methods for concealing identity. The simplest strategy for generating unwanted  
e-mails consists of using a PHP script, and then installing it on a server that provides 
the possibility to run it free of charge. In this case, after installation, it is no longer 
necessary to register a domain name.  

                                                           
∗ Corresponding author.  
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After running the software application on the server that allows it, malevolent users 
delete the application, with the obvious purpose of “covering their tracks”. 

Undesired e-mails are mostly sent for the purpose of collecting confidential infor-
mation, stealing identities, sending viral programs, infecting and turning the receiving 
systems into zombie PCs, in order to form botnets.  

In addition to e-mails, malevolent programmers also develop other routes of attack, 
using instant messaging (spim), weblogs, Short Messaging Services (SMS) or claim-
ing to provide optimizing services for Internet search engines (spamdexing) or by 
using webshells like Pirulin, which enable direct access to the operating system on 
which the web and e-mail servers are installed. 

2 Generating Unwanted E-mails 

The method for hiding the identity of unwanted e-mail senders, analyzed in this paper, 
has the following main phases: 

•  obtaining a free e-mail account from a provider that offers such services (for ex-
ample, Gmail, Yahoo,  Dcemail etc.); 

• obtaining a subdomain on a server that provides, free of charge, the possibility to 
run PHP code (for changing the name of the message sender); 

• loading the necessary scripts on the server and running them. 

Generally, the first two actions are performed from a public place (for example, an 
Internet café, a terminal with access to the Internet, e.g. in an airport, or a mobile 
device with a prepaid SIM card, that does not require one to submit personal data,  
etc.). Considering the fact that communication service providers record the IP (Inter-
net Protocol) address from which the request was submitted, public places are pre-
ferred, as the initiator cannot be tracked [1]. However, the provider defines Reverse 
DNS (PTR) records – domain names associated to IPs – and, at the same time, it de-
fines SPF and SenderID records, for domains from which the sending occurs – the 
records are used by servers to which messages are sent, in order to check whether the 
IP is authorized to perform a sending action. 

It is noteworthy that the first two actions are not currently illegal at this very  
moment.   

2.1 Obtaining a Free E-mail Account 

Usually, the e-mail account is created on a server that provides this service free of 
charge. The services provided free of charge by the dcemail.com company are prefer-
able, as they offer a series of advantages, such as: storage space of up to 1GB, file 
attachments of up to 25MB. In the scenario described by this paper, the data entered 
into the registration form is not real (for demonstration purposes).  
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2.2 Obtaining a Subdomain 

The next step after having entered the data by malicious programmers is to create a 
subdomain (e.g. on services provided by http://www.000webhost.com/). There is a 
possibility to opt for a subdomain (for example, aplicatiitm.comyr.com) or to host 
one’s own domain. The registration request is approved within no more than 24 hours 
by a human operator, who checks whether the data entered is false or not. Although 
this practice would not be illegal, ISPs such as Yahoo or Hotmail, as well as blacklists 
do not favor it and, consequently, it is highly likely that the domain or the IP address 
will be registered into a blacklist, thus resulting in a complete blockage of all messag-
es on that IP and/or domain, or their forwarding to the Spam folder (where unwanted 
e-mails, sent by unknown people, are stored). Generally, the destination of e-mails  
is decided by their reputation (Yahoo, Gmail, Hotmail are preferred, since they use 
filters).  

2.3 Description of the Software Application 

The software application, proposed in this paper for exemplifying the algorithm that 
hides people’s identities, is written in PHP – programming language run on the server 
side. A simple message formatting (without too many colors, font types, images, etc.) 
will keep it far from anti-spam filters. Sending messages in HTML (multipart 
/alternative) format includes a part of text, with the mention that the html part should 
not contain errors [2]. The results of running the program are interpreted by a Web 
browser (such as Firefox, Internet Explorer, Opera, Chrome etc. [3]. 

 

Fig. 1. The application’s graphical user interface 

The form generated by the form.php file (as it can be seen in Fig.1), will be filled 
with data required for communication, such as: the recipient’s e-mail address, the 
sender’s e-mail address (it can be anything, as the validity of this address is not 
checked), other e-mail addresses where copies of the message are sent, the subject and 
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content of the message. After clicking on “Send”, the unwanted message will be sent 
to the recipients, by running the second script, entitled send.php. This script is de-
signed to show whether the data were sent successfully or not (Fig.2). It can be seen 
that the recipient (Fig.3) received it from “initiator_mesaj@uvvg.ro”, a fictitious ad-
dress created by the sender. 

 

Fig. 2. Explicative interface on the sent message 

 

Fig. 3. Explicative interface on the falsification of the sender’s identity 

In order to see the real identity of the sender, one has to click on the More… button 
(which differs according to the service/program used for reading e-mails), which will 
display the extended message header (Fig.4). 

 

Fig. 4. Explicative interface on displaying the extended message header 
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In the X-PHP-Script field one can see the sender’s real identity (domain name and 
IP address). After consulting the extended header, one can contact the server’s owner 
and inform them on the illegality that has been committed. 

The application works based on the fact that users do not know how to read and in-
terpret the extended header. Even after deactivating the account from which the unde-
sired message has been sent, the author can still make another, without being caught 
(if the account is created from a public place).  

The described application uses two files; the first file, named form.php generates 
an html page, stylized using CSS (Cascading Style Sheets); this file does nothing but 
send the data collected in the form to the next file, named send.php, which will call 
PHP’s mail() function  and send the message to the recipient. If the message was sent, 
the content of that message is shown, i.e. the e-mail addresses of the recipient and the 
sender, respectively.  

The source code for form.php is: 

<html> 
<head> 
<title>Form for data to be sent</title> 
<style type="text/css"> 
body{padding:50px 0 0; 
background: #827F80 url(gradient_black.png) repeat-x ; 
color:#000; 
font:100.01%/1.3 Verdana,Arial,sans-serif; 
text-align:center;}  
#div_form{width: 400px; 
padding: 30px  0; 
margin:0 auto; 
text-align:left; 
background: #9CC0FF url(gradient_blue.png) repeat-x 0 -
5px; cursor:help;}  
input{width: 250px; 
background: #9CC0FF url(gradient_blue.png); 
margin:0 5px; 
border: 2px;} 
textarea{width: 250px; 
height: 100px; 
background: #9CC0FF url(gradient_blue.png); 
margin:0 5px; 
border: 2px;}    
hr{width: 400px; 
background: #000; 
height: 2px ;}  
</style> 
</head> 
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<body>       
<div id="div_form"> 
    <form name="theform" method="post" action="send.php">   
      <table align="center"> 
        <tr><td>To:</td><td> 
        <input type="text" name="to"></td></tr> 
        <tr><td>From:</td><td> 
        <input type="text" name="from"></td></tr> 
        <tr><td>Cc:</td><td> 
        <input type="text" name="cc"></td></tr> 
        <tr><td>Bcc:</td><td> 
        <input type="text" name="bcc"></td></tr> 
        <tr><td>Subject:</td><td> 
        <input type="text" name="subject"></td></tr> 
        <tr><td valign="top">Message:</td><td> 
        <textarea name="message"> Insert your message    
</textarea> 
        </td></tr><tr><td></td>   <td 
style="float:right; padding: 30px  0;margin:0 auto; "> 
        <input style="width: 100px;  
          background: #827F80 
url(gradient_button_black.png); 
          font: Arial sans-serif;color: #FFF;"  
          type="submit" value="Send" />    
        <input style="width: 100px;  
          background: #827F80 
url(gradient_button_black.png); 
          font: Arial sans-serif;color: #FFF;" 
          type="reset" value="Reset" /></td></tr> 
      </table> 
    </form> 
 </div><br /><br /><hr />    
</body> 
</html> 

The source code for send.php is: 

<html> 
<head> 
<title>Mail sent</title> 
</head> 
<body> 
<?php 
$to = $_POST["to"]; 
$cc = $_POST["cc"]; 
$bcc = $_POST["bcc"]; 
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$from = $_POST["from"]; 
$subject = $_POST["subject"]; 
$message = stripslashes($_POST["message"]); 
$headers = "From: " . $from . "\r\n"; 
if (!$cc == "") { 
$headers .= "CC: " . $cc . "\r\n"; 
} 
if (!$bcc == "") { 
$headers .= "BCC: " . $bcc . "\r\n"; 
} 
$headers .= "MIME-Version: 1.0\r\n"; 
$headers .= "Content-type: text/html; charset=utf-8\r\n"; 
$headers .= "Content-Transfer-Encoding: 7bit\r\n"; 
 
$mailsent = mail($to, $subject, $message, $headers); 
if ($mailsent) { 
echo "Congrats! The following message has been sent: 
<br><br>"; 
echo "<b>To:</b> $to<br>"; 
echo "<b>From:</b> $from<br>"; 
echo "<b>CC:</b> $cc<br>"; 
echo "<b>BCC:</b> $bcc<br>"; 
echo "<b>Subject:</b> $subject<br>"; 
echo "<b>Message:</b><br>"; 
echo $message; 
} else { 
echo "There was an error..."; 
} 
?> 
</body> 
</html> 
 
The main threat transmitted by e-mail is due to the possibility of attaching malware. 
This way, unwanted messages with a viral content can be sent to spread out malware 
and abstract confidential data towards communication terminals. These are controver-
sial topics in courts of justice around the world, especially as regards the right to send 
messages to public and private e-mail addresses. 

3 Security against Undesired Messages  

By even minimally securing the operating system installed on communication termin-
als, these messages can be treated as spam, and thus the recipient can decide whether 
the message will be read or not. Avoiding such undesired messages can be done by 
checking the sender’s authenticity – using a digital signature, or ignoring messages 
that claim that you requested something or that you tried to send a message and a 
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sending error occurred, by not opening suspicious messages, or by applying heuristic 
rules, [3], content filters, etc.[4],[5] [6]. 

In order to be sure that messages get to the recipient, in the Inbox folder and not in 
Spam, spammers take into account the criteria according to which these filters work.  

Filters can be based on a detailed analysis of several factors (keywords, sender’s 
name/address, message title, message structure), establishing the likelihood of an e-
mail message being unwanted. Thus, scanning after certain keywords is one of the 
criteria used by spam filters. Keyword selection is done through testing, i.e. by send-
ing the message to e-mail addresses with anti-spam filters, and if these end up in the 
“Junk” folder, then changes must be made. 

Likewise, software for recognizing undesired messages was developed, which ana-
lyzes e-mail messages according to the selected recognition algorithms, such as: heu-
ristic analysis, image recognition, analysis of .RTF attachments, self-instructed text 
recognition algorithms etc. [7].  

The script described in send.php file does not feature an error handling part; the 
only message that is received by the malevolent user is that an error occurred. This 
may be due to entering a wrong e-mail address, server errors etc.  

In order to authenticate the sender of an e-mail message for other purposes, most of 
the times a public key system is used. Thus, if the sender encrypts the messages with 
their own private key, the data can only be decrypted by using the twin public key, 
therefore, anyone can verify that the message was indeed sent by the apparent sender, 
and not by a person claiming to be the sender (the message encrypted with a key can 
only be decrypted by using its twin key and it is assumed that the sender is the only 
one with access to their private key). 

It is evidently possible to encrypt messages in parallel to authentication, so that 
even the sent data is encoded. For example, Outlook secures messages: by encrypting 
the message (preventing possible interception and ensuring confidentiality), through 
mechanisms implemented using the public-private key system, by adding a digital 
signature, by establishing security areas.  

4 Conclusions  

Security against undesired messages is a very important issue, as weak passwords, 
out-of-date software or sometimes even the recipients’ lack of vigilance can enable 
unauthorized access for spammers, who will not hesitate to use whatever means avail-
able to send unsolicited messages.  

The method for generating undesired messages, as implemented and illustrated in 
the application shown in paragraph 2, consists of generating a minimum number of 
files for running it, while also being free. Given the large number of free manuals 
available on the web [8], [9], describing the technical details for implementing such 
programs (but not for bad purposes), in the near future there will be an increasing 
number of script kiddies. Such unpleasant situations can be avoided by raising aware-
ness among the target group on the existence of practices such as those described  
in this paper, and by developing security algorithms, based on redirecting these  
messages to the spam section, following the detection of such practices. 
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Abstract. Denial of Service (DoS) and Distributed Denial of Service (DDoS) 
attacks appear to be main threats for cloud computing. The protection of cloud 
services against DoS and DDoS attacks is realized using Intrusion Detection 
Systems (IDSs).This paper aims to evaluate the experimental results of our pro-
posed quantitative solution.  The experiments are performed in a private cloud 
model deployed using Eucalyptus open-source, with virtual machines based 
IDS (VMs-based IDS) being created in three nodes and the Mysql database to-
gether with the graphical interfaces for monitoring the alerts being installed and 
configured in the front-end server. After a set of DDoS attacks are launched 
against the VMs-based IDS, we analyze all the alerts collected from the  
VMs-based IDS. 

Keywords: attacks, cloud computing, data fusion, DDoS attacks, Dempster-
Shafer Theory (DST), Eucalyptus, Intrusion Detection Systems (IDSs),  
Fault-Tree Analysis, Snort. 

1 Introduction 

Trustworthiness of cloud services become today a concern for cloud customers and 
providers. Denial of Service (DoS) and Distributed Denial of Service (DDoS) attacks 
appear to be their main threats. In the recent times, Cloud Service Providers (CSPs) 
had suffered security breaches and the service’s availability was compromised for 
hours [2].   
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DoS and DDoS attacks are the source of the mentioned disruptions. While DoS at-
tacks make the cloud service unavailable for authorized users by overloading the 
server that provides the cloud service with a large number of requests, DDoS attacks 
make the cloud service unavailable by overloading the victim server from distributed 
master locations utilizing the slave platforms [2]. 

The protection of cloud services against DoS and DDoS attacks is realized using 
Intrusion Detection Systems (IDSs) [2], [3], [4], [5], [6], [7], [8].  However, the effi-
ciency of security provided by the IDS sensors is doubted due to the massive amounts 
of alerts produced by IDS, the high number of false alarm rates and the overloading 
problems caused by the IDS deployment strategy. These issues with IDSs were 
treated in our previous research work [1] by proposing an IDS Cloud Topology, for 
detecting Distributed Denial of Service (DDoS) attacks in cloud computing environ-
ment. We had combined the evidences obtained from Intrusion Detection Systems 
(IDSs) deployed in the virtual machines (VMs) of the cloud systems using a data 
fusion methodology in the front-end.   

This paper continues our research solution proposed in [1] and aims to evaluate the 
experimental results of the proposed quantitative solution.  Thus, the theoretical fun-
damentals that comprise the IDS cloud topology can refer to [1] (i.e. Dempster-Shafer 
theory (DST) in 3-valued logic, the fault-tree analysis, the Dempster’s combination 
rule, the IDS in cloud computing).  

Section 2 introduces a short overview of the proposed solution, together with its 
implementation. Section 3 describes how DDoS attacks were generated and the re-
sults and the evaluation are presented in section 4. Finally, section 5 draws the con-
cluding remarks. 

2 Implementation of the Proposed Solution 

Our proposed Intrusion Detection System (IDS) Cloud topology [1] is shown in Fig-
ure 1. It presents the Eucalyptus private cloud architecture, the procedure of creating 
the virtual machines based IDS (VMs-based IDS) and the installation and configura-
tion of Mysql database together with the graphical interfaces for monitoring the alerts 
in the Cloud Fusion Unit (CFU) of the front-end server from the Eucalyptus cloud 
architecture. The others two components (i.e. Basic probabilities assignment and At-
tacks Assessment) from the Cloud Fusion Unit (CFU) are discussed in section 4. 

The IDS Cloud Topology was implemented in a Eucalyptus private cloud envi-
ronment. Thus, the private cloud was built using Eucalyptus 2.0.3 open-source, which 
has interfaces compatible with Amazon web services. The topology used for our pri-
vate cloud includes the following components: a Front-end (with Cloud Controller, 
Walrus, Storage Controller and Cluster Controller) and three Node Controllers. Addi-
tionally, the Eucalyptus setup uses the Managed networking mode and Xen hypervi-
sor was used for virtualization. The deployment stage of the private cloud was based 
on the Eucalyptus administrator’s guide [9] and the Eucalyptus user’s guide [10].  
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Fig. 1. IDS Cloud Topology [1] 

Furthermore, the VMs-based IDS were created and Debian-based euca2ools im-
ages were utilized. The experimental results were conducted for three Debian virtual 
machines: one image is Debian 32-bit architecture and the other two are Debian 64-bit 
architectures. The operations for creating the VM-based IDS are similar for all three 
images and only the type of software differs based on the bit architecture (e.g. 32 or 
64). The creation of the VMs-based IDS consists of the following six operations (Fig-
ure 2), using the Eucalyptus User’s Guide [10], the Snort installation guides [11], 
[12], [13], the Snort Users Manual [14] and [15], [16]: 

Step 1. Debian (e.g. 32 and 64 bit architecture) pre-packaged virtual machines 
were downloaded from Eucalyptus website. Afterwards, the images were bundled, 
uploaded and registered into our private cloud. These initial steps at the creation of 
the images are recorded in the image management section of Eucalyptus User’s 
Guide [10].  
Step 2. Furthermore, those images were utilized at the deployment of instances. 
Step 3. Then, a Eucalyptus storage volume of 5 GB was created in order to be at-
tached to the created instance. 
Step 4. Moreover, the VMs-based IDS were deployed by installing and configuring 
Snort open-source Network based Intrusion Detection System (NIDS) into the 
VMs. The reason for selection of this NIDS is because of its characteristics: it has 
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packet payload; its decoded output display is user friendly and its output analysis is 
high performed [17]. Moreover, Snort was configured for defending against DDoS 
tools. In this sense the predefined DDoS rules were included in the snort configura-
tion file. The attacks capturing procedure is made using the Barnyard tool, which 
stores in a binary unified file all the events with the purpose to send them to a cen-
tralized Mysql database in front-end, using a secure tunnel (i.e. stunnel) [11], [12], 
[13], [14], [15], [16], [18], [19]. The VMs-based IDS were configured to send all 
the collected data to the Mysql database using Snort together with Barnyard. Thus, 
the “barnyard2.conf” file on each VM-based IDS includes the following output 
[11], [12], [13]: 

“output database: alert, mysql, user=snort password=xxxxxx dbname=snortdata 
host=192.168.1.50”. 

After the installation and configuration of the VM-based IDS was completed, the 
volume was un-mounted. 

Step 5. In order to have a working storage volume, the Eucalyptus volume should 
be detached from the instance [10]. 

Step 6. We created backup of the above volume by deploying snapshot element 
[10].  

After the VMs-based IDS were deployed, we started Snort and Barnyard in all three 
VMs-based IDS and we conducted DDoS attacks against these three VMs-based IDS 
using Stacheldraht tool. Snort is started with the following command: “snort -c 
/etc/snort/snort.conf  -i eth0”, while barnyard is started with: 
“/usr/local/bin/barnyard2 -c /etc/snort/barnyard2.conf -d /var/log/snort -f snort.log -w 
/etc/snort/barnyard.waldo -G /etc/snort/gen-msg.map -S /etc/snort/sid-msg.map -C 
/etc/snort/classification.config”. 

 

Fig. 2. VM-based IDS Deployment 

The integration of IDS in Eucalyptus cloud was reported in the literature. Borisa-
niyia et al. (2010) presents their experimental setup of the Snort network-based intru-
sion detection into the Cluster Controller components of Eucalyptus private cloud and 
the analysis of the capture attacks transmitted every minute by IDS to the Mysql serv-
er, which is located in the Cloud Controller component of Eucalyptus. The placement 
of IDS in our proposed solution is into the VMs (Figure 1), which reveals a different 
approach comparing with the experimental setup revealed by Borisaniyia et al. 
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(2010). However, the centralization of the distributed sensors is recorded in a single 
Mysql server as in the solutions given by Borisaniyia et al. (2010), Brennan (2002), 
Skinner (2012). 

Furthermore, the implementation of the proposed solution enhances the collabora-
tion of the VMs-based IDS with the front-end component of the private cloud, by 
receiving the alerts transmitted by VMs-based IDS into Mysql server [18], [20]. The 
alert’s transmission is secured because Stunnel is installed in the front-end (Figure 3). 

 

Fig. 3. Relationships of the centralization components in Cloud Fusion Unit 

Figure 3 is an extended scheme of the CFU component from Figure 1.  The data 
analysis tool (i.e. BASE - Basic Analysis and Security Engine) was introduced be-
tween the storing server (i.e. Mysql) and the Basic probabilities assignment (Bpa’s) 
component. BASE is the successor of ACID (Analysis Control for Intrusion Detec-
tion) [16]. BASE was chosen because it is a web server analysis tool for monitoring 
the alerts received from the VM-based IDS sensors [15]. Additionally, its reporting 
strategy facilitates the procedure of obtaining the Bpa’s. 

3 Generating DDoS Attacks 

We have simulated DDoS attacks against the VMs-based IDS using the Stacheldraht 
DDoS tool. Stacheldraht tool is based on the ‘Client’, ‘Handler (s)/Master (s)’, 
‘Agent(s)/Daemon(s)’, ‘Victim(s)’ architecture. This three layer architecture includes 
the collaboration of three distributed servers (i.e. client –telnetc, master- mserv, dae-
mon - td). Stacheldraht combines the characteristics of both Trinoo and TFN (Tribe 
Flood Network) DDoS attack tools and provides two additional features: an encrypted 
client to handler communication and the agents are automatically  remotely updated 
[21], [22]. 

The types of DDoS attacks involved in this experiment are: bandwidth depletion 
attacks (i.e. ICMP- Internet Control Message Protocol flood attacks, UDP-User Data-
gram Protocol flood attacks) and resource depletion attacks (i.e. TCP SYN – Transfer 
Control Protocol Synchronize attacks) [23], [24]. 

ICMP flood attack attempts to make the victim host unavailable by sending ICMP 
requests to the victim using spoofed source addresses. Thus, the consumption of re-
sources to receive back those replies from the target to the attacker is eliminated and 
only the victim is responsible to handle large amounts of requests and replies [22], 
[25]. 
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TCP SYN flood attacks exhaust the victim by sending SYN packets to the target 
with invalid IP source addresses. The consequence of this action is seen in the  
absence of the ACK packets back to the victim, which makes the TCP connection 
unattainable [22], [25]. In this sense, the TCP services of the target site become  
unavailable for authorized users [22]. 

While TCP is a connection oriented protocol, UDP is connectionless. This differ-
ence between UDP and TCP makes UDP flood attack more difficult to be realized. 
The strategy adopted by UDP flood attack is based on sending UDP packets to dead 
ports from the target site. The life-threatening consequences of UDP flood attacks are 
produced not only against the target host and also against the hosts on the same seg-
ment [22], [25]. 

4 Results and Evaluation 

The created Mysql database (i.e. snortdata) stores the alerts received from each VM-
based IDS. Our snort database consists of the 15 tables taken from snort-mysql data-
base and the 6 ACID (Analysis Control for Intrusion Detection) tables. We have used 
in our experiment 4 tables from Snort database (i.e. tcphdr, udphdr, icmphdr, 
sig_class) and a table from ACID database (i.e. acid_event). We created another three 
join tables (i.e. tcp_acid_class, udp_acid_class, icmp_acid_class) (Figure 4), with the 
purpose to investigate and prioritize the DDoS events based on the following three 
criteria: True (i.e. a DDoS attack occurs), False (i.e. a DDoS attack doesn’t occur) and 
(True, False) case (i.e. if the type of the event is unknown). 

For example, ‘tcp_acid_class’ table was created by matching data from ‘tcphdr’ ta-
ble, ‘acid_event’ table and ‘sig_class’ table as follow [26]: 

mysql> CREATE TABLE tcp_acid_class AS 
(SELECT tcphdr.sid, tcphdr.cid, tcphdr.tcp_sport, tcphdr.tcp_dport, ac-
id_event.signature, acid_event.sig_class_id, acid_event.sig_priority, 
sig_class.sig_class_name 
FROM  tcphdr 
INNER JOIN acid_event 
ON tcphdr.sid=acid_event.sid and tcphdr.cid=acid_event.cid 
INNER JOIN sig_class 
ON acid_event.sig_class_id=sig_class.sig_class_id); 
 
We have made the assumptions that DDoS attacks are detected if the priority of the 
event is 1 (i.e. high) or 2 (i.e. medium) and if the priority is 3 (i.e. low) or 4 (i.e. very 
low) an alert will be generated.  

When a DDoS attack is produced, the total number of each x ∈ {TCP SYN, UDP, 
ICMP} flood attack is calculated by querying the above corresponding join tables 
based on the ‘signature’, ‘sig_priority’ and ‘sig_class_name’ fields. For this situation 
Snort reacts with one of the following actions [14]: drop, sdrop or reject, protecting 
the virtual machines. 
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Fig. 4. Creating Join Database Tables 

In the case that Snort generates alerts, we have considered two possible cases: 
False and (True, False). The (True, False) state is recorded when the attempts to at-
tack the VMs-based IDS are classified as ‘unknown’ classtype. The attack classifica-
tion of Snort rules is listed in Table 3.2 from the Snort Users Manual [14] (see Table 
1) and this list appears on the ‘classification.config’ file of Snort installation.  

The (True, False) element was introduced and modeled by Guth (1991) in the 
Dempter-Shafer Theory (DST) in 3-valued logic in relation with the fault-tree analy-
sis (FTA). In this paper, a quantitative analysis of the TCP SYN flooding attacks, 
UDP flooding attacks and ICMP flooding attacks is carried out, in order to reduce the 
large amounts of false alarms rates produced by the Intrusion Detection Systems. 

The creation of the above three join tables, the total number of events when a x ∈ 
{TCP SYN, UDP, ICMP} flood attack occurs and the total number of events when 
the event is unknown, can be used to calculate the basic probability assignment for 
each sensor machine, according to Dempster-Shafer theory (DST). 

Therefore, first the mass assignments for all three states of each sensor are defined 
as follows: 

                 mx(T), the DDoS attack occurs 

                 mx(F), the DDoS attack doesn’t occur (1) 

                 mx(T, F), the “unknown” classification of the DDoS attacks. 

where x ∈ {TCP, UDP, ICMP} flood attack in the private cloud  
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Table 1. Snort Default Classifications [14] 

 

Figure 5 depicts the mass assignments calculated for two VM-based IDS, which 
were realized by implementing the pseudocode proposed in [1]. Hence, first the detec-
tion rate (mx(T)) for each flooding attack against each VM-based IDS was computed. 
The detection rate (i.e. mx(T)) was defined the same as Yu and Frincke (2005): 

 Detection Rate (DR) = 
         (2) 

Then, the computation of the probabilities for (True, False) element was realized 
based on the above descriptions. mx(F) [27] will be calculated by applying DST, 
which says that the [sum of all masses] = 1: 

 mx(F)  = 1-mx(T)- mx(T, F)    (3) 
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Fig. 5. Mass Assignments in DST 

The results from Figure 5 reveal a high detection rate ( mx(F) > 0.65) and mx(F) ∈ 
[0.07, 0.25], obtained from the VM-based IDS, which were configured with proper 
rules and thresholds against the DDoS attackers.  

Moreover, we present in depth the analysis of the obtained results by using a Fault-
Tree Analysis for each VM-based IDS and combining those Bpa’s results into an 
attacks assessment at the end using the Dempster’s combination rule. 

Therefore, the basic probabilities assignment will be calculated for each VM-based 
IDS using a Fault-Tree Analysis as described in Figure 6 and using the results in  
Figure 5. 

 

 

Fig. 6. Bpa’s Calculation [1] 

The results obtained for each VM-based IDS are described in Table 2. A high de-
tection rate and a low false rate can be seen for both VM-based IDS. Comparing the 
results from Figure 5 with the results from Table 2, when a Fault-Tree Analysis is 
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realized, we can see the decrease in the false alarm rates (i.e. my(T,F)), together with 
the decrease in the true negative rate (i.e. my(F)) and the increase in the detection  
rate (i.e. my(T)), where y denotes one of the VM-based IDS, also called sensors (i.e. 
S1, S2). 

Table 2. Bpa’s calculation 

y my(T) my(F) my(T,F) 

S1 0.99232 0.004583 0.003098 

S2 0.9706 0.00567 0.02373 

Finally, the evidences obtained from both VM-based IDS are combined using  
Dempster’s combination rule and the results are shown in Table 3. 

Table 3. Results of Dempster’s combination rule 

m12(T) m12(F) m12(T,F) 

0.963146 0.010227 0.026628 

 
It can be seen that the conflict generated from the two VM-based IDS (Table 2) is 

irrelevant and Table 3 highlights the maximization of the detection rate, together with 
the minimization of the false alarm rates. 

The results from Table 3 using the evaluation metrics: overall accuracy and the er-
ror rates, as described in [29] and [30] (Table 4), where: 

 Overall Accuracy =  (4) 

 Error Rate =  (5) 

Table 4. Evaluation metrics 

TP TN False rates 
(FN+FP) 

Overall Ac-
curacy 

Error Rate 

0.963146 0.010227 0.026628 

 

0.9733 0.0266 

TP= true positive, TN= true negative, FP=false positive, FN= false negative 

5 Conclusions 

While the experimental results were performed into a private cloud model deployed 
using Eucalyptus open-source, the IDS cloud topology could be used as well for the 
others cloud deployment models. 
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We have conducted the evaluation for two virtual machines, where Snort Network 
Intrusion and Detection System is installed and configured to defend against DDoS 
attacks. The centralization, correlation and analysis of the evidences obtained from 
the virtual machine based Intrusion Detection Systems (i.e. VM-based IDS) are rea-
lized in a front-end Cloud Fusion Unit. 

Our experimental results show a high detection rate and a low false alarm rate us-
ing our proposed solution for detecting Distributed Denial of Service (DDoS) attacks 
in Eucalyptus private Cloud. Moreover, the efficiency requirements (i.e. the detection 
rate and the computational time) are accomplished by utilizing the Dempster-Shafer 
theory in 3 valued-logic. 

Another advantage is the resolution of the conflict generated by the combination of 
the evidences produced by each VM-based IDS.  

In conclusion, our experimental results comply with our theoretical formulations. 
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Abstract. The evolution of Cloud Computing technology marks a long debate 
in terms of the changes produced in Information Technology (IT) for practitio-
ners and academics, who acknowledge the involvement of several technologies 
during the years.  This paper presents the experience of deploying a private 
cloud using Eucalyptus open source. Section 2 identifies the similarities and 
differences between cloud computing and other technologies. Section 3 de-
scribes the Eucalyptus private cloud deployment. Section 4 of this paper reveals 
the euca2ools operations. Moreover, the paper illustrates the encountered prob-
lems in our private cloud with their corresponding solutions. Finally, in section 
6 the paper presents the concluding remarks. 

Keywords: private cloud, Eucalyptus, euca2ools, troubleshooting, virtualization, 
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1 Introduction 

The evolution of Cloud Computing technology marks a long debate in terms of the 
changes produced in Information Technology (IT) for practitioners and academics, 
who acknowledge the involvement of several technologies.  

This paper concerns only the private cloud deployment model, respectively the In-
frastructure-as-a-Service (IaaS), with the purpose to emphasize my experience of 
working with Eucalyptus Linux-based open-source software. Eucalyptus is the 
acronym for Elastic Utility Computing Architecture Linking Your Programs to Useful 
Systems [1]. It was developed by University of California for creating private and 
hybrid clouds. Now, it is supported by Eucalyptus Systems, a Canonical Partner [2].  

Eucalyptus provides interfaces compatible with Amazon Web Services (AWS) 
(e.g. Amazon Elastic Compute Cloud (EC2), Amazon Elastic Block Storage (EBS), 
Amazon S3 (Simple Storage Service)) [3], [4]. 

Further, section 2 identifies the similarities and differences between cloud compu-
ting and other technologies. Section 3 describes the Eucalyptus private cloud deploy-
ment. Section 4 of this paper reveals the euca2ools operations. Moreover, the paper 
illustrates the encountered problems in our private cloud with their corresponding 
solutions. Finally, in section 6 the paper presents the concluding remarks. 
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2 Cloud Computing and Related Technologies 

Cloud Computing appears at the end of 2007 and it involves several enabling technol-
ogies like: virtualization, Grid Computing, cluster, Service Oriented Architecture 
(SOA) and web services, utility computing [5], [6]. 

2.1 Virtualization 

At the end of the 1960s the mainframe was adapted to virtualization technology, 
which permits several virtual machines (VMs) to run concurrently within a physical 
machine [7]. Additionally, virtualization is considered the basis in cloud computing 
environment in order to efficiently utilize its physical resources (i.e. memory, CPU, 
I/O and OSs) [5], [8]. This capability provided by the virtualization layer allows mul-
tiple operating systems (OSs) to action as guest operating systems within a host oper-
ating system. One of the following software can be utilized in order to make possible 
this capability: an installed application into the host OS (e.g. VMware Player, Oracle 
VirtualBox, ACE) or a software called hypervisor or Virtual Machine Monitor 
(VMM), which has to be installed directly to the hardware resources (e.g. Xen, KVM 
– Kernel Virtual Machine) [5], [8]. 

Even if virtualization is an important element of cloud computing, the fact that the 
workload is statically allocated differentiate virtualization from cloud computing 
which is based on dynamic allocation the workload by using an API (Application 
Programming Interface) call [9]. 

2.2 Grid Computing 

A different technology considered the basis in cloud computing is Grid Computing. 
At first sight Grid Computing and Cloud Computing are similar, because both of them 
guiding us at reducing the cost of computing, increasing reliability and flexibility by 
providing resources on-demand [10], [11].  But it doesn’t have to overlook that Grid 
Computing is the backbone of Cloud Computing, with its support infrastructure. 
Cloud Computing followed the example of Grid Computing, which provides storage 
and compute resources. As a next step in technology, Cloud comes with economy 
aspects in delivering more abstract resources and services [10], [11]. The business 
model of cloud refers to delivering the services over the Internet via a pay-as-you-go 
formula.  As compared to the cloud-based business model, the business model of grid 
computing is project-oriented where the organizations that adopt it are sharing the 
resources in a collaborative manner with other companies that are in the grid model. 
Grid is a virtual organization with advanced services, where distributed individuals 
and/or institutions share files and the most important thing: they have direct access to 
computers, software, data and other resources. This access is possible using condition 
sharing strategies that realize an organizational process, for users and providers of the 
resources [12], [13].  

Another feature that makes difference between Grid and Cloud is that the access 
for a resource in Grid could be delayed, because it means that resource was allocated 
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first to other user and the requesting user should wait until the resource will be availa-
ble again. This delayed allocation doesn’t happen in the Cloud environment, users 
receiving the resources on-demand. Wang and von Laszewski (2008) highlight anoth-
er difference between cloud computing and grid computing, related with the user-
centric interfaces of cloud computing, that ensure for its users an easy to work  
environment compared with the Grid resources and services, which are accessed with 
difficulty by grid users because they are forced to learn new Grid commands  
and APIs. 

2.3 Cluster Computing 

Besides the characteristics of Grid, Cloud Computing holds also the characteristics of 
cluster computing, that provides for its users the resources within a single administra-
tive domain [6]. This is justified by the fact that Cloud Computing environment is 
composed from high-end computers (e.g. clusters, servers) as Grid is [6]. 

2.4 SOA and Web Services 

Service Oriented Architecture (SOA) and Web Services are utilized in cloud compu-
ting, because these services computing contribute at the automation of business 
processes using IT services [14]. SOA is a collection of services, which provides the 
interaction between distributed systems by communicating and exchanging the data 
[14], [15], [16], [17]. Unlike SOA which delivers Web services from applications to 
other programs, Cloud Computing is focused on delivering cloud services to custom-
ers. The cloud end-users access the virtual resources and computing assets, using a 
framework provided by SOA [16]. 

3 Eucalyptus Private Cloud Deployment 

The private cloud was deployed using the binary packages of Eucalyptus 2.0.3 open 
source for CentOS operating system. The details of the Eucalyptus private cloud setup 
are presented in Table 1 and Figure 1. Table 2 illustrates the hardware components 
that constitute the physical infrastructure.  

Table 1. Details of Eucalyptus private cloud 

Version Eucalyptus 2.0.3 open source 

Hypervisor Xen 

Topology One front-end (cloud controller, walrus, cluster controller, 

storage controller) + 3 nodes 

Networking mode Managed 
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Table 2. Cloud Systems Configuration 

 Front-end Node1 
 

Node2 
 

Node3 

OS CentOS 5 on 

64 bits archi-

tecture 

CentOS 5 on 

64 bits archi-

tecture 

CentOS 5 

on 64 bits 

architec-

ture 

CentOS 5 

on 32 bits 

architec-

ture 

 
 
 

Hard-
ware 

Processor AMD Sem-

pron (tm) 

Processor  

AMD Athlon 

(tm) 64 

Processor  

AMD 

Athlon 

(tm) 64 

Processor  

Intel (R) 

Pentium 

(R)  

Free  
Memory 

1024Mb 256Mb 256 Mb 128 Mb 

Disk Space 54GiB 51GiB 51GiB 162GiB 

NIC eth0: 
192.168.1.50 

eth1: 
172.16.1.1 

eth0: 
172.16.1.10 

eth0: 
172.16.1.1

1 

eth0: 
172.16.1.1

2 

Hostname front-end node1 node2 node3 

 
The Eucalyptus Administrator’s Guide [19] constitutes the main source guide for 

deploying our private cloud. Additional materials that helped us to build it are: [3], 
[19], [20], [21]. 

The cloud topology used is a front-end and three nodes (Figure 1). The front-end is 
the server that runs the following Eucalyptus services: cloud controller, walrus,  
 

 

Fig. 1. Private Cloud Configuration 
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cluster controller and storage controller, while in nodes run the node controllers. 
Another important configuration in the Eucalyptus private cloud is the virtualization 
mode chosen, together with the networking mode.  

Figure 1 describes that VMs were run in three physical machines and that each 
physical machines can run a single VM due to them hardware configuration. 

In terms of virtualization, we chose to work with para-virtualization type, because 
the CPU (Central Processing Unit) of physical servers doesn’t have virtualization 
support. In this sense, Xen hypervisor is utilized for realizing the virtualization of 
nodes, due to the fact that those nodes provide PAE (Physical Address Extension) 
support for CPU [8].  

Along with the virtualization technology, in our private cloud several virtual net-
work elements were automatically created. Figure 2 which was adapted from [8] de-
scribes the relationships between physical (i.e. eth0) and logical cards (i.e. vif0.0, 
vif1.0, vif2.0, vif3.0). If for example, a node has one physical interface card (eth0) 
and three VMs can be created inside the node (the VMs have ‘eth0’ for interface 
card), then inside the Domain 0 of the node the following virtual Ethernet interfaces 
will be generated: vif0.0, vif1.0, vif2.0, vif3.0. All vif’s are connected to the Shared 
Bridge Connection (i.e. xenbr0), which behaves like a switch for all vif [8]. The 
Shared Bridge (xenbr0) is also called Shared Physical Network Device [22]. 

Xen uses the ‘libvirt’ virtualization API for managing the VMs [22]. 

 

Fig. 2. Xen hypervisor configuration 

Moreover, our Eucalyptus private cloud makes use of the Managed networking 
mode because of the feature’s granularity provided (e.g. connectivity, IP control, se-
curity groups, elastic IPs, metadata service and VM isolation) [18]. 

Beside the installation, configuration and registration of the Eucalyptus compo-
nents, several firewall rules were created, while other rules are identified as being 
automatically deployed by Eucalyptus. The created rules were illustrated in section 5 
of this paper. 

4 Euca2ools Operations 

The first operations in Eucalyptus cloud environment is the registration of cloud con-
troller, walrus, cluster controller, storage controller and nodes. After registering the 
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nodes, they will be available into the eucalyptus.conf file and there are 2 situations to 
see them, even if go the “/etc/eucalyptus/eucalyptus.conf” file is checked or the “grep 
NODES /etc/eucalyptus/eucalyptus.conf” command is executed [23]. 

Our private cloud is working properly because the ‘euca-describe-availability-
zones verbose’ command shows our available resources [23]. Thus we can create 
three instances in total, from which two of them can be created using a ‘medium’ 
image type (i.e. 256 RAM + 1 CPU) and another one to be ‘small’ image type (i.e. 
128 RAM + 1 CPU) or we can create three instances using the ‘small’ image type. 

The euca2ools operations are focused on working with instances and volumes. The 
possible operations with instances are emphasized in Table 3 and the lifecycle of the 
states can be observed (i.e. pending, running, shutting-down and terminated) [3], [4] 
together with the assignment of public IP address (192.168.1.55) and private IP ad-
dress (172.16.10.66) for the created instance in this case. The range of the private IP 
addresses was stored into “/etc/dhcp.conf” file (i.e. 172.16.10.10 -> 172.16.10.250), 
while the range of the public IP addresses was written into “/etc/eucalyptus/ 
eucalyptus.conf” file (i.e. 192.168.1.55 -> 192.168.1.60) [23]. 

The operations accessible with storage volumes are: creation, attachment / detach-
ment to an instance and deletion. When the volume is attached to an instance, the state 
of the volume will be changed from ‘available’ to ‘in-use’ [23]. 

Table 3. The lifecycle of a euca2ools image 

euca-run-instances 

emi-E7EC10AA -k 

mykey -t m1.small 

 

euca-describe-

instances  

euca-

describe-

instances 

euca-terminate-

instances 

euca-describe-

instances 

  i-375E0723      

emi-E7EC10AA    

0.0.0.0 0.0.0.0 
pending mykey    

 

i-375E0723     

emi-

E7EC10AA    

192.168.1.55   
172.16.10.66   
pending        
mykey          

 

     i-

375E0723     

emi-

E7EC10AA   

192.168.1.55  

172.16.10.66  

running      
mykey        

i-375E0723      

emi-E7EC10AA   

192.168.1.55    

172.16.10.66    

shutting-down   
mykey            

 

    
 i-375E0723      

emi-E7EC10AA    

192.168.1.55    

172.16.10.66    

terminated      
mykey     

 

5 Problems and Solutions in the Private Cloud Setup 

This section comprises several important problems that were met on the private cloud 
setup. These issues and the corresponding solutions were identified during the cloud 
operation’s manipulation. Some of the issues were found in the troubleshooting Euca-
lyptus section of Eucalyptus Administrator’s Guide, while others were discovered as 
problems solved by the Eucalyptus community in the Engage question and answers 
section [24].  
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Availability of cloud resources is tested with ‘euca-describe-availability-zones ver-
bose’ command and it should not return ‘000/000’. This concern was figured  
out adopting the troubleshooting Eucalyptus section of Eucalyptus Administrator’s 
Guide [18]. The solution was to de-register and register again the cluster and nodes 
components. 

Another problem encountered in our private cloud is with the Internet access of the 
created instances. It was observed that at one moment the instances and the nodes 
didn’t have Internet access. These issues were solved by adding the following three 
rules into the “/etc/rc.d/rc.local” file of the front-end server: 

iptables  -I INPUT -p tcp --dport 67:68 --sport 67:68 -j ACCEPT 
iptables  -I INPUT -p udp --dport 67:68 --sport 67:68 -j ACCEPT 
iptables -t nat -A POSTROUTING -s 172.16.1.0/24 -o eth0 -j SNAT --to-source 
192.168.1.50 

Rule 3 allows the communication among the private addresses of the VMs 
(172.16.1.0/24) and the public addresses (192.168.1.50) [24]. 

Also, regarding the VMs usage, another problem encountered was that the installa-
tion procedure wasn’t possible at a time. The approached solution was to modify the 
following file “/etc/apt/sources.list”, by deleting the existing two lines and adding the 
following lines [25]: 

deb http://archive.debian.org/debian/ lenny main contrib non-free 
deb-src http://archive.debian.org/debian/ lenny main contrib non-free 
deb http://archive.debian.org/debian-security lenny/updates main contrib non-free 
deb-src http://archive.debian.org/debian-security lenny/updates main contrib non-free 
deb http://archive.debian.org/debian-volatile lenny/volatile main contrib non-free 
deb-src http://archive.debian.org/debian-volatile lenny/volatile main contrib non-free 

Besides the mentioned problems with VMs, the private cloud has presented problems 
with the storage volumes. Problems with volumes could appear if there are not cor-
rectly mounted, detached and un-mounted. For mounting and un-mounting the vo-
lumes, a script “start_ebs.sh” was created inside the volume that was attached to an 
instance. This script was taken from [23] (i.e. install a service into an EBS volume) 
and it contains the mounting and un-mounting services in order to facilitate the mani-
pulation of these mandatory services every time when we enter and get out of the 
instance by starting and stopping the script. However, after restarting the Eucalyptus 
services, the old volumes could not be attached to a new instance, due to the fact that 
lvm2 was inactive. The sign of this issue underlined that the state of the volumes re-
mains ‘available’ instead of changing to ‘in-use’. For solving this dilemma, three 
recovery steps discussed in [26] were followed. After processing them, the result of 
attaching the old volume to a new instance was obtained. 
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6 Conclusions 

This paper presented the experience of deploying and working with Eucalyptus open-
source private cloud. In the first part of the paper, cloud computing was emphasized 
in relation with several technologies: virtualization, Grid Computing, Cluster Compu-
ting, SOA and Web Services. Further, our test bed private cloud environment was 
detailed. Furthermore, the main operations which can be realized using the Command 
Line Interface (CLI) euca2ools, were described. The paper is also providing a useful 
section with the encountered and solved problems in the Eucalyptus framework, with 
the purpose to help the researchers who will be interested to work with Eucalyptus. 
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Abstract. This paper defines a mathematical model for the Destination Traffic 
Fingerprint method (DTF). The entire process is seen as a system, composed by 
a certain number of subsystems. As a system, it has input and output  
function, depending on the time variable. Then, each component is viewed as a 
subsystem, with input and output functions. 

Keywords: DTF Method, MAC Spoofing, Intrusion Detection. 

1 Introduction 

This detailed description of Destination Traffic Fingerprint method, or simply DTF, is 
not the purpose of this work. All the features that were developed until now, were 
published in other articles, like [1], [2], [3], [4]. This work focuses on the conception 
of a mathematical model that can describe the entire functionality. 

The problem that is addressed in DTF Method is related to a network infrastructure 
where we have a certain number of network stations, used by a set of authorized  
users. A major security issue is to detect very quickly any attempt to break into the 
network using an unauthorized station.  

 

Fig. 1. Identification of authorized network stations 

The solution for this threat is to monitor the entire network activity and identify 
each network station using a unique ID or fingerprint. Maybe the most simple method 
is to use the MAC address of the network interface card of each station. 
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As we can see in Fig. 1, the traffic generated from the network infrastructure is 
monitored by a software application, which extracts the MAC address of each source 
that originates within the network. Then, each MAC address is checked using a data-
base and an alarm is raised for each MAC that is not found in the validation list. 

This algorithm is very simple, but efficient because the MAC addresses can be eas-
ily spoofed. That is why the MAC validation process needs to be more than a simple 
query in a table. The module needs other functions to be applied in order to validate in 
an accurate manner. 

Many solutions were developed to solve the MAC spoofing threat, like those de-
scribed in [6] - [11]. DTF method identifies a MAC address as valid or spoofed, by 
creating a reference fingerprint from the network traffic in the evaluated time interval, 
and then comparing this reference fingerprint with the actual fingerprint extracted 
from the current network traffic. The reference fingerprint is composed by a set of 
destination IP addresses that were found to be constantly present in the traffic. The 
traffic is captured at the network interface card level, using Winpcap driver [5]. 

The fact that a network station does have a set of IP destinations that are constantly 
present in the traffic generated by that network station, was proved in [3], We have to 
keep in mind that DTF works at a minute level interval. This means that DTF is not 
interested to count the amount of traffic to a certain destination, but to see if we have 
or we don't have traffic in one minute. Then, computing this answer for every minute 
on the estimated time interval, DTF can decide if an IP destination can or can't be 
declared as “constant in traffic”, as described in [1] and [3]. 

For each IP destination that is recorded in the reference fingerprint, DTF stores not 
only the IP address, but also the percentage of presence for that IP in the traffic. 
Therefore, the fingerprint can be described as a set of pairs  MREF, like in (1): 

M REF=M {P ( IP k , PPk )∣k=0..TDIP}                                    (1) 

where: 

1. IPk – represents an IP address 
2. PPk – represents the percentage of presence for IPk, 
3. TDIP – represents the total number of the IP addresses in the reference fingerprint 

After the generation of the reference fingerprint, DTF method  generates an actual 
fingerprint extracted from the real time traffic. By comparing the reference fingerprint 
with the actual fingerprint, DTF calculates the Overall Degree of Recognition which 
is a percentage value that represents how much we can be sure that the MAC address 
is or it is not what it claims to be. 

The next chapters are organized as follows. In chapter 2, a few notations and defi-
nitions will be given, in order to make possible the mathematical and systemical de-
scription. Chapter 3 will focus on the model for generation of the reference fingerprint 
and chapter 4 will focus on a model for the real time validation of MAC addresses. 
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2 Problem Formalization and Notations 

2.1 Problem Formalization 

The validation process can be seen as a black box system model with an entry func-
tion u(t) and an exit function y(t). The entry function can be defined like in (1), as a 
set of packets PKTk, consisting on npt packets for each time value t. 

u(t)=M P {PKT k∣k=0..np t}                                                    (2) 

Therefore, the set of all packets that are received at the entry point in the system, will 
be be noted as MP and will define the entry function. 

At the exit point of the system we need to know for each MACk address that was 
found in the traffic, a degree of recognition DGk, which tells how much we can be 
sure that the MAC address is what it claims to be. The MAC address together with the 
degree of recognition, forms a pair PMAC(MACk, DGk). Formula (3) describes the exit 
function of the system, as the set that contains the pairs for all MAC addresses. 

y (t)=M MAC {P MAC(MACk ,G k )∣G k∈[0,100]}                                  (3) 

The degree of recognition was defined as a percentage value between 0% and 100%. 
This is the most general case. It is true that the best usability of DG is when DG can 
be only true (100%) or false (0%) . Still, it is quite hard to validate a MAC address in 
this manner. A percentage value would be much realistic. 

Then, the system function can be defined as in (3). The role of the system function 
is to generate the set MMAC, using the set MP. 

f : M P→M MAC                                                         (4) 

 

Fig. 2. MAC validation schema 

2.2 Notations and Definitions 

Let NIP be the total number of the IP addresses on he IPv4 domain and let MIP be the 
total set of IP addresses in the IPv4 domain. 

M IP={IP k , k∈[0, NIP ]}                                                  (5) 
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Let MAC be the physical address of the network interface card of a certain network 
station. 

Let NP be a network packet that is passing through the network at time T, and can 
be characterized as the following set of variables: 

NP = {T, IPsrc, MACsrc, PORTsrc, IPdest, MACdest, PORTdest LENGTTH, PROTOCOL }   (6) 

where src refers to the source and dest to the destination. 
Let PPk be the percentage of presence for IPk destination. 
Let LP be the minimum limit for the percentage of presence, in order to accept an 

IP destination in the reference fingerprint. 
Let SINTERV be the number of equal divisions used to divide the entire evaluation in-

terval for a DTF fingerprint, and let NSI be the number of divisions where traffic is 
directed to the evaluated IP destination. Also let MININTERV be the minimum num-
ber of divisions with traffic, required to accept an IP address in the fingerprint. 

3 Model for the Generation of Reference Fingerprint 

3.1 The Process Seen as a Black Box System 

The generation process of the reference fingerprint can be seen as a black box system, 
with an input signal u(t) and an output signal y(t). The input of the system is the 
traffic captured at a certain point in the network. The output signal is the reference 
fingerprint. The function of the system is responsable to take the input signal and to 
generate the output signal from the input. 

Based on these considerations, the input signal can be defined as the set of all 
network packets NPk, captured from the network at time t. 

 u (t)=M NP {NPk (t)}.                                                        (6) 

The output signal can be defined as in (1), which is the set MREF, composed by all the 
pairs P(IPk, PPk), where IPk refers to a destination IP address and PPk is the 
corresponding percentage of presence in traffic for IPk destination.  

y (t )=M REF=M {P( IPk , PP k )∣k=0..TDIP}                                 (7) 

As we can see in Fig. 3, the generation process of the reference fingerprint consists in 
three major steps: 

- The extraction of all IP destinations from the traffic, that belongs to a certain 
MAC address. 

- Determine which of these IP destinations have a constant traffic. 

- Fingerprint generation using the filtered IP destinations. 
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Fig. 3. Reference fingerprint generation process 

3.2 Extraction of IP Destinations from the Traffic 

The first step required in order to generate the reference fingerprint is to extract the 
set of IP destinations associated to a certain MAC address, at a minute level time 
interval t. It is not important for DTF method to calculate any quantity of traffic, but 
only to know what IP destinations are found every minute in the traffic that originates 
from a certain MAC address. 

The first subsystem is the „MAC Filter” which filters all the packets found in the 
network traffic and lets to the output only the packets that originates from a certain 
MAC address. 

u1(t)=u(t )                                                               (8) 
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y1(t)=M NPM {NPk (t)∣MACk=MAC }, M NPM⊂M NP                    (9) 

This means that the input of „MAC Filter” subsystem is the system input u(t). From 
all the captured network packets NPk, the subsystem will output only those that have a 
MAC address equal with the MAC address that is evaluated, as defined in (9). 

The second step is to extract from the packets only the IP addresses, and create a 
list with them. This is done by the „IP List” subsystem, which receives at the input, 
the output y1(t) of the „MAC Filter” subsystem, and outputs the set of IP destinations 
M2, as defined in (11). 

u2(t )=y1(t) .                                                         (10) 

y2(t)=M 2{IP k∣∀NPk∈M NPM }                                          (11) 

The resulting y2(t) signal, composed by the set of IP destinations, has to be checked in 
order to find those IP destinations that are constantly found in the traffic. 

3.3 Determining the IP Addresses with Constant Traffic 

This part of the process is the most important. It has to filter the IP list received from 
the previous subsystem and output only those that can be part of the reference 
fingerprint. 

Here we have a few modules that are connected in a parallel design. The input is 
the same for all the modules, and each module filters the IP list in a certain way and 
outputs a subset of the input, which is considered to have a constant traffic. For the 
moment, the system has only two modules in this parallel connection, but as a future 
work, it is very possible to add others too. 

The first module receives the IP list, calculates the percentage of presence for each 
IP and filters the list according to certains predefined settings.  

The process starts with the „IP counter” subsystem which counts the apparitions of 
each IP, generating a set of pairs M3, where each IP destination IPk is associated with 
its number of apparitions ak. This number of apparitions is in fact the total number of 
minutes when it was traffic to that IP destination. 

u3(t )=y2(t)                                                             (12) 

y3(t)=y2(t−1)+ u 3( t)=M 3 {P ( IP k , ak)}                               (13) 

The output y3(t) becomes input for the „Presence Computing” subsystem which 
calculates the percentage of presence for each IP destination. The output is given  
as a set of pairs, where each IPk destination is associated with its percentage of 
presence PPk. 

u4( t)= y3(t )                                                            (14) 

  
y4(t )=M 4 {P ( IP k , PPk )∣PP k=

ak

t
}

                                        
(15) 

This set of pairs is transferred to the input of „Presence Filter”, which checks the pairs 
from (15) and outputs only those that have a percentage of presence at least equal to a 
treshold value LP. 
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u5(t )=y4(t)                                                  (16) 

                                   (17) 

But, as discussed in previous articles, the percentage of presence parameter is not 
enough to distinguish between constant and non constant traffic. That is why, other 
modules are required in order to be sure that the traffic to a certain IP destination can 
be declared as constant. 

The second module receives also the same list of IP destinations, as the first 
module. The purpose of this module is to check if the percentage of presence is 
distributed over the whole interval or not. To do so, the module divides the time 
interval in four divisions, equal in size and seeks to find traffic to the IP destination in 
all of them. 

The process starts with the „IP History” subsystem, which keeps a record of all IP 
destination in every minute. In fact, the output is a set of pairs, where each IPk address 
is associated with the time t. 

u6(t )=y2(t)                                                          (18) 

y6(t)=M 6{P( IP k ,t)}                                                   (19) 

The output is directed to the „Interval Divisions” Module, which divides the whole 
interval into four equal divisions and checks to see how many of those divisions have 
traffic to the evaluated IP destination. In fact, the output is a set of pairs where each 
IPk destination is associated with the number of divisions NSIk, with traffic to IPk.  

u7(t)=y6(t)                                                           (20) 

y7(t)=M 7{P( IP k , NSI k)}                                                (21) 

The last subsystems in the module is ”Division Filter”, which receives at the input all 
the pairs in M7, and sends to the output only those that have NSIk value greater or 
equal to MININTERV parameter. 

u8(t)=y7(t)                                                             (22) 

                    (23) 

The last subsystem receives at the input, the outputs from all modules. It applies a 
function of interesection on the sets received at the input. The output is a new set, 
composed by pairs. Each pair contains an IP address, associated with its percentage of 
presence. The intersection determines to output only the pairs that are containing IP 
addresses found in all inputs. 

u9(t)=y5(t)with y8( t)                                               (24) 

y9(t)=y5(t)∩ y8(t)=M DTF {P ( IP k , PPk )∣IP k∈M 5 si IP k∈M 8}           (25) 
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As it was said before, the output of this subsystem is the output of the entire system, 
like in the formula below: 

y (t)= y9(t )                                                      (26) 

In conclusion, lets review the input and output of the system: 

u(t)=M P {PKT k∣k=1..np t }                                                 (27) 

y (t)=M REF {P ( IP kREF , PPkREF )∣kREF=1..TDIPREF}                        (28) 

4 Model for the Validation of Mac Addresses in the Real Time 
Network Traffic 

4.1 General Considerations 

After the generation of the reference fingerprints for all the MAC addresses in the 
network, the system will use those fingerprints in the real time traffic, to distinguish 
between true or spoofed MAC addresses. Fig. 4 shows this process as a system with 
an entry u(t) and an output y(t). 

 

Fig. 4. Real Time validation for MAC addresses 
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The input u(t) can be defined as in (2), like a set of network packets that are cap-
tured from the traffic at time t: 

u(t)=M P {PKT k∣k=1..np t }                                        (29) 

The output is a percentage value, marked as ODR, which represents how much can 
we trust that the MAC address is or is not what it claims to be. 

The first five interconnected subsystems are the same as in the previous chapter. 
They have the purpose to generate the components of the actual fingerprint, extracted 
from the real traffic. So, y5(t) is defined as in (28): 

y5(t)=M ACT {P ( IPkACT , PP kACT )∣kACT=1..TDIPACT}               (30) 

The Reference Fingerprint Database subsystem will output the previously recorded 
reference fingerprint as in (28): 

y DB(t )=M REF                                                         (31) 

In this way, there are two signals of the same kind, MACT and MREF, which have to be 
compared in order to generate the Overall Degree of Recognition. They become en-
tries for the Individual IP Recognition subsystem. In here, the percentage of presence 
value PP for each IP in MREF, is compared with the correspondent percentage of pres-
ence value of the same IP in MACT. 

The comparison between the two values can be done in a non ponderated fashion 
or in a ponderated fashion, as described below. The first one is very simple, but the 
recognition process is highly influenced by the temporary absence of an IP. The 
second recognition method improves the performances by considering how important 
is each IP address in the reference fingerprint. 

4.2 Unweighted Recognition 

In this case, the output yREC is defined as a set of values RDi, each of them 
representing the recognition of one IP address from the reference fingerprint. The  
RDi value is calculated as a percentage value, by dividing the percentage of presence 
of the actual fingerprint with the corresponding value in the reference fingerprint, if 
the percentage of presence in the actual fingerprint is less or equal with the corres-
ponding value in the reference fingerprint. If not, the RDi value is considered as 
100%. The reason behind this is the fact that DTF Method seeks to find if an IP exists 
or not. This is why, if the percentage of presence in the actual fingerprint is higher 
than the one in the reference fingerprint, RDi value is considered 100%. 

y REC(t)=M REC {RDk , k=1..TDIPREF}                                         (32) 

RDk={PPkACT

PPkREF

,if PP kACT< PP kREF

100,if PP kACT≥PPkREF
}

                                          

(33) 
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The Overall Degree of Recognition is computed as in (34): 

ODR=
∑
i=1

TDIPREF

RDi

TDIP REF                                                           

(34) 

This ODR value is very simple to obtain, but small variations or even temporary ab-
sences, will bring to big variations of the ODR value. As a consequence, the recogni-
tion process can be affected and false alarms could be raised. 

4.3 Weighted Recognition 

In this case, the performances are improved by considering the importance of every IP 
destination in the reference fingerprint. Each component of the fingerprint is 
accopained by a different percentage of presence. If a destination with a high level of 
presence is absent, is worst than the case when the percentage is small. That is why, 
the weighted version of the recognition calculates a level of importance for each IP 
destination and then generates the Overall Degree of Recognition. 

WVALk=
∑
i=1

TDIPREF

PPiREF

TDIP REF

∗PP k , k=1..TDIPREF

                          

(35) 

WRDk=WVALk∗RDk                                                             (36) 

y REC(t)=M REC {WRDk , k=1..TDIPREF }                                  (37) 

The Overall Degree of Recognition is computed as in (38): 

ODR=
∑
i=1

TDIPREF

WRDi

TDIP REF                                                         

(38) 

5 Conclusions 

As final conclusions, this paper represents a mathematical and systemic view of DTF 
Method. Implementing the method in this way, allows a detailed study and under-
standing of the main features.  

The entire functionality of DTF Method was described as a black box system, 
composed by a set of subsystem, each of them having an entry and an output. The 
entries and outputs are explained using mathematical formulas. Every detail can be 
easily described and comprehended. From the initial set of network packets, the data 
is filtered and processed step by step, leaving at the end only the IP addresses that can 
be part of the reference fingerprint. Each IP address is accompanied by the percentage 
of presence in the traffic. 
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The identification in real time is based in the first place on the database containing 
all the reference fingerprints that were generated, and in the second place, based on 
the actual fingerprints taken from the actual traffic. The modeling of the process 
shows how the Overall Degree of Recognition is calculated. 

All future work in this area can be adapted to develop the mechanisms described in 
this paper. Each new facility will add new subsystems in the main scheme and will 
adjust and improve the performances of DTF Method. 
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Abstract. The development of computers technology and the Internet has 
helped the expansion of various methods for creation and distribution of digital 
media content. Information in transit through the Internet is vulnerable, so the 
importance of reducing the chance of the information being stolen during the 
transmission is being a real issue. Data can be accessed, altered and deleted 
without proper authentication and authorization. There are various security 
technologies that enhance the security of digital media. This paper provides a 
comprehensive idea about the technology most widely used to prevent illegal 
copy or reproduction of digital content, namely watermarking. 

Keywords: digital watermarking, hash function, cryptography. 

1 Introduction 

The development of nowadays communication technologies is a result from the in-
creasing use of the Internet and e-Commerce. Despite this, we still cannot have 100% 
copyright protection and authentication of digital content. Digital information sur-
rounds us leading to the development of several techniques for protecting digital con-
tent. Among these methods we can find encryption and watermarking. The target of 
encryption schemes is to protect digital data during their transition through the net-
work. Marking techniques may complement encryption by placing a signal in the 
original data to ensure their origin. The fallowing characteristics should define an 
effective mark: imperceptible, robust, universal, unambiguous, complex, associated 
key, detection, detection of trust and statistical invisibility. 

In this paper we intend to make up a comprehensive idea about this technology and 
its usage. 

2 Marking Techniques – Literature Review 

Marking techniques can be divided into two main categories: perceptible and imper-
ceptible watermarking. The imperceptible marking techniques can be classified in: 
fragile and robust watermarking. The robust watermarking category includes: public 
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watermarking, private watermarking, “in the field spatial/temporal” watermarking and 
“in the field transform” watermarking [7].  

Perceptible markings create noticeable changes in the original data, when they are 
incorporated, but it does not prevent them to communicate the original message. Im-
perceptible watermarks, depending on the application, can be fragile or robust. A 
weak watermark embedded in an electronic dataset means that any processing will 
result in unwanted alteration of the data. 

In contrast to fragile watermarks, robust watermarks embedded to a dataset are dif-
ficult to remove. In the robust marking techniques, there are defined two types of 
marking systems, namely public and private. Public marking systems for detecting 
and extracting the watermark are using the marked electronic dataset and a marking 
key and do not need the original dataset. These systems are less robust in estimating 
the marking, but the volume of calculation is much lower. Scored dataset and the 
original dataset are both used in private marking systems for detection and extraction 
of marking. These systems, although they are more robust, are not suitable in applica-
tions that require speed and efficiency.  

2.1 Robust, Space Algorithm Proposed by A. Tefas and I. Pitas 

This algorithm works in space. This means that costly processing   (time for calcula-
tions) is not needed for the inclusion of the watermark. Brightness values (L (x, y) ϵ 
{1, ..., L}) or the red, green and blue (r (x, y), g (x, y), b (x, y) - Red Green Blue) are 
directly manipulated [4]. Watermark W is a ternary image with pixel value {0, 1 or 
2}. These values are generated using digital key K. Watermark insertion is made by 
modifying the pixel value of the original image: 

( , ) ( , ),  ( , ) 01 ( , ), ( , ) ,  ( , ) 12 ( , ), ( , ) ,  ( , ) 2                   (1) 

Where: P - original image (grayscale), (x, y)-location of a pixel, P '- image with wa-
termark, IN - image neighborhood, E1 and E2 - functions for the inclusion of a wa-
termark defined as follows: E  (P,IN )  ( ) •IN( , )   •P( , )E  (P,IN )  ( ) •IN( , )   •P( , )                          (2) 

Where:   a1 > 0, a2 < 0, scaling constant. 
The multiplying by (1 - a1) in scaling IN’s value is used to ensure that the value P' 

of the image with watermark will not overcome the maximum value for a representa-
tion of the image, 8 bits, corresponding to a white pixel. The value of a neighborhood 
pixel is calculated as the arithmetic mean of its neighboring pixel values in the origi-
nal image, for a given value of neighborhood radius r. For ex-ample, if r = 1, then the 
value is calculated as follows: 
 ( , ) ( , ) ( , ) ( , )

                     (3) 
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2.2 Other Algorithms 

The watermark algorithm proposed by G.C. Langelaar consists of a bit string. The 
algorithm manipulates the pixel brightness, in blocks of 8 x 8 pixels. Thus we get 
XY/64 possible locations (XY is the number of pixels in the image). No qualitative 
selection is made among the possible locations which are randomly selected. It  
creates a binary model, pseudorandom size 8 x 8 pixels, which will be used for each 
insertion. 

This algorithm proposed by Ingemar J. Cox, is considered a classic between the 
watermarking algorithms and was first introduced in 1997 [1]. The image is divided 
into two parts: the background and the object of interest of the owner. A watermark is 
then generated by a key. It consists of a series of random real numbers, which are 
distributed according to a Gaussian curve. Based on the reference image, the selected 
object is transformed into frequency domain using discrete cosine transformation.  

Although watermarking techniques are developing constantly and become more 
complex, the attacks methods are also increasing. Below we present the main types of 
attacks that target the watermarking algorithms. 

3 Attacks on Watermark 

Attackers try to reduce the security of marking system. More precisely they try to 
reduce the probability of extraction / detection of the original watermark, i.e. to in-
crease the likelihood of extraction / detection of a watermark inserted in a signal that 
was not marked (false extraction). 

3.1 Attacks on the Watermark's Robustness 

These attacks change the image pixel values and can be classified into two  
categories: attacks based on signal processing algorithms and attacks with algorithmic 
characteristics [6]. 

The first category includes attacks that use conventional methods of image 
processing: compression, filtering or scanning. Attacks using methods of video 
processing to modify images by adding noise are meant to weaken the strength of the 
watermark. There are currently several software programs that demonstrate the 
strength of attacks. One of them is UnZig. Image degradation in this case is reasona-
ble, concluding that this attack is particularly effective. 

Compression - the most common category of unintentional attack. This method re-
moves insignificant items from a multimedia signal from the perceptual point of view.  
Thus, by compression, perceptually similar signals come to be identical. Filtering - 
marks the signal like an additive noise, which is a reasonable assumption for transpa-
rent marking spread spectrum type. Removing the marking is equivalent to a problem 
of disposal of a noise from an image, resulting in an estimation of the original image. 

Random Noise - introduces imperceptible distortions even at high signal per noise of 
20 dB, but the impact on the detection of the watermark is insignificant.  
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Attacks on cryptographic security - cryptographic security refers to the integrity of the 
semantics marking and to the authentication to ensure confidentiality to robust mark-
ing. Attacks on cryptographic security are illegal attacks. The second category in-
cludes algorithmic attacks witch speculate the weaknesses of insertion or detection 
algorithms. Attacks, such as cryptographic attacks, have as target the cryptographic 
components from the transparent marking system. They use standard methods of 
cryptanalysis to attack the system: brute force search for the inserted message or key 
search.  

Estimation attacks - in these cases, watermark or the host signal is estimated without 
knowing the secret key, but with information about the statistical of the watermark, 
and of the host signal. These attacks are applicable when the marking has been in-
serted into a redundant way, or when there are more marked copies available [5].  

The re-modulation attack - with an estimated watermark an attacker can re-modulate 
the image: the estimated watermark (negative modulation) is extracted from the 
marked image. In the case of a correlation detector, this action cancels the positive 
correlation, provided the watermark is similar to the original. On the other hand, by 
extracting an amplified version of the estimated watermark, the detector using the 
correlation will fail to find the watermark in the marked image. 

Attacks using multiple marked copies (multiple-copy) - occur when the host signal is 
the same, and the marking is different. Essentially, these attacks are collision attacks 
[3]. There are two main approaches: signal processing and information encoding. In a 
collision attack, a coalition of pirates who have different versions of multimedia 
products, examine different copies in the hope of creating a new signal that is not tied 
to any one of them. There are several types of collision. One method consists in syn-
chronizing the marked copies differently and mediating them, which is a simple ex-
ample of linear collision. Another collision attack is called "copy-and-paste", in which 
attackers assemble parts cut from their copies, resulting in a new signal. 

3.2 Attacks on Watermark's shape 

The attacks on the presentation differ from the previous. The purpose is not to  
eliminate the watermark, but to change it so that a detector cannot find it. Examples  
of such attacks are: rotation, minimize, maximize, affine transformations in general 
[6]. 

The mosaic attack - divides the signal as if it is displayed as an entity, but marker 
detection is not possible. This is called a Stirmark attack. An example of such an at-
tack was given by Petitcolas (Cambridge University Computer Laboratory). The at-
tack is to divide an image into smaller parts. These parts will be assembled on a Web 
page using HTML. An intelligent agent responsible for searching the network for 
watermarked images will find only blocks of images which are too small to constitute 
a watermark. The attack does not cause a degradation of image quality because the 
pixel values are preserved. 
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Geometric attacks – try to desynchronize the detector in such a way that the detector 
cannot find the watermark. Examples of geometric attacks: translation, rotation, resiz-
ing (scaling) and their combinations; nonlinear image curving. 

3.3 Attacks on the Interpretation of the Watermark's Presence 

This attack consists in the creation of another watermark by the cyber attacker and the 
insertion of that watermark into the image. The newly created Watermark will  
have the same intensity and shape with that of the owner. In this situation, a correct 
decision cannot be taken regarding the property of that image [6]. 

Attack of ambiguity or inversion / reversion - The attacker extracts its own watermark 
from the watermark signal, resulting in a pseudohost signal, which when used in in-
formational detection, will allow detection of the attacker’s watermark. So we are 
faced with the uncertainty regarding the identity of the copyright owner. To protect 
copyright, the markings must not be reversible. In other words, an attacker should not 
be able to extract a watermark from the original multimedia signal. A solution to this 
problem is to make the watermark addicted to the original signal by means of one-
way function (no inverting).  

Copy Attack - estimates the marking from a marked signal and inserts it into another 
signal, called the target signal. This type of attack can be applied if the target signal 
can be produced without knowing a valid marking system for marking or key. Again, 
the marking signal depending on the original signal may be resistant to copy attack. 

Attack of the multiple marking - the marked image will be marked again with another 
watermark algorithm. The question that rises is: which was the first watermark?  A 
possible solution would be to generate time-stamped watermarks. Possible solutions 
against these types of attacks are the establishment of some rules for the construction 
of the marking system, to combat the known ones, such as using noninvertible marks 
in the case of ambiguity attack. 

3.4 Attacks by Law 

These types of attacks are of a completely different nature than those described above. 
Attacks by law may involve existing or future laws of copyright and ownership of 
digital images, data interpretations of laws, the owner and the credibility of the at-
tacker, attacker's ability to spread doubts about a scheme of watermark in a courtroom 
and so on. One should also consider other factors such as financial strength of the 
owner or the attacker that the experts brought in as witnesses, the competence of 
judges involved in such trials. 

Nowadays it is more popular to use compression with loses in the preparation of 
digital images via electronic data transmission. JPEG is most commonly used, but the 
wavelet methods are to replace TCD methods in the near future [6]. 
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4 Contribution to Watermarking Techniques 

To increase the security of electronic data against deleting or replacing, we drew 
some conclusions comparing the invisible watermarking algorithm proposed by 
A.Tefas and I. Pitas implemented in Delphi environment by A.Benczik and D. Bucer-
zan in [7] and the solution presented by C.Ratiu and D.Bucerzan at SICOMAP2010 
which proposes a digital watermark completed by a hash function implemented in 
JAVA [6].  

In order to reduce the threats that aim digital information and to increase the secu-
rity of transactions of electronic data,  C. Ratiu and D. Bucerzan have designed an 
application which marks an image through a watermark technique which is secured 
by a hash function which uses the MD5 algorithm. In order to reach the above men-
tioned goals, JAVA has been chosen as the environment programming language, be-
cause it has been designed for a complex environment like the internet. 

 

Fig. 1. The loaded image – marked with double intensity watermark and the digest code ob-
tained after having applied the hash algorithm 

As seen in Figure 1, after loading an image, the hash cod is processed. The user 
can select which watermark to use from the main menu of the program. In the next 
step the image is marked with the selected watermark. Finally the hash code for the 
watermarked image is processed. It can be observed that a different digest code is 
obtained. 

To implement the Pitas algorithm, the Borland Delphi programming environment 
was chosen. Delphi is a software development environment based on components, 
facilitating rapid development of highly efficient applications based on Microsoft 
Windows and requires only minimal code writing. Delphi class library is a solution 
for the traditional Windows programming requirements, sparing us of complicated 
and often repetitive programming [2]. 

As seen in Figure 2, taking advantage of the opportunities offered by the Delphi 
environment, we will use the application to see an image selected by the user. In the 
next step the user chooses a key needed to mark the image. To show that the two  
images are not identical, we create the difference image. 
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Fig. 2. Pitas algorithm implemented in Delphi  

5 Conclusions 

The watermarking technique is a complex one and it must take into consideration a 
series of elements and concepts from other fields such as cryptography, authentica-
tion, steganography, human perception, data fusion, and communication through un-
secure channels.  

Many studies of research, reviewed analysis and publications are needed in the fu-
ture in the field of watermarking because it has a positive impact on ensuring the au-
thenticity and originality of shared information into computer networks. 

The main advantage of our solution implemented in Java (presented in the rows 
above) is the cancelation of the keys issue, issue that is present in the Pitas algorithm. 
This is solved by applying a HASH cryptographic function to the marked image.  
This process increases the degree of protection of image by ensuring its authenticity. 

After comparing the results obtained from the presented applications we can say 
that the Pitas algorithm implemented in Delphi is faster than the visible marking algo-
rithm proposed in Java. This is due to the facilities of mending the images in Delphi 
environment such as the drawing canvas and its pixels property. The main disadvan-
tage of the application made in Delphi is that it can process only files of BMP type; 
the application implemented in Java can process different types of images. A disad-
vantage of Java solution is the fact that it has a longer execution time than the Pitas 
algorithm. In the future work we intend to apply steganography techniques to encom-
pass the hash code into the image file. 

By using these techniques of perceptible or imperceptible marking, many cases in 
which the copyright is either violated or doubtful, can be clarified or even avoided. 
This technique proves to be useful if the multimedia document is used in medical 
applications, commercial transactions, evidence in court, etc. The electronic data must 
be first of all authenticated, and then a test will be made upon its integrity. Watermark 
can authenticate the electronic data. 
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Abstract. Evolution in mobile technology has entailed development of  
thousands of application every week. Android being one of the dominant mo-
bile platforms provides vast number of efficient, fast, user friendly apps. This 
paper has reviewed and analyzed an android application which aims at all the 
android users and /or web users who are paving their way to digitize their life 
style. Considering the eminence and importance of the Android Operating Sys-
tem, we planned to device Digital life  software agent that provides you with 
the opportunity to capture ideas, experiences and inspirations. In addition to 
making it easy to remember things; it lets you perform day-to-day activities, big 
and small using your computer, phone, tablet and the web by note taking. It is 
mainly developed for the Android OS installed smart phones and is accessible 
from website too. There are many applications that offer features similar to the 
Digital life application like Catch Notes, Tap Note and Personal Assistance but 
this is a complete feature-packed application that supports additional feature  
for better functionality that helps users to organize their daily life applications, 
setting remainders, alarms and memos.  

Keywords: Digital Life software agent, Android, synchronization. 

1 Introduction  

Android market is full of attractive android applications that lets the user take notes  
and manipulate them according to customized needs. However, they lack the diver- 
sity as they limit the users to digitizing their typed notes only. With Digital Life  
software agent, you can store all your memories in computer, phone and device you  
use. Here "note" can be a piece of formatted text, a webpage copied excerpt, a photo-
graph, a voice memo, or an audio clip.  

"Digital Life" is a life-organizer which provides users with an ability to digitize  
almost everything and watch it as it instantly synchronizes from your Android de- 
vice to Web. It allows content posting and management only by authenticated users  
(Members). All of your notes, audio clips, files and images are made available on  
every device (phone or tablet) and computer you use via web. Notes can be added,  
edited, deleted or searched as part of E-Notes, E-Music and E-Photo Gallery. In ad- 
dition, the suite contains a "Digital Secretary" that helps you organize your daily life  
applications, setting reminders, alarms and memos. This stack enables you to keep  
all itineraries, travel schedule, and meeting plans along everywhere, so you’ll have  
them when you need. Currently, "Digital Life" supports android and Web operating  
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system and also offers online synchronization and backup. This android based ap- 
plication is aimed to be designed efficiently both in terms of user interface (UI) and  
source code.  

Different technologies are used in applications like REST(Representational state  
transfer), SQLite and XML(Extensible Markup Language), Google Map direction  
API, and Android framework etc. Services that utilize Web services standards, e.g.,  
Universal Description Discovery and Integration registry (UDDI), Web Services De- 
scription Language (WSDL) and Simple Object Access Protocol (SOAP) are the  
most popular type of services available today. We preferred using SOAP(Simple  
Object Access Protocol) web services for our application [1]. In order to understand  
the processes involved in creating and consuming web services we went through  the 
book "Professional ASP.NET Web Services". It involves the case studies that  
helped us to get the concept of web services application and the core standards to  
Web Services architecture that are integrated into ASP.NET [2].  

Also, we reviewed the IBM research report which thoroughly introduces the basic  
understanding of Web services, discuss the levels of service integration, and also  
focus on the technical problems that may arise for the developer of webservices in  
the future [3].  

Research has been carried out and purpose of this review was to critically ana- lyze 
the existing android applications and compare their different aspects with the  "Digi-
tal life" application. Android has been in the limelight among the developers across 
the globe. Android is a Linux-based platform; consisting of the operating system, 
middle-ware, and user interface and application software [4]. Considering the tre-
mendous growth of the platform, we market survey for the need of various applica-
tions among the users and planned on developing "Digital Life" application.  

Research has revealed many applications (free and restricted both) that helps user  
generate and manage notes [5]. But unlike these applications (AK Notepad,  
Evernote, ColorNote, SpringPad Catch Notes, GDocs, GooMemo, OI Notepad) [6] it 
embeds many rich functionalities together that lets the user to take notes (text /voice), 
capture photos, record memos, set reminders and alerts, and makes these notes com-
pletely searchable .Our product is specially designed for those people who want to 
keep themselves organized, save ideas and improve productivity. Some challenges 
like data consistency are also addressed using webservices [7].  

The information relevant to the development of android applications was reviewed 
and analyzed using secondary data sources like the book "Hello, Android: Introducing 
Google’s Mobile Development Platform" progresses from less advanced to the more 
advanced topics giving us the key concept of android basics to Sqlite database and 
web services [8], [9].  

And the online help through the site The Developer’s Guide - Android Develop- ers 
which holds the extensive documentation on android platform provides various useful 
tutorials and lets you to discuss your topic with other developers on android forum [10].  

2 System Description  

This section briefly describes the detailed design of the components that are assem- 
bled to make Digital Life’s architecture. The complete structure of the application is 
graphically shown in Fig. 1. Our application consists of mainly three parts:  
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1. A host website that maintains user data on web by managing database server.  
2. An android application that stores and retrieves user data in Digital Life’s  

database which is a local SQlite database on android device for each user.  
3. Finally a middle ware that keeps the data on local database (i.e. phone) consis-

tent with the web data for specific user account by using SOAP (Simple Object  
Access Protocol).  

In this paper we discuss different phases for Digital Life’s architecture. The first  
phase Registration via website for an account in Digital Life returning a unique  
username and a password activated via automatic email delivery of the user speci- 
fied account. Second phase is of database management on the Server and managing  
individual user database on android device. Third phase includes interface designing 
for the website and Android OS. Fourth phase is data synchronization between andro-
id and web databases. Finally, fifth phase comprise of the distinct features of  Digital 
Life software agent.  

 

Fig. 1. System Layout 
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2.1 Database Management  

Information of each user is handled on the server. The database manages information 
of all the registered users of Digital Life. The database has secure access through 
server login and password and can be updated as and when requested by the user. For 
each user the record of all the Text, Audio and Photo notes is maintained. The data-
base resides on the Server only and its information is shared by the clients in the net-
work on user request. Another database of the same design is kept on the each android 
device that has registered for Digital Life.  

2.2 Data Synchronization  

Digital Life software agent consists of two application one running for web users  
and other for android users. Digital Life enables user to create account, for the consis-
tency at any time one can sync data from web account to their android devices by 
providing username and password. Digital Life software agent will verify username 
and password from the server and sync data from database on the server to user’s 
local database using SOAP (Simple Object Access Protocol). SOAP Web Services are 
used in lots of enterprise software; for example, Google implements their Web Ser-
vices using SOAP, with the exception of Blogger, which uses XML-RPC, an early 
and simpler pre-standard of SOAP [11].  

For the data sync a middle layer is established that uses SOAP(Simple Object Ac- 
cess) for data transfer. SOAP(Simple Object Access) is a protocol for transferring  
messages which has been accepted as the default message protocol in SOA(Service  
Oriented Architecture) [12]. Messages are created in SOAP by wrapping appli- cation 
specific XML (EXtensible Markup Language) messages within a standard  
XML(EXtensible Markup Language) based envelope structure [13]. The result is  an 
extendable message structure which can be transported through most underlying  
network transports like SMTP (Simple Mail Transfer Protocol) and HTTP [14].  

2.3 Implementation  

In the implementation se, we describe how different phases within Digital Life soft-
ware agent are mapped from design to actual application. In this paper we describe 
each module’s basic working via flow charts. And finally, present a few interfaces for 
illustration of the system.  

2.3.1 Registration  
A user requests an account on website; he is presented with a registration form. User 
fills in the entries. The system check the authenticity of each field and validates that 
user name is unique for each of the user. System must not allow a user with invalid or 
missing details to continue. Therefore in case of error he is shifted to error page. Reg-
istration phase is graphically demonstrated in Fig. 2.  
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2.3.2 Login 
The user types in the correct username and password to log into his account.If there is 
any mismatch of username and password he will be shifted to error page. Fig. 3 shows 
the flow chart and interfaces of this phase.  

 

Fig. 2. Digital Life account registration: Flowchart and Interface 

2.3.3 eTextNote Module  
The user can add a new note by typing in the note name and the note body. He can 
than open the same date for editing or can delete it if he wants to. The implementation 
of module is expressed graphically in Fig. 4.  

2.3.4 ePhoto 
The user can add a new Photo Album by typing in the Album name. He can than open 
the same Album for adding the photos. After saving the changes he can open the Al-
bum in order to delete the individual photos or to edit the caption. He can delete a full 
Album and all of its pictures together by deleting the Photo Album itself. Module is 
graphically demonstrated in Fig 5.  

2.3.5 eMusic 
The user can add a new song to his play list or can create and manage a new play  
list.as he wants to. Fig. 6 Shows the implementation of module EMusic.  
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Fig. 3. Login Activity: Flowchart and Interface 

2.4 Unique Features  

2.4.1 Speech Recognition  
Digital Life also integrates the unique feature of text to speech conversion. The  
working of speech engine in the application is described with the help of flow chart  
in Fig. 7.  

2.4.2 Decision Making Application  
Decision making is the study of identifying and choosing alternatives based on the  
values and preferences of the decision maker. Making a decision implies that there  
are alternatives based on the values and preferences of the decision maker. Making 
decision implies that there are alternative choices to be considered, and in such a case 
we not only want to identify as many of these alternatives as possible but to choose 
the one that best fits with our goals, objectives, desires, values, and so on.. [15]  

The application is present in the e-secretary module of Digital Life, android ap- 
plication. It allows users to choose from the available decision making option that  
are carefully designed on the basis of generic scenarios like Which Laptop/Cellular  
Phone/Car one should buy? Or where to hang out this vacations? Or Which Candidate 
to hire for the job? Also the application allows adequate level of customizability  
so user can help their thoughts. Fig. 8 shows a flow chart of decision making  
application.  
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Fig. 4. TextNotes: Flowchart and Interface 

 

Fig. 5. PhotoGallery: Flowchart and Interfaces 
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Fig. 6. AudioGallery: Flowchart and Interface 

 

Fig. 7. Flowchart for Speech Recognition Feature of software Agent 
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Fig. 8. Digital Secretary and Decision Making app 

Currently, Digital Life supports decision making for Multiple Criteria, Multiple Al-
ternative Problems using decision making metric. In future, we are planning to add 
solutions for the Cost Benefit Analysis problems.  

3 Conclusion and Future Work  

Digital life App provides users with an ability to digitize everything and watch it as it 
instantly synchronizes from your Android device to Web. We are keeping the User 
interface of this application simple as require for conveying functionality and usabili-
ty of the application.  

We are focusing on achieving high modularity of the application since this appli- 
cation is being developed primarily for smart phone that are memory constrained  
memory requirement and thus optimize application as well as assure better under-
standing of the code.  
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Abstract. Existence of accurate temporal-spatial temperature models, which 
would enable non-invasive estimates, will promote ultrasound-based thermal 
therapy applications. These models should reflect the tissue temperature with a 
maximum absolute error of 0.5 ºC within 1 cm3.  

In-vitro experiments have been developed to evaluate the temperature varia-
tions induced by standard ultrasound therapeutic device emitting continuously 
on gel-based phantom and on pork meat tissue using three different emitting in-
tensities (1, 1.5 and 2 W/cm3). Temperature estimates were performed based on 
raw RF data collected using a second ultrasound transducer (imaging transduc-
er). This second transducer worked in pulse-echo mode, and was placed per-
pendicularly to the therapeutic transducer. In order to access the quality of the 
estimates, temperatures were acquired by five and by two thermocouples placed 
in the gel-based phantom and on the porcine sample, respectively. At every  
10 seconds the temperature and one RF-line is stored in a PC for future 
processing. 

The possibility to estimate temperature was assessed by considering two RF-
line features: temporal echo-shifts produced by changes in speed-of-sound and 
medium expansion/contraction and by changes on the backscattered energy ori-
ginated by medium inhomogeneities. 

On one hand, results prove that echo-shifts correlated with temperature in 
both types of medium (phantom and ex-vivo porcine muscle). On the other 
hand, analyzing the backscattered energies one may conclude that this measures 
correlates with temperature in the porcine sample and not on the phantom. This 
led us to conclude that the developed phantom is not appropriate for studying 
changes on backscattered energy with temperature. Energy analysis of the por-
cine sample confirms the non-uniform temperature variation due to the  
existence of a heterogeneous media with different sound propagation velocities. 

Keywords: tissue temperature estimation, ultrasound echo-shifts, ultrasound 
backscattered energy, thermal therapy. 
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1 Introduction 

Ultrasound has a long history of diagnostic applications and more recently has been 
applied as a therapeutic procedure, namely in physiotherapy, hyperthermia, and sur-
gery. The ultrasound non-ionizing nature together with inexpensive and easy-to-use 
characteristics makes it a very promising modality for non-invasive therapy treat-
ments. Despite the demonstrated capabilities, its extensive usage in thermal therapies 
still requires detailed studies on spatial-temporal mapping of the ultrasound-induced 
temperature variations within 0.5ºC in 1cm3 volumes [1].  

Since the 90’s, several works have been published describing non-invasive temper-
ature estimation methods envisaging uniform heating of tumors at therapeutic levels. 
Suggested methods have as a base: electrical impedance tomography [2], microwave 
radiometry [3], magnetic resonance imaging (MRI) [4] and backscattered ultrasound 
(BSU) [5]. From the proposed technologies only the MRI one achieves the desired 
spatial resolution, being penalized by its cost and the difficulty to use in some thera-
pies [1]. In contrast, the application of BSU presents some advantages: low-cost pro-
cedure, good spatial and temporal localization and ease of use. Typical methods of  
using BSU as non-invasive thermometer include: those who track the echo-shifts 
produced by changes in sound velocity and medium expansion/compression, the ones 
which are based on the measurement of the attenuation coefficient, and those that 
measure the change on backscattered energy [1]. The temperature dependence of the 
attenuation coefficient is only sufficiently noticeable for temperatures above 50ºC [6] 
which is not the case of this study. 

The study hereby described follows the authors’ research in non-invasive tempera-
ture estimation (NITE). Previous works were concerned with temporal echo-shifts 
analysis, employed as inputs of radial-basis-functions neural-networks (RBFNNs), 
optimized by a multi-objective genetic algorithm. We started testing the NITE model 
in homogeneous gel-based phantom [7] investigating several operating conditions. 
Then we developed multilayered phantoms and investigated the performance of the 
proposed NITE model on the estimation of temperature inside each layer and at their 
interfaces [8-10]. More recently the temperature has been estimated through analysis 
of the ultrasound images [11]. Except for this later work, where a bovine muscle sam-
ple was employed, all other experiments included gel-based phantoms.  

Present work report the temperature evaluations of gel-based phantoms and pork 
loin samples when these two different tissue mimicking phantoms are subject to ultra-
sound heating at hyperthermia values. The aim of this study is to compare the perfor-
mance of two non-invasive thermometer categories, echo-shifts data and changes in 
backscattered energy, for potential inclusion on the tissue temperature estimation 
RBFNNs model above referred. 

2 Methodology 

When tissues are heated, changes in the velocity of propagation of sound in media oc-
cur. These changes in association with changes in the attenuation levels induce shifts on 
the apparent position of the scattering regions and changes on the signal strength [1].  
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The gel-based phantom experimental setup employed to collect the RF data and 
compute the echo-shifts and changes of backscattered energy is presented in Fig. 1.  

 

Fig. 1. Experimental setup 

The gel-based phantom was emerged in a degassed water tank, in order to discard 
abrupt room temperature changes and to improve the coupling between the transduc-
ers and the medium. The phantom was prepared by mixing (in % weight): 86.5% of 
degassed water, 11% of glycerin, and 2.5% of agar-agar. The medium was heated by 
a commercial circular piston ultrasound transducer (Ibramed, Sonopulse generation 
2000), used for diathermia purpose. The TUS transducer has an effective radiation 
area of 3.5 cm2, and worked in continuous mode at 1 MHz. Three different intensities 
were applied: 1.0 W/cm2, 1.5 W/cm2, and 2.0 W/cm2. The RF-lines were collected 
using an imaging ultrasound (IUS) transducer (Panametrics-NDT, V310SU), which 
worked in pulse-echo mode, driven by a pulser/receiver (Panametrics-NDT, 5800PR). 
The pulser/receiver sent the analog RF-lines to an oscilloscope (Tektronix, TDS2024) 
which digitalized it at 50 MHz, and each one is composed by 2500 points. The oscil-
loscope sent the digitalized RF-lines to a personal computer (PC) via a GPIB bus. In 
order to measure the temperature five thermocouples were placed 5 cm spaced from 
the TUS transducer face, as shown in Fig. 2.  

 

Fig. 2. Thermocouples disposition in relation to the therapeutic and imaging transducers 



424 M.G. Ruano, C.A. Teixeira, and J.J. Rahmati 

The thermocouples were 5 mm spaced across the radial line of the TUS transducer. 
The ultrasound beams were placed perpendicular between each other in order to re-
duce interference. The thermocouples were connected to a digital multimeter (Keith-
ley, 2700/7700) which had an integrated multiplexer with cold junction compensation 
(CJC) terminals. As well as the RF-lines, the temperature values were transferred to 
the PC via the GPIB bus. At each 10 s a RF-line was collected, as well as the five 
temperature values.  The medium was heated only in the first 15 min, then the me-
dium was allowed to cool down to water temperature during more 15 min. 

When the pork loin sample was employed, the same general setup was used, except 
that the ex-vivo sample was allocated inside a plastic box as shown in Fig. 3 and two 
thermocouples, spaced by 10mm, were placed 42 mm apart from the TUS transducer 
face. 

 

Fig. 3. Location of pork loin sample on plastic box and thermocouples disposition in relation to 
the therapeutic and the imaging transducers 

3 Results and Discussion 

As stated earlier, the application of backscattered ultrasound for temperature estima-
tion depends on the extraction of temperature-dependent features from the RF-lines. 
In this study the echoes originated by the thermocouples were isolated and the tem-
poral echo-shifts (TES) were computed for each spatial point along each experiment 
trial. The computation of TES was performed following the strategy proposed by 
[12]. This algorithm estimates continuous time delays from sample data by applying 
a spline interpolation to a reference signal (in our case the echoes in the first BSU  
arranged in separated files, according to the related intensity and signal in each  
experiment trial).  
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(A) 

 
(B) 

Fig. 4. Example of (A) temperature changes signals and correspondent (B) temporal echo-shifts 
from gel-based phantom at different locations (See S1, S2, S3, S4 and S5 in Fig. 2) 

Fig. 4 enables a comparison between the evolutions of temperature (Fig. 4 (A)) and 
the temporal echo-shifts (Fig. 4 (B)) calculated at different spatial points. These results 
were obtained for the gel-based phantom when the TUS was settled to a frequency of 
1MHz and a power intensity of 1.5 Watts/cm2. The first five minutes of the experiment 
time were record to allow a reference for the rest of the experience, so, in this example 
one can see that the initial phantom’s temperature was 25.35ºC (in S1, the thermo-
couple closest to the heating source) and at the end of the heating stage (20 minutes 
after starting) the same sensor had achieved a temperature of 28.28ºC. After 15 mi-
nutes of cooling, this point of the phantom presented a temperature of 25.45ºC. From 
Fig. 4 (B) one can see that the computed echo-shifts show a clear but nonlinear relation 
with the temperature where the curve increases and decreases with the temperature.  
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Fig. 5. Comparison of temporal echo-shifts for spatial position of S3 in the gel-based phantom 
when different power intensities are applied 

If we now compare the behavior of the phantom’s location of thermocouple 3, 
identified as S3 in figures) when different power intensities are applied, we obtain the 
temporal echo-shifts expressed on Fig. 5. From this figure we can see that higher 
power intensities produce greater temporal echo-shifts as a consequence of corres-
pondent increased temperatures at that position of the phantom. This result is theoreti-
cally supported. 

In fact if we compare, for different power intensities, the increase in temperature 
observed for each spatial location during the experiment (see Fig. 6) one can conclude 
that increased intensities produce higher temperature increases. One can also clearly 
see that far locations (like S5) are more smoothly influenced by the therapeutic heat-
ing than the region close to the heating source (S1). Recall that S5 is just located 
20mm distant from S1, the latter located in the axial line at 50mm from the face of the 
heating transducer. The variation of temperature observed for S5 is less than the tem-
perature resolution internationally recognized as a gold standard for non-invasive 
temperature estimation. On the other hand, S1 verified a temperature increase of near-
ly 3ºC in 15minutes of heating. Another interesting conclusion from this figure is that 
the temperature increase is directly proportional to the power intensity applied. 

Similar results were obtained for the pork loin sample. As can be seen in Fig. 7 a 
nonlinear increase in temperature is observed during heating (from 5 to 35minutes of 
the experiment time). In this case the effects of tissue heating remained after allowing 
the tissue to naturally cool during the same amount of time as it has been heated (pro-
cedure similar to the one followed with the gel-based phantoms experience). In fact, 
after 30 minutes of cooling the tissue was still with approximately 1ºC above the  
initial temperature. 
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Fig. 6. Temperatures increases measured on the gel-based phantom at each spatial position (S1, 
S2, S3, S4 and S5 in Fig. 2) as function of power intensities applied 

 

Fig. 7. Temperature changes for signals from pork loin sample at two spatial locations (See 
Down Sensor and Middle Sensor in Fig. 3) 

Fig. 8 shows the comparative behavior of the temperature variation with different 
power intensities applied to the spatial point located at the axial line of the heating 
transducer (Middle sensor on Fig. 3). One can conclude that the strength of the effects 
of heating the tissue is a function of the power intensity applied.  

If we observe the temporal echo-shits for the same experimental conditions, (Fig. 
9) one can associate the rough curve behavior with the tissue characteristics. The ex-
vivo sample employed is generally constituted by muscle fibers, fatness tissue and 
water-like liquids. These components present different sound velocity propagations 
and different attenuation factors therefore leading to a combined influence on the  
collected echo-shifts data. 
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Fig. 8. Comparison of temperatures measured at Middle Sensor (see Fig. 3) when different 
power intensities are applied to the pork loin sample 

 

Fig. 9. Comparison of temporal echo-shifts (TES) for both sensors of the pork loin sample 

In what concerns the backscattered energy computed from the RF data, one can see 
from Fig. 10 (A) that the gel-based phantom did not produce results capable of 
processing the backscattered energy to estimate temperature relationships. However, 
the pork loin sample example (Fig. 10 (B)) does reflect the heating and cooling phases 
of the experiment being as so suitable for use on temperature estimation models. 

If we in detail the relationship between the backscattered energy and temperature 
for the pork loin sample example represented in Fig. 11 one can confirm the existence 
of interference of several tissue characteristics by observing the variability on the 
localization of the relational points. 
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(A) 

 
(B) 

Fig. 10. Backscattered energy computed from (A) gel-based phantom and (B) pork loin sample 
at the axial line of the therapeutic transducer (Middle Sensor of Fig. 3), when 1.5 Watts/cm2 
using a 1MHz frequency is applied. 
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Fig. 11. Relationship between backscattered energy and temperature at middle sensor (see  
Fig. 3) in the pork loin sample 

4 Conclusions and Future Work 

The work hereby presented compares the behavior of two categories of methods of 
non-invasively estimating ultrasound-induced temperature on tissues: the analysis of 
temporal echo-shifts and the changes in backscattered energy. These methods were 
tested on two different media, a gel-based phantom and a sample of pork loin subject 
to different therapeutic ultrasound device operating conditions. 

Analyzing the results we may conclude that the estimated temperatures computed 
from the echo-shifts collected from both the gel-based phantoms and the pork loin 
samples reflected the increase in temperature induced by the therapeutic transducer. 
In both media, the echo-shifts presented nonlinear curves as theoretically expected. In 
the case of the gel-based phantom, a tissue region distanced by 20mm far from the 
axial line is almost insensitive to 0.5Watts/cm2 heating intensities. On the other hand, 
the use of ex-vivo sample of pork loin to mimic human tissues enables us to conclude 
that the effects of heating remains active on the tissue for longer than the heating pe-
riod, being more evident as higher power intensities are applied. In what concerns the 
temperature estimation based on the backscattered energy calculations on the pork 
loin sample lead to appropriate relations with temperature. The same did not hap-
pened with the gel-based phantom were the backscattered energy shown to be insensi-
tive to temperature changes. These backscattered energy results should be considered 
for inclusion on a future RBFNN-based temperature estimation model. 
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Abstract. Artificial Neural Networks (ANN) are being extensively used in 
many application areas due to their ability to learn and generalize from data, 
similarly to a human reaction. This paper reports the use of ANN as a classifier, 
dynamic model, and diagnosis tool. The examples presented include blood flow 
emboli classification based on transcranial ultrasound signals, tissue tempera-
ture modeling based on imaging transducer’s raw data and identification of 
ischemic cerebral vascular accident areas based on computer tomography  
images. In all case studies the performance of ANN proves to produce very  
accurate results, encouraging the more frequent use of these computational  
intelligent techniques on medical applications. 

Keywords: biomedical applications, artificial neural networks. 

1 Introduction 

In this paper we report the use of ANN in practical biomedical applications. ANNs 
date back to 1940 and since then they have been used in many research and develop-
ment applications. Since biomedical engineering involves interdisciplinary areas, the 
development of clinical applications requires the use of state-of-art technology such 
as the artificial neural networks (ANNs). 

The efficiency of ANNs depends on the matching of the type of network and the 
addressed problem and the suitability of the ANNs parameters as representative of the 
target goal. 

As examples of successful combinations between ANNs types and medical appli-
cations we expose the following case-studies: blood flow emboli classification based 
on transcranial ultrasound signals, tissue temperature modeling based on imaging 
transducer’s raw data and identification of ischemic cerebral vascular accident areas 
based on computer tomography images. 

Short description of the problems to be solved, calling attention to particularities of 
each case-study is presented in the next section.  Summary versions of the NN’s  
employed are included and finally the results are presented. 



434 M.G. Ruano and A.E. Ruano 

2 Case-Studies 

We focus on three types of problems: classification of different type of emboli within 
blood flow signals, a diagnostic tool based on CT images and tissue temperature non-
invasive estimation. 

Transcranial Doppler (TCD) ultrasound is an established method for detecting em-
boli in the cerebral circulation. The differentiation between gaseous and particulate 
emboli in cerebral blood flow is clinically relevant because different therapeutics 
should be administrated. The application of TCD in clinical practice relies on human 
expertise to detect and classify events in the generated signals, constituting a fasti-
dious and time consuming task. The existence of alternative and preferably software-
based automatic detection led to the investigation of the applicability of ANN in  
emboli classification.  

At the time this research was held, several signal processing methods had been 
proposed in literature, essentially based on signal processing methodologies. To be 
mentioned, the application of the Wigner distribution [1] where the separation be-
tween types of emboli was based on measurements of the sample volume length (giv-
en by the product of embolic duration and velocity) against the physical length over 
which the signal could be detected. Blood velocity measurements are by themselves 
difficult to obtain with accuracy due to flow velocity dependence on many parameters 
inducing as so a non-stationary nature. Alternatively researchers applied time-
frequency and time-scale based matched-filters like the Wavelet Transform (WT) [2-
3] proving that WT were better suited for processing this type of signals. To be also 
referred that Kemény et al. [4] reported the detection and classification of cerebral 
embolic signals from TCD systems using ANNs after pre-processing the signals with 
the help of Fourier Transforms. Since the embolic signals present a similar shape to 
the Morlet wavelet (see Fig. 1), a wavelet neural seemed appropriate for identifying 
emboli within the blood flow signal and then we tested the classification of the type of 
emboli using a Multi-Layer Perceptron (MLP) NN [5].  

Later a radial basis function (RBF) ANN was also assessed to distinguish among 
solid emboli, liquid emboli, or artifacts, using as indicators a ratio between signal 
powers and emboli duration [6].  

In what considers the diagnosis tool application one should recall that the ischemic 
cerebral vascular accident (ICVA) is one of the major causes of death in the devel-
oped countries. The early diagnosis of this pathology is fundamental to minimize the 
consequences of this disease. ICVA is typically diagnosed through Computerized 
Tomography (CT) by identification of hemorrhages (characterized by a high density 
(white) image and usually occupying a round-spaced area), or an infarct (characte-
rized as a low density (dark) image and occupying a vascular territory with some 
swelling) [7]. CT provides images from inside the human body with anatomic detail, 
being able of generating images of the human body in different planes [8] through 
image processing workstations. This facility has the disadvantage of producing a large 
increase in the number of images to be analyzed in terms of their content on anatomic 
information, besides the fact that each patient exhibits several individual images to be 
examined. Detailed examinations of each image become a very time consuming task 
for the radiologists therefore the existence of a computational facility capable of  
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Fig. 1. The shape of an embolic signal (a)) is similar to a Morlet wavelet (b)) (a. u. = arbitrary 
units) 

assisting the clinician on the task of ICVAs identification would be of great help. In 
this sense Radial Basis Function Neural Networks (RBFNN) were applied in images 
of encephalon acquired by CT scan to research their ability to identify ICVA areas. 

The last case-study to be reported in this paper is concerned with tissue tempera-
ture estimation. Ultrasound is daily used in medicine for diagnosis and its applicabili-
ty in therapy has been increasing within the last two decades. Ultrasound thermal 
therapies are being deeply researched towards the controlled spatial and temporal 
application of heat to delimited regions aiming at cancer tissue treatment [9]. Precise 
control of ultrasound instrumentation requires knowledge of accurate models capable 
of determining non-invasively the temperature of the tissues under treatment in both 
space and time variables [10]. Since in-loco determination of temperature in real pa-
tients is not desirable, several experiments using tissue mimicking materials, the so 
called phantoms, have been performed. The phantoms vary according to their chemi-
cal composition, mimicking single type of tissue or, the more complex and realistic 
ones, mimicking structures composed of different tissues [11]. Tissue reaction to heat 
depends on several variables, namely the velocity of propagation of sound on that 
particular tissue, the tissue rate of absorption and attenuation, the way the ultrasound 
waves are reflected and refracted when crossing two different media. So, realistic 
models of ultrasound induced temperature are expected to be nonlinear due to the 
combination of so many variables.  The gold standard error for temperature estimation 
on tissues is considered to be 0.5ºC/cm3 [10], value obtained by magnetic resonance 
imaging. Typical methods of non-invasive thermometer make use of backscattered 
ultrasound signals in different approaches: those who track the echo-shifts produced 
by changes in sound velocity and medium expansion/compression, the ones which are 
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based on the measurement of the attenuation coefficient, and those measuring the 
change on backscattered energy [10]. 

Among the ultrasound temperature dependent features pointed out for estimation 
under hyperthermia range, we concentrate on temporal echo-shifts. We started to 
analyze the behavior of temperature induced by ultrasound in homogenous medium 
phantoms and then we developed to heterogeneous phantoms. Radial basis functions 
NN were tested in comparison with autoregressive with exogenous inputs (ARX) 
models [12]. The NN promising results lead to the application of RBFNNs with best 
fitted NN parameters selected by a Multi-Objective Genetic Algorithm (MOGA) to 
increasingly complex data models [13-15]. 

3 Methods  

To enable the reader with a more clear understanding of the particularities of each 
case-study in relation with the type of ANN methodology employed, each method 
will be independently presented. 

3.1 WNN for Emboli Classification 

The gaseous embolic signals present great dynamic range while solid emboli are nor-
mally of lower amplitude. When these signals are recorded from TCD systems with 
two channels (as the case of signals employed in this study) the channels are set to 
have 40dB attenuation between them to accommodate these differences. Solid and 
gaseous emboli are collected from the first and second channels respectively. In our 
study we employed 200 files (both channels), each containing 30000 samples of 2.4s 
of Doppler signal. A group of experts classified the signals so we were sure that each 
signal contained at least one event (solid or gaseous emboli). Manual analysis of the 
events enabled selection and recording of 1000 sample signals correspondent to 80ms 
of Doppler signals, including 137 gaseous emboli, 119 solid emboli and 150 normal 
flow events.  

Primarily all signals from the sample data set were approximated using a wavelet 
NN (WNN) whose network nodes used a Morlet wavelet. The WNN was composed 
of a number of wavelet nodes (10), each described by three parameters: the dilation of 
the wavelet function (d), the translation (t) and the linear weight (w). The output of 
such a network is given by [16] 

  ( ) ( )( )
=

−⋅=
10

1i
iii txdwxg ψ                 (1) 

where x represents time and ψ is the wavelet function used in the WNN, defined by: 

( ) ( ) ( )2exp2cos 2xxx −⋅= πψ               (2) 

The WNN required an initialization phase where the desired resolution levels  
(dilations) are selected using a regular wavelet lattice. Then, from this data, the de-
sired number of wavelets was selected using the algorithm of stepwise selection by 
orthogonalization [17].  
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The training of the WNN is based on a set of input/output pairs {x, f(x)} where f(x) is 
the function to be approximated. After the initialization, the network was trained by a 
Gauss-Newton procedure [17].  To perform this approximation, the normalized square 
root of the mean square error (NSRMSE), given by (3), was used to verify the quality 
of the approximation.  

ymseNSRMSE σ=                     (3) 

In (3) above, ( ) Ngymse
N

n


=

−=
1

2  is the mean square error of the approximation, 

with y the value of the function, g the approximation, N the dimension of y, and yσ  

the standard deviation of y.  
Then two NNs were trained with the parameters obtained from the approximation 

part. One network learned to distinguish between normal flow signals and embolic 
signals while the other learned to separate gaseous from solid embolic signals. Super-
vised learning with the same learning algorithm was used in both networks: a Multi-
Layer Perceptron (MLP) implemented in Matlab and trained by a version of the  
Levenberg-Marquardt algorithm, which explicitly separates the role of the linear and 
nonlinear network parameters [18]. 

3.2 RBFNN for Emboli Classification 

For the same type of embolic data another ANN approach has been tried, the RBFNN 
[19]. A RBFNN consists of three fully connected layers. The first is the input layer 
connecting the source nodes to the hidden layer of the network. The second is a hid-
den layer of sufficient dimension for the problem at hand which applies a non-linear 
transformation to the input space generating a (usually) higher-dimensional hidden-
units space. The third and last layer applies a linear transformation from the hidden-
units space to the output space. 

The topology of a RBF neural network is shown in figure 1. Its output is given by 
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where n is the number of neurons, 0a  is a bias term and iw  are weights for the output 

linear combiner. The function used in the RBF hidden layer cells is usually a Gaus-
sian function of the form: 
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 and is  are, respectively, the centre locations and spreads of the Gaussian function 

ij   and x   is the input pattern. 

TCD exams have also been used. In this particular study six files of TCD exams 
(each file with 1880000 points) were preprocessed before used in the training and 
testing phases.  
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Primarily data was divided into 128 points segments using a Hanning window and 
50% overlap was employed during spectrograms’ calculations. Then, computation of 
clinically relevant characteristic, the embolic power by segment (EPS) and the embol-
ic temporal duration [20], this is, the time interval where the embolic signal amplitude 
is 10dB above the scattered blood flow signals, were performed. These data informa-
tion was used to calculate the ANN target output. To reflect the subjective nature of 
the specialists’ decisions emboli duration and EPS were classified according to the 
range of values specified in Table 1. 

Table 1. Emboli classification used in creation of the target output of the RBFNN approach 

Parameters Solid emboli Gaseous emboli 
Duration (5.76 to 27.52)ms (39.12 to 65.04)ms 
EPS (16.3 to 24.9)dB (34.5 to 39.4)dB 

 
The convention used in the assignment of values to the target output was the  
following: 

- If EPS and Embolic Duration do not lie in the intervals presented in Tab. 1 then 
the target output should be 0, and the signal is classified as an artifact. 

- If EPS ∈ [16:3dB; 24:9dB] and Duration ∈ [5:76ms; 27:52ms] then the signal is 
classified as a solid emboli, and the target output is assigned with the value 1. 

- If EPS ∈ [34:5dB; 39:4dB] and Duration ∈ [39:12ms; 65:04ms] then the  
signal is classified as a gaseous emboli, and the target output is assigned with the 
value 2. 

After these calculi the data sets to be used in the training and test phases were created 
as a concatenation of the signal characteristics and the target outputs to avoid patient’s 
dependency. To optimize the training of the RBFNN and reduce the training time the 
concatenated data was normalized, shuffled and non-relevant data was eliminated to 
optimize the RBFNN’s training. With this procedure the 60000 patterns available at 
the beginning of this study were reduced to 134 patterns, where 90 patterns were used 
during training and 44 patterns were left for the testing phase. 

The training of the NNs was performed by the Levenberg-Marquardt (LM) algo-
rithm using preprocessed data. The LM is a completely supervised learning algorithm. 
This means that given the initial values of the parameters, the training algorithm itera-
tively, having as objective the minimization of a cost function, can determine the 
“optimum” value of the network parameters (linear weights, centers, and spreads). In 
this paper the initial values of the parameters were determined using the optimal  
k-means algorithm (OAKM) [21]. 

Using the referred algorithm, 19 networks were trained using a different number of 
neurons in the hidden layer. The number of neurons varied between 2 and 20, and it 
was imposed 3 as the number of correct digits in the objective function. With this 
accuracy an acceptable quality for the trained networks was achieved, without origi-
nating sub-modulated networks. 
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3.3 ICVA Diagnosis Tool 

A RBFNN model has also been employed in this case-study. The training method 
[22] employed consisted of two steps: primarily, an unsupervised procedure known as 
the optimal adaptive k-means clustering (OAKM) algorithm [21] was used to com-
pute the initial centre locations, and a simple method [23] is adopted to determine the 
initial spreads. The second step uses a supervised training method that employs the 
Levenberg-Maquardt (LM) [24] algorithm to further optimize the non-linear parame-
ters ( ic , is - see equations 4 and 5) of the network. In each training iteration the output 

linear weights, ia , are computed as a least-squares solution. The method reflects the 

non-linear/linear topology of the RBF neural network. The termination criterion used 
to stop the training procedure is commonly used in non-linear optimization problems. 
It depends on one parameter related to the number of correct figures in the objective 
function and uses also the gradient and parameter vectors to assess convergence of the 
parameter values [22]. When all the stopping conditions are met the training stage is 
ended and the parameters of the network are stored for latter usage. 

A group of images from 25 encephalon exams with previous ICVA diagnosis were 
used. The images employed were all acquired by means of the same CT equipment, 
respecting the protocol for encephalon study (5/5-10/10mm), and archived in DICOM 
format. In the laboratory they were converted into the Portable Network Graphics 
(PNG) format with 256 tones of grey, respecting the original image size (512x512). 
HUV values for each series of the study had been respected, to ease the process of 
analysis of the NN. All the points of interest were automatically masked in order to 
remove the white parts corresponding to bone or other regions not meant to be classi-
fied. Some small regions of interest were manually labeled as 1 when ischemic and 0 
when normal. From each image and the pixels within the chosen regions, a set of 
features was extracted. The features were chosen to reflect the image statistics and 
those related to the context of the pixels of interest, the presence of structures having 
sharp edges and the position within the image. Altogether, these features form one 
possible data set suitable to train a RBFNN pixel classifier. 

3.4 Dynamic Model for Tissue Temperature Estimation 

Our research in temperature modeling of human tissue subjected to ultrasound for 
therapeutic purposes was based on data collected from artificial tissues, the so called 
phantoms. Homogeneous and heterogeneous phantoms under different ultrasound 
devices operating conditions have been tested. The laboratorial experimental setup is 
based on a typical structure shown in Fig. 2. 

The phantom is heated by a therapeutic transducer while immersed in a degassed 
water tank in order to discard abrupt room temperature changes and to improve the 
coupling between the transducers and the medium. The medium is heated by a com-
mercial therapeutic ultrasound transducer (TUS). The TUS transducer has an effective 
radiation area of 3.5 cm2, and works in continuous mode at 1or 3 MHz. Different  
intensities are available at user’s definition.  The RF-lines are collected using an im-
aging ultrasound (IUS) transducer working in pulse-echo mode, driven by a puls-
er/receiver. The pulser/receiver sends the analog RF-lines to an oscilloscope which 
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Fig. 2. Basic ultrasound experimental setup 

digitalizes them at 50 MHz. The digitalized RF-lines are then sent to a personal com-
puter (PC) via a GPIB bus. The effective temperature of the medium is measured by a 
certain number of thermocouples placed at a specific distance from the TUS transduc-
er face in its radial line and aligned with the IUS. In the case of figure 2, three ther-
mocouples are shown. The thermocouples are connected to a digital multimeter. The 
temperature values are transferred to the PC via the GPIB bus. At each 10s a RF-line 
is collected, as well as the thermocouples’ temperature values. The medium is heated 
for a pre-defined period of time, and typically allowed to cool for an equal period. 

The study of the temperature evolution is to be performed independently at the 
points defined by each thermocouple location, then each echo was isolated using a 
rectangular window, and the echo-shifts computed for each one. The echo-shifts were 
computed using an algorithm that directly evaluates continuous time echo shift (TES) 
from sample data. This method constructs a splinebased, piecewise continuous repre-
sentation of a reference signal (in this case the echoes in the first RF-line), then finds 
the minimum of the sum of the squared errors between the reference and the delayed 
signals to determine their relative time-shift [25]. Also past temperatures of the me-
dium were considered as important information on the estimation procedure. 

Considering the huge amount of data available the selection of the appropriate 
number of neurons that produces the smallest NN error, the identification of the most 
relevant input variables to fit the model, the important lags of those variables are deci-
sions difficult to be taken. To help on this task the best fitted RBF structures were 
selected by MOGA [26]. The MOGA is an evolutionary computing approach based 
on the natural evolution, and designed to minimize (or maximize) a number of prob-
lem-dependent objectives. Having in mind the attainment of good and also feasible 
solutions for a given application the objectives are defined as goals to meet. Each goal 
can have an associated priority which describes the relative importance of the related 
goal for the problem solution. At the end of a MOGA run a set of preferable individu-
als (solutions) are attained which are the ones that fulfill or almost fulfill the a-priory  
defined goals. 
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In almost all our case studies the MOGA search space was delimited by defining 
the possible number of neurons in the hidden layer, the possible number of inputs, and 
the maximum lag for TES and the changes in temperature signals (ΔT). The number 
of neurons and the maximum number of inputs was, in general, defined as a number 
in the interval [8, 20] and 25, respectively. These values were selected after several 
runs considering other parameter’s arrangements. 

Several models have been implemented, considering variations in experimental 
conditions. We started by estimating temperature in a single spatial location of a gly-
cerine (homogeneous medium) tank, testing three TUS intensities (1 Watt/cm2, 1.5 
Watt/ cm2, and 2 Watt/ cm2)[12]. Experiences took 110 minutes where the first 60min 
correspond to medium heating and in the remaining 50min data was also collected to 
observe the cooling stage of the experiment. The RBFNN input variables in this pre-
liminary study considered the fundamental component of the intensity spectrum and 
the measured temperature. The number of model inputs was allowed in the interval 
[2,30], while the possible number of neurons was accepted to be in the interval [2,15].  

The RBFNN single point temperature estimation was then compared with the re-
sults of an ARX model defined by the equation 1 1    (6) 

Where the actual output y[t] is related with a finite number of values of the output y[t-
k] and of the input x[t-k]. The structure of the model is defined by the number of 
poles (na), the number of zeros (nb-1) and the time delay of the system (nk).  
The model coefficients and were determined using the least squares 
strategy. 

Later we increased to three the spatial points where temperature was to be esti-
mated as seen in Fig. 3. In terms of the model, the position along the axis was consi-
dered as another input. The phantom, still a homogeneous medium, was prepared to 
mimic human muscle by mixing (in % weight): 86.5% of degassed water, 11% of 
glycerin, and 2.5% of agar-agar. Data has been collected during 35minutes where the 
first 5 minutes enabled representation of resting conditions of the medium, the next 
15min correspond to heating phase and the remaining time is representative of the 
cooling stage. The computed echo-shifts and the measured temperature values were 
filtered and normalized to values between -0.5 and 0.5. The filtration was performed 
to reduce the computational and measurement noise, and the normalization was com-
puted to discard the difference in scale between the echo-shifts signals and the meas-
ured temperature signals. Afterwards the normalized and filtered TES and ΔT were 
arranged in separated files, according to the related intensity and spatial point (P1, P2, 
or P3 in Fig. 3), and applied in the RBFNN construction [13]. 

The neural network parameters were found using the Levenberg Marquardt (LM) 
algorithm and the least-squares strategy. At each MOGA iteration the performance of 
each NN is accessed in order to extract the problem-dependent objectives under mi-
nimization, this is, the model errors, validity tests, linear weight norm, and computa-
tional complexity. 

Aiming at a more detailed analysis, the number of spatial points inside the tissue 
phantom have then been increased to five (with relative positions as in Fig. 3 but 
spaced among them by 5mm) and a new TUS intensity (0.5W/cm2) was tested [14].  
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Fig. 3. Thermocouples disposition in relation to the therapeutic (TUS) and imaging (IUS) 
transducers denoting spatial point locations for temperature estimation 

 

Fig. 4. Generic RBFNN structures applied. (a) non-regressive and (b) regressive. 

Also the temperature of the degassed water tank containing the phantom was main-
tained at approximately 22 ºC, by using a 75-W aquarium heater. The NN input  
variables considered up to 25 past lags of ΔT and TES. With these data two  
three-layered RBFNN structures were tested:  a generic non-regressive structure con-
sidering only the past lags of TES as inputs, as presented in Fig. 4a; and, a regressive 
structure where both the ΔT and the TES past values were considered, as shown in 
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Fig. 4b. In both structures two additional inputs were considered to discriminate the 
intensity and spatial point under estimation. Four MOGA runs of 200 generations 
were performed for both structure types. To test the spatial generalization capacity of 
the best obtained models, training and structure selection considered only estimations 
in three of the five spatial points (extremes and middle points). Then, at the final step, 
the validation set contained data from all the five points, implementing a real genera-
lization assessment procedure. 

Maintaining the recursive RBFNN structure (Fig. 4 (b)) the research developed to 
estimate temperature on a three-layered non homogeneous phantom (Fig. 5) with 
attenuation and speed-of-sound similar to in vivo muscle [15]. Besides using a more 
complex phantom, the number of intensity levels applied was increased (0.3, 0.5, 0.7, 
1.0, 1.3, 1.5, 1.7, and 2.0W/cm2). Since the influence of the ultrasound operating con-
ditions were to be tested in this study, the division of the available data set considered 
for training and testing data sub-sets where only four intensity levels were considered 
(0.5, 1.0, 1.5, and 2.0W/cm2). Validation was performed on all range of intensities 
evaluated experimentally. 

 

Fig. 5. Transducers (located face to face) and thermocouples location inside the heterogeneous 
phantom (all length units are in mm) 

4 Experimental Data and Results 

Following the same policy as in the previous section, the experimental data available, 
how it was used as input to the NNs and the correspondent results will be exposed 
separately for each case study. 

4.1 Classification of Emboli  

As previously stated in this case-study, from the 200 data files recorded from a TCD 
system, where each file contained at least one gaseous or solid embolic event (already 
classified by a group of experts) were manually selected and recorded as 1000-sample 
signals (corresponding to 80 ms blood flow signals). For each signal, the network 
parameters were adapted for 10 epochs to minimize the error between the original 
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signal and the output of the WNN, using the Gauss-Newton method. The wavelet 
parameters that best fitted each signal were saved to be used during the classification 
stage. The performance of the approximation of the Gauss-Newton procedure was 
assessed by the normalized square root of the mean square error (NSRMSE) whose 
values ranged from 0.07 to 0.73 to accomplish the fact that the surrounding signal 
presented amplitudes of the order of the event itself. 

Next the MLP was implemented with 30 inputs, one hidden layer with 3 nodes and 
one output layer with 2 nodes. 

The first NN was trained to classify signals as normal flow or embolic. This target 
and the training set (composed of the 170 examples of embolic signals, gaseous  
and solid, plus the 100 examples of normal flow signals) were presented to the NN. 
Training was repeated 100 times with different initial conditions and the best results 
chosen. 

The results obtained for this first NN, as percentages of correctly classified signals, 
are shown in Table 2. 

Table 2. Classification results for embolic and normal signals 

 Training phase Test phase 

Embolic signals 98.8 91.9 

Normal signals 97.0 96.0 

 
The second NN was trained to classify embolic signals in gaseous or solid emboli. 

Training of this network (also 100 times repeated under different initial conditions) 
was done with 170 example signals in the training set and 86 in the test set. Table 3 
shows the percentages of correct classifications obtained.  

Table 3. Classification results of wnn for gaseous and solid emboli 

 Training phase Test phase 

Gaseous emboli 91.1 91.5 

Solid emboli 98.8 97.7 

 
When the embolic data was assessed by the RBFNN, all networks were evaluated 

having in mind the decision levels described in Table 1. Table 4 shows the perfor-
mance of a network with 2, 6 and 18 neurons. The network employing 6 neurons was 
the best performing one, presenting approximately 88% of success. 

Table 4. RBFNN performance 

Neurons Training success Testing success 
2 71.7 62.5 
6 100 87.5 
18 100 12.5 
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Comparing these results with the WNN methodology and considering the success 
of RBFNN networks on other applications one should conclude that, besides the very 
good performance obtained there is still room for exploring other methods of pre-
processing the data to be used in training and testing phases and to investigate the 
incorporation of more entries in the network. 

4.2 ICVA Diagnosis Tool 

When computing the features, only the points lying within the mask are considered. 
The left image in Fig. 6 shows an example of a masked exam. Bone areas and other 
artifacts are all shown in black. The right image shows the complete exam. 

 

Fig. 6. Image from patient P06, exam 01. Left: masked image submitted to the network; right: 
Output from the classifier. 

From a set of 25, exams were randomly collected from 2 patients (P03, P06). P06 
contributed with 10 points to the training set, while 2 points were taken from PO3 
(see Table 5). 

Table 5. Points used to train the RBF neural network 

 Image 02 Image 03 Image 05 total 
 Positive Negative Positive Negative Positive Negative  
P06 2 4 1 1 2 - 10 
P03 - - - - 1 1 2 

A first experiment considered NNs trained with 3 parameters. Different number of 
trials were run varying the number of neurons in the NN and performances were re-
corded. The performance was evaluated by the error measured between the desired 
classification and the network output. For the best neural network achieved, all im-
ages from the patients sample were submitted to the classifier and the results were 
analyzed and compared to the radiologist report.  
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In operation, to avoid so heavy computation burden, instead of feeding all the pix-
els to the network, only those in a sub-sample grid were submitted. When one of these 
was reported as corresponding to pathology, all its neighbors were also submitted to 
the network. The process is repeated in a recursive way until no neighbor pixels are 
reported as pathological. The whole process was repeated by removing or adding 
features to the network input and by varying the number of neurons for each input 
configuration. After a number of trials the results were significantly improved by a  
5 neurons neural network having 6 features. 

The output images of the classifier are marked with different colors depending on 
the neural network output for each tested pixel. The following color code was used 
regarding the network output: 

• [0.0, 0.2[ – clear absence of pathology (blue); 
• [0.2, 0.5[ – absence of pathology (green); 
• [0.5, 0.75[ – marginal positive (yellow); 
• [0.75, 1.0] – pathology (red). 

As it can be seen in the right image of Fig. 6 the NN located the ischemic areas and 
marked them as described in medical report. In Fig. 6 it can be seen that the NN  
delimits the ischemic injury, marking the border of the injury (in yellow) with satis-
factory accuracy. In possible areas of error such as sharp ridges and hypertrophic 
ventricles, the NN accuracy is confirmed by the mapping of colors. 

 

 

Fig. 7. Images from patient P19. Top: input images; bottom: output from the classifier. 
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Fig. 7 presents results regarding patient P19. In these images a small lacuna infarct 
is visible and correctly marked by the NN. This type of injury, usually visible only in 
one cut because of the reduced dimensions (perhaps in two according to the thickness 
of the cut), was also detected by the NN. The classifier demonstrated capacity of ge-
neralization when marking this zone of ischemia, considering that none of the training 
images included a similar injury. On the other hand a small error in the posterior horn 
of the left lateral ventricle is present, when the results of the NN are compared to the 
radiologist report. 

The results obtained with this study [27-28] achieved around eighty percent of suc-
cess. Besides the need for more tuning of the methods one can conclude that the neu-
ral network approaches can offer to the area of image based medical diagnose a great 
value, minimizing the time to report and therefore providing a faster treatment. 

4.3 Dynamic Model for Tissue Temperature Estimation 

Our preliminary NN temperature modeling considered 11 models (identified by 
MOGA) with different combinations of fundamental components of the spectrum and 
ΔT lags. The best ARX structure was computed considering a scanning of 48 lags (na 
= 1,...,48, nb = 1,...,48) for each variable, and a null delay for the inputs (nk =0). The 
ARX model presented a RMSE in the validation set of 0.0253, and a maximum abso-
lute error of 2.1 ºC while the best fitted RBFNN model presented a maximum  
absolute error of less than 0.2ºC encouraging research of RBFNNs for temperature 
estimation. A graphical representation of the comparative behavior of these methods 
can be observed in Fig. 8. 

 

Fig. 8. Estimated outputs of RBFNN and ARX models in comparison with a measured output 
when a homogeneous phantom is employed 
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When we improved the tissue mimicking properties of the phantom in use (al-
though still as a homogeneous medium) and investigated the behavior of three differ-
ent TUS intensities, the best RBFNN presented a maximum absolute error of 0.45 ºC, 
which was inferior to the value required for hyperthermia/diathermia purposes. This 
best model was validated for all the possible situations, i.e. at all the intensities and 
points (positions) studied. The estimated temperature curves followed the curves of 
the measured temperature both at heating and the cooling phases of the experiment 
denoting a high generalization capacity of the model. 

The regressive and non- regressive RBFNN structures, tested for five spatial points 
and four TUS intensities proved that the regressive approach presented less tempera-
ture estimation errors (see Fig. 9). In fact, considering the trained (extreme and mid-
dle spatial points) and untrained (other two points) and all the best models, a  
maximum absolute error of 0.5ºC and 4.4ºC was respectively obtained for the non-
regressive structure. The best model (18 neurons and 9 inputs, reaching a number of 
199 parameters) attained a mean maximum error of 0.8ºC. On the other hand, the best 
performed regressive RBFNN structure presented a maximum absolute error of 0.4ºC 
for the trained spatial points and 0.5ºC for the untrained ones. This regressive model  

 

 

Fig. 9. Estimated versus measured temperature waveforms by the best regressive and non-
regressive RBFNN estimators 
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presented 10 neurons and 13 inputs reaching a number of 151 parameters. It is worth 
mentioning that the advantage of using the non- regressive model would not to need 
to know the initial temperature of the medium, which might be considered a valuable 
issue in terms of clinical application of these estimators. 

When a three-layered media phantom was experimented under eight TUS intensi-
ties, the best achieved model respected the gold standard 0.5ºC maximum error, inde-
pendently of the intensity and the spatial position considered, which was a novel 
achievement. During this study models were trained and selected to estimate tempera-
ture at four intensities, then during the validation phase, the best fitted models were 
analyzed in data collected at the eight intensities. Therefore, once more the generali-
zation ability of RBFNN was proved. More detailed description of RBFNN modeling 
of tissue temperature estimation could be find in [29-33]. 

5 Conclusions 

This paper reports several biomedical cases and how they have been dealt to achieve 
parameters’ estimation using NNs in particular RBFNNs. From classification of em-
boli based on transcranial Doppler ultrasound blood flow signals, to the design of a 
diagnostic tool for ICVA identification, and finally the temperature estimation on 
ultrasound induced hyperthermia making use of simple to more realistic phantoms, 
we described  the methods employed and detailed how data was used as inputs of the 
NNs. In all cases, very high performance was achieved proving that ANN should be 
used more frequently and included on medical applications. 
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Abstract. The paper proposes an optic disc localisation method in color retinal 
images. It is a first step of a retinal image analysis project which will be com-
pleted later with other tasks as fovea detection and measurement of retinal ves-
sels. The final goal is to detect in early stages signs of ophthalmic pathologies 
as diabetic retinopathy or glaucoma, by successive analysis of ophthalmoscopy 
images.  The proposed method first detects in the green component of RGB im-
age the optic disc area and then on the segmented area extracts the optic disc 
edges and obtains a circular optic disc boundary approximation by a Hough 
transform. 

Keywords: optic disc, retinal images, vessel segmentation, Hough transforms. 

1 Introduction  

The traditional assessment way of ophthalmic pathologies signs is prone to the pres-
ence of specially trained examiners. More than that sophisticated measurements on 
the fundus images are not possible by direct visualization.  Since the early detection 
of these diseases is crucial for a reasonable treatment and the traditional ways do not 
cope with this complex task, automatic analysis is required to assist the specialists. 
Even in the last decade many automatic methods were proposed the problem is not 
yet fully solved, mainly due to the large variations between individuals and uneven 
quality and diversity of the acquired retinal images.  

However, some important results were achieved. Part of the proposed techniques, 
so called bottom-up methods, first locates the optic disc and then starting from that 
area track the retinal vessels and do the required measurements. The analysis of optic 
disc area is essential for diagnosis of different aspects caused by diabetic retinopathy. 
Also, optic disc segmentation can be useful for detection of some other eye condition 
as glaucoma, which can be diagnosed by identifying the changes in the optic disc 
area. Another important argument for optic disc recognition is that once the disc is 
located, the fovea localization, otherwise difficult to compute, becomes an easier task 
due the relatively constant distance between the fovea and optic disc.  

A second group of techniques, top-down approaches, first track the retinal vessels 
and get the optic disc as the root of the vessels tree. There are arguments pro and  
contra for one or another approach. The presence of exudates makes very difficult  
the optic disc direct segmentation.  In some other circumstances, as in the case of 
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peripapillary atrophy, bright areas in the very vicinity of the optic disc might distort 
its round shape. In these circumstances the direct localization of the disc becomes a 
quite challenging task. On the other hand vessels tracking might be a very difficult 
task if there are discontinuities in the vessel structure. We mention just two top-down 
approaches, [4] and [5]. While in [4] the retinal vessels convergence point is detected 
by employing a voting-type algorithm named fuzzy convergence, in [5] first there are 
identified the four main vessels in the image. Then the four branches are modeled by 
two parabolas whose common vertex is identified as optic disc centre.  

A very known now bottom-up technique was proposed in [3]. The optic disc area 
localization is performed by employing a principal component analysis method. This 
implies a previous training step. Then a modified active shape model is proposed to 
identify the disc boundary.   

Another important work is the one presented in [1]. Part of this methodology was 
also implemented in our system to process retinal images. First the optic disc area is 
located using a voting procedure. There were implemented three methods for a rough 
identification of optic disc area. The green channel of the RGB input image is used. 
The first method starts by filtering the green image using a 21 x 21 median filter. For 
each pixel in the filtered image is computed the difference between the maximum and 
minimum grey levels in a 21x21 window centered on the current pixel. As optic cen-
tre is chosen the pixel with the maximum difference. Second approach to approximate 
optic disc detection calculates the statistical variance for every pixel using a 71x71 
window.  Also, applying the Otsu technique the blue channel image is binarized. The 
pixel presenting the maximum statistical variance and having at least 10 white pixels 
in a 101x101 area centered on it but in the blue binarized channel is declared disc 
centre. Finally, the third voting method applies a Fourier transform to the input image. 
A Gaussian low-pass filter is applied in the frequency domain and the result image is 
transformed back in the spatial domain. The brightest pixel in the new image is taken 
as the third optic disc centre candidate. The voting procedure establishes the estimated 
disc centre in the following way: 1) if all three candidates are close to their centre this 
one is proposed as an approximate disc centre; 2) if only two from three candidates 
are close to the centre the average point of these two is chosen; 3) if all candidates are 
far apart from their centre the candidate proposed by the second method, the most 
reliable considered by the authors, is chosen. 

Then a 400x400 window is centered on the estimated disc centre, and extracted 
from original green and red channels. A morphological filter is employed from [6] to 
erase the vessels in the new window. A Prewitt edge detector is then applied and by 
the same Otsu technique the image is binarised. The result is cleaned by morphologi-
cal erosion and finally a Hough transform is applied to get the final optic disc boun-
dary. Finally, the boundary with the best fitting from the two channels is chosen. The 
authors report for 1200 retinal images a score of 100% for approximated localisation 
and a score of 86% for final optic disc localization. 

A mixed approached, independently detecting the optic disc centre and retinal ves-
sels, is proposed in [2]. The vessels are segmented in the green channel of RGB retin-
al image using several image processing techniques. A first pre-processing step to 
smooth the homogenous regions of image without blurring vessel boundaries is done 
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applying a contrast limited adaptive histogram equalization followed by an edge-
preserving anisotropic diffusion filter. Then the blood vessels are segmented using in 
a first stage a filtering technique based on eigenvalue analysis of the Hessian matrix. 
The result image is binarized by an iterative thresholding method. A skeletonization is 
applied on the vessel network. After processing the skeleton image to eliminate spu-
rious branches, the vessel medians are superimposed on the original image. Starting 
from specific median points measurements of the vessel width are performed. Inde-
pendently, several Mean Shift processes are equidistantly seeded in the green channel 
image. Using a circular kernel each process migrates to a local grey intensity maxi-
mum. The processes reaching low intensity values are disregarded and the centre with 
the maximum dark pixels around is chosen. To estimate the disc boundary the method 
proposed in [7] is then applied. 

2 Optic Disc Recognition 

 In order to exactly locate the optic disc first we started following a similar methodol-
ogy as the one proposed in [1]. Tests were done on 720x576 RGB retinal images, 
some of them of patients strongly affected by eye disorder. From the three methods of 
the voting procedure presented in [1] good optic disc area localization we obtained 
only with the Low-Pass Filter Method, the third method of the voting procedure in 
[1]. Our implementation it is a common one: to smooth out the little white patches 
which can perturb the right disc localization the green channel of the input image is 
transformed in frequency domain. As in [1] on the image of the magnitude of the FFT 
transform a Gaussian low-pass filter was applied: 
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where ( )v,uD  is the Euclidean distance from point ( )v,u  to the origin of frequency 

domain and 0D is the cutoff frequency, of 25 Hz. The filtered result is transformed 

back to the spatial domain and the brightest pixel of the result image is chosen as an 
optic disc area centre candidate.  

 Good results were obtained also with another approach derived from the Maxi-
mum Difference Method proposed in [1]. As in [1] a 21x21 median filter is first ap-
plied on the green channel of the input image to eliminate isolated peaks. Then for 
each (i, j ) pixel of the filtered green channel I (x, y) is calculated the difference be-
tween the maximum gray value and minimum gray value of the pixels inside a 21 x 
21 window centered on the current (i, j) pixel: 

 )j,i(I)j,i(I)j,i(Diff min
W

max
W −=  (2) 

There are retained four pixels with the greatest values ),( jiDiff . Then, starting from 

texture operators: 
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where: 

L5 - mask to asses the gray level average;  
E5 - edge mask; 
S5 - corner mask. 

the following masks, as in [8], are synthesized: 
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For each pixel of the filtered green channel I(x,y) the texture parameter )j,i(f is 

computed: 
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The value ),( jif is normalized: 
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where 10,10)},,(min{)},,(max{ minmax −≤≤−≤≤== WjHijiffjiff . H is the 

image height and W is the image width. 
From the four pixels with the greatest values ),( jiDiff  selected in the first stage is 

retained the one with the largest average of ),( jiF computed on the 21x21 window 

centered on the processed pixel. 
From our tests we conclude that on the retinal images of healthy patients or in the 

early stages of affection this second voting method provides a closer point to the real 
optic disc centre than the first one. However, on the retinal images strongly affected it 
fails. Finally, if the two methods to approximate the optic disc centre provide close 
centers is chosen the one computed by the second method. Otherwise the centre  
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computed by the first method is chosen. The results obtained with the two procedures 
are illustrated by figure 1, where the little cross is the point found out by maximum 
difference method and the big cross is the point provided by the second algorithm. 

 

 
a) 

 
b) 

 
c) 

Fig. 1. Results of detecting approximate optic centre position by two voting procedures. Point 
marked with little cross is provided by the first method and the one indicated by large cross is 
computed by second voting algorithm. When the two points are far apart, as in the c) image, the 
centre computed by the first method is chosen. 

Once the preliminary optic disc centre is established by voting procedure, as in [1], 
the further work was done on a window, 300x300 in our case, centered on the optic 
centre. The tests were done on green channel of 86retinal images. Following the same 
technique employed from [6] in the established window the blood vessels were elimi-
nated. Next we shall describe shortly this method. The grayscale erosion on a image I 
by a structuring element B, as in [6], is the minimum grey value of the pixels in the 
vicinity defined by structuring element and centered on pixel (x,y):  

 ( )[ ]( ) ( )byaxIyxI
Bba

B ++=
∈

,min,
),(

ε  (7)        

For the same structuring element B the dilation is defined as the maximum grey value 
of the pixels:  
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The opening ( )IBγ of an image I by the structuring element B is: 

 ( ) ( )( )II BBB εδγ =  (9) 

The closing ( )IBϕ of an image I by the structuring element B is: 

 ( ) ( )( )II BBB δεϕ =  (10) 

Considering as in [1] a line of 27 pixels length and 1 pixel width as the structuring 
element, for each of 12 different orientation of the line was performed an opening of 
the original 300x300 selected window. Noting the current image (300x300 window) 
with I , the clean image, without vessels, is: 

 ( )( )II
iB

i
B γ

12,...1
min
=

=  (11) 

This means that each pixel of the result image has the minimum value from the set of 
12 values of the same coordinate pixel in each of the 12 openings of I . 

Results of the vessels erasing operation are illustrated by figure 2. 

 

 
a) 

 
b) 

Fig. 2. a) The 300x300 working window of image 1.c, also illustrated by figure 3.a. b) The 
result of vessels erasing 

Tests have been made with different lengths of structuring element but no smooth-
er images were obtained.  

Eventually for further development, to measure the vessels width in certain point 
of interest, similar vessels segmentation technique as the one proposed in [6] will be 
tested. For instance in [6] from the initial image is obtained, in a similar way as im-
age BI , a cleaner image than the original one: ( )( ).max

12,...1
II

iB
i

C γ
=

= If the image I  is 

used as a mask image and the image CI  as a marker image applying a reconstruction, 
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as defined in [6], a much cleaner image DI  is obtained: ( ).CID IRI =  The image with 

very clear segments of the vessels, suitable for measurements, is: BDV III −= . 

Coming back to our disc segmentation approach the next operation on image BI is 

a Canny filtering followed by binarization to obtain the disc edges, in order to per-
form a final circle fitting. Let us note with CannyI  the binary image containing the 

Canny edges.   
Due the great variability of pathology and image primary sources a fixed threshold 

for Canny filter is not desirable.  We propose an iterative approach: 

1. Compute a binarization threshold using Otsu method, [9], on image BI , without 

performing the binarization. 
2. Choose a value close to Otsu threshold as a primary threshold for Canny filtering. 
3. Perform Canny filtering.  
4. For an interval [ ]maxmin , rr of circle radius compute a circle fitting by Hough trans-

form applied on the whole window. 
5. Choose the centre radius with the best fitting score and best distribution of fitting 

points. 
6. If the fitting score is not desirable or there are few points to perform the fitting 

decrease the Canny threshold by a certain amount (constant in our implementa-
tion). Not more than a predefined number of iterations resume the process from 
step 3. 

7. Even the fitting score and the distribution fitting points are acceptable run at least 
one more time all the cycle (steps 3-5) with a new Canny decreased threshold. 

8. If the detected circles have comparable fitting scores and fitting point distributions 
choose the circle with the longest radius.   

Results of the proposed approach are illustrated by figure 3 where are depicted: a) the 
original image from figure 1.c; b) the Canny edge extraction results for the starting 
threshold; c) Canny edges for adapted threshold; d) final circle. 

 

 
a) 

 
b) 

Fig. 3. a) the input RGB image, in this case the same as in figure 1.c; b) the Canny edge extrac-
tion results for the starting threshold; c) Canny edges for adapted threshold; d) final circle. 
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c) 

 
d) 

Fig. 3. (continued) 

While Canny filtering was performed using the OpenCV function for Hough trans-
form we implemented our own method: 

 1 Create image accumulator accI . 

 2 For each radius integer r in the interval [ ]maxmin , rr do: 

  2.1 Clean accI . 

2.2 For each pixel ( )cc yxp , of CannyI  image do: 

  2.2.1 For 
2

r
xx c −=  to  

2

r
xc +   do: 

   2.2.1.1 22 )( xrry frac −−=  

   2.2.1.2 If there are pixels “1” in a 3x3 neighborhood of 
( )fraccCanny yyxI +,  

     then ( ) ( ) 1,, += ccaccccacc yxIyxI  

   2.2.1.3 If there are pixels “1” in a 3x3 neighborhood of 
( )fraccCanny yyxI −,  

     then ( ) ( ) 1,, += ccaccccacc yxIyxI  

  2.2.2 For 
2

r
yy c −=  to  

2

r
yc +   do: 

   2.2.2.1 22 )( yrrx frac −−=  

   2.2.2.2 If there are pixels “1” in a 3x3 neighborhood of 
( )yxxI fracCanny ,+  

     then ( ) ( ) 1,, += ccaccccacc yxIyxI  

   2.2.2.3 If there are pixels “1” in a 3x3 neighborhood of  
( )yxxI fracCanny ,−  

     then ( ) ( ) 1,, += ccaccccacc yxIyxI  
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 2.3 Choose the current centre the pixel ( )cc yxp ,  for which 

( ) ( )yxIyxI acc
mynx

ccacc ,max,
,1;,1 ==

= . 

 2.4 Keep track of the best fitting circle considering the number of fitting points 
and the distance between the current circle centre and the mass centre of the fitting 
points. 

 
We opted for our own Hough transform implementation in order to get more control 
on the distribution of the fitting points.  This way some configurations can be rejected 
even there are generated by an acceptable number of fitting points if the points are not 
equally distributed around circle center.    

3 Results and Conclusions 

Tests have been done on 86 RGB retinal images of 720x576 resolution. The rough 
optic disc localization has been successful on whole the image set. The final circle 
fitting failed on two images strongly affected.  Figure 4 illustrates some final circle 
localization results. The further tests will be done to validate and eventually to im-
prove our optic disc detection approach. 

 

 
 

 

 

Fig. 4. On the left column: original retinal images. On the right:  the final optic disc localization 
results. 
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Fig. 4. (continued) 

The reported work is a first stage of a larger project that will be completed later on 
with other tasks as fovea detection and measurement of retinal vessels. The final goal 
is to detect in early stages signs of ophthalmic pathologies as diabetic retinopathy or 
glaucoma.       

The optic disk localization procedure was implemented and tested in an image 
processing framework developed by authors. It is implemented as a Windows applica-
tion, in C++ using Microsoft Visual Studio. For image manipulation and some 
processing functions, the OpenCV library is used. 
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of Medicine and Pharmacy „Gr.Popa” Iasi to analyze retinal images for early preven-
tion of ophthalmic diseases. The authors would like to tank Dr. Traian Mihaescu for 
his assistance.   

References 

1. Aquino, A., Gegundez-Arias, M.E., Marin, D.: Detecting the Optic Disc Boundary in Digi-
tal Fundus Images Using Morphological, Edge Detection, and Feature Extraction Tech-
niques. IEEE Transactions on Medical Imaging 29(11), 1860–(1869) 

2. Manikis, G.C., Sakkalis, V., Zabulis, X., Karamaounas, P., Triantafyllow, A., Douma, S., 
Zamboulis, C., Marias, K.: An Image Analysis Framework for the Early Assesement of 
Hypertensive Retinopathy Signs. In: Proceedings of the 3rd IEEE International Conference 
on E-Health and Bioengineering - EHB 2011, Iaşi, Romania, November 24-26, pp. 413–418 
(2011) 



 Optic Disc Localization in Retinal Images 463 

3. Li, H., Chutatape, O.: Automated Feature Extraction in Color Retinal Images by a Model 
Based Approach. IEEE Transactions on Biomedical Engineering 51(2), 246–254 (2004) 

4. Hoover, A., Goldbaum, M.: Locating the optic nerve in a retinal image using the fuzzy con-
vergence of the blood vessels. IEEE Trans. Med. Imag. 22(8), 951–958 (2003) 

5. Foracchia, M., Grisan, E., Ruggeri, A.: Detection of optic disc in retinal images by means of 
a geometrical model of vessel structure. IEEE Trans. Med. Imag. 23(10), 1189–1195 (2004) 

6. Heneghan, C., Flynn, J., O’Keefe, M., Cahill, M.: Characterization of changes in blood ves-
sel width and tortuosity in retinopathy of prematurity using image analysis. Med. Image 
Anal. 6, 407–429 (2002) 

7. Lindeberg, T.: Detecting salient blob-like image structures and their scales with a scale-
space primal sketch: A method for focus-of attention. International Journal of Computer Vi-
sion 11, 283–318 (1993) 

8. Guo, Y.: Computer-Aided Detection of Breast Cancer Using Ultrasound Images. PhD The-
sis, Utah State University (2010) 

9. Otsu, N.: A Threshold Selection Method from Gray-Level Histograms. IEEE Transactions 
on Systems, Man, and Cybernetics 9(1), 62–66 (1979) 
 



V.E. Balas et al. (Eds.): Soft Computing Applications, AISC 195, pp. 465–486. 
springerlink.com                            © Springer-Verlag Berlin Heidelberg 2013 

Parallel Multiclass Support Vector Interpretation  
of Haemodynamic Parameters for Manifestation  

of Aortic and Arterial Occlusive Diseases 

S.H. Karamchandani1, V.K. Madan2, P.M. Kelkar3,  
S.N. Merchant1, and U.B. Desai4  

1 Indian Institute of Technology – Bombay, Mumbai 400076, India 
2 Kalasalingam University, Krishnankoil,  

Virudhunagar Dt (TN) 626126, India 
3 Sneha Health Care Centre, Mumbai 400602, India 

4 Indian Institute of Technology – Hyderabad,  
Hyderabad 502205, India 

karamchandani@iitb.ac.in,  
KLvkmadan@gmail.com,  

drprasannakelkar@yahoo.com, 
merchant@ee.iitb.ac.in, 

ubdesai@iith.ac.in 

Abstract. Aortic and arterial occlusive diseases are congenital conditions mani-
fested in impedance plethysmography and are difficult to interpret. A parallel 
multiclass support vector classification of haemodynamic parameters computed 
from plethysmographic observations is proposed for diagnosis of aortoarteritis, 
atherosclerotic narrowing and coarctation of aorta. The proposed support vector 
algorithm was able to detect more precisely the presence of thrombotic occlu-
sions at proximal and distal arteries. The proposed method provided better ac-
curacy and sensitivity of 97.46% and 98.3% compared to principal component 
analysis (PCA) based backpropagation and non-weighted support vector archi-
tectures respectively. The results of the genotype were ably supported by  
receiver operating characteristics (ROC) curves which depict a ratio of true pos-
itive rate and false positive rate of over 0.9 for all classes as compared with ra-
tios varying from 0.7 to 0.9 for majority of classes as observed in case of non 
weighted architecture.  A reduction of over 60% in negative likelihood ratio 
with a 5% increase in negative predictive value was observed as compared to 
Elman and PCA based backpropagation architectures. The results were vali-
dated from angiographic findings at Grant Medical College, J.J. Hospital, and 
Bhabha Atomic Research Centre (BARC) all in Mumbai. The proposed  
method also distinguished cases with nephritic syndrome, lymphangitis, and 
venous disorders against those with arterial occlusive diseases. Application  
of the proposed method has potential to enhance performance of impedance  
plethysmography. 

Keywords: Impedance Cardiovasography, Aortic Occlusive Diseases, Arterial 
Occlusive Diseases, Parallel Multiclass support vector machines. 
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1 Introduction 

Vascular obstruction to blood flow at young age are very low (~0.01%). However 
they become significant above 40 years of age (~1%) and above 60 years of age (~20 
to 30%) [1]. Different non invasive techniques such as photo plethysmography and 
Doppler exist for tracking vascular obstructions. The photo plethysmography is useful 
on fingers, toes and ear lobes, but not on limbs [2]. The conventional Doppler is use-
ful for superficial blood vessels, and the performance is and operator dependent. The 
color Doppler is an expensive technique and demands expertise. Moreover its perfor-
mance degrades significantly for collateral circulation and distal runoff. Impedance 
cardiovasography (ICVG) based on the principle of impedance plethysmography is a 
non invasive procedure for diagnosis of aortic occlusive diseases such as coarctation 
of aorta, aortoarteritis, atherosclerotic narrowing and Leriche’s syndrome [3-4].  Calin 
et al. have designed an equilibrated bridge which uses an external signal generator for 
measuring haemodynamic parameters on the plethysmographic wave [5]. However 
the procedure discussed for normal subjects does not portray the variations in the 
plethysmographic waves for diseased cases [6]. A color relation analyzer (CRA) clas-
sifier detects plethysmographic signals for lower limb peripheral vascular occlusive 
disease (PVOD) assessment [7], and signals are measured at the toes to arrive at dis-
ease prognosis. It does not provide analysis of haemodynamic parameters. Hull et al 
restrict the use of impedance plethysmography for detection of deep vein thrombosis 
[8]. Forearm impedance plethysmography introduced for monitoring the cardiac 
pumping function [9] was not useful for determining absolute stroke volume.  

It is proposed to enhance diagnostic capabilities of impedance plethysmography 
through measurement of hemodynamic parameters of amplitude and time for diagno-
sis of occlusive diseases such as aortoarteritis, atherosclerotic narrowing and coarcta-
tion of aorta. For the study of peripheral circulation, impedance cardiograph was  
recorded from the neck, and at four locations in the lower extremities of thigh, knee, 
calf and ankle using ICVG [10]. The mentioned measurements were used as pattern 
recognition parameters and a real time technique classifier was developed using an 
assortment of multiclass parallel support vector machine (pSVM) algorithms.   

The paper describes below the acquisition of the plethysmographic data, estimation 
of the haemodynamic parameters and their relevant significance, interpretation of the 
parameters for diagnosis of aortic and arterial occlusive diseases, the proposed multic-
lass pSVM, experimental results, conclusion, and a possible direction for further 
work.  

2 Data Acquisition 

Impedance plethysmography gives an indirect assessment of blood volume changes in 
any part of the body segment as a function of time [11-14]. The impedance plethys-
mography relates volume of blood (ΔV) entering a body segment during entire systole 
to the total change in impedance (ΔZ) occurring during the period [15] as Eq. 1 

 ∆V  ρ  L  ∆Z                                       (1) 
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where ρ   is the resistivity of blood, L is the length of the limb segment, and z  is the 
basal impedance of the body segment. This change in impedance is measured for 
locations of thigh, knee, calf and ankle in the supine and elevated postures (45°).  

About 200 subjects with severe joint pains, oedema in legs, pain in calf muscles, 
and swelling in the ankle were subjected to plethysmographic observations for disease 
characterization. ECG electrodes, E1 and E2 were applied in the lead II configuration. 
The sensing electrodes were applied around the segment of interest with the patient in 
the supine, while current electrodes were applied as far away as possible from sensing 
electrodes on the limb. The magnitude of current flowing through the body was 2 mA. 
The waveforms were recorded from each of the extremity for about 300 sec followed 
by ensemble averaging to enhance signal to noise ratio. A typical impedance wave-
form is shown in Fig. 1(e) courtesy ref. (1). 

 

Fig. 1. Impedance cardiovasographic ΔZ (t) and dZ/dt waveforms in relation to electrocardio-
gram and phonocardiogram 

Haemodynamic parameters used were zo, ΔZ (t), dZ/dt, and the time elapsed be-
tween the R-wave and various phase reversal points in the impedance waveform [16]. 
An ICVG system provides normalized rate of change of impedance (NdZ/dt) [17-18]. 
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3 Computation of Haemodynamic Parameters from Impedance 
Waveform 

Parametric measurements of amplitude and time are useful for computing haemody-
namic parameters from the impedance waveform. The maximum rate of change of 
impedance is calculated as a measure of the peripheral blood flow while the relative 
time measurements are performed in terms of differential pulse arrival time (DPAT). 

3.1 Peripheral Blood Flow 

Change in impedance, ∆ , is obtained as the product of the maximum rate of change 
of impedance with systolic time interval Ts. Modifying Eq. 1, we get, dV  ρ  LZO   (dZ/dt)  T                                                                               (2) 

where  (dZ/dt)    is the maximum amplitude of the normalized impedance waveform           
Resistivity is related to other parameters as ρ  L  Z  V                                  (3)  

From (2) and (3) 

                             dV V ( Z/ )  T
                                                (4) 

Blood Flow in ml per 1000 cc of body tissue per cardiac cycle is defined as  

                         dV 1000 ( Z)  T                                                       (5) 

The product (dZ/dt) m T  represents the total change in the impedance during the 
systolic period. BCX in Fig. 2(b) depicts systolic wave, and T  was computed by mea-
suring the distance RX-RB in the figure. T  represents the left ventricular ejection 
time (LVET) and it remains fairly constant in a person [19]. Maximum amplitude of dZ/dt waveform was computed by measuring BC. The Eq 5 is rewritten as 

                        dV 1000 (BC) (RX RB)                                   (6) 

The normalized dZ/dt waveform measures the ratio (BC)/zo. From Eq. 6 we get pa-

rameter Blood Flow Index (BFI) representing maximum amplitude of 
Z   for arterial 

blood flow. 

 Blood flow Index k (BC)
 (7) 

3.2 Differential Pulse Arrival Time 

As shown in Fig. 2 courtesy ref. (1), RC represents the time taken by the blood to 
reach a particular location measured with respect to the R-wave of the ECG, and is 
designated as pulse arrival time (PAT). Differential pulse arrival time (DPAT) be-
tween two locations was obtained from PAT by subtracting RC of proximal location 
from RC of distal location. 
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Table 1.  Ideal DPAT conditions at measured anatomical locations 

Segment DPAT (ms) 
Neck to upper arm 30 ± 2.5 

Upper arm to elbow 20 ± 2.5 
Elbow to wrist 25 ± 2.5 

Neck to upper thigh 75 ± 5.0 
Upper thigh to knee 35 ± 5.0 

Knee to ankle 40 ± 5.0 
Data from Clinical Investigation on Normal Subjects at J.J.Hospital, Mumbai 

 

 

Fig. 2. Impedance waveforms at proximal and distal locations 

.A: Atrial Systole; B: Aortic valve opening; C: Instant of Maximum Ejection Rate of Left Ven-
tricle; X: Aortic valve closure; Y: Pulmonary valve closure; O: Mitral Valve Opening; Z: End 
of Rapid Filling Phase. 
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It is observed from the Table 1 that the DPAT may increase, remain unchanged or 
decrease depending upon whether the occlusion is complete, partial or has generalized 
narrowing of the blood vessels. Protective role of collaterals on myocardial electro-
physiology was suggested in [20-21]. In case of complete occlusion, blood reaches 
the distal segment through the collaterals developed biologically and therefore tra-
verses more distance taking more time to reach the distal segment, and hence causing 
an increase in the value of DPAT. In case of partial occlusion, change in the value of 
DPAT may not be significant. In case of generalized narrowing of blood vessels the 
blood may reach the distal segment faster as the blood velocity increases due to de-
creased lumen of blood vessel and its compliance. This causes a decrease in the value 
of DPAT.  

 

Fig. 3. (a) Complete Occlusion (b) Generalized Narrowing of the Arteries (c) Partial Occlusion 

4 Interpretation of Haemodynamic Parameters in Diagnosis of 
Aortic and Arterial Occlusive Diseases 

From the ICVG waveforms depicted in Fig. 4 courtesy ref. (2), the parameters  
BFI and DPAT were extracted at four locations; thigh, knee, calf and ankle from both 
the right and the left limbs. It provides feature vectors for multiclass pSVM for diag-
nosis and disease characterization.  

ICVG waveform recorded from subject with aortoarteritis. Polyphasic C wave at 
thigh level can be observed which is specific to aortoarteritis. 
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Fig. 4. ICVG waveforms recorded from subject with aortoarteritis 

Table 2. ICVG parameters extracted from subject 

 
Location 

Right  Leg Left Leg 
BFI DPAT BFI DPAT 

Upper Arm 0.98 20 0.93 20 
Thigh 0.75 60 0.79 40 
Knee 0.85 50 0.93 50 
Calf 0.66 - 0.82 - 
Ankle 0.80 20 0.61 50 

 
 
Interpretation of the BFI and DPAT for arriving at the exact diagnosis is tabulated 

in Table 3. 
ICVG data recorded from a 48 years old male with lymphangitis in the left lower 

extremity. The amplitude of the waveform does not show any variation on elevation 
of the limb. Table 4 depicts zo, observed in the left extremity with lower impedance 
values.  

 
 
 
 
 
 



472 S.H. Karamchandani et al. 

Table 3. Interpretation of haemodynamic parameters for assessment of physiological 
functionality 

Physiological 
functionality 

Interpretation of  Haemodynamic Parameters 

Aorto Arteritis Decreased BFI with marginal increase in DPAT in both legs.  
Systolic wave at the thigh level, which is caused by either 
multiple occlusions or narrowing in the aorta. 

Atherosclerotic 
narrowing of 
the aorta 

Significant decrease in the value of DPAT at thigh level in 
both the extremities with marginal decrease in the value of 
BFI. 
The morphology of the dZ/dt waveform is different in these 
cases due to contribution from change in the resistivity of 
blood moving with higher velocity.  These changes are evident 
at knee and ankle locations due to higher bone to muscle ratio. 
The amplitude of the systolic wave is either normal or in-
creased in contrast to other conditions and is not representative 
of the value of blood flow 

Occlusions at 
aorto-iliac bifur-
cation 

Characterized by marked decrease in blood flow at thigh level 
with a marked increase in DPAT at the knee location. If such 
changes are observed in one extremity, other remaining nor-
mal, such a subject is diagnosed as hemi-Leriche’s syndrome. 

Co-arctation of 
the aorta 

Blood flow in both the lower extremities at the thigh location 
is significantly reduced with increase in the value of DPAT.   

Nephrotic syn-
drome, Lym-
phangitis Deep 
vein 
thrombosis 

There is a marked decrease in blood flow without any abnor-
malities in value of DPAT. However oedema due to these 
diseases causes a marked decrease in the value of basal imped-
ance zo, which is a clear indication for the clinicians to classify 
the subject to have oedema of extra vascular nature. The diag-
nosis of arterial occlusive diseases if present is not possible in 
such cases by impedance cardiovasography. A case of lym-
phangitis is reported in Table 4. 

Table 4. ICVG parameters for subject with lymphangitis 

Location Right Leg Left Leg 
 BFI DPAT zo BFI DPAT zo 
Thigh 0.88 70 25.51 0.48 70 16.14 
Knee (s) 1.41 20 54.21 0.63 20 31.99 
Calf  (s) 1.64 - 48.73 0.81 - 32.69 
Ankle(s) 1.57 20 69.15 0.79 20 27.49 
Ankle(e) 1.66 - 71.03 0.89 - 34.44 
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5 Proposed Architecture of Multiclass Parallel Support Vector 
Machine (pSVM) 

Based on the construes in Section IV, a taxonomical classification of the cardiovaso-
graphic data into seven different classes was proposed and depicted in Table 5. 

Table 5. Classification of the cardiovasographic data 

    Assigned Class  Anatomical Condition 
I Normal 
II Narrowing 
III Block 
IV Good Collaterals 

V Moderate Collaterals 

VI Poor Collaterals 

VII Further Block 

 
The status at each of the considered locations is established according to the flow 

chart shown in Fig. 5. 

 

Fig. 5. Flow chart for identification of block and status of collateral circulation using extracted 
BFI and DPAT parameters based on the depicted anatomical conditions 

A multiclass pSVM is proposed. It helps in determining location of anatomical 
block, and in predicting the status of collateral circulation leading to the diagnoses of 
aortic and arterial occlusive diseases. The pSVM is useful for multiclass classification 
using either the one versus all (OVA) or one versus one technique (OVO). The per-
formance of OVA classification is quite comparable to OVO method [22-23].  
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The latter has its lesser training time due to a smaller training data set for each clas-
sifier [24].  Due to existence of seven different classes, the multiclass pSVM designed 
consisted of 7 choose 2, meaning 21 possible combinations, and hence separate SVMs 
to execute the OVA architecture. As depicted in Fig. 6, SVM 1 learns from outputs of 
class I and class II, SVM 2 from class I and class III, thus SVM 21 will compare the 
outputs of class VI and class VII.  

 

Fig. 6. Proposed pSVM architecture for multiclass classification 

The pSVM was implemented in weighted and non weighted architectures. 
Weighted multiclass SVM assigned a different value of penalty parameter for each 
training sample thus compensating for the undesirable effects caused by the uneven 
size of the eight training classes [25]. This is incorporated in the proposed algorithm 
by applying equal weights to the training sample belonging to same class, and setting 
weights for different classes with an inverse proportion to the training class size. The 
weights assigned to the individual classes are given as 

 w(i)  (8) 

where w(i) represents the weight assigned to the ith class, n  is the total number of 
training samples and  represents the  number of training samples in the ith class.  
The demographics of the individual seven classes and their calculated weights are 
shown in Table 6. 

Table 6. Demographics of the training classes for pSVM architecture 

Classes I II III IV V VI VII 
No of 

Training 
set 

272 166 92 51 46 32 21 

weights  
for each 

class 

0.6 0.75588 0.8647 0. 925 0.9324 0.9529 0.9691 
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For the training vectors ( , ), i = 1, 2, 3…n, each of the twenty one SVMs solve 
a binary classification problem which is implemented as a soft margin classifier in Eq. 
9.  x ϵ  represents feature vectors and y  ϵ 1, 1  as the complementary outputs 
of binary classifier. min, , 1 2⁄  (w )Tw C ξ  

With 
 (w )T (x ) b 1 ξ   , if x  in the i  class (w )T (x ) b 1 ξ  , if  x  in the j  class  ξ 0  (9) 

The feature vectors are mapped to a higher dimension using a radial basis kernel  as 
implemented in Eq. 10 x , x exp γ x x                                               (10) C 0 is a penalty parameter on the training error and  is a positive slack variable. 

Keerthi et al [26] indicated that if complete model selection (dynamic changes in C 
and γ) using the radial basis kernel were conducted, there was no need to consider 
linear SVM. The sigmoid kernel with scaling parameter ‘a’ and shifting parameter ‘γ’ 
was used as in Eq. 11 where negative values of  are preferred to control the threshold 
of mapping in pSVM. x , x tanh(ax x γ)                                            (11) 

However, the kernel matrix using sigmoid may not be positive definite, has a higher 
number of parameters than RBF and suggests lower accuracy than RBF [27] kernels. 
Twenty one hyperplanes were created in the feature space . The weight  w ϵ de-
notes a dot product space and b represents the shift of the hyper plane in that space. 
The support vector algorithm was based on maximizing the hyper plane between any 

two classes of data in a higher dimension feature space . C(∑ ( ξ  )   term indicates 

that two data sets are not linearly separable. The optimum values of required parame-
ters, C and γ, were determined by maximizing the cross validation prediction. Each 
SVM solved a dual quadratic optimization problem given as                             max W(α)  ∑ α    ∑ ∑ α α y y x , x   

provided ∑ α y 0                                                            (12)       
                            

 

iξ
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where 0  α C denotes the Lagrangian multiplier. Support vectors of the pSVM 
correspond to data points for which the α values are nonzero. The Hessian matrix 
formed by y y (x x ) of order (n x n), has a computational complexity of  O(n ). 

The computational load for OVO (O(2 ( ) )) is lesser than that of OVA technique 

with (O(k n ), where k represents the number of classes with n data points. The ith 
SVM is trained with all examples in the ith class with positive labels and all other 
examples with negative labels. For each class j the SVM is trained in class j as posi-
tive and rest of the instances as negative.  

A leave 20% out cross-validation is performed on the training data set. Optimum 
accuracy for the overall algorithm was obtained by finding the optimum values of C 
and γ using a grid search procedure [28-29]. These optimum values of C and γ were 
fixed and used for prediction.  Given a new input x, its class by was predicted by 
evaluation of the decision function given as  d sgn ∑ y α (x, x )   b                                        (13) 

for 

                                                                 α 0.1                                                           (14) 

Based on the above decision function, the algorithm discriminated between every pair 
of classes, and in selection of classes using a majority voting rule [30], meaning it 
selects a class with  most winning two class decisions as given below. 

                                    δ  ∑ (arg max ∑ I(  ))                                        (15)   where δ  is a label predicting the ith class while the indicator function I represents a 
unity value if d  d . An SVM with larger margin and/or a smaller number of sup-
port vectors is expected to have better generalization performance  [31]. 

6 Experimental Results  

Data acquired from 164 subjects were used. Out of the 164 subjects (excluding those 
with nephortic syndrome, lymphangitis or deep vein thrombosis) undergoing ICVG, 
79 subjects with various aortic and arterial disorders were considered for testing. The 
plot for cross validation accuracy against the penalty parameter C is plotted for differ-
ent values of γ in Fig. 7.  

The value of the parameters C (276) and γ (0.2) are obtained by maximizing  
the cross validation prediction. The above values of C and γ provide the highest  
cross validation accuracies. The corresponding test accuracies obtained are shown in 
Table 7. 
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Fig. 7. Cross validation prediction 

Table 7. Cross validation and classification accuracy for pSVM and weighted pSVM 
architectures 

Parameters pSVM Weighted pSVM 
     Cross validation accuracy (%) 94 94.79 
  Classification (Test) accuracy (%) 96.2 97.46 

 
Fig. 8 courtesy ref. (2), illustrates the ICVG waveform of subject with diseases of 

the calf vessels. The required BFI and DPAT parameters at the four locations are 
extracted using impedance cardiovasograph. Table 8 illustrates these parameters 
which represent the input to the pSVM architectures. The predicted output of the 
weighted pSVM is observed in Table 9. 
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Fig. 8. ICVG waveform recorded from a patient with disease of calf vessels 

Table 8. Extracted parameters from subject SJB-30-M 

 
Location 

Right  Leg Left Leg 
BFI DPAT BFI DPAT 

Thigh 1.25 80 1.23 80 
Knee 1.56 50 1.29 40 
Calf 1.47 - 1.10 - 

Ankle 1.61 20 0.70 50 

Table 9. Weighted pSVM prediction  

Location Right Leg Left Leg 

Thigh I I 

Knee I I 

Calf I III 

Ankle I V 

 
Table 9 gives the diagnosis for subject based on the weighted pSVM algorithm. 

Though there is a slight reduction in DPAT value of the ankle in the right leg, the 
same is ignored in the view of normal and consistent BFI values. There is a marginal 
decrease in the value of BFI at the calf and a further decrease in its value at the ankle 
in the left leg with a marginal increase in DPAT indicating presence of an occlusion at 
the calf in the left leg.  

Table 10 shows the performance results of the weighted pSVM on a set of 79 sub-
jects with different combinations of aortic, femoral and distal blocks. 
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Table 10. Performance of proposed weighted support vector algorithm (pSVM) 

Diagnosis with proposed weighted pSVM  
No. of  

Subjects
Angiographic Re-

sults  

Normal subjects correctly classified.  8 TN  16 
Normal subject 
Aroposed  algorithm predicts a distal artery block in
the right limb 

1 
TN   1 
FP   1 

Normal subject 
Algorithm predicts a block at the thigh level in the
right limb 

1 
TN  1 
FP  1 

Femoral artery occlusion in both limbs with varying
collateral status at calf and ankle. 

7 
TP   14 

Femoral artery occlusion in left leg with collateral
status at calf and ankle. Right Leg gives normal di-
agnosis. 

6 
TP    6 
TN   6 

Femoral block with collateral conditions at calf and
a further block at ankle in both limbs.  

2 
 

               TP   4 

Femoral block in one limb with a further block
above the ankle.  Normal diagnosis in the other
limb. 

4 
TP    4 
TN   4 

Femoral block in the affected limb with collateral
circulation. 
Atherosclerotic affection of aorta in the other limb  

6 
TP    12 

Atherosclerotic affection of arteries. 
 However, for one patient, our algorithm predicts
normal for both limbs. 

 
5 

TP    8 
FN   2 

Narrowing of the aorta which persists throughout.  
Block above ankle in other limb. Arteriographic 
findings revealed a slight narrowing in one patient.  

5 
TP   10 

 

   Block above ankle in one limb.  
Normal diagnosis of the other limb.  

3 TP   3 
TN  3 

Block above the ankle in both the limbs. 2 TP 4 

Co-arctation of aorta with collateral condition at
knee, calf and ankle.  

3 
TP  6 

Hemi Leriche’s syndrome  
Diagnosis of the other limb is Normal. 

5               TP     5 
              TN    5 

Occlusion at aortic-iliac bifurcation.  5  TP   10 
Hemi Leriche’s syndrome with collateral status at
distal locations 
Narrowing detected in the other limb.   

 
3 

TP    6 
 

Hemi Leriche’s syndrome with a Further Block at ankle. 
Normal diagnosis of the other limb 

2                TP   2 
TN  2 

TP: True Positive     TN: True Negative     FP: False Positive  FN: False Negative 
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Fig. 9 depicts the angiographic correlation which agrees with the experimental results.  

   

Fig. 9. Angiographic correlation (Courtesy, J.J Hospital) 

Tables 11 - 13 show examples of false positive and false negative diagnosis of the 
weighted pSVM. 

Table 11. False positive diagnosis by the weighted pSVM 

 
Location 

Right  Leg Left Leg 
BFI DPAT BFI DPAT 

Thigh 0.86 80 0.95 60 
Knee 1.26 30 0.58 30 
Calf 1.25 00 1.47 00 

Ankle 1.27 30 1.46 50 

The case detected as false positive is of a 56 year female as analyzed in Table 11. 
The support vector algorithm predicts a ‘block’ at the thigh level followed by ‘good 
collaterals’ at the knee, calf and ankle locations for the left limb while providing di-
agnosis for the other as ‘normal’. Angiogram of the patient however shows normal 
blood circulation in both the limbs. There is an inconsistency in the data of the left leg 
which was not recognized by the algorithm. 

Table 12. False positive diagnosis by the weighted pSVM 

 
Location 

Right  Leg Left Leg 
BFI DPAT BFI DPAT 

Thigh 0.75 70 0.73 70 
Knee 1.37 30 1.21 50 
Calf 1.23 - 1.33 - 

Ankle 1.22 50 1.26 30 

 
Arteriogram of the left leg reveals external iliac, 
common femoral, superficial and deep femoral 
arteries to be normal. The trifurcation of popliteal 
artery and proximal portions of anterior and post-
erior tibial and the common peroneal arteries are 
seen to be normal. Posterior tibial is seen up to the 
distal calf region and not seen at ankle or below 
ankle region. The anterior tibial and common pe-
roneal are not seen below mid calf region. These 
observations validate the ICVG diagnosis in this 
patient. 
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The case is of 25 year old male. Angiogram of the patient shows no significant ar-
terial occlusion in the right limb. Our algorithm predicts a ‘block’ at the distal loca-
tion in the right leg and a normal prediction for the left. 

Table 13. False negative diagnosis by weighted pSVM 

 
Location 

Right  Leg Left Leg 
BFI DPAT BFI DPAT 

Thigh 1.03 50 0.98 60 
Knee 1.09 30 0.83 30 
Calf 1.03 - 1.07 - 

Ankle 0.85 30 0.82 30 

 
The above is a case of 60 year old male with pain in the right leg and an inability to 

walk for a long time. Digital angiogram in the patient shows tapered narrowing  
of both the subclavian arteries; however the algorithm predicts ‘normal’ diagnoses  
in both the limbs. Table 14 shows the confusion matrix for the weighted pSVM  
architecture. 

Table 14. Confusion matrix for the weighted pSVM architecture 

I 244 
38.6%

0 
0.0% 

2 
0.3% 

1 
0.2% 

2 
0.3% 

1 
0.2% 

0 
0.0% 

97.6% 
2.4% 

II 7 
1.1% 

153 
24.2% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

95.6% 
4.4% 

III 0 
0.0% 

0 
0.0% 

78 
12.3% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

100% 
0% 

IV 0 
0.0% 

0 
0.0% 

0 
0.0% 

40 
6.3% 

2 
0.2% 

0 
0.0% 

0 
0.0% 

95.2% 
4.8% 

V 0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

42 
6.6% 

0 
0.0% 

0 
0.0% 

100% 
0% 

VI 0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

1 
0.0% 

43 
6.8% 

4 
0.6% 

97.7% 
2.3% 

VII 0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

16 
2.5% 

100% 
0% 

TP 
FN 

97.2%
2.8% 

100% 
0% 

97.5% 
2.5% 

97.6% 
2.4% 

89.4%
10.6%

97.7%
2.3% 

100%
0% 

97.5% 
2.5% 

Class I II III IV V VI VII TN 
FP 

 
 
 
 
 

O
ut

pu
t 

C
la

ss
 

        Target Class 



482 S.H. Karamchandani et al. 

The coefficient of confusion is calculated as  
 c N   f  T    f       0.0253                                (16) 

 
Table 15performs the ROC analysis for the weighted pSVM. 

Table 15. ROC analysis of weighted multiclass pSVM 

Disease 

Test Present n Absent n Total 

Positive 

 
True Positive 

(TP) 
 

116 (a)
False Positive 

(FP) 
2 (c) 

118 
(a + c) 

Negative 

 
False Negative 

(FN) 
 

2 (b) 
True Negative 

(TN) 
38 (d) 

40 
(b + d) 

Total -- 
118 

(a + b) 
-- 

40 
(c + d) 

158 

 
The ROC curves for non-weighted and weighted pSVM are as shown in Fig. 10 

(A) and 10 (B) respectively. 
The performance of the multiclass weighted pSVM is compared against the Elman 

and PCA based backpropagation architectures in shown in Table 16. Backpropagation 
and PCA based backpropagation algorithms were implemented by the authors in [32] 
with the same plethysmographic data set.  

 

Fig. 10. (A). ROC-non-weighted pSVMs 



 Parallel Multiclass Support Vector Interpretation of Haemodynamic Parameters 483 

 

Fig. 10. (B). ROC-weighted pSVMs 

Using the confusion matrices, benchmark parameters were evaluated for the non-
weighted and the weighted support vector multiclass pSVMs. While the other para-
meters have standard definitions, the F- score is defined as the harmonic mean be-
tween specificity and positive predictive value, and Matthews Correlation Coefficient 
(MCC) is defined as  

 MCC TP TN FP FN(TP FN)(TN FP)(TP FP)(TN FN)     (17) 

Table 16. Performance comparison of proposed and existing architectures 

Confusion 
Parameters 

Backpropagation PCA  based   
backpropagation   

Non-weighted 
pSVM  

Weighted 
pSVM  

Accuracy 
(%) 91.4 96.09 96.2 97.46 

Precision (%) 94.19 98.85 98.29 98.3 
Sensitivity 

(%) 93.1 95.5 96.63 98.3 
Specificity 

(%)  87.8 97.36 94.8 95 
F-score (%) 93.69 97.46 96.51 96.62 

Negative  
Predictive 
Value (%) 85.71 90.24 90.24 95 
Positive  

Likelihood 
Ratio 7.6311 36.31 18.58 19.66 

Negative  
Likelihood   

Ratio 7.858 4.622 3.55 1.78 
MCC 0.804 0.9098 0.90 0.933 



484 S.H. Karamchandani et al. 

Proposed weighted pSVM performs better than PCA based backpropagation and 
non-weighted pSVMs. A reduction of about 2% in the specificity (ability to identify 
the negative results) was compensated well by a 5% increase in the negative predic-
tive value. The positive likelihood ratio greater than 10 significantly increases the 
likelihood that the subject is suffering from the disease if the diagnosis is positive as 
predicted by PCA based backpropagation and weighted and non-weighted pSVMs. 
However 60% reduction in the negative likelihood ratio due to a higher number of 
true negatives (subject is not affected with the disease when diagnosis is negative) as 
compared with other mentioned architectures is a significant contribution of the  
weighted pSVMs in the diagnosis of arterial occlusive diseases. In addition the high-
est MCC, a noteworthy parameter for multiclass comparison, exhibited by weighted 
pSVM substantiates this claim. 

7 Conclusion 

ICVG is used for diagnosis and early recognition of arteriosclerosis, chronic and/or 
acute arterial vascular diseases, and functional circulatory disturbances. It helps in 
estimating impact of pharmaceuticals on a vascular system. With the aid of an im-
proved machine learning algorithms it enhances its utility to guide a clinician and aids 
a doctor in diagnostics.  

A weighted pSVM architecture based method was proposed. The proposed method 
provides higher accuracy and sensitivity than PCA based backpropagation and non 
weighted pSVM architectures. Although the architectures suggest nearly equal values 
of precision, a 2% reduction is observed in the specificity of the weighted pSVM. The 
significant contribution of the weighted pSVM method, however, is the reduction of 
the negative likelihood ratio by over 60% and increase in the negative predictive val-
ue by more than 5% as compared with the above mentioned architectures. A positive 
likelihood ratio of over 10 provided a large and conclusive increase in the likelihood 
of a disease, and it was supported with multiclass performance characteristic with 
Matthews correlation coefficient of 0.933.  

The machine interpretation of the haemodynamic parameters, as proposed, may aid 
in proliferation of medical access to more individuals.  
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Abstract. The differential diagnosis of erythemato-squamous diseases is a real 
challenge in dermatology. In diagnosing of these diseases, a biopsy is vital.  
However, unfortunately these diseases share many histopathological features, as 
well.  Another  difficulty  for  the  differential  diagnosis  is  that  one disease  
may  show  the  features  of  another  disease  at  the  beginning  stage  and  may  
have  the characteristic features at the following stages. In this paper, a new 
Feature Selection based on Linguistic Hedges Neural-Fuzzy classifier is pre-
sented for the diagnosis of erythemato-squamous diseases. The performance 
evaluation of this system is estimated by using four training-test partition mod-
els: 50–50%, 60–40%, 70–30% and 80–20%. The highest classification accura-
cy of 95.7746% was achieved for 80–20% training-test partition using 3  
clusters and 18 fuzzy rules, 93.820% for 50–50% training-test partition using  
3 clusters and 18 fuzzy rules, 92.5234% for 70–30% training-test partition using 
5 clusters and 30 fuzzy rules, and 91.6084% for 60–40% training-test partition 
using 6 clusters and 36 fuzzy rules. Therefore, 80–20% training-test partition 
using 3 clusters and 18 fuzzy rules are the best classification accuracy with 
RMSE of 6.5139e-013. This research demonstrated that the proposed method 
can be used for reducing the dimension of feature space and can be used to  
obtain fast automatic diagnostic systems for other diseases. 

Keywords: Erythemato-Squamous Diseases, Soft Computing, Takagi-Sugeno-
Kang (TSK) fuzzy inference system, Linguistic Hedge (LH), Feature selection 
(FS). 

1 Introduction 

Decision support systems helping physicians play an important role in medical deci-
sion making particularly in those situations where decision must be made effectively 
and reliably. The differential diagnosis of erythemato-squamous diseases is a difficult 
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problem in dermatology (Barati et al. 2011). There are six classes of erythemato-
squamous diseases. They are psoriasis (C1), seboreic dermatitis (C2), lichen planus 
(C3), pityriasis rosea (C4), chronic dermatitis (C5) and pityriasis rubra pilaris (C6). 
Usually a biopsy is necessary for the correct and definite diagnosis but unfortunately 
these diseases share many histopathological features (Govenir and Emeksiz 2000). 
Another problem for the differential diagnosis is that a disease may show the features 
of another disease at the beginning stage and may have the characteristic features at 
the following stages. Patients were first evaluated clinically with 12 features. After-
wards, skin samples were taken for the evaluation of 22 histopathological features. 
The values of these histopathological features are determined by an analysis of the 
samples under a microscope (Guvenir et al. 1998). Therefore, various new methods 
have been used for diagnosis of Erythemato-Squamous diseases like Artificial Neural 
Network (ANN) (Kabari and Bakpo 2009; Übeyli 2009; Karabatak and Ince 2009), 
Support Vector Machines (SVM) (Abdi and Giveki 2012; Xie and Wang 2011; Xie et 
al. 2010, 2012; Ubeyli 2008; Nanni 2006), Fuzzy expert systems and neuro-fuzzy 
classification (Luukka 2011a, b; Lekkas and Mikhailov 2010; Parthiban and Subra-
manian 2009; Polat and Günes 2006; Ubeyli and Güler 2005), nearest neighbor clas-
sifier (NNC) (Polat and Günes 2006; Govenir and Emeksiz 2000), Instance-based 
classifiers (Gagliardi 2011), rough sets (Revett et al. 2009), decision trees classifiers 
(DTC) (Ozcift and Gulten 2012; Polat and Gunes 2009; Polat and Günes 2006; Guve-
nir et al. 1998). 

Feature selection methods have been successfully used in many areas especially in 
medical diagnosis to reduce the size of features collected during the clinical testing 
and experiments (Chrysostomou 2008). The process of feature selection is very im-
portant because it reduces the dimensionality of the data and enables learning algo-
rithms to operate faster (reduction of the computation time), more efficiently and 
therefore increases the accuracy of the resulting model (Guyon et al. 2006). There-
fore, this paper presents a fuzzy feature selection (FS) method based on the linguistic 
hedges (LH) concept (Cetişli 2010a, b) for Erythemato-Squamous diseases classifica-
tion. The proposed method is used to achieve a very fast, simple and efficient com-
puter aided diagnosis (CAD) system. It helps to reduce the dimensionality of the  
used data set, to speed up the computation time of a learning algorithm and therefore 
simplifies the classification task. 

The rest of this paper is organized as follows: in Section 2, a review of the classifi-
ers that are considered in Erythemato-Squamous diseases diagnosis. Section 3  
provides subjects and methods that are used in this study. In Section 4, a detailed  
description of the proposed feature selection method that is considered in Erythemato-
Squamous diseases diagnosis is presented. Section 5 reports the results of experimen-
tal evaluations of the adaptive neural-fuzzy classifier and finally, in Section 6,  
conclusion and directions for future research are presented. 

2 Related Works 

Güvernir et al. (1998) developed a classification algorithm VFI5 called ‘’Voting Fea-
ture Intervals’’ and it was applied for the differential diagnosis of erythemato-
squamous diseases. Genetic algorithm for learning the feature weights was used with 
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the Nearest Neighbor classification algorithm and was applied to determine the 
weights of the features to be used with the VFI5 algorithm which achieved 96.2% 
accuracy on the Dermatology dataset. Govenir and Emeksiz (2000) presented an ex-
pert system for differential diagnosis erythemato-squamous diseases incorporating 
decisions made by three classification algorithm: nearest neighbor classifier, naive 
Bayesian classifier and voting feature intervals-5. The features are assigned weights 
such that the irrelevant features have lower weights while the strongly relevant fea-
tures are given higher weights. Govenir and Emeksiz (2000) used a genetic algorithm 
to learn the feature weights to be used with the classification algorithm. Further re-
search by Übeyli and Güler (2005) showed a new approach based on adaptive neuro-
fuzzy inference system (ANFIS) for the detection of erythemato-squamous diseases, 
the ANFIS model was assessed in terms of training performance and classification 
accuracies and showed to perform well in detecting erythemato-squamous diseases, 
the model achieved a total classification accuracy of 95.5% which is concluded to be 
good in comparison to the one of 85.5% achieved with the stand-alone neural net-
work. Nanni (2006) investigated an ensemble of support vector machines (SVM) 
classifier based on random subspace (RS) and feature selection for the diagnosis of 
erythemato-squamous diseases, and tested it on a real-world dataset. The results im-
proved the average predictive accuracy obtained by a ‘‘stand-alone’’ SVM or by a RS 
ensemble of SVM (Nani 2006). Polat and Günes (2006) developed a novel method for 
differential diagnosis of erythemato-squamous disease. Their method was based on 
fuzzy weighted pre-processing, k-NN (nearest neighbor) based weighted pre-
processing and decision tree classifier. Luukka and Leppälampi (2006) presented a 
new approach based on similarity classifier with generalized mean and applied it for 
medical data. The presented method was managed to detect erythemato-squamous 
diseases with a good mean classification accuracy of 97.02%. In recent published 
study by Luukka (2011a), fuzzy entropy measures were used in feature selection. This 
method successfully managed to discard the non-important features in the datasets; 
this has positively facilitated the classification task which was done by using the simi-
larity based on Lukasiewicz structure where a mean accuracy of 98.28% was 
achieved. In Luukka (2011b) study, a new nonlinear fuzzy robust principal compo-
nent analysis (NFRPCA) algorithm was developed to get data into more feasible 
form. This new nonlinear fuzzy robust principal component analysis algorithm 
achieved a classification accuracy of 97.09 % accuracy with dermatology data. Ozcift 
and Gulten (2012) proposed a new multi-class feature selection method based on 
Rotation Forest meta- learner algorithm and was tested on Erythemato-Squamous 
diseases dataset. The Rotation Forest selection based features achieved accuracies 
between 98% and 99% in various classifiers. Xie et al. (2012) proposed hybrid feature 
selection algorithms based on generalized F-score (GF) and SVM. The new hybrid 
feature selection algorithms combined the strengths of filters and wrappers to uncover 
the optimal feature subset with the best diagnostic efficiency. Experimental results 
showed that the proposed hybrid methods construct efficient diagnosis classifiers with 
high average accuracy when compared with traditional algorithms. 
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3 Subjects and Methods 

The dataset was taken from UCI (University of California, Irvine) machine learning 
repository (UCI 2012). There are 366 records in this database and each record has 34 
attributes; 33 of which are linear (continuous) valued and one of them is nominal 
(discrete). After the 9 instances are removed from the dataset due to 8 missing values 
 

Table 1. Erythemato-squamous diseases class distribution 

Class Number Class Name No. of instances 
1 Psoriasi 110 

2 Seboreic dermatitis 60 

3 Lichen planus 71 

4 Pityriasis rosea 48 

5 Cronic dermatitis 48 

6 Pityarisis rubra pilaris 20 

Total 357 

Table 2. Description of Erythemato-squamous diseases attributes 

Clinical Attributes Histopathological Attributes 
Att.1: erythema 
Att.2: scaling 
Att.3: definite borders 
Att.4: itching 
Att.5: koebner phenomenon 
Att.6: polygonal papules 
Att.7: follicular papules 
Att.8: oral mucosal involvement 
Att.9: knee and elbow involvement 
Att.10: scalp involvement 
Att.11: family history 
Att.34: age 

Att.12: melanin incontinence 
Att.13: eosinophils in infiltrate 
Att.14: PNL infiltrate 
Att.15: brosis of the papillary dermis 
Att.16: exocytosis 
Att.17: acanthosis 
Att.18: hyperkeratosis 
Att.19: parakeratosis 
Att.20: clubbing of the rete ridges 
Att.21: elongation of the rete ridges 
Att.22: thinning of the suprapapillary epi-

dermis 
Att.23: pongiform pustule 
Att.24: munro microabscess 
Att.25: focal hypergranulosis 
Att.26: disappearance of the granular layer 
Att.27: vascularization and damage of basal 

layer 
Att.28: spongiosis 
Att.29: saw-tooth appearance of retes 
Att.30: follicular horn plug 
Att.31: perifollicular parakeratosis 
Att.32: inflammatory mononuclear infiltrate 
Att. 33: band-like infiltrate 
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and one zero value of age, there are 357 instances. Distribution according to class 
variable of this dataset is given in Table 1. Each record contains 12 clinical features 
and 22 histopathological features (see Table 2). The family history feature in the data-
set has the value 1 if any of these diseases has been observed in the family and 0 oth-
erwise. The age feature simply represents the age of the patient. Every other feature 
(clinical and histopathological) was given a degree in the range of 0–3. Here, 0 indi-
cates that the feature was not present; a 3 indicates the largest amount possible and 1, 
2 indicate the relative intermediate values.  

4 Adaptive Neuro-Fuzzy Classifiers    

The usage of ANFIS (Jang 1993; Jang and Sun 1995, Jang et al. 1997) for classifica-
tions is unfavorable. For example, if there are three classes labeled as 1, 2 and 3. The 
ANFIS outputs are not integer. For that reason the ANFIS outputs are rounded, and 
determined the class labels. But, sometimes, ANFIS can give 0 or 4 class labels. 
These situations are not accepted. As a result ANFIS is not suitable for classification 
problems. In this section, adaptive neuro-fuzzy classifier is discussed in details. In 
these models, k-means algorithm is used to initialize the fuzzy rules. Also, Gaussian 
membership function is only used for fuzzy set descriptions, because of its simple 
derivative expressions. 

4.1 Adaptive Neuro-Fuzzy Classifier with Linguistic Hedges (ANFCLH) 

Adaptive neuro-fuzzy classifier (ANFC) with Linguistic hedges (Cetişli 2010a, b) is 
based on fuzzy rules. Linguistic hedges are applied to the fuzzy sets of rules, and are 
adapted by Scaled Conjugate Gradient (SCG) algorithm. By this way, some distinc-
tive features are emphasized by power values, and some irrelevant features are 
damped with power values. The power effects in any feature are generally different 
for different classes. The using of linguistic hedges increases the recognition rates. A 
fuzzy classification rule that has two inputs{x1, x2} and one output y is defined with 
LHs as IF x1 is A1 with p1 hedge AND x2 is A 2 with p2 hedge THEN y is C1 class, 
where A1 and A2 denote linguistic terms that are defined on X 1 and X 2 feature space; 
p1 and p2 denote linguistic hedges, respectively; C1 denotes the class label of the out-
put y. Fig. 1 shows the ANFCLH architecture. 

The feature space with two inputs {x1, x2} is partitioned into three classes {C 1 ,C 

2,C 3}, in the Figure. The feature space X 1× X 2 is separated into fuzzy regions (Jang et 
al. 1997). This technique is based on zero-order Sugeno fuzzy model (Takagi and 
Sugeno 1985). The crisp outputs of fuzzy rules are determined by weighted average 
operator (Jang et al. 1997). In this classifier, the nodes in the same layer have the 
same type of node functions. The layers and their properties are given as follows: 
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Fig. 1. A neuro-fuzzy classifier with LHs (Cetişli 2010a) 

Layer 1: In this layer, the membership grade of each input to specified fuzzy region is 
measured. Gaussian function is employed as MF due to smooth partial derivatives of 
its parameters, and has less parameter. The Gaussian MF is given as follows (Cetişli 
2010a): 
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where µij(xsj) represents the membership grade of the ith rule and the jth feature; xsj 
denotes the sth sample and the jth feature of input matrix X{XЄRNxD}; cij and σij are 
the center and the width of Gaussian function, respectively. 
 
Layer 2: In this layer, the secondary meanings of fuzzy sets are calculated with their 
LHs as in Eq. (2) (Cetişli 2010a): 
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p
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where αijs denotes the modified membership grades of µij (xsj ); pij denotes the LH 
value of the ith rule and the jth feature. 

Layer 3: The degree of fulfillment of the fuzzy rule for x s sample is determined in 
this layer. It is also called as the firing strength of rule. So, the Bis firing strength of 
the ith rule for D number of features is defined as in Eq. (3) (Cetişli 2010a): 
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Layer 4: In this layer, the weighted outputs are calculated as in Eq. (4) (Cetişli 
2010a), and every rule can affect each class according to their weights. However, if a 
rule controls a specific class region, the weight between this rule output and the  
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specific class is to be bigger than the other class weights. Otherwise, the class weights 
are fairly small: 
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where wik represents the degree of belonging to the kth class that is controlled with the 
ith rule; Osk denotes the weighted output for the sth sample that belongs to the kth 
class, and U is the number of rules. 

Layer 5: If the summation of weights is bigger than 1, the outputs of the network 
should be normalized in the last layer as follows (Cetişli 2010a): 
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Where hsk represents the normalized degree of the sth sample that belongs to the kth 
class; and K is the number of classes. After then, the class label (Cs) of sth sample is 
determined by the maximum hsk value as in Eq. (6) (Cetişli 2010a): 
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The antecedent parameters of the network {c, σ, p} could be adapted by any optimiza-
tion method. In this study, scaled conjugate gradient (SCG) method is used to adapt 
the network parameters (Moller 1993). The cost function that is used in the SCG me-
thod is determined from the least mean squares of the difference target and the calcu-
lated class value (Jang et al. 1997; Sun and Jang 1993). According to the above  
definition, the cost function E is defined as in Eq. (7) (Cetişli 2010a): 
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4.2 Linguistic Hedges Neural-Fuzzy Classifier with Selected Features 
(LHNFCSF)  

Cetişli (2010a, b) presented a fuzzy feature selection (FS) method based on the LH 
concept. It uses the powers of fuzzy sets for feature selection. The values of LHs can 
be used to show the importance degree of fuzzy sets. When this property is used for 
classification problems, and every class is defined by a fuzzy classification rule, the 
LHs of every fuzzy set denote the importance degree of input features. If the LHs 
values of features are close to concentration values, these features are more important 
or relevant, and can be selected. On the contrary, if the LH values of features are close 
to dilation values, these features are not important, and can be eliminated. According 
to the LHs value of features, the redundant, noisily features can be eliminated, and 
significant features can be selected. In this technique (Cetişli 2010b), if linguistic 
hedge values of classes in any feature are bigger than 0.5 and close to 1, this feature is  
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relevant, otherwise it is irrelevant. The program creates a feature selection and a rejec-
tion criterion by using power values of features. There are two selection criteria, one 
is the selection of features that have the biggest hedge value for any class and the 
other is the selection of features that have a bigger hedge value for every class, be-
cause any feature cannot be selective for every class. For that reason, a selective  
function should be described from the hedge values of any feature as in Eq. (8) 
(Cetişli 2010b): 
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where Pj denotes the selection value of the jth feature, and K is the number of classes. 
The Feature selection and classification algorithms were discussed in detail in Cetişli 
(2010b). 

5 Results and Discussions 

In this section, the performance analysis is presented. The simulations were per-
formed by using an Intel (R) Core (TM) i3 CPU 530-2.93 GHz personal computer and 
a Microsoft Windows 7 64-bit operating system. The core of the NFC calculations 
was implemented by using the MATLAB software package.  

5.1 Training and Testing Phases of Classifier 

The collection of well-distributed, sufficient, and accurately measured input data is 
the basic requirement in order to obtain an accurate model. The classification process 
starts by obtaining a data set (input-output data pairs) and dividing it into a training 
set and testing data set. The training data set is used to train the NFC, whereas the test 
data set is used to verify the accuracy and effectiveness of the trained NFC. Once the 
model structure and parameters have been identified, it is necessary to validate the 
quality of the resulting model. In principle, the model validation should not only vali-
date the accuracy of the model, but also verify whether the model can be easily inter-
preted to give a better understanding of the modeled process. It is therefore important 
to combine data-driven validation, aiming at checking the accuracy and robustness of 
the model, with more subjective validation, concerning the interpretability of the 
model. There will usually be a challenge between flexibility and interpretability, the 
outcome of which will depend on their relative importance for a given application. 
While, it is evident that numerous cross-validation methods exist, the choice of the 
suitable cross-validation method to be employed in the NFC is based on a trade-off 
between maximizing method accuracy and stability and minimizing the operation 
time. To avoid overfitting problems during modeling process, the data set were ran-
domly split into four training-test partition model sets: 50–50%, 60–40%, 70–30% 
and 80–20%. The number of training and test data for each of classes is given in  
Table 3.  
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Table 3. The number of training and test data for each of class 

Erythemato-Squamous Class 50-50% 60-40% 70-30% 80-20% 
Class-1: Psoriasi 51-59 61-49 75-35 86-24 
Class-2: Seboreic dermatitis 41-19 49-11 53-7 58-2 
Class-3: Lichen planus 37-34 47-24 53-18 58-13 

Class-4: Pityriasis rosea 18-30 19-29 22-26 34-14 

Class-5: Cronic dermatitis 23-25 28-20 35-13 35-13 

Class-6: Pityarisis rubra pilaris 9-11 10-10 12-8 15-5 

Total 179-178 214-143 250-107 286-71 
 

In feature reduction stage of the ANFCLH for diagnosis of erythemato-squamous 
diseases, the feature extraction and the feature reduction processes are performed. The 
number of fuzzy rules is determined according to the number of classes. According to 
the feature selection algorithm, features 1-18 are common relevant features for each 
class while features from 19-34 are irrelevant for each class. The LHNFCSF classifi-
cation results during training and testing phases of erythemato-squamous diseases are 
shown in Table 4 and also represented graphically in Fig. 2.  
 

 

Fig. 2. LHNFCSF Classification results of erythemato-squamous diseases based on feature 
selection, fuzzy rules and cluster size for each class using for 80–20% training-test partition 

Although the number of selected features is reduced to 18 from 34 features, the 
classification is still successful as seen in Table 4. The number of cluster size was 
opted between 1 and 6 to check the optimum topology for each model. With this as-
sumption, different trials were performed to find the best Neural-fuzzy in each  
method using different cluster sizes with different fuzzy rules. 
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Table 4. The LHNFCSF classification results of erythemato-squamous diseases dataset 

training-
test  
partition 
sets 

Features Cluster 
size 
for 

each 
class 

Training 
accuracy 

Testing 
Accuracy 

RMSE No. of 
Rules 

Epoch 

50-50% 1-18 

1 98.8827 91.0112 0.0259 6 75 
2 100 89.8876 4.8452e-013 12 325 
3 100 93.820 5.5845e-013 18 300 
4 100 92.6966 1.4583e-011 24 150 
5 100 91.0112 7.0032e-013 30 175 
6 100 91.573 5.9842e-013 36 175 

60-40% 1-18 

1 95.3271 90.2098 0.0755192 6 75 
2 100 88.1119 6.7298e-013 12 425 
3 99.065 90.9091 0.0198467 18 125 
4 100 90.9091 1.5839e-011 24 250 
5 100 88.8112 8.3029e-013 30 375 
6 100 91.6084 0.000382048 36 75 

70-30% 1-18 

1 98.8 86.9159 0.0241916 6 100 
2 100 90.6542 1.6108e-011 12 325 
3 100 92.5234 6.4936e-013 18 275 
4 100 91.5888 6.1730e-013 24 300 
5 100 92.5234 9.2392e-013 30 275 
6 100 89.7196 7.7009e-013 36 150 

80-20% 1-18 

1 98.951 92.9577 0.0289586 6 125 
2 99.6503 94.3662 0.00669146 12 825 
3 100 95.7746 1.3057e-005 18 675 
4 99.6503 94.3662 0.00657387 24 425 
5 100 91.5493 7.4613e-013 30 250 
6 100 92.9577 1.1043e-006 36 400 

 

Fig. 3. Performance Evaluation of LHNFCSF after selection of relevant features using three 
clusters for 80–20% training-test partition 
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Among the four training-test partition sets, the highest classification accuracy of 
95.7746% was achieved for 80–20% training-test partition using 3 clusters and 18 
fuzzy rules, 93.820% for 50–50% training-test partition using 3 clusters and 18 fuzzy 
rules, 92.5234% for 70–30% training-test partition using 5 clusters and 30 fuzzy rules, 
and 91.6084% for 60–40% training-test partition using 6 clusters and 36 fuzzy rules. 
Therefore, 80–20% training-test partition using 3 clusters and 18 fuzzy rules are the 
best classification accuracy with RMSE of 6.5139e-013 as shown in Fig. 3.  

It’s noted from Table 4 also that the selected features according to four different 
partitions were always the same. The results indicated that, the selected features in-
crease the recognition rate for test set. It means that some overlapping classes can be 
easily distinguished by selected features. The LH values of erythemato-squamous 
diseases for 6 features only as example are given in Table 5. After the classification 
step, it can be seen that some of the hedge values are bigger than 1, because the hedge 
values are not constrained in the classification step. Each class for ANFCLH is intui-
tively defined with 18 fuzzy rules. The neural fuzzy classifier surface of feature 1 and 
feature 2 using 80–20% training-test partition is shown in Fig. 4 

 

Fig. 4. Neural Fuzzy classifier surface using three clusters for 80–20% training-test partition 

Table 5. The LH values of erythemato-squamous for every class after selection of relevant 
features (values for only 6 from 18 relevant features) 

Class F1 F2 F3 F4 F5 F6 

C1 1.004206 1.021716 1.042981 1.011113 1.031387 1.000265 

C2 1.027196 0.9907 0.984645 1.039615 1.011038 1.000047 

C3 0.981362 0.992032 0.984563 0.984836 0.998278 0.955953 

C4 1.02159 1.038587 1.006401 1.013554 1.042992 1.0066 

C5 0.969889 0.993738 0.990568 0.991844 1.009644 1.003435 

C6 1.03143 1.005849 1.001836 1.008994 1.00656 1 
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6 Conclusion 

In this study, the proposed Feature Selection based on Linguistic Hedges Neural-
Fuzzy classifier managed to discard redundant and irrelevant features in erythemato-
squamous disease dataset. The computation time was reduced and this has positively 
impacted to achieve highest classification accuracy of 95.7746% for 80–20% training-
test partition using 3 clusters and 18 fuzzy rules. Experimental results showed that 
when the linguistic hedge value of the fuzzy classification set in any feature is close to 
1, this feature is relevant for that class, otherwise it may be irrelevant. The results 
demonstrate that using of Linguistic Hedges in daptive neural-fuzzy classifier im-
proves the success of the classifier. Also, when the ANFCLH is compared with the 
other methods, it can be noted that this classifier uses less parameter than the others 
with the best recognition rates. The results strongly suggest that the proposed method 
not only help to reduce the dimensionality of large data sets but also to speed up the 
computation time of a learning algorithm and therefore simplify the classification 
task. It can aid in the diagnosis of erythemato-squamous diseases and can be very 
helpful to the physicians for their final decision on their patients. The future investiga-
tion will pay much attention to evaluate Neural-Fuzzy classifier with Linguistic 
Hedges in other medical diagnosis problems like micro array gene selection, internet, 
and other data mining problems. Therefore, the impressive results may be obtained 
with the proposed method and improving the performance of NFCs using high-
performance computing techniques. In addition, the combination of the approaches 
mentioned above will yield an efficient fuzzy classifier for a lot of applications. 
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Abstract. An accurate sleep staging is crucial for the treatment of sleep disord-
ers. Recently some studies demonstrated that the long range correlations of 
many physiological signals measured during sleep show some variations during 
the different sleep stages. In this study, detrended fluctuation analysis (DFA) is 
used to study the electroencephalogram (EEG) signal autocorrelation during 
different sleep stages. A classification of these stages is then made by introduc-
ing the calculated DFA power law exponents to a K-Nearest Neighbor classifi-
er. Our study reveals that a 2-D feature space composed of the DFA power law 
exponents of both the filtered THETA and BETA brain waves resulted in a 
classification accuracy of 94.44%, 91.66% and 83.33% for the wake, non-rapid 
eye movement and rapid eye movement stages, respectively. We conclude that 
it might be possible to build an automated sleep assessment system based on 
DFA analysis of the sleep EEG signal. 

Keywords: Electroencephalogram (EEG), Detrended fluctuation analysis 
(DFA), sleep, K-Nearest Neighbor (KNN). 

1 Introduction 

Sleep is not just a constant state controlled by metabolic needs for the body being at 
rest. Instead, sleep consists of different well-defined sleep stages, namely, wake 
(WK), rapid eye movement (REM) and non-REM sleep. In a normal restorative sleep, 
these stages follow a well-structured temporal order [1].  

For more than 40 years, visual assessment of wakefulness and sleep in clinical 
sleep studies has been based on standard manual of Rechtschaffen and Kales (R&K) 
[2]. Although this manual is considered the gold standard inside sleep research com-
munity, a considerable amount of research has been carried to define methods that 
would give a more detailed and accurate sleep description of sleep macrostructure and 
overcome the known limitations of the R & K manual [3-5]. 
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During recent decades, multitude methods aiming at objective, continuous-scale 
quantification of sleep depth have been presented [4, 6, 7]. Most of the important 
early findings of clinical sleep medicine were based on period analysis, which makes 
it possible to carry out time–frequency analysis even visually for properly band-pass 
filtered data [4].  Hjorth parameters were introduced to characterize amplitude, time 
scale and complexity of the EEG through time-domain operations and were exempli-
fied to be applicable in the analysis of objective sleep depth [8].  More recently, more 
studies on sleep staging have been conducted including: at least stochastic complexity 
measures [9], relations of certain spectral bands [10-12], models on EEG micro-
continuity [13], Hidden Markov Models [14], segmentation approaches [15], k-means 
clustering based feature weighting combined with K-Nearest Neighbor and decision 
tree classifier [16], and Fuzzy logic combined with  genetic algorithm [17]. 

The electrophysiological activities on the cortex reflected by EEG vary with the 
electrophysiological activities of the nerve cell in a special part of brain. When people 
are performing some mental tasks, the EEG signal shows highly non-stationary and 
non-linear characteristics. The detection of the mental EEG properties was studied 
using detrended fluctuation analysis (DFA) [18]. DFA is a new method recently in-
troduced for analyzing power-law long-range correlations in a variety of non-
stationary time series. DFA was used to characterize long-rang correlations between 
nucleotide sequences [19]. The advantage of the DFA method is that it systematically 
eliminates trends of various order caused by imperfect measurement [20]. 

Recently researchers applied the DFA for the analysis of the physiological time se-
ries as the heart rate variability (HRV) [21, 22] and breathing rate variability (BRV) 
intervals during sleep [23]. These studies revealed that both the HRV and BRV show 
high autocorrelation exponents during both WK and REM stages while they lose au-
tocorrelation during NREM sleep stage. 

In this paper, we used DFA to study the correlation properties of the EEG signal 
and its filtered components (Alpha, Beta, Delta and Theta) during various sleep stag-
es. Our aim was to gain better understanding of the relative importance of the DFA-
derived features for automated sleep staging. The DFA power-law exponents derived 
from a single EEG signal were then used to design a K-Nearest Neighbor- based clas-
sifier for sleep stages detection with a high degree of accuracy. 

2 Subjects and Methods 

2.1 Subjects and Sleep Recording 

Twelve subjects aged 20-32 underwent one overnight polysomnographic recording 
which comprised EEG signal acquisition (4 channels, Ag/AgCl electrodes placed 
according to the 10-20 International System referred to linked earlobes: C3, C4, F3, 
F4). Recordings were carried out using Alice Polysomnogramic System (Respironics, 
Inc.). The signals were sampled at 100 Hz using 12-bit A/D precision and stored on 
hard disk for further analysis.  



 Automated Sleep Staging Using Detrended Fluctuation Analysis of Sleep EEG 503 

2.2 Sleep Scoring 

Sleep stages were initially scored and labeled using the automated scoring algorithm 
of Alice Sleepware software then the scored signals were reviewed by a specialist for 
correction according to standard criteria (R&K) on 30-second epochs. For subsequent 
analysis, the labeled sleep stages were grouped into three classes: “NREM sleep”, 
“REM sleep” and “wakefulness”. Nine minutes for each sleep stage were extracted 
from each patient EEG record to be investigated. The first and last epochs of each 
sleep stage is excluded from our analysis in order to avoid the effect of transitions 
between sleep stages. Thus, the whole dataset is composed of 108 min/sleep stage or 
324 min representing all the stages.  

2.3 EEG Signal Analysis 

The raw EEG signal was introduced to a filter bank as shown in Fig. 1 to separate 
known brain waves: Delta, Theta, Alpha and Beta waves. The filtered signals are 
shown in Fig 2. Each wave was then segmented by 1 minute long window and studied 
separately during each sleep stage using DFA to reveal the variations in the autocorre-
lation properties of each of these waves during various sleep stages. 

2.4 Detrended Fluctuation Analysis(DFA) 

DFA is a technique used to characterize the correlation structure of non-stationary  
time series.  DFA reveals the properties of non-stationary time series by calculating 
the scaling exponents which index the long-range power-law correlations. The DFA 
procedure [19, 20] consists of four steps. 
 

 

Fig. 1. Block diagram of the filter bank system 
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Fig. 2. The filtered EEG signals: Delta, Theta, Alpha, and Beta 

• Step 1: Determine the “profile” 
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of the data series kτ of length N and a mean τ . 

• Step 2: we divide Y (i) into Nt = int(N / t) non-overlapping segments of equal 
length t. Since the length N of the series is often not a multiple of the considered 
time scale t, a short part at the end of the profile may remain. In order not to dis-
regard this part of the series, the same procedure is repeated starting from the op-
posite end. Thereby, 2Nt segments are obtained altogether. 

• Step 3: Calculate the local trend for each of the segments by a least-square fit of 
the data. Then determine the variance 
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for each segment υ, υ = 1,………, Nt . Here, pυ(i) is the fitting polynomial in 
segment υ. Linear, quadratic, cubic, or higher order polynomials can be used in 
the fitting procedure (conventionally called DFA1, DFA2, DFA3,…..) . 

• Step 4: Average over all segments and take the square root to obtain the fluctua-
tions function 
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The logarithm of F(t) is then plotted as a function of the logarithm of the time 
scale t. The slope, α, of the plot of Log2 (F(n)) versus Log2(n) is called the scaling 
or self-similarity exponent. If the time series shows self-similarity, this plot will 
display a linear scaling region and slope α > 0.5. This exponent is 0.5 for white 
noise, where the values of the time series are completely uncorrelated. When the 
exponent is α < 0.5, power-law anti-correlation is present, such that large values 
in the time series are more likely to be followed by small values and vice versa. 
When α > 0.5, correlations exist but cease to follow a power-law form. 

In order to determine how F(t) depends on the time scale t, steps 2 to 4 were repeated 
30 times with different time scales between t = 4 and 6000.  The long range auto-
correlation properties of the raw sleep EEG signal and the filtered brain waves of each 
sleep stage were investigated separately using DFA2 as shown in Fig. 3. The mean and 
standard deviation of the computed DFA2 parameters for the different sleep stages are 
given in Table 1.  

 

Fig. 3. DFA analysis of a 1-min long EEG record of a single subject corresponding to the WK,  
NREM and REM sleep stages 

Table 1. The DFA characteristic values for each sleep stage 

Sleep Stage Raw EEG Delta Theta Alpha Beta 

WK 0.858 ± 0.1003 1.0665 ± 0.0908 0.2853 ± 0.0203 0.1582 ± 0.013 0.0437 ± 0.0108 

NREM 0.4099 ± 0.1675 0.9626 ± 0.0926 0.3021 ± 0.007 0.1566 ± 0.0095 0.0616 ± 0.0078 

REM 0.8628 ± 0.0835 1.0128 ± 0.0809 0.2937 ± 0.0118 0.1597 ± 0.01 0.0551 ± 0.0095 
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Table 2. The significane levels for the group differences between sleep STAGES USING 
Bonferroni test. each line lists the results for the comparison of the stages named in coloumn 1 
and 2 

Stage 1 Stage 2 Raw EEG Delta Theta Alpha Beta 

WK NREM P < 0.001 P < 0.001 P < 0.001 n.s P < 0.001 

WK REM n.s P < 0.001 P < 0.001 n.s P < 0.001 

NREM REM P < 0.001 P < 0.001 P < 0.001 P < 0.05 P < 0.001 

2.5 Statistical Analysis 

In order to check the difference between individual groups, Bonferroni test was ap-
plied to DFA data sets. Statistical significance was stated for p < 0.05. The statistical 
test was performed by SPSS version 10 (SPSS Inc, Chicago, IL). 

The results of the Bonferroni test are listed in Table 2. It can be seen that the Alpha 
waves showed no significance on comparing both the WK versus REM stages and the 
WK versus NREM stages. For this reason, the DFA2 parameters of the Alpha waves 
are excluded from the features vector construction to be used in sleep stages classifi-
cation. 

2.6 K-Nearest Neighbor Classifier (KNN) 

The Nearest Neighbor Classification is the most straightforward in machine learning 
where examples are classified based on the class of their nearest neighbor. It is often 
useful to take more than one neighbor into account so a modified technique common-
ly referred to as K- Nearest Neighbor (KNN) classification uses the K nearest neigh-
bors in determining the class of the unknown example [24].  Fig. 4 depicts the basic 
idea of a 5-Nearest Neighbor classifier applied for a two class problem in a two di-
mensional feature space. 

In general, the distance d between q and xi is calculated as : 

 ( ) ( ), ,i f f if
f F

d q x q x
∈

= ω δ  (4) 

where q is unknown example, F is the training set, xi is i-dimensional feature vector, 

fω is the class label and ( ),f ifq xδ  is defined as follows: 

 ( )
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q x f q x
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 −
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Hence, q is classified according to the majority class of the N-nearest neighbors. 
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Fig. 4. A simple example of 3-Nearest Neigbour classification 

In this study, the classification of the different sleep stages is done and compared 
using the DFA2 parameters of the raw EEG signal on one hand and the filtered sig-
nals on the other hand.  The raw EEG parameters were used to construct a 1-D feature 
space. The parameters of the Delta, Theta and Beta waves were used to construct 
three sets of 2-D features spaces. Fig. 5 shows the 2-D feature space derived from the 
Theta and Beta waves. Also, a one 3-D features space is derived from the three fil-
tered signals together as illustrated in Fig. 6. The whole dataset size composed of 324 
stages is divided into a training set of 216 stages and a testing set of 108 stages. 

 

Fig. 5. The 2-D features space constructed from the DFA2 parameters of Theta waves versus 
BETA waves 
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Fig. 6. The 3-D feature space constructed from the DFA2 parameters of Theta, Beta and Delta 
waves  

Table 3. The accuracy of KNN classifier to classify varous sleep stages based on three different 
sets of 2-D feature spaces 

Sleep 
Stage 

Delta vs Beta Delta vs Theta Beta vs Theta 
K accuracy K accuracy K accuracy 

WK 
7 

72.22% 
5 

55.55% 
7 

94.44% 
NREM 50.00% 75.00% 92.66% 
REM 55.55% 50.00% 83.33% 

3 Results 

The KNN classification using the raw EEG parameters resulted in an accuracy of 
61.11%, 83.33% and 44.44% at K=7 for the WK, NREM and REM sleep stages, re-
spectively. The 3-D feature space showed an accuracy of 55.55%, 58.33% and 
55.55% at K=7 to separate the WK, NREM and REM sleep stages, respectively. 

The introduced three sets of 2-D feature spaces to the KNN classifier showed the 
classification accuracies listed in Table 3. It can be seen that Beta versus Theta features 
showed the highest accuracy in differentiating between the different sleep stages. 

4 Discussion 

In our knowledge, this paper presents the first study which systematically investigates 
the autocorrelation properties of the sleep EEG signal and its extracted waves: Alpha, 
Beta, Theta, and Delta, using DFA. The study reveals that the EEG signal is almost 
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uncorrelated during NREM (α ≈ 0.5) while long-range correlations (α > 0.5) exist 
during the WK and REM stages. These results are consistent with the DFA analysis 
results for both the heart rate variability and the breathing rate variability during sleep 
[21, 22, 23].  The mechanism underlying such fluctuations may be related primarily to 
the different autonomic regulations during REM and NREM sleep stages. The ex-
tracted components, Theta, Beta, and Alpha, however, show anti-power-law correla-
tion properties (0 < α < 0.5) which indicates the high roughness inherent in these 
waves during the different sleep stages. 

An attempt of separating the sleep stages using KNN classifier based on the feature 
space derived from the power-law exponents of the EEG signals and its filtered com-
ponents is done. Results revealed that the Beta versus Theta features had superior 
ability to separate sleep stages than the other features. 

The small number of subjects is considered as a limitation in our study as we think 
the accuracy of the classifier could be enhanced with increasing the training data set 
as the KNN classifier are considered as Lazy classifiers. 

Our results do indicate that it might be possible to build a sleep assessment system 
based on EEG signal only to reduce the large number of electrodes that is mounted on 
the subject with a conventional polysomnogram method which obviously affects the 
comfort ability of the subject and may interfere with the accuracy of his sleep assess-
ment.  
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Abstract. Energy is the most important cost factor in the petrochemical indus-
try. Thus, energy efficiency improvement is an important way to reduce these 
costs and to increase predictable earnings, especially in times of high energy 
price volatility. This work describes the development of an expert system for 
the improvement of this efficiency of the reaction zone of a petrochemical 
plant. This system has been developed after a data mining process of the va-
riables registered in the plant. Besides, a kernel of neural networks has been 
embedded in the expert system. A graphical environment integrating the pro-
posed system was developed in order to test the system. With the application of 
the expert system, the energy saving on the applied zone would have been about 
20%. 

Keywords: Energy efficiency, petrochemical plant, data mining, expert system.  

1 Introduction 

Expert systems are being successfully applied for the realization of diverse tasks (in-
terpretation, prediction, diagnosis, design, planning, instruction, control, etc.) in mul-
tiple fields such as medicine, geology, chemistry, engineering, etc. Such applications 
are very affective in situations when the domain expert is not readily available [1]. 
There are diverse problems which need to be solved in the real world and they are 
difficult to solve by the expert at the moment of carrying out his work. Thus, the ex-
pert systems, and specifically the decision systems, become prolific in many fields 
[2]. On the other hand, data mining (or the analysis step of the knowledge discovery 
in databases) [3] is a discipline intimately related to expert system and which makes it 
possible to extract the necessary knowledge for them.   

The energy efficiency of plants is an important issue in any type of business but 
particularly in the chemical industry. Not only is it important in order to reduce costs, 
but also it is necessary even more as a means of reducing the amount of fuel that gets 
wasted, thereby improving productivity, ensuring better product quality, and generally 
increasing profits. At the same time, and as an added advantage of this optimization, 
keeping energy efficiency in petrochemical plants helps to reduce climate change. 

Besides, in chemical industry, one of the complex problems for the control of 
which a computational intelligent approach has sense, is a crude oil distillation unit. 
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In a crude distillation process, the first objective is to perform an entire process opti-
mization including high production rate with a required product quality by searching 
an optimal operating condition of the operating variables. In the previous decade, 
there was considerable research concerning the optimization of crude distillation 
process. In [4], the optimal feed location on both the main column and stabilizer is 
obtained by solving rigorous “a priori” models and mixed integer nonlinear program-
ming. The sensitivity to small variations in feed composition is studied in [5]. Julka et 
al. propose in a two-part article [6][7] a unified framework for modeling, monitoring 
and management of supply chain from crude selection and purchase to crude refining. 
In addition to analytical non-linear models, computational intelligence techniques 
such as neural networks [8] and genetic algorithms [9] are used for the same purpose. 
In particular, neural networks have been used for modeling and estimation of 
processes in petrochemical and refineries [10][11][12]. ´ 

There is a part of the crude oil distillation called the platforming unit. The objec-
tive of present study is focused with this part. This zone is constituted of two  
subunits: the catalytic reforming or reaction unit and the distillation unit or train distil-
lation. The expert system is focused on optimizing the production rate of the reaction 
unit.  

2 The Petrochemical Plant 

Refineries are composed of several operating units that are used to separate fractions, 
improve the quality of these fractions and increase the production of higher valued 
products like gasoline, jet fuel, diesel oil and home heating oil. The function of the 
refinery is to separate the crude oil into many kinds of petroleum products. This work 
pays special attention to Platforming Unit. This unit is constituted of two basic units: 
The catalytic reforming or reaction unit and the distillation unit or train distillation.  

The catalytic reforming of naphtha is an important refining process that seeks to 
improve the octane number of gasoline due to a conversion to paraffins and naph-
thenes in aromatics. The feed to the naphtha reformer is a crude oil fraction from the 
refinery crude unit with a boiling range between 100°C and 180°C. This process is 
adiabatically carried out at high temperatures, building up gasoline with a high octane 
number, LPG, in three reformers: hydrogen, fuel gas and coke. The coke deposits on 
the spent catalyst surface causing its deactivation. To recover its activation, the cata-
lyst with coke is regenerated after certain running time.  

In the first reactor, the major reactions such as dehydrogenation of naphthenes are 
endothermic and very fast, causing a very sharp temperature drop. For this reason, 
this process is designed using a set of multiple reactors. Heaters between the reactors 
allow an adequate reaction temperature level to maintain the catalyst operation.  

This process is performed in three different distillation columns (Fig. 1). The sepa-
rator liquid and a stream, called aromatic LPG from the external platforming unit, 
feed off the first column, the debutanizer column. This column fractionates the input 
into two basic products: butane, to the top of the column and a high hydrocarbon 
flow, also called platformer, to the bottom of the column. Platformer feeds off the 
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debenzenizer, the second distillation unit. Its goal is to obtain a light aromatic flow to 
the top free to the high hydrocarbon. This stream is fed off the third distillation  
column that produces benzene and toluene. Benzene and toluene are the important 
products to the plant. The products are sent to the Morphylane Unit and, the bottom 
product to the second column and the top product to the third column, are stored up or 
sent to the other units of the refinery.  

 

 
Fig. 1. Flow diagram of the catalytic reforming plant 

As the platforming unit is one of the critical and important unit operations for the 
petroleum industry, the goal is to achieve a well-controlled and stable system, high 
production rate and product quality as well as low operating cost for the economic 
consideration. For this reason, the attention has been paid to this unit to improve 
product rate, efficiency and quality assurance in petroleum industry in recent years. 
Our work of improving of the energy efficiency is focused in the first zone of the 
platforming unit: the reaction zone. 

3 Data Mining Process 

First of all, in order to design of the expert system we carried out a data mining 
process of the variables registered in the reaction zone of the petrochemical plant. 
Thus, this type of processes requires, first of all, a selection of the sample set and, 
later, a preprocessing where the data are analyzed, filtered, and formatted [13][14]. 
The frequency of registering of the plant was hourly, but the quality of the product is 
analyzed only once a day. The time interval of the samples of data that we had was 
from January 2009 to May 2010. So, the total sample contained 12149 records corres-
ponding to the set of variables of the plant in hourly register. The parameters of the 
reaction zone of the plant, which we used as inputs for our expert system, are  
described in Table 1. 
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Table 1. Main variables of the reaction zone of the plant 

Variable name Meaning 
WAIPTF (C) The variable that measure the catalysts 

Deterioration 
TPRIN PPPV7 (C) The input PPV7 reactor’s temperature. 

TPROUT PPV6 (C) The output PPV6 reactor’s temperature. 
TPROUT PPV5 (C) The output PPV5 reactor’s temperature. 
TPRIN PPV7 (C) The input PPV7 reactor’s temperature. 
TPRIN PPV6 (C) The input PPV6 reactor’s temperature. 
TPRIN PPV5 (C) The input PPV5 reactor’s temperature. 
CSMFGPPH3 (m3/h) The fuel gas PPH3 heater’s consumption. 

CSMFGPPH4 (m3/h) The fuel gas PPH4 heater’s consumption. 
CSMFGPPH3 (m3/h) The fuel gas PPH5 heater’s consumption. 
PTFINFLOW (m3/h) The platforming input flow. 
P PPV8 (bar) The PPV8 product separator pressure. 
TPROOM (C) The room temperature. 
DENRECGAS 
(Kg/(N*m3)) 

The recycle gas density.  
This variable manitain the PPPV8 brought under control. 

TPRPPV567 (C) The temperature increase between the three reactors. 

 
In the first step of preprocessing, 120 outliers corresponding to the days where the 

plant did not have a usual operation were filtered and deleted from the training sam-
ple. Besides, the resulting sample was filtered on the basis of a quality requirement 
(Concretely that the limit of the level of impurities in the distillate satisfies a deter-
mining conditions). Thus, 2747 registers were filtered. Thus, after the selection and 
preprocessing processes, the resulting sample had 9282 records. 

In order to quantify the objective of our mining, in the phase of transformation we 
added to each register of the sample an indicator of the energy efficient of the reaction 
zone: 

 ∑
                                       (1) 

 

 

As a first algorithm in the data mining modeling, we applied a discriminant analysis 
[13][14] to the set sample. This type of analysis is used for classification and predic-
tion. Thus, this model tries to predict, on the basis of one or more predictor, or  
independent variables, whether an individual or any other subject can be placed in a 
particular category of a categorical-dependent variable. Our aim with this analysis 
was to study the influence of the variables of the zone in the EEI parameter as well as 
the grade of importance of each of these variables. 

Thus, the result of this analysis was a discretization and separation of the five 
classes of EEI_Reaction through a linear combination of the input parameters. The 
model evaluation was performed first using ten-fold cross validation in the training 
sample. Later, a new validation by means of the testing sample was done. This kind of 
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evaluation was selected to train the algorithms using the entire testing data set and 
obtain a more precise model.  

The result of the discriminant analysis was two canonical functions (named Func-
tion1 and Function2). Function1 covered 96.8% of the variance, and Function2 cov-
ered only an additional 1.5%. So, and in view of this difference in percentage, we use 
only Function1 as a guide of EEI_Reaction.  

Using the normalized variables, the discriminant analysis offers a structure matrix 
that allows building the discriminant functions from discriminating variables, without 
using the canonical form. From now on, the N prefix indicates a normalized attribute. 
Variables are ordered by the absolute size of correlation within functions. Using the 
normalized variables, and by weighing up the high percentage of variance covered by 
Function1, the plant energy efficiency will be improved by means of the new attribute 
defined in (2). 
 

F = 0.28 * N_CSMFGPPH5 + 0.27 * N_CSMFGPPH3 − 0.27 * N_PTFINFLOW − 0.213 * 
N_P_PPV8 + 0.009 * N_DENRECGAS + 0.160 * N_CSMFGPPH4 + 0.160 * N_TPROOM + 
0.013 * N_TPRPPV567                                                    (2) 

Thus, this function marks the way that follows the operating points registered for the 
plant. As observed in Fig. 2, low values of F (specifically below -0.6) guarantee, in a 
high percentage, low consumption (an EEI_Reaction that is between 15 and 36) with 
regard to the platforming input flow. This resulting function F would be used as a 
guide and an input parameter in the optimization algorithm based on neural networks 
[13][14]. 

4 Expert System Based on Neural Networks 

In order to carry out a system for the optimization of the energy efficiency of the op-
eration points in the plant, an expert system based on a neural network kernel was 
developed. The system combines an algorithm based on the historical data of working 
environment of the plant, and an artificial neural network module for additional inter-
polations of new work environments. Therefore, in order to take decisions this solu-
tion uses a combination of the known conditions given in the past in the plant and the 
capacity of the neural network to generate new interpolated conditions when it is ne-
cessary.  

We developed an application programmed in C++ to work on Microsoft Windows, 
where we integrated our expert system. This application makes it possible to test the 
system and to visualize its results. In this section of the work, we will show screen-
shots of various windows to explain the system and to show its results. The environ-
ment includes the following working areas: 

- The value of different parameters for the operating point to optimize (distinguish-
ing between controllable and not controllable variables, depending if they are va-
riables whose value is adjustable by the operator of the plant or not). Besides, 
editable values beside each variable indicate the percent value of each variable 
that can be moved by the operator in each iteration. 
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- A plot in which you can observe, for each of the various operating point of the 
historic, its EEI_Reaction and F. 

- The configuration of the ratio of improvement that the neural networks applied to 
the operation point (the X-axis corresponds to F offset and the Y-axis corres-
ponds to EEI_Reaction and a ratio by which these values are multiplied). 

- A historic text showing the evolution of different variables along the process of 
iterations of the algorithm to optimize the energy efficiency. 

- A set of buttons to carry out the execution and test the hybrid model for a particu-
lar operating point.  

 
 

 

Fig. 2. Representation of the operations points with respect to EEI_Reaction and F 

On the other hand, the algorithm of the expert system works in the following way 
once that is selected the operation point that is necessary to optimize: 

1. First of all, it is filtered the sample by the environmental conditions in the ac-
tions of the operator of the plant (Selecting those registers whose values are out of a 
maximum percentage in which the values of the variables can be moved in each one 
of the iterations). In this respect, we distinguished between the conditions of the not 
controllable variables (those conditions for the starting point of work you want to 
optimize and which shall not be violated throughout the optimization process from 
that point) and the conditions set for the controllable variables (valid for the point 
which is currently being processed). The result of this filtering process is shown in 
Fig. 3. 

2. With the Start button is activated the optimization process. This process consists 
of a loop which in each iteration is searched for a point (from the set of points of the 
historical) which meets the environmental conditions marked (described in the point 3 
of the algorithm) that has the lowest energy. Thus, each one of these iterations im-
proves the energy conditions since the previous point and shows the operator of the 
plant how carry out that improvement. 

3. When it is not possible to improve the energy index of the current point using 
the historical register of the plant and meeting the conditions of iteration, the previous 
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loop stops. At this point a neural network module is fired in order to improve the 
energy index. This module generates, by means an interpolation process, a new work-
ing point, fulfilling the conditions set for improving the energy index variables that 
point.  (This improvement consists of a shift of both the energy index as the function 
F -described in section 3-). 

4. In this state, you can shoot again the optimization process to search, from this 
new point generated by interpolation, historical points that improve the EEI_Reaction 
to meet the conditions for the variables configured. Thus, once a new interpolated 
point is generated, the steps 2 and 3 can be executed by the user iteratively, until that 
operator of the plan reaches the desired improvement in the EEI_Reaction. The objec-
tive is to get the operation point with less EEI_Reaction of the resulting of the step 1 
(as it is shown in Fig. 4).  

The scheme of neural networks used for our system is shown in Fig. 5. It consists of a 
sequential structure of networks. Each network has got as inputs the not controllable 
variables (N_PTFINFLOW, N_DENRECGAS, N_TPROOM, N_TPRPPV567) as well 
as the two parameters that guide the energy efficiency (F and EEI_Reaction). The 
neural network 1 generates a value for the most important controllable variable 
(N_P_PPV8). The generated output is taken additionally as input by the neural net-
work 2 and so on. The order of importance of the variables generated is given by the 
weight in equation (2). With this scheme, we get a less error in the adjustment for the 
most important variables. 

The configuration of the neural networks was a Backpropagation network and they 
had a single hidden layer with 6 neurons for the case of the first network and 8 in the 
other networks. For the training process of these networks we used the 80% of the 
points of historical work as training patterns and 20% as validation patterns. The re-
sults reached in the adjustments of the neural networks were respectively 96.58%, 
96.33%, 99.75% and 99.74%. 

 

 

Fig. 3. Representation of the operation points for the current work conditions 
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Fig. 4. Result after the optimization process carried out by the system 

 

Fig. 5. Scheme of neural networks of the expert system 
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5 Results and Conclusions 

For the quantification of the results, we generated a methodology in order to carry out 
a measurement of the overall improvement that would have been reached with our 
system for the total number of registers occurred in the past. Thus, the objective of the 
methodology was to apply our expert system to all the points of the sample set calcu-
lating the improvement percentage for each point and to calculate the mean improve-
ment for the entire sample. Thus, if the expert system becomes applied on the opera-
tion points registered in the past, the energy efficiency of the zone (EEI_Reaction) 
would have improved 18.52%. This result is very good taking into account that a lot 
of operating points were in the range of [15,40] in their EEI_Reaction value and 
therefore, the scope of improvement was less. Thus, in an analysis of the results, we 
can observe as the improvement was 26.12% for those operating points with 
EEI_Reaction higher that 45 (some operating points reached an improvement of 
40%). 

As a conclusion of this work, it is necessary to emphasize that we have developed a 
tested expert system based on a module of neural networks for the optimization of the 
consumption of a part of a petrochemical plant. The energy efficiency is an important 
task that at the same time that it improves the consumption of the plant, it helps to 
reduce climate change. The expert system has been developed after a data mining 
process. It is integrated by an algorithm which uses the information relative to the 
parameters registered for the plant, and other hand, a scheme of neural networks for 
optimizing additional future operation points. Thus, this algorithm makes it possible 
for the operator to guide its work with a security in energy efficiency issues. This 
methodology for the optimization, which is the main contribution of our work, has got 
two advantages: 

- The system is working on real conditions of operation. Thus, the use of an inter-
polation algorithm as neural networks is only for linking the operation point in 
the present with operation points that had already happened in the past. This fact 
ensures results that are not only theoretical but also eminently practical. 

- The system can be constantly improved by means of the use of the operation 
points occurred in the future which can be used to adjust the neural networks. 

Currently, we are working to apply the expert system to the whole plant. Besides, our 
objective is to integrate the expert system in the SCADA monitoring system. 
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Abstract. Many neural network models have been mathematically demonstrated 
to be universal approximators. For accurate function approximation, the number 
of samples in the training data set must be high enough to cover the entire input 
data space. But this number increases exponentially with the dimension of the 
input space, increasing the space- and time-complexity of the learning process. 
Hence, the neural function approximation is a complex task for problems with 
high dimension of the input space, like those based on signal spectral analysis. In 
this paper, some aspects of neural estimation of signal spectral components are 
discussed. The goal is to find a feed-forward neural network (FFNN) model for 
estimating spectral components of a signal, with computational complexity com-
parable with Fast Fourier Transform (FFT) algorithm, but easier to implement in 
hardware. Different FFNN architectures, with different data sets and training 
conditions, are analyzed. A butterfly-like FFNN (BFFNN) was proposed, which 
has much less weight connections and better performance than FFNN. 

Keywords: Feed-forward neural networks, neural estimator, spectral  
components, signal processing, FFT algorithm. 

1 Introduction 

Considering the approximation problem with neural networks (NN), the main design 
objective is to find a neural network which is a good approximator to some desired 
input-output mapping. Many neural network models have been mathematically dem-
onstrated to be universal approximators.  

The related results include proofs for the conventional multilayer perceptron [5], 
the radial basis function (RBF) NN [16], the rational function NN [13].  

The feed-forward neural networks (FFNN), with a variety of activation functions, 
can be used as universal approximators [4], [5], [12], [8]. For accurate function ap-
proximation and good generalization, many aspects must be taken into account,  
regarding neural network topology [2], [18], training data set selection, and learning 
algorithm [3], [6]. 

For problems with small dimension of the input space, the main learning concern  
is related to over-training, which can lead to poor generalization capability of the 
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network and this fact must be considered when the neural network is designed and 
trained. In addition, the network size must be bounded, much less than the number of 
training samples. Otherwise, the network just memorizes the training samples, result-
ing in poor generalization [6].  

If the dimension of the input space is big, the time complexity of the learning 
process increases, and good approximation capability is hard to be reached for the 
entire domain of interest in the input space [1]. The role of input dimension on func-
tion approximation is studied in [10], for various norms, and target sets using linear 
combinations of adjustable computational units. It results that for good approxima-
tion, input upper bounds must decrease, as the input space dimension increases, which 
means that the smoothness of function being approximated would have to be in-
creased. 

The theory of function approximation by neural networks is the basis to many 
neural applications such as pattern recognition, data compression, time series predic-
tion, process state estimation, adaptive control, etc.  

In signal processing, there are many ANN applications combined with spectral 
analysis, using Fast Fourier Transform (FFT) algorithm. Frequently, the problems 
have small dimension of the input space, and frequency spectra are used as input data 
for ANN. In this case, neural networks are used as classifiers of signal spectral com-
ponents computed with FFT [14], [15].  

If the input space dimension is high, ANN applications focus on few spectral com-
ponents, like in power industry, where FFNN are widely used for harmonics analysis 
and prediction [20], [11]. FFT computation using cellular neural networks (CNN) was 
studied in [17], [19], where cell neighborhood is defined from functional rather than 
topological point of view. In CNN, each cell is connected only to its n-nearest neigh-
borhood cells.  

In this paper, some aspects of neural estimation of signal spectral components are 
discussed. The goal is to find a FFNN model to estimate several spectral components, 
with computational complexity comparable with FFT algorithms. Such FFNN spec-
tral estimator has advantages over FFT algorithm, even if the model is implemented 
on sequential machines. It is easier to implement than FFT algorithm, which requires 
specialized processors with bit-reversed addressing mode. 

Different FFNN architectures, with different data sets and training conditions, are 
analyzed. A new FFNN was proposed, with local connections of the inputs to the 
hidden layers, forming input butterflies like in radix-2 FFT algorithm. 

The paper is organized as follows. In section 2 some elements of signal spectral 
analysis are discussed. In section 3, aspects of neural approximation and generaliza-
tion, along with neural prediction techniques are presented. Section 4 describes some 
simulation results based on different neural architectures, training data sets and noise 
conditions. Conclusions are presented in section 5. 

2 Elements of Signal Spectral Analysis 

A physical signal x(t) has finite energy, and it is referred as a finite energy process. If 
all process characteristics are time invariant, then the process is called stationary. If a 
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stationary process has its mean values equals with corresponding temporal mean val-
ues across of a representative process instance, then the process is called ergodic. 
Signal types as ergodic processes are studied in this paper. 

Let xk(t) be a representative instance of an ergodic process x(t) into finite time in-
terval T, as shown in Fig. 1.  
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Fig. 1. Representative instance xk(t) of the ergodic process x(t) 
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where Xk(jω) is the continuous-time Fourier transform of x k(t). If the process energy 
is finite, then the integrals in (1) are bounded. 

In signal spectral analysis, frequency spectra are desired, along with spectral com-
ponent characteristics, such as magnitude of spectral components, and signal energy 
or power distribution into the spectrum. Frequency spectra are computed, according to 
input signal type, continuous- or discrete-time signal. For continuous-time signals 
x(t), integral transforms, like continuous-time Fourier transform (CTFT), are used to 
compute frequency spectra, which are complex continuous functions in the frequency 
domain. CTFT analytical expression is: 
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Digital signal processing is based on discrete-time signals x(n), as measurements of 
physical continuous-time signals x(t), at discrete moments of time, t = nTS , where TS 
= sampling period, and n = sampling time index (integer). The samples are obtained 
with the sampling frequency fS = 1/TS. In this case, frequency spectra are computed 
with discrete transforms, like discrete-time Fourier transform (DTFT), which are also 
complex continuous functions in the frequency domain. DTFT analytical expression 
is obtained by changing integral symbol into infinite series with discrete moments of 
time: 
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DTFT  is a continuous periodic function, with a period of ωS = 2π fS. = 2π /TS. This 
can be easily verified in (3), by changing variable ω with ω + ωS. In general, DTFT 
provides an approximation of CTFT, being applied on infinite input data series. If fS 
→ ∞, then TS → dt and DTFT → CTFT. But in practical applications it is impossible 
doing computations on infinite series. Even for finite series with very long sequences 
of input data, the computations are very difficult. 

Discrete Fourier Transform (DFT) is a discrete transform for spectral analysis of 
finite-domain of discrete-time functions. It is a particular type of DTFT, applied on a 
time-window with a finite number (N) of input samples of a longer input data se-
quence. As a result, DFT computes only N different frequency components, denoted 
Xk, equally spaced into a finite frequency range, corresponding to the first period of 
DTFT frequency domain, [0, ωS]. DFT is an approximation of DTFT on this frequen-
cy domain, which gets better as the number N increases.  

DFT analytical expression is obtained by sampling DTFT in frequency domain, for 
the finite input sequence, denoted xn, n = 0 … N-1: 
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Fast Fourier Transform (FFT) is an efficient class of algorithms to compute DFT and 
its inverse (it is not another discrete transform). FFT computes more quickly the fre-
quency components of the discrete spectrum than DFT expressed in (4). Considering 
a finite input sequence of N samples, the computing complexity of DFT is O(N2), 
which means that the number of operations needed to obtain the result is proportional 
with N2. By contrast, FFT algorithms have O(N·log2N). The difference in speed is 
important, especially for big values of N, when computational time can be reduced by 
several orders of magnitude (e.g. if N = 1024 = 210, then O(N2) = 1048576, while 
O(N·log2N) = 10240). 

There are many forms of FFT algorithms, with decimation-in-time and decimation-
in-frequency. Radix-2 FFT algorithms need the length of input sequence (N) to be a 
power of 2. Other FFT algorithms need N to be equal to the product of mutual prime 
numbers (e.g. 9·7·5 = 315 or 5·16 = 80). In addition, FFT algorithms for real input 
data are about 60% effort of the same sized complex data FFT.  

In general, a radix-n FFT algorithm recursively breaks down the DFT of composite 
size N = n·m into n smaller DFTs of size m, where n is the radix number. By far the 
most commonly used radix-2 FFT is the Cooley–Tukey algorithm, which successively 
breaks a DFT of size N into 2 smaller DFTs of size N/2. In this case, the shape of the 
data-flow diagram is called butterfly diagram. At its basis, the butterfly diagram takes 
2 inputs (x1, x0) and generates 2 outputs (y1, y0).  

A decimation-in-time FFT algorithm with the length of input sequence N = 2p, 
based on primitive N-th root of unity ω = exp(-j·2π / N) uses butterfly forms: 
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where k = 0 … N-1 and it depends on the part of the transform to be computed. 
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3 Aspects of Neural Estimation Using FFNNs 

Neural network models are specified by the net topology, node characteristics, and 
training or learning rules. Static neural network (SNN) models, like FFNN, are cha-
racterized by neuron equations without memory, meaning that their outputs are func-
tions only of the current inputs. SNNs implement nonlinear transformations of the 
form y = G(x), with input vectors x ∈ ℜn, and output vectors y ∈ ℜm, where n and m 
represent the vector dimensions of x and y, respectively [7]. In this paper, FFNN 
models are used for neural estimation of signal spectral components. 

There are many aspects which must be solved when using FFNNs, regarding the 
optimal network topology, learning algorithms to deal with local minima, the condi-
tions to achieve good generalization, and efficacy in scaling to larger problems [7]. 
The most practical concerns are: the network size, time complexity of learning and 
network ability to generalize. 

The network size is important, but in general it is not known for a given problem. 
If the network is too small, it will not be able to give a good model of the problem. If 
the network is too big, it will give more solutions which are consistent with training 
data set, but they are all poor approximations of the problem [2].  

The training process consists in finding the correct set of network parameters 
(weights and biases), which produces the desired mapping for the training data set. 
Time complexity of learning is directly connected with the complexity of the prob-
lem. If the dimension of the input space is very large, then it is unlikely to determine 
if the correct set of weights and biases can be found in a reasonable amount of time 
[3]. This is the case when trying to approximate a function like FFT, with a huge di-
mension of the input space.  

One way to reduce the number of network weights is to use local connections of 
the inputs to the hidden layers, so that individual neurons in the hidden layers to 
process local regions of the input space [7]. 

Neural estimation of several spectral components of a signal is a case of approxi-
mation problem, with big dimension of the input space. The inputs are N consecutive 
signal samples of finite input sequence, denoted xn, n = 0 … N-1, and the outputs 
represent estimated amplitude of the desired spectral components. Unlike neural ap-
proximation of FFT, which tries to find an approximation into the entire input space, 
spectral estimation takes into account a much smaller input region, for signals with 
bounded variations in frequency and amplitude. 

At every k moment of time, the time-window contains a finite number (N) of time-
delayed samples, which form the input sequence of FFNN, as illustrated in Fig.2. The 
input sequence xn was denoted according with time moment considered: x0 = x(k-
N+1), …, xN-1 =  x(k).  

It can generally be assumed that any real data will have some degree of uncertain-
ty, generated by systematic or random errors. The estimates take into account the 
uncertainty in the target data or the uncertainty in the input data. Therefore, it is ne-
cessary for any learning system to be able to cope with such uncertainty, producing 
valid estimates based on real data sets. In this paper it is assumed that there is noise 
on the input data sets, generated by measurement system.  
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Fig. 2. Spectral component estimation using feed-forward neural networks 

For every step k, the estimation error e(k) is computed based on the computed and 
estimated values of spectral component amplitudes. 

The performance goal has to be small enough to assure good estimation perfor-
mance, but not too small to avoid loss of generalization. The mean squared error mse 
was chosen as performance function: 
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where M is the number of vectors in data sets. 

4 Experimental Results 

For simulations, signal data sets are generated, as sequences of samples from noisy 
signals with different narrow frequency bandwidth. In spectral analysis, time-
windows with N = 32 samples are used, as inputs to FFNN and also to FFT algorithm, 
which computes the desired frequency spectra. The sampling frequency was chosen 
as fS = 3200 Hz, resulting a frequency resolution of deltaf = 100 Hz. 

Using FFT algorithm, the computed frequency spectra have 32 spectral compo-
nents, of which only 16 are used, into the frequency domain [0, 1500] Hz. They form 
the desired frequency spectra in supervised learning process. 

Due to large dimension of the input space, ℜN, approximation of the entire FFT 
function is a very complex task. Hence, a smaller region of interest into the input 
space has to be selected, taking signals with narrow frequency bandwidth and 
bounded variations of magnitude. In this case, noisy signals in 2 narrow frequency 
intervals (3 components) are generated, I1 = [100, 300], and I2 = [700, 900] Hz.  
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The signals are series of sinusoidal functions, with variable number of spectral 
components, Nrsc = 1, 2 or 3, with discrete frequencies randomly selected in intervals. 
Also, the amplitudes and phases are bounded and randomly selected between the lim-
its: Aj ∈ [1,  3] and [-π/2, π/2], respectively. The signal analytical expression is: 
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The signal parameters are: Nrsc, Aj, fj, and ϕ j, j = 1 … Nrsc. For every parameter set 
with chosen Nrsc, a data sequence is generated. Time horizon includes Ntw = 10 dis-
tinct time-windows. Hence, each data sequence contains N·Ntw = 320 samples.  

In addition, signals can be affected by different types of noise (measurement, con-
version, digital processing), which in general is considered as additive noise z(t), re-
sulting a noisy signal: xz(t) = x(t) + z(t). In this paper, additive noise is considered 
with limited variations and uniform distribution. The signal-noise ratio is SNR = 20. 
An example of data set, with- and without noise, is shown in Fig. 3. 
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Fig. 3. Data sequence generated with 2 spectral components, fj1 = 300 Hz and fj2 = 200 Hz 

For FFNN training and testing, each input data sequence is organized as a matrix 
of type [N, Ntw], where each column contains N samples of time-windows. For exam-
ple, the samples of first time-window of data sequence, presented in Fig. 3, are illu-
strated on the left side in Fig. 4. The noisy samples are illustrated with continuous line 
and the noiseless values are drawn with dotted line. On the right side, spectral com-
ponents are represented with circle and diamonds marks, respectively. 

For every frequency interval, I1 and I2, 2 training sets, with Nrsc = 1 and 2, respec-
tively, and 3 testing sets, with Nrsc = 1, 2 and 3 are generated. The training sets con-
tains a number of Nlds = 50 data sequences, with Ntw = 10 time-windows each. So, 
each training set contains a number of learning vectors Nlv = 500. Similarly, the test-
ing sets contains a number of Ntds = 5 data sequences, with a total number of testing 
vectors Ntv = 50. 
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Fig. 4. Samples of first time-window, along with its computed FFT magnitude 

All neural networks were trained using Levenberg-Marquardt back-propagation al-
gorithm. During network learning and testing, the same performance criterion was 
used, the mean squared error (mse) of spectral component estimation related to initial 
noisy frequency spectrum, denoted msel and mset, respectively.   

Two different FFNN architectures were tested. The first type of FFNN architecture 
is a standard FFNN with one N-dimensional input, one hidden layer with Nhn neurons, 
and one N/2-dimensional output, as illustrated in Fig. 5. The neurons in hidden layer 
have tansig transfer functions, and output neurons have poslin transfer functions, so 
that only positive values to be generated for spectral component amplitudes. Two 
feed-forward neural networks were generated with different number of neurons in 
hidden layer, Nhn = 32, and 64, respectively.  

 

Fig. 5. First type of FFNN architecture, with one N-dimensional input 

The second type of FFNN architecture is a butterfly-like FFNN (BFFNN) with two 
N/2-dimensional inputs, two hidden layers with Nhn1 = Nhn2 =N/2 neurons, connected 
separately with the inputs, and one N/2-dimensional output, as illustrated in Fig. 6. 
The neurons in hidden layers have linear transfer functions, and output neurons have 
poslin transfer functions.  

The N input data samples are separated in two N/2-dimensional inputs, in the same 
manner as in radix-2 FFT algorithm to form butterfly diagram. The samples with even 
index are grouped into the first neural input, and the odd index samples form the 
second neural input. In this way, better performance than FFNN is obtained with less 
effort (much less weight connections). 
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Fig. 6. Butterfly-like FFNN architecture, with two N/2-dimensional inputs 

The training and testing results for 3 NNs are represented in Table 1. The parame-
ter mset1 represents the testing performance for testing data sets with Nrsc = 1, while 
mset2 is for testing data sets with Nrsc = 2. It can be observed that butterfly-like  
FFNN has much better performance than FFNN, and mse has similar values in both 
frequency ranges.  

Table 1. Network Performance for Different Neural Predictors 

Freq. 
Range 

Nrsc 
FFNN with Nhn = 32 FFNN with Nhn = 64 Butterfly-like FFNN 
msel 
·10-6 

mset1 
·10-6 

mset2 
·10-6

msel 
·10-6

mset1 
·10-6

mset2 
·10-6

msel 
·10-6

mset1 
·10-6 

mset2 
·10-6 

I1 
1 5.89 6.244 3.246 5.93 6.215 5.81 0.331 0.369 7.494 
2 3.29 6.461 3.342 3.02 6.31 3.01 1.38 2.218 0.845 

I2 
1 5.99 6.310 3.560 6.12 6.227 9.665 0.331 0.379 7.108 
2 3.81 6.799 3.483 3.28 6.477 3.345 1.32 0.378 0.768 

5 Conclusions 

In this paper, some aspects of neural estimation of signal spectral components are 
discussed. Different FFNN architectures, with different data sets and training condi-
tions, are analyzed. A butterfly-like FFNN (BFFNN) was proposed, which has much 
less weight connections and better performance than FFNN.  
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Abstract. This study describes the on-line operation of a seismic detection  
system to act at the level of a seismic station providing similar role to that of a 
STA / LTA ratio- based detection algorithms. The intelligent detector is a Sup-
port Vector Machine (SVM), trained with data consisting of 2903 patterns ex-
tracted from records of the PVAQ station, one of the seismographic network’s 
stations of the Institute of Meteorology of Portugal (IM). Records’ spectral var-
iations in time and characteristics were reflected in the SVM input patterns, as a 
set of values of power spectral density at selected frequencies. To ensure that all 
patterns of the sample data were within the range of variation of the training set, 
we used an algorithm to separate the universe of data by hyper-convex polyhe-
drons, determining in this manner a set of patterns that have a mandatory part of 
the training set. Additionally, an active learning strategy was conducted, by ite-
ratively incorporating poorly classified cases in the training set. After having 
been trained, the proposed system was experimented in continuous operation 
for unseen (out of sample) data, and the SVM detector obtained 97.7% and 
98.7% of sensitivity and selectivity, respectively. The same type of ANN pre-
sented 88.4 % and 99.4% of sensitivity and selectivity when applied to data of a 
different seismic station of IM. 

Keywords: Seismic detection, neural networks, support vector machines,  
spectrogram. 

1 Introduction 

In the past decade, Computational Intelligence (CI) techniques have been applied in 
the area of seismology for several classes of problems: earthquake prediction [1,2], 
control and monitoring of civil engineering structures [3,4], discrimination between 
event types (earthquakes,  explosions, volcanic, underwater) [5,6], phase determina-
tion [7-9] and seismic image [10]. 

Although a significant amount of research has been devoted to automatic seismic 
detection algorithms, the majority of the systems employed in seismic centers are 
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based on the Short Time Average (STA) / Long-Time Average (LTA) ratio and its 
variants [11]. These algorithms produce a significant number of false alarms and 
missing detections, therefore needing human supervision at all times. Thus, conti-
nuous research efforts are required aiming at highly efficient real time seismic event 
detectors to be applicable on continuous seismic data. 

CI techniques were also applied to the detection of seismic events. Dai and co-
workers [12] developed a MultiLayer Perceptron to identify the the P and S arrivals. 
Compared with manual detection, the systems correctly identified between 76.6% and 
82.3% of the P arrivals, and between 60.5% and 62.6% of the S arrivals. In [13], two 
types of Artificial Neural Networks (ANNs) were trained with different types of in-
puts. Experiments have shown that these systems performed better than those algo-
rithms based on a threshold of the STA/LTA ratio. 

The authors, in a previous work [14], used SVMs to design a seismic detector, to 
be applied at station level, which obtained, offline, an almost perfect classification. 
Section 2 describes briefly this past work. Section 3 describes the results obtained 
with this detector in continuous, on-line operation, for data originated from the  
same seismic station. Section 4 illustrates the performance of the same detector for 
data originated from a different station. Conclusions and future work are expressed in 
section 5. 

2 Offline Operation 

2.1 Training Data 

The data used was collected from a seismic station, located in the south/center of 
Portugal: PVAQ, located in Vaqueiros, Algarve (37º24.22'N, 07º43.04'W). In this 
work, the spectrogram is used as the first stage of earthquake detection. 
The Power Spectrum Density (PSD) is estimated using periodogram averaging. Only 
positive frequencies are taken into account (the so-called one-sided PSD). PSD values 
are slightly smoothed by taking the average of PSD values in a constant relative 
bandwidth of 1/10 of a decade. The procedure to achieve that smoothness was as fol-
lows: Let P(f) be the PSD values in some set of discrete frequencies F. Starting with 
the lowest frequency of F, (fmin), we created a sequence of frequencies separated by 
1/10 of a decade, 
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We then split F into disjoint subsets Dk, 
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each set Dk is associated with a frequency fk as defined above. The smoothed PSD, 
Ps(fk), is given by, 
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We have divided segments of 120 seconds into 5 non-overlapping intervals. For each 
one of them we computed the PSD. This is done with standard Matlab functions. We 
then picked the power spectrum at 6 frequencies 1, 2, 4, 8, 10 and 15 Hz. This means 
that 30 different features (5 frequencies for each of the 5 intervals) will be used for 
the classifier. This was a constraint that we imposed, in order to limit the classifiers 
complexity. Fig. 1 illustrates a seismic-record and the spectral content for each of the 
5 intervals considered, presented with the selected frequencies highlighted. 

 
Fig. 1. (A) 120 seconds of seismic record; (B) Spectrogram 

Seismic data from the IM PVAQ seismic station, and previously classified by 
seismologists of the National Data Center (NDC), was collected.  The seismic detec-
tor used at a station level (like PVAQ) is a standard STA/LTA ratio based detector. 
Fig. 2 outlines the operation of such a detector. 
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Fig. 2. Block diagram of a typical STA/LTA detector 

The input data is band-pass filtered to maximise sensitivity within a specific fre-
quency band of interest, and to reject noise outside this band. Averages of the 
modulus of signal amplitude are computed over two user-defined time periods, a short 
time average (STA) and a long time average (LTA), and the ratio of the two, 
(STA/LTA), at each sample point is computed. If this ratio exceeds a user-defined 
threshold, then a trigger is declared, and the system remains in a triggered state until 
the ratio falls below the defined threshold. 

From the year of 2007, 2903 examples were collected, 502 representing Class 1 
(classified as seismic event by the seismologists at NDC, and where seismic phases 
were identified in the PVAQ records), and the other 2401 classified as non-seism. For 
the positive case, the station detection system miss-classified 50% of the events. In 
the non-seism class, 50% of the examples were randomly selected representing events 
that triggered the detection system, but that were not classified as seismic by the 
NDC, while the rest of the examples were selected randomly, neither coinciding with 
events detected by the system nor classified as earthquakes by the NDC. This way, 
the station automatic detection system achieved values of 50% of sensitivity, or Re-
call (R) and Specificity (S) in the data collected. 
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where TP, TN, FP and FN denote the number of True Positives, True Negatives, False 
Positives and False Negatives, respectively. 

2.2 Training Methods 

SVMs, trained with the algorithm described in [15] were used as classifiers. The first 
experiment was conducted by assigning randomly 60% of the data to the training set, 
40% to the validation set. It was only ensured that a similar percentage of positive 
cases were assigned to each data set. The training set consisted of 1744 examples, 
with 307 positive cases; the test set had 582 examples, with 99 positive cases; the 
validation set consisted of 577 events, with 96 positive cases. 
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Subsequently, another set of experiences regarding different partitioning of data 
between the training and validation sets was conducted. First of all, an approximate 
convex hull of the input data has been obtained, and the examples that lie in the hull 
were integrated in the training set. In order to maintain an approximate distribution of 
60% and 40% of the data to the two sets, examples of the original training set were 
moved to the validation set. Then, a naïve form of active learning was applied. The 
examples badly classified in the validation set were incorporated in the training set, 
and randomly removed the same number of examples of the validation set, provided 
they were not in the approximate convex hull previously determined. This procedure 
was repeated three times. The results are presented in Table 1. 

Table 1. SVM performance with active learning 

SVs R S R(All) S(All) 

583 100.00 100.00 99.62 99.35 

609 100.00 100.00 99.72 99.66 

626 100.00 100.00 99.76 99.72 

640 100.00 100.00 100.00 99.93 

 
The first column in Table 1 denotes the number of support vector. The second and 

third denote the Recall and Specificity values, for the training set, while the two last 
columns show these values for the whole data. 

The first row shows the values obtained without active learning, while the other 
lines illustrate the results obtained, for each active learning iteration. 
Further off-line results, for SVMs and MLPs, can be seen in [14]. 

3 Continuous Operation 

The SVM classifier, due to its superior performance, was chosen as the seismic detec-
tor. Subsequently, it was applied in continuous operation, for the seismic record cor-
responding to the year of 2008. The 120 sec. window slides within the whole seismic 
record, in intervals of 50 samples (0.5 sec). Each window of 120 sec. is applied to the 
classifier, and its output compared with the seismic catalogue, resulting in a label of 
TP, FP, TN or FP for that segment. 

The neural network classifier was applied to the first 256 days of 2008. As the sta-
tion was not working correctly in the Julian days 3, 200 and 201, these days were not 
considered. 

During the period of 253 days, 1545 seismic events were found in the Portuguese 
Catalogue, corresponding to this seismic station. From these, 964 were considered as 
local, and 581 as regional events. The number of tectonic events was 638. and the 
remaining -907- were classified as explosions. Figure 3 illustrates the histogram of 
magnitudes of the seismic events, within the period considered. The minimum magni-
tude is 0.1, and the maximum is 4.7. 
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Fig. 3. Histogram of the seismic magnitudes for PVAQ 

 

Fig. 4. Magnitude vs. decimal logarithm of the distance, for events non-detected in PVAQ 
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Fig. 5. Values of Recall for PVAQ 

 

Fig. 6. Values of Specificity for PVAQ 
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Out of the 1545 events, the classifier did not detect 11 events.  Figure 4 shows, for 
those events, the magnitude versus the decimal logarithm of the distance (in Kms) to 
the hypocenter. The symbol ‘+’, in red, denotes explosions, while the black dot de-
notes earthquakes. As it can be seen, events with large magnitude that were not de-
tected have hypocenters with a large distance from the station. 

Figures 5 and 6 show the Recall (R) and Specificity (S) computed for each day, 
within the 253 days considered. In the Julian day 125 no seismic events did occur  
and no false negatives were obtained. For this reason, this day is not considered in 
figure 6. 

Computing the R and S values for the whole period considered, 97.7% and 98.7% 
were obtained, respectively. 

4 Continuous Operation for Estremoz Station 

The SVM classifier, trained with the 2007 year data from PVAQ station, was applied 
in continuous operation, for the first 185 days of 2008, of another station within the 
Portuguese seismic network, Estremoz – PESTR, located in Central Alentejo 
(38º52.03'N 07º35.41'W). 

Figure 7 shows the histogram of the magnitudes of the seismic events for the pe-
riod considered. The minimum magnitude was 0.5, and the maximum 4.7. 

 

Fig. 7. Histogram of the seismic magnitudes for PESTR 
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During the period considered, there were 535 events, 272 being considered local 
events, and 263 regional events. From these, 226 were earthquakes, and 309 were 
explosions. The SVM classifier was not able to detect 71, out of the 535 events. 

Figure 8 shows the Recall values, computed for each day. For Julian days 3, 7, 14, 
17, 20, 26, 43, 47, 48, 76, 96, 118, 122, 125, 132, 181, there were no seismic events 
recorded, nor classifier false negatives. For Julian days 50, 89, 155 and 159 there 
were no seismic events recorded. For this reason, these days are not represented in the 
graph. 

 

Fig. 8. Recall values for PESTR 

Figure 9 illustrates the Specificity values, computed for each day. 
Figure 10 illustrates the characteristics of the events not detected by the classifier. 

The same conventions of figure 4 were used. 
The R and S values, for the whole period considered, are 88.4% and 99.4%. Consi-

dering the S values (nearly perfect) for the two stations, it can be concluded that the 
SVM classifier learnt how to separate seismic events from background noise. In terms 
of the R values, it is no surprise a worse value for PESTR, as the classifier was trained 
with positive examples for PVAQ. In terms of the geophysical properties of the soil of 
the two stations, they should be very different as PVAQ is near the seaside and 
PESTR in the interior. The distance between the 2 stations is nearly 200 kms. 
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Fig. 9. Specificity values  for PESTR 

 

Fig. 10. Magnitude vs decimal logarithm of the distance, for events non-detected in PESTR 
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5 Conclusions 

With the same data that produced 50% Sensitivity and Selectivity values in an exist-
ing detection system, based on the LTA/STA ratio, we were able to obtain, with a 
SVM classifier, almost perfect classification. 

The SVM classifier, in continuous operation, achieved Recall and Sensitivity val-
ues of 97.7% and 98.7%, for 253 days of unseen data, from PVAQ, and 88.4 % and 
99.4 %, for 185 days of PESTR. Taking into account that seismic events of magnitude 
as small as 0.1 were considered, and that the results for PESTR were obtained with a 
classifier trained with PVAQ data, these results can be seen as excellent. 

In the future we aim to derive classifiers for all seismic stations in the South and 
South/Center of Portugal. This will enable an automatic detection system that can 
monitor, very accurately, the seismic activity in the South of Portugal. Another issue 
that will be looked at is the time taken to detect an event. The classifier was trained 
with 120 sec. segments, where, for the positive cases, the P phase was in the begin-
ning of the segment. In continuous operation, we should expect the classifier to have 
the same behavior, i.e., a pick-up time of 120 sec should be expected. Analyzing the 
continuous operation, the average time is actually 84 sec. But, if only events with 
magnitude greater than 3.0 are considered, the delay time decreases to 16 sec. It  
can be expected that, by training the classifier with segments where the P phase is  
not necessarily in the beginning of the segment, the pick-up time can be significantly 
reduced. 
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Abstract. When used for function approximation purposes, neural networks 
and neuro-fuzzy systems belong to a class of models whose parameters can be 
separated into linear and nonlinear, according to their influence in the model 
output. This concept of parameter separability can also be applied when the 
training problem is formulated as the minimization of the integral of the (func-
tional) squared error, over the input domain. Using this approach, the computa-
tion of the derivatives involves terms that are dependent only on the model and 
the input domain, and terms which are the projection of the target function on 
the basis functions and on their derivatives with respect to the nonlinear para-
meters, over the input domain. These later terms can be numerically computed 
with the data. 

The use of the functional approach is introduced here for Takagi-Sugeno 
models. An example shows that this approach obtains better results than the 
standard, discrete technique, as the performance surface employed is more simi-
lar to the one obtained with the function underlying the data. In some cases, as 
shown in the example, a complete analytical solution can be found. 

Keywords: Takagi-Sugeno models, Functional training, Parameter separability. 

1 Introduction 

One of the crucial problems of fuzzy rule based modelling is how to find an optimal 
or at least a quasi-optimal rule base for a certain system. If there is a human expert 
who can tell the rules explicitly or if there is a linguistic description of the modelled 
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system available then the fuzzy rule base can be easily constructed. However, in most 
applications, none is available. In this case some automatic method to determine the 
fuzzy rule base must be employed. Some of these methods were inspired by the evo-
lutionary processes can be found in nature. Apart from the evolutionary methods, in 
the area of neural networks there are training algorithms known and these can be ap-
plied to fuzzy systems as well. These are useful when there are only numerical data 
about the problem. 

Provided some assumptions are met in the rule base and in the membership func-
tions, a fuzzy system, and in particular, a Takagi-Sugeno (TS) fuzzy system, can be 
seen as a system whose parameters can be separated, according to their influence on 
the output, as linear and nonlinear. This is shown in Section 2. 

Having in mind that the ultimate goal of modelling is to obtain a “good” approxi-
mation of the function behind the data, and not to the data in itself, the modelling 
problem can be formulated as the minimization of the integral of the (functional) 
squared error, along the input domain, and not as the usual sum of the square of  
the errors. This new formulation, denoted as functional approach, is discussed in  
Section 3.  

Section 4 applies this new formulation, employing the separability property, to TS 
systems. This is achieved using a simple example. In the functional approach, the  
training algorithms employ two types of terms. i) terms dependent only on the model 
and the input domain, and independent on the target function, and ii) other terms 
which are dependent on the model, the target function and the input domain. As the 
latter are integrals, which have to be approximated, in Section 5 we compare the per-
formance of different numerical integration techniques. Conclusions and future work 
directions are drawn in Section 6. 

2 TS Fuzzy Systems 

It is assumed that the model consists of a rule base: 

 ( ){ }iR R=  (1) 

where, for the SISO case: 

( ) ( ) ( ) ( ) ( )
0 1:: if (  is ) then y ; 1, ,i i i i iR x X u u x i r= = + =                    (2) 

r being the number of rules. 
Given a crisp input datum x, assuming that for implementing logic connectives 

such as the conjunction and implication, the t-norm used is the algebraic product, the 
output, y , of this model is: 
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where ( )iX
μ is the membership function for the input linguistic term ( )iX . Assuming 

that the membership functions form a Ruspini partition, the denominator of (3) is 
unitary. Therefore, (3) can be written as Ty = φ u , with 

 (1) (2) ( ) (1) (2 ) ( )( ) ( ) ( ) ( ) ( ) ( )r r

T

X X X X X X
x x x x x x x x xμ μ μ μ μ μ =  φ      (4) 

and 

 (1) (2) ( ) (1) (2) ( )
0 0 0 1 1 1...T r ru u u u u u =  u   (5) 

The generalisation for the multi-input, single output case is straightforward. Assum-
ing k inputs, ni linguistic terms for the ith input, and denoting by 

 (1) (2) ( )
( )

r
i i i iu u u =  u   (6) 

and by  

 ( ) (1) (1)

1

( ) ( ) ( )k
ni
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μ μ μ  
 ∏ = 

 
=  
  

μ x x x x , (7) 

eqs (4) and (5) can be transformed to: 

 [ ]1( ) ( ) ( )T
k=φ μ x μ x Ix μ x Ix  (8) 

and 

 (0) (1) ( )
T

k =  u u u u  (9) 

In this work trapezoidal membership functions will be used. The jth (out of pi) interval 
on the ith input is defined as: 
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The jth membership in the ith dimension is defined as: 
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As it can be seen, from the previous equations, the u parameters appear linearly in the 
output, and the λ parameters nonlinearly. 

In this work, the model parameters are estimated with data, a process known in the 
neural network jargon as training. Considering  m  patterns, y is the output of the 

model, a vector with m elements, and X is the input matrix, with dimensions m*n (n 
is the number of inputs). It is assumed that the model has un  linear parameters and 

vn  nonlinear parameters1. Γ is the matrix of the basis functions (dimensions m * un ), 

so that the output can be seen as: 

 ( ) ( ), , ,=y X v u Γ X v u  (12) 

The training criterion normally employed is 

 ( ) ( ) ( )2 2

2 2
, , , ,

, , ,
2 2d

−
Ω = =

t Γ X v u e X v u t
X v u t , (13) 

where t is the target vector, e is the error vector and 
2

 is the Euclidean norm. As 

the model parameters can be decomposed into linear and nonlinear ones, we can de-
termine the optimal value of the linear parameters with respect to (wrt) the nonlinear 
ones: 

 ( ) ( ) 1
ˆ , , T T

d

− += =u X v t Γ Γ Γ t Γ t  (14) 

where the symbol ’+’ denotes a pseudo-inverse. We can incorporate this value in the 
usual criterion and introduce a new criterion (independent on the linear parameters): 

 ( )
222

2 2 2
ˆ

, ,
2 2 2

d
d

⊥

+−−
Ψ = = =

ΓP tt ΓΓ tt Γu
X v t  (15) 

Where ( ), ⊥

+= −Γ x vP I ΓΓ  is the projector on the orthogonal complement of the space 

spanned by the basis functions. 
The concept of separability of parameters in general nonlinear least-squares prob-

lems has been introduced in [1]. A good review on the applications of this concept 
can be found in [2]. In the context of neural networks, it has been introduced in [3], 
for Multilayer Perceptrons, in [4] for Radial Basis Functions and in [5] for B-splines 
and neuro-fuzzy systems. 

3 The Functional Approach 

Let us assume that the function to approximate was known, and let it be denoted by 

( )t x . In this case, (12) and (13) can be replaced by: 

                                                           
1 From now on, we shall denote, for compatibility with previous works, the nonlinear parame-

ters as v. 
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 ( ) ( )Ty , , ,=v u φ v ux x  (16) 

and  
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Notice that in (16) x  is now a multi-dimensional real variable: 

 1 ,, , ,i nx x x=x    (18) 

and that in (17) 
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t  and e  are also real functions. φ  is a vector of basis functions, and not a matrix as 

in the discrete case. The Jacobian is given as: 

 

( ) ( ) ( ) ( )

( ) ( )

, ,
, , , | , ,

|

,
|

T T

T

T
T

∂
= =   =  ∂  

 ∂ 
 =  ∂   

u v

y v u
j v u j v j v u

u v

φ v
φ v u

v

x
x x x

x
x,

 (20) 

and the gradient as: 
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Equating the first eq.of (21) to 0, we have: 
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As in the discrete case, we can incorporate this value in criterion (17), and have a new 
criterion, independent of the linear parameters: 

 ( ) min min min

21

min, , ,
2

MAX MAX MAX

T T

f MAX

t d td d

−   −  
    Ψ =

  φ φφ φ

v

x x x

x x x

x x x

x x x      (23) 

3.1 Training Algorithms 

If we want to apply the Back-Propagation (BP) algorithm [6] to train the model: 
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We need to compute the gradient of criterion (23). It can be proved (please see [7] for 
details) that it can be obtained as: 
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Therefore, to use this methodology, we need to have available: 
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which are independent on the function to approximate, and can be obtained analytical-
ly for the model at hand.  

The only terms involving the function to approximate are: 
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In a practical application the underlying function is not known (otherwise it should be 
used). The integrals (28) and (29) can be numerically approximated using the training 
data. 
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4 An Example 

We are going to use a very simple example to illustrate how the functional approach 
can be applied to TS systems. Our aim will be to approximate the function 

( ) ( )10Sin x
t x

x
= , over the domain [ ]1,1x ∈ −  with a TS system, with only 2 rules. 

For this domain, 
min

MAX

T d φφ
x

x

x  can be given as: 
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     (30) 

Notice that, as the matrix is symmetric, only the upper-diagonal elements are shown. 
Notice also that, due to lack of space, we could not shown (26), the inverse of (30). 

For the same reason, we can not show (27). Instead, we will illustrate 
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We can train the TS model analytically. Equation (24) will be used, with 0.02η = , 

for 5 different starting points. The training will be stopped whether when a maximum 
number of 200 iterations is reached, or when the following criteria are simultaneously 
satisfied: 
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where  

 [ ] [ ]( )1k kβ τ= + Ψ  (34) 

and τ is a measure of the desired number of correct digits in the objective function. 
This is a criterion typically used in unconstrained optimization [8]. In all examples, 

610τ −= is used. 
As an order relation must be preserved for the nonlinear parameters (i.e. 2 1λ λ> ), 

the standard BP algorithm needs to be modified. In order to maintain the same search 
direction, the update vector ( [ ]s k = [ ]kη− g ), when a violation is detected 

( [ ] [ ]1i ik k+ <λ λ ), is reduced of a factor g so that the position of the (i+1)th knot is 

located half-way between the previous distance of the two corresponding knots: 
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−
λ λ

s s
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Therefore, when there is a violation of the order relation, the learning rate for the BP 
algorithm is updated at that iteration. 

Figure 1 shows the analytical performance surface, together with the results of five 
different trainings. 

As it can be seen, even with a very simple example, several local minima exist. 
The surface is symmetric, and there are two global minima, located at  [-0.357,-0.116] 
and [0.116, 0.357], with a value of 4.4.for criterion (23). 

 

Fig. 1. Analytical performance surface  
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The flowing table illustrates the different trainings. 

Table 1. Analytical trainings 

va[1] [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

n 55 26 55 200 200 

[ ]a nΨ  5.22 7.01 5.22 4.82 6.15 

Va[n] [-1.0,-0.087] [-0.28,0.28] [0.088,1.0] [0.182,0.395] [-0.28,0.06] 

 
The first line shows the starting points, and n is the number of iterations taken by 

the training. Notice that no training attains the global minima. This is due to the set-
ting of the maximum number of iterations (200). The two last evolutions would attain 
the global minima with a few more iterations. 

If the function is not known, but only data is available, a same methodology can be 
employed, this time approximating the integrals (28) and (29). In a first case, we  
shall use a Gaussian quadrature algorithm. In this technique, the integral is  
approximated as: 

 ( ) ( )max

min 1

mx

i ix
i

f x dx f x w
=

≈  (36) 

Notice that the abscissas ix are chosen by the method. The following figure and table 

illustrate the results obtained with m=25. 
 

 

Fig. 2. Gaussian quadrature performance surface 

The performance surface is very similar with the analytical one. The different  
evolutions go to the same minima, as it can be also seen in Table 2. 



552 C.L. Cabrita et al. 

Table 2. Gaussian quadrature trainings 

vG[1] [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

n 102 39 55 29 32 

[ ]G nΨ  5.02 7.01 4.99 4.27 4.15 

vG[n] [-1.0,-0.118] [-0.29,0.29] [0.121,1.0] [0.12,0.41] [-0.31,-0.16] 

[ ]a
a v n

Ψ  5.34 7.01 5.36 4.49 4.49 

 
The last line in the table shows the value of the analytical criterion, evaluated for 

the last parameters values obtained by the training performed with the data, using 
Gaussian quadrature. As it can be seen, comparing with Table 1, similar values were 
obtained. 

4.1 Different Integration Techniques 

As pointed above, although the last training was performed with data, the training 
inputs were obtained with Gaussian quadrature. In practice, we do not usually have 
control over the training data. For this reason, we conducted afterwards a series of 
trainings, where the input data was randomly generated. Different integration tech-
niques were also compared. In all experiments, 25 input patterns were used, In order 
to compare the different methods, we fixed the extrema to -1 and +1. Therefore, only 
23 of the 25 values were randomly generated.  

Besides comparing the different integration techniques, we also compared the 
functional approach with the standard, discrete training, minimizing (15). The follow-
ing figure and table show the results obtained. 

 

Fig. 3. Discrete performance surface 
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Table 3. Discrete trainings 

vd[1] [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

n 2 200 2 3 4 

[ ]d nΨ  181.31 112-81 172.82 63.43 72.54 

vd[n] [-0.90,-0.85] [-0.58,1] [0.85,0.90] [0.12,0.39] [0.17,0.18] 

[ ]G
a v n

Ψ  12.21 9.00 12.21 4.65 5.35 

 
Comparing these results with the analytical results, and the Gaussian quadrature 

ones, we can conclude that for 3 of the 5 initial points, very different (worse) results 
were obtained. 

Subsequently, with the same random data, the functional methodology was expe-
rimented, with different integration techniques. 

The first one used was the forward integration. The integral is approximated as: 

 ( ) ( )( )max

min

1

1
1

mx

i i ix
i

f x dx f x x x
−

+
=

≈ −  (37) 

The results obtained are shown in the fig. and table below. 

 

Fig. 4. Forward integration 
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Table 4. Forward integration trainings 

vf[1] [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

n 15 7 42 46 3 

[ ]f nΨ  4.82 9.54 4.69 7.02 5.21 

vf [n] [-0.43,-0.14] [-0.85,0.95] [0.08,0.81] [-0.99,0.12] [-0.87,-0.04] 

[ ]f
a v n

Ψ  4.70 9.75 5.71 7.85 5.67 

 
The results obtained are better than the discrete training for 2 out of the 5 initial 

points. The 2nd and the 5th trainings are similar and only in the 4th evolution the dis-
crete version is clearly better. 

The next integration method tested was the backward approximation: 

 ( ) ( )( )max

min

1

1 1
1

mx

i i ix
i

f x dx f x x x
−

+ +
=

≈ −  (38) 

The results obtained are summarized in Fig. 5 and Table 5. 

 

Fig. 5. Backward integration 

Table 5. Backward integration trainings 

vb[1] [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

n 7 9 59 7 3 

[ ]b nΨ  11.60 9.16 5.14 4.70 5.09 

vb [n] [-0.88,-0.75] [-0.80,0.98] [0.08,0.32] [-0.99,-0.05] [-0.87,-0.09] 

[ ]b
a v n

Ψ  12.16 9.64 4.58 5.32 5.51 
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Subsquently, a trapezoidal technique was experimented. In the trapezoidal, or Tus-
tin method, the approximation employed is: 

 ( ) ( ) ( )( )( )max

min

1

1 1
1

1

2

mx

i i i ix
i

f x dx f x f x x x
−

+ +
=

≈ + −  (39) 

The results obtained are summarized below. 

 

Fig. 6. Trapezoidal integration  

Table 6. Trapzoidal integration trainings 

vt[1] [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

n 6 2 24 22 12 

[ ]t nΨ  5.59 9.43 4.74 5.11 5.80 

vt[n] [-0.98,-0.16] [-0.95,0.86] [0.03,0.49] [-0.99,-0.02] [-0.99,0.18] 

[ ]t
a v n

Ψ  5.81 9.77 5.08 5.60 6.06 

 
The results are more consistent across the different initial points. The last training 

technique experimented was a polynomial interpolation algorithm, available in Ma-
thematica©. The order 3 was experimented. 
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Fig. 7. 3rd order polynomial integration 

Table 7. 3rd order polynomial integration trainings 

vp[1] [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

n 35 12 45 35 15 

[ ]p nΨ  6.46 9.77 4.31 3.88 5.66 

vp[n] [-0.91,0.03] [-0.91,0.74] [0.071,0.36] [0.08,0.19] [-0.39,0.03] 

[ ]p
a v n

Ψ  6.34 9.51 4.65 5.59 5.32 

 
Finally, Table 8 compares the different methods tested, together with the analytical 

and the discrete methods. 
On bold we highlight the best results obtained with the random data. The discrete 

technique obtains the best values, for 3 out of the 5 starting points. In the other 2 
points very bad results were obtained, compared with the other functional approaches 

In a final test, 20 experiments were performed for each method, for each one of the 
5 starting points. The results are presented in terms of mean ( μ ) and standard devia-

tion (σ ). Table 9 presents these statistics for the optimal values of  the criteria  
optimized, and Table 10 shows the same statistics, but translated to the analytical 
criterion, evaluated at the final points for each different optimization. 

 
 
 



 Exploiting the Functional Training Approach in Takagi-Sugeno Neuro-fuzzy Systems 557 

Table 8. Comparison of different methods 

 [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

[ ]a nΨ  5.22 7.01 5.22 4.82 6.15 

[ ]G
a v n

Ψ  5.34 7.01 5.36 4.49 4.49 

[ ]d
a v n

Ψ  12.21 9.00 12.21 4.65 5.35 

[ ]f
a v n

Ψ  4.70 9.75 5.71 7.85 5.67 

[ ]b
a v n

Ψ  12.16 9.64 4.58 5.32 5.51 

[ ]t
a v n

Ψ  5.81 9.77 5.08 5.60 6.06 

[ ]f
a v n

Ψ  6.34 9.51 4.65 5.59 5.32 

Table 9. Mean and standard deviation of the criteria optimized 

 [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

d dμ σ±  119±56 71±28 136±37 56±13 54±14 

 

f fμ σ±  5.6±2.6 9.5±1.5 7.8±4.3 5.2±2.1 4.2±1.9 

b bμ σ±  9.7±3.0 7.7±3.7 3.5±2.4 4.1±3.1 4.0±2.5 

t tμ σ±  10.9±3.2 9.0±1.5 4.4±1.1 5.0±1.1 4.9±1.5 

p pμ σ±  10.2±3.5 7.5±2.7 9.1±3.3 3.1±2.3 3.2±2.5 

Table 10. Mean and standard deviation of the analytical criteria, for the optima found for each 
criterion 

 [-0.90,-0.85] [-0.90,0.90] [0.85,0.90] [-0.5,0.6] [-0.5,0.4] 

[ ]d
a a v n

μ σ± 11.8±1.7 7.5±2.2 12.2±0.03 5.7±1.3 5.5±0.84 

[ ]f
a a v n

μ σ± 6.0±2.1 9.3±1.0 8.3±3.3 6.0±1.2 5.4±0.2 

[ ]b
a a v n

μ σ± 11.6±1.2 9.7±0.1 5.4±0.5 5.9±1.1 5.8±0.6 

[ ]t
a a v n

μ σ± 11.5±2.1 9.7±0.1 4.9±0.4 5.8±0.9 5.4±0.2 

[ ]p
a a v n

μ σ± 9.4±3.5 7.7±2.4 8.8±3.5 5.3±1.0 5.2±1.6 
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The discrete criterion obtains the better results only for 1 out of the 5 initial points, 
and even for this case, with results very similar to the polynomial version of the func-
tional approach. Comparing the different integration schemes, we can conclude that, 
for this particular example, the polynomial integration technique is the best method, 
as it obtains 2 best results overall, and 3 out of 5, comparing only the functional ap-
proaches. 

5 Conclusions 

In this paper we have shown how to apply the functional methodology for TS fuzzy 
models, with trapezoidal membership functions, that form a Ruspini partition of the 
input space. 

The functional approach offers important advantages over the standard, discrete 
approach. We have not mentioned that it achieves important savings in computational 
time, if the training data is large (for results please see [9]). We have shown, pre-
viously and in this paper that, in most of the cases, it obtains a better approximation 
over the whole input domain than the discrete training algorithms. This is due to the 
fact that the functional performance surface is closer to the analytical performance 
surface than the discrete one. Another important point of this methodology is that it 
allows determining the local minima and the performance of a specified model, if the 
function generating the data is known. 

As the performance of the functional approach is strongly related with the numeri-
cal integral approximation used, we have compared different alternatives and con-
cluded that, for the example considered, a polynomial interpolation algorithm of order 
3 should be chosen.  The results, however, are not conclusive and further work on this 
topic should be done, and extended for the multi-dimensional case. 
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Abstract. In this paper we study the problem of reconstructing a binary  
hexagonal image represented on an equilateral triangular grid from its projec-
tions. We propose an evolutionary algorithm for reconstructing this images 
from its projections in three directions. We will consider three projections as the 
points in the grid are triangles and by the symmetry of the grid there are three 
natural directions. Genetic operators, e.g., crossover and mutation operators are 
defined, as well as an operator based on the switch operator from discrete to-
mography. We use a compactness operator to eliminate the isolated points of an 
image and improve the quality of the image. The initial population and the 
children images are generated using the network flow algorithm with some re-
strictions due to the equilateral triangular grid and point shape and type. Some 
artificial binary images were used to test the efficiency of the algorithm. 

Keywords: discrete tomography, triangular grid, genetic algorithm, memetic 
algorithm. 

1 Introduction 

An equilateral triangular grid can be represented by a set of unit triangles (Fig.1). A 
projection of the triangular grid in a direction is a function which gives the number of 
points on each line which is parallel to that direction. Actually the directions ortho-
gonal to the axes can be used for this purpose. Therefore we call projections, X pro-
jections if their direction is orthogonal to axis , Y projections if their direction is 
orthogonal to axis  and Z projections if their direction is orthogonal to axis , see 
Fig. 2. The problem of reconstructing an image from projections is important in the 
field of image processing. Many authors have studied the problem of reconstructing 
images from its projections where the image is represented on a square grid [2].  
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Fig. 1. Triangular grid 

 

Fig. 2. Projection directions 

In this paper, we study the reconstruction of binary images from their projections 
considering three directions as the points in the grid are triangles and by the symmetry 
of the grid there are three natural directions [12],[13].  

The basic problem is to determine the binary hexagonal image which projections 
are ( , , ), , , . We consider reconstruction of a binary hexagonal image 
through a memetic algorithm and three projections. Our work is based on paper [9]. In 
this paper we show some further development of our algorithm such as the generation 
of the initial population using network flow algorithm with three combinations of the 
projections X-Y, Y-Z and X-Z, to which we add the third coordinate of a point. This 
procedure assures a better diversity of the initial population. Also some new operators 
are introduced, a crossover and a mutation operator. Based on the guided mutation 
operator and on the elementary switch operator we construct two operators which 
apply the guided mutation and the elementary switch as long as they help improving 
the image. The population evolves to a solution by using evolutionary algorithm  
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operators: selection, crossover, mutation and by applying two operators, one based on 
the switch operator and one based on a guided mutation operator, and a compactness 
operator. In real images the isolated points usually come from noise, and they are not 
significant parts of the objects presented in the image. The compactness operator will 
eliminate these isolated points to improve the image quality.  

The paper is structured as follows: Section 2 presents some notations that are used 
for the definition of the algorithm; Section 3 presents the evolutionary algorithm pre-
senting the mutation, crossover, compactness and two operators: one based on the 
switch operator and one based on a guided mutation operator; Section 4 shows some 
results of our experiments taking into account some artificial binary hexagonal im-
ages; finally Section 5 presents some conclusions and future works.  

2 Basic Notations 

We will represent a binary hexagonal image as a set of  x  x  pixels,  ,  , , , where the elements equal to 0 if the corresponding pixel is 
black and 1 if the pixel is white. We consider addressing to the triangular grid using 
three axes of symmetry of the triangle, where the third axis  can have two values  

 or 1 , depending on the orientation of the triangle pixel. If 
the coordinate sum of a point is 0 the point has even parity, else (if the coordinate sum 
is 1) its parity is odd (Fig.1) [10], [12].  

The number of projections used is three, on the three directions orthogonal to the 
coordinate axes , , . Fixing a coordinate value, e.g., 3 the set of the triangles 
sharing this value, e.g., (3, , ) build a lane [11]. Counting the values (i.e., the 1’s) of 
the picture by lanes we obtain its projections. We denote with  the number of 1’s 
along . In this case the projection is ( , , … , ) where ∑ (A) , and (A), 1, … ,  represents one ofthe projection lines 

parallel to a direction v.  

3 The Proposed Algorithm 

The proposed evolutionary algorithm is a genetic algorithm extended with a local 
search, i.e., a memetic algorithm. The memetic algorithm uses fitness function to 
evaluate the individuals, optimization operators to improve the individuals and selec-
tion process to lead the population towards the optimum solution. In the next  
paragraphs we will define new optimization operators: a crossover and a mutation 
operator as well as a hill climb operator based on the switching operator from discrete 
tomography. Another optimization operator used to improve the quality of the image 
is the compactness operator, which assures the elimination of the isolated points. Af-
ter applying the optimization, children images are generated via operators crossover 
and mutation. The algorithm generates a number of children images. From the current 
population and the children images a new population is generated selecting the best 
individuals from the reunion of the current population and the children images. The 
selection process of the new population uses the tournament selection [7], [14].  
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The fitness function calculates the difference between the input projections and the 
projections of the created image, see equation (1) [6]. The goal of the algorithm is the 
minimization of the fitness function. (In this way the fitness function does not com-
pute the ‘fitness’ in traditional sense, but it is an error measure giving about the same 
amount of information about the binary hexagonal image.)  

 ( ) ( , ). (1) 

 

 , | ̂ |, (2) 

where  is the input projection and  is the projection of an individual.  
The initial population is generated using the network flow algorithm as seen in  

Fig. 3. In this paper we consider the network flow algorithm for all the three direc-
tions X, Y and Z, being assured much more diversity in the initial population (than in 
[9] where only two directions were used). In this way, for the generation of the flow 

, we will consider pairs Y-X, X-Z and Y-Z. After generating the flow, the 
initial population is generated taking into consideration the values of the flow and the 
values of the third projection: the generation of the initial images takes into considera-
tion parity of the triangle pixels. We know that in an image represented on the trian-
gular grid we have two types of triangle pixels, even and odd, depending on the sum 
of the coordinates of the pixel points.  

 

Fig. 3. (a) Example of binary image represented on triangular grid. (b) Network representation 
for directions Y and X 
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The first step is the use of the network flow algorithm on two directions which are 
included in the graph  with a source  and a sink  and two layers of edges between 

 and . Each arc of  has a capacity:  

 SY ̂ , Y X 2, X T ̂ . (3) 

and flow:  

 SY ̂ , Y X , X T ̂ . (4) 

where 1, … ,  and 1, … , .  
Moreover, we assign a cost  to every arc (Y ,  X ). Here ( ) 

represents a random binary matrix which is generated for each individual of the popu-
lation. For generating the flows we used MCF solver [4], [5]. The dotted arcs in  
Fig. 3.b represent a flow of weight 2 and the solid arcs represent a flow of weight 1. 
Where we have no arks we consider that the flow is 0.  

3.1 Operators 

In the following paragraphs we will present the crossover and the mutation operators 
introduced on the triangular grid. The generated child image has some features from 
both parents. Another operators that are introduced have as input a parent image and 
applies a series of elementary switch or guided mutation operators. For each parent 
we apply a compactness operator which aim is to eliminate the isolated pixels.  

Crossover operator. The input of the crossover operator consists of two parent im-
ages. The output is a child image which has some features from both parents.  

The first step in generating the child image is the computation of a crossover  
mask [2] 0,1 . This mask determines every pixel from which 
parent is inherited. In this way assigning cell ( , , ) to the first parent means setting 0 and assigning cell ( , , ) to the second parent means setting 1. 
Then for the construction of the crossover mask we use the concept of neighbor cells 
of a cell ( , , ). For this we use the concept of the neighbors of a pixel [10], [11]. 
Each triangle pixel has three 1-neighbors, nine 2-neighbors including the 1-neighbors 
and six more 2-neighbors, and twelve 3-neighbors: nine 2-neighbors and three more 
3-neighbors as shown in Fig. 4. For the algorithm we consider various neighborhoods: 
each time when the crossover operator is applied one of the three neighborhoods of a 
pixel is chosen randomly. To each neighborhood type a selection probability is asso-
ciated and the neighborhood type used for the crossover mask is selected randomly, 
depending on the associated selection probability. The construction of the neighbor 
cells of a given pixel depends on the parity of the pixel. 
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Fig. 4. Neighbor cells of cell (1, 1, 2) are marked with gray, their type are also indicated 

Our new crossover operator will assign areas of the two parents at the child. For 
this we will consider the division of the image in six parts as shown in Fig.5. We se-
lect one random pixel in each of the six parts of the image. Three of the randomly 
chosen pixels are assigned to the first parent and three to the second parent. The six  
pixels are marked as the border cells. Next the algorithm randomly selects a border 
pixel ( , , ), marks all unassigned neighbor pixels of the selected border pixel, as a 
border pixel; assigns these pixels to the same parent as ( , , ); removes the border 
status of ( , , ) [2]. These steps are repeated until there are no border pixels left.  

 

Fig. 5.  Division of the image to six parts 

After computing the crossover mask, a model image  is created using 
the two parent images  and  as follows [2]:  

 
, if 0,, if 1. (5) 

The child image is constructed by applying the flow algorithm using as a cost func-
tion the mask .  

Mutation operator. The mutation operator modifies a part of the image but it still 
keeps the prescribed projections. As an input for the mutation operator we have an 
image and the operator generates a child using a similar algorithm to the crossover 
algorithm. In this case a mutation mask 0,1  [2] is computed as 
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follows: first a random number ,  and a random pixel ( , , ), are 
selected.  

Then to  is assigned the value 1 and ( , , ), is marked as border pixel. 
Then the steps as in the case of the crossover operator are executed  times. The 
neighbors of the ( , , ) pixel are computed using either the 1-neighbors,  
2-neighbors and 3-neighbors. All unassigned pixels after the loop terminates are as-
signed the value 0. After computing the mutation mask, a model image  is 

created using the parent image  as follows:  

 
, if 0,(0,1), if 1. (6) 

The child image is constructed by applying the flow algorithm using as a cost func-
tion the mask .  

Compactness operator. The compactness operator uses the concept of isolated pix-
els. An isolated pixel is a pixel which is surrounded by 12 pixels with different color 
(Fig.6). The operator randomly locates the same number of black and white isolated 
pixels and sets them to the same value as their neighbors [9].  

 

Fig. 6. Application of compactness operator 

Elementary switch based operator. Being given an image , the elementary switch 
means switching the pixel  with  and the pixel ( )  with ( )  
(Fig.7) where ,  and  satisfy (7) [9].  

 0, … , 2 , if 22 , … , 1, if 2 . (7) 

The pixels , ,  and  have to satisfy the following conditions:  

 
1( ) 0          0( ) 1. (8) 
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Fig. 7.  An elementary switch operator 

The elementary switch based operator applies a sequence of small modifications 
which increase the evaluation function until local optimum is reached [2]. This opera-
tor randomly selects a switch operator that improves the evaluation and applies this 
operator. These steps are repeated as long as switching operator that improves the 
evaluation exists. Each time one switch is applied, if the image is improved, the par-
ent image is replaced with the child image and the operator is deleted from the list of 
operators, deleting all the other operators that contain the pixels from the current op-
erator.  

Guided Mutation Based Operator. The guided mutation selects a pair of points 
having two axes with the same value and the third axes differs with one unit as shown 
in Fig.8. The selected pairs should satisfy condition (8), i.e., the color of the two se-
lected pixels must be different. The guided mutation is considered on each of the three 
directions [9].  

 

Fig. 8. Possible pixels for the guided mutation 

The guided mutation based operator follows the same steps as the elementary 
switch operator using this time as a modification the guided mutation.  

4 Results 

The algorithm is tested on artificial images (see Fig.9 for some examples). The evolu-
tionary algorithm generates a child image by selecting either the crossover operator  
or the mutation operator. For adjusting the selection probability of the crossover oper-
ator versus mutation operator after each generation the algorithm keeps track of the 
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number of children generated from crossover ( ) and the number of children gener-
ated from mutation ( ) after a generation. After selecting the new population the 
number of children from crossover ( ) and mutation ( ) are counted [2].  

 

Fig. 9. Images used for tests 

Using these information the average crossover yield is /( 1) and the 
number of mutation yield is /( 1). Then the probability that a child will 
be generated from crossover in the next generation becomes /( ). If the val-
ue of  is not between 0.1 and 0.9, then its value is adjusted by selecting a random 
number between 0.1 and 0.9 as in [2] and [3].  

As presented in the above paragraph, the mutation operator uses a random number 
 which is between the bounds /64 and 5 /64.  

Table 1.  Image reconstruction results 

 Image  Generation  Population  Reconstruction result  Runtime   
   of an example run (%)  (seconds)  
 1  10  30  79.45  1453  
  50  79.88  2312  
  75  80.21  3018  
 20  30  79.33  2325  
  50  79.88  3179  
  75  80.21  4700  
 25  30  79.00  2720  
  50  79.33  3776  
  75  80.10  5387  
2  10  30  84.50  1100  
  50  85.26  5120  
  75  85.65  2814  
 20  30  85.25  2000  
  50  85.65  3768  
  75  86.62  5083  
 25  30  85.10  2520  
  50  85.10  4084  
  75  85.65  6015  
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The algorithm uses tournament selection for the selection of the new population, 
with tournament size 3.  

Table 1 shows the results obtained by running the algorithm for each image 
represented in Fig. 9. The images from Fig. 9 have 4056 pixels (6 x( /2) x ( /2)) 
where  is 52. Table 1 presents the results obtained in the case when we use at the 
generation of the crossover and mutation mask the 1-neighborhood with probability 
0.4, 2-neighborhood with the probability 0.2 and 3-neighborhood with probability 0.3.  

Our experiments were run on a computer with processor Intel(R) Core(TM) i5-
2430M CPU @ 2.40GHz with 4.00 GB memory. For the tests we considered different 
values for the population size and for the maximum generation.  

5 Conclusions and Future Works 

Reconstruction binary images represented on the triangular grid is presented, using an 
evolutionary algorithm, memetic algorithm, for reconstructing images from three 
natural directions of projections in this grid. New crossover, mutation and operators 
based on switch were used. Our plan is to find a better algorithm for reconstructing 
images on triangular grid. Future work could imply creating and applying other 
switch operator and creating new crossover and mutation operators to improve the 
quality of the reconstructed image. Another option could be to use six projections as 
in [8], where simulated annealing is used for image reconstruction.  
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09/1/KONV-2010-0007 project. The project is implemented through the New Hun-
gary Development Plan, co-financed by the European Social Fund and the European 
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Abstract. Image fusion is the combining process of relevant information from 
one or more images to create a single image with more informational content. 
In remote sensing applications, the spatial resolution of the multispectral images 
is enhanced using detail information from the panchromatic images which have 
a higher resolution. This process is known as pansharpening. One of the most 
used pansharpening method is based on wavelet decomposition. The edge  
information from the panchromatic image is injected in the wavelet decomposi-
tion of the multispectral image. In this paper a fusion method based on morpho-
logical wavelets is proposed. The main advantage of morphological wavelets is 
the computing complexity, because only integer operations are used. 

Keywords: image fusion, multispectral image, morphological wavelet  
transform.  

1 Introduction 

Image Fusion is the combining process of combining the relevant information from 
one, two or more images to create a single image that is more complete than any of 
the initial images in order to facilitate the analysis by a human operator or a computer 
vision system.  

The remote sensing systems, panchromatic and multispectral images are combined 
for an accurate analysis of the studied area. Panchromatic images have a finer spatial 
resolution and can be used for texture analysis and edges / boundaries detection. On 
the other hand, multispectral images have a better spectral resolution and offer the 
possibility to discriminate the different types of soil, land cover types, wetlands or 
other features which are not perceptible by the human eye. 

The most used spectral bands are: blue (wavelength 450-520 nm) – atmospheric 
and water images; green (520-600nm) – vegetation and water images; red (600-
690nm) –  man-made objects, soil, vegetation and water; near-infrared (750-900nm) – 
for vegetation images; mid-infrared (1550-1750nm) – for vegetation, soil humidity; 
mid-infrared (2080-2350nm) – for soil humidity, geological features, fire and ther-
mal-infrared (10400-12500nm) – for night images. In case of thermal-infrared band, 
the image is created by the emitted radiation.  



574 S.I. Bejinariu et al. 

In practice, different combinations of spectral bands are used: True-Color is the 
combination of Red / Green / Blue channels in the visible spectrum, Green / Red / 
Infrared is used for images representing vegetation or camouflages (military applica-
tions), Blue / Near-Infrared / Mid-Infrared to analyze the vegetation soil humidity, 
water. 

The panchromatic image is represented as a single band where the pixel intensity is 
proportional to the reflection of the ambient light. Usually, the panchromatic images 
have a greater resolution offering more detailed information about edges and region 
boundaries. 

The resolution of multispectral and panchromatic images depends on the used ac-
quisition devices. The IKONOS satellite offers images having 0.82-1.00m resolution 
in panchromatic and 3.2-4.0m in multispectral, for QuickBird satellite images the 
resolution is 0.61-0,72m in panchromatic and 2.44-2.88m in multispectral and the 
LANDSAT7 images resolution is 30m [14]. 

The combining process of multispectral (MS) and panchromatic (PC) images is 
known in literature as pansharpening. A wide variety of pansharpening methods were 
studied. Principal Component Analysis based methods use PCA to select the principal 
image representation [13], [15] between PC and MS images using the assumption that 
the component of higher variance is the ideal choice for higher spatial details injec-
tion. The Gram-Schmidt pansharpening methods use the GS transform to enhance the 
spatial resolution of MS images [1]. Multiresolution methods, based on the wavelet 
transform, offer better performances. The decimated wavelet approaches requires an 
upsampling step to be applied for different resolution problem solving. The non-
decimated approaches seem to give better results [2]. 

2 Multiresolution Based Pansharpening 

Multiresolution based pansharpening methods were developed keeping in considera-
tion that PC and MS images have different spatial resolution. The most common 
technique is the component substitution method. It is applied for MS images that con-
tain at least 3 spectral bands. In this case, the panchromatic image substitute a com-
ponent of the transformed MS image and finally the inverse transform is applied to 
obtain the fused image. If MS image contains 3 spectral bands, these bands may be 
considered as RGB channels of a color image and the used transform is RGB to IHS 
(Intensity-Hue-Saturation). Because both, I  component of the transformed image and 
the PC image are signal intensities, the I  component is substituted by the PC image. 

When the MS image contains more than 3 spectral bands, more elaborated (genera-
lized) transforms are used, depending on the different types of followed analysis / 
processing. Some fusion methods are based on PCA (principal Component Analysis) 
and the substitution / insertion of higher spatial resolution is made in the first  
principal component with greater variance. Other methods use GA (Genetic  
Algorithms) to compute the weights of the spectral components, by minimizing the 
inserted distortions.  
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Modulation based fusion is not used for spatial resolution enhancement but to 
modulate the spatial details in the MS image by multiplying it as in eq. 1, by a ratio of 
PC image to a synthetic image. Usually, the synthetic image is a lower resolution of 
the PC image. 

 
)j,i(syn

)j,i(PC
MSF k

)j,i(
k

)j,i( =  (1) 

where k
)j,i(F  is the pixel ),( ji  in band k of the MS fused image, k

)j,i(MS  is the pixel 

),( ji  in the original band k of the MS image, ),( jiPC  is the ),( ji  pixel in the PC 

image and ),( jisyn is the ),( ji  pixel in the synthetic image. 

The synthetic image may be computed as the average of RGB channels (Brovey 
transform), a low pass filtered image (Smoothing Filter Based Intensity Modulation). 
Another method uses a high pass filtered version of the PC image which is added 
pixel by pixel to the MS image.  

The fusion schemes based on IHS transforms or modulation are considered tradi-
tional [5] because are easy to implement. The main advantage is that these methods 
are efficient from the computing time point of view. The main disadvantage is that the 
input images must be exactly registered and also some distortions are inserted in the 
fused spectral image. 

The multiresolution based methods use the wavelet decomposition or Laplacian 
pyramids for MS and PC image fusion. The processing steps are the same: the trans-
form is applied to both images, the scaled signal from the PC image transformed 
space is replaced by the scaled signal from the MS image transform and then the in-
verse transform is applied [7].  

 

Fig. 1. General scheme of wavelet multiresolution based pansharpening 

MS and PC images have different spatial resolutions, so, most pansharpening ap-
proaches perform an upsampling step in which the MS bands are scaled to match the 
PC image resolution, using bi-cubic or B-spline interpolations. Once both sources 
have the same resolution, different strategies may be applied to create the fused im-
age. The first approach combine each MS band with the PC image and finally the 
results are combined to obtain the MS fused image. Another approach already dis-
cussed use the RGB-HIS transform. Because the I  image is similar to the PS image, 
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this channel is fused with the PC image and the result, jointly with the original H  
and S  components are transformed back into the RGB color space. 

In the fusion step, the wavelet decomposition with the same number of levels is 
applied to both MS and PC images. The detail components PCLH , PCHH  and PCHL  

of the PC decomposition on the last level, are combined to the scaled component 

MSLL  on the last level of MS image decomposition in order to obtain the wavelet 

decomposition of the fused image. 
Another step that must be performed before the I  channel and PC image fusion is 

the histogram matching. Using a nonlinear histogram matching which is more accu-
rate or a simple linear transformation, the PC image histogram is aligned to the I  
component histogram [3]. 

Using the fact that the ratio of the PC image resolution to the MS image resolution 
is a power of 2, in [10] is proposed a method to solve the spatial resolution problem 
inside the wavelet Multiresolution analysis step. In case of Lidar MS images used in 
the experiment presented in the next section, the spatial resolution is 15m for the PC 
image, 30m for most of the MS bands and 60m for the thermal-infrared bands. 

In this case the upsampling step applied before the wavelet decomposition can be 
eliminated. Then the wavelet decomposition depth will be different for PC image and 
I  channel to match the spatial resolutions. 

The procedure of image fusion between a PC image and a single channel MS im-
age is presented below: 

 
Input:  

PC image,  
MS image, 
n – depth of the wavelet decomposition to be applied on PC image. 
 

1. computes depth of the two wavelet decompositions: 

o nnPC = , 

o 
)MS(res

)PC(res
lognnMS 2−=  

2. Histogram matching. The PC image histogram is aligned to the MS image histo-
gram; 

3. Apply PCn  levels of wavelet decomposition to PC image; 

4. Apply MSn  levels of wavelet decomposition to MS image; 

5. The PCn
PCLL component is replaced by the MSn

MSLL component from the MS image 

decomposition; 
6. The inverse wavelet transform is applied to rebuild the fused MS image. 

 
For a three channel MS image, the fusion procedure is similar, excepting that the MS 
image is first transformed into the HIS space and the I  component is fused with the 
PC image. Because the two input images have different resolutions, the H  and S  
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components have to be scaled by a MSPC nn −  factor. This scaling may be accom-

plished by applying an inverse wavelet transform in which the H  and S  components 
are considered a scaled signal and the detail signal is 0. In figure 2 is presented the 
general structure of the pansharpening procedure using decimated wavelets without 
scaling. 

 

Fig. 2. Pansharpening procedure using decimated wavelets without scaling [10] 

Our proposal is to substitute the classical wavelet transform by morphological 
wavelets which wave the great advantage of reduced computing time. 

3 Morphological Wavelets in Image Fusion 

Morphological wavelets were introduced by Heijmans and Goutsias [8], [9] in 2000, 
as the morphological version of the linear Haar wavelet transform, using the morpho-
logical dilation and erosion operators. De and Chanda [4] proposed in 2006 a morpho-
logical decomposition scheme based only on operations with integer numbers.   

The analysis ( )↑↑ ωψ ,  and synthesis ( )↓↓ ωψ ,  operators are defined by the follow-

ing relations: 

( )( ) ( ) ( ) ( ) ( ){ }1,1,,1,1,,,max ++++==↑ crXcrXcrXcrXMBXψ   (2) 

 ( )( ) ( )dhv yyyBX ,,=↑ω , (3) 

where dhv y,y,y  are the vertical, horizontal and diagonal signal details: 
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The signal reconstruction is made using the synthesis operator:  

 ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ){ }1111 ++++∈

+=
c,r,c,r,c,r,c,rv,u

v,uŶv,uX̂v,u'X
.

 (7) 

The 
.
+  operator is the usual additive operator and 
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Nobuhara and Hirota defined [11] the wavelet analysis operators as: 

 ( )( ) ( ) ( ) ( ) ( ){ }1111 ++++==↑ c,rX,c,rX,c,rX,c,rXminmBXψ   (10) 

 ( )( ) ( )dhv yyyBX ,,=↑ω ,  (11) 
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and synthesis operators as:  

 ( ) ( ) ( )vuYvuXvuX ,ˆ,ˆ,'
.
+= ,   (13) 

 ( ) ( ) ( ) ( ) mcrXcrXcrXcrX =++=+=+= 1,1ˆ,1ˆ1,ˆ,ˆ , (14) 
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The morphological operators introduced by Nobuhara and Hirota were implemented 
in the pansharpening procedure to insert in the MS images edge information which is 
richer in the PC images. The morphological wavelet operates with integer numbers 
only, reducing in this way the processing time. 
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4 Experiments and Conclusions 

The pansharpening procedure was implemented and tested in an image processing 
framework developed by authors. It is implemented as a Windows application, in C++ 
using Microsoft Visual Studio. For image manipulation and some processing func-
tions, the OpenCV library is used [12]. 

The procedure was tested on different multispectral sets of images available on  
internet.  

The first dataset, freely downloaded from Landsat.org [17] contains collections of 
8 multispectral images (MS) and one panchromatic image (PC) already registered. 
The multispectral bands, with 30 meter resolution are: visible blue-green, visible 
green, visible red, near infrared and two bands in the middle infrared interval. It con-
tains also two bands in the thermal-infrared interval with 60 meter resolution. The 
resolution of the panchromatic image is 15m per pixel. Because these images are 
enough large, our tests were made on smaller cropped images. 

In the following experiment, the pansharpening procedure was applied for the 15m 
resolution panchromatic image (fig. 3.a) and a 60m resolution thermal-infrared band 
(fig. 3.c). The MS image was directly injected (fig. 3.d) in the second level wavelet 
decomposition of the PC image (fig. 3.b), using the fact that the dimensions ratio is 

22 . The wavelet transform uses the morphological operators proposed by Nobuhara 
and Hirota and the original images were used (without histogram alignment). The 
results are presented in the figure 3. 

The fused image is presented in fig 3.e as it was reconstructed from the wavelet 
decomposition and fig. 3.f, after histogram equalization was applied. 

The second test was performed on images with a smaller edges density, where the 
fusion result is more visible. The multispectral data collection available in „Multis-
pectral Image Database” [16] was used. Each collection contains images in the visible 
spectrum, wavelength between 400 and 700 nm in steps of 10 nm. All 31 images are 
in ‘.png’ format, 16-bit gray levels. Figure 4 illustrates the original scene illuminated 
with a neutral light in full color format. 

 

 
a. b. 

Fig. 3. Steps of the morphological wavelet based pansharpening procedure using Landsat  
images [17] 



580 S.I. Bejinariu et al. 

 
 

 
c. d. 

 
e. f. 

Fig. 3. (continued) 

 

Fig. 4. Original image, full color [16] 
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Because all images have the same resolution, in the following test, we used as pan-
chromatic image the original color image (fig.4) converted to 256 gray levels (fig.5.a) 
and as multispectral image the 540nm band rescaled to half of its resolution (fig.5.c). 
Because the dimension of the PC image is twice the dimension of the MS image, two-
level morphological wavelet decomposition was applied to the PC image (fig. 5.b) 
and a single level decomposition to the MS image (fig. 5.d). The transformed images 
are fused by injecting the scaled image from the MS transform in the PC transform 
(fig.5.e) and the fused image is reconstructed by applying the inverse morphological 
wavelet transform (fig.5.f). 

 

 
a. b. 

 
c. d. 

 
e. f. 

Fig. 5. Steps of the morphological wavelet based pansharpening procedure using the test im-
ages from Columbia database 
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In the fused image (fig.5.f) the edges of the dark balls become visible, excepting 
for the ball in the top left corner which has a gray level similar to the background. 

In this paper, the morphological wavelet decomposition was applied for multispec-
tral and panchromatic image fusion. Its main advantage is that is faster than the Haar 
wavelets. In our tests, the morphological wavelet based pansharpening was about 10 
times faster than the classical wavelet based fusion. The method will be developed by 
adding objective quality evaluations of the fusion process and testing using higher 
resolution multispectral images, with lower edges density. 
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Abstract. An easy to compute and small colour feature vector is introduced in 
this paper, as a tool to be used in the process of retrieval or classification of si-
milarly coloured digital images from very large databases. A particular set of 
„ab” planes from the LAB colour system is used, along with a specific configu-
ration of colour regions within them. The colour feature vector is low dimen-
sional (only 96 components), computationally economic and performs very well 
on a carefully selected database of rose images, publicly available.  

Keywords: image retrieval, feature vector, colour similarity, colour classification, 
agglomerative hierarchical algorithm. 

1 Introduction  

In this paper we introduce a computationally economic colour feature vector extracted 
from digital images that are previously converted in the CIELAB colour space format 
(called simply LAB from here on). This kind of feature vector can be easily used for 
retrieving images from large databases based on their colour content, as well as for 
classifying/indexing these images.  

The LAB colour space can be seen as a stack of „ab” planes, each one containing 
all the possible colours for a given luminance L [2]. The perpendicular L axis is going 
through the centre of these “ab” planes from low luminance values to high luminance 
values. The conversion of a digital image from the RGB format (with parameter val-
ues ranging from 0 to 255 for each red, green and blue colour channel) into the LAB 
format, results in real numbers for the luminance L, and a and b parameters, but these 
values can be conveniently transformed again into the range from 0 to 255, as it is 
automatically done, for instance, in Matlab.   

We can see the uniform distribution of colours in the “ab” planes of a LAB color 
space in Fig. 1, with colours varying from green to red along the “a” axis and from 
blue to yellow along the “b” axis. A particular color is defined by a certain point (ai, 
bi) in the “ab” plane of the corresponding luminance Li. Moving gradually away from 
this point in the same plane results in going through uniformly changed similar co-
lours. The LAB color space was specially designed with the purpose of the human eye 
to perceive this gradual change of colour as a uniform one. 
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Fig. 1. The distribution of colours in the LAB colour space 

2 Simple LAB Colour Feature Vector 

It is usual to reduce the number of possible colours before extracting a feature vector. 
This is better to have as few components as possible if it is devised for large databases 
of images. Within the LAB colour space, we can obtain this reduction just by cutting 
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the number of the “ab” planes from a total of 256 to just 8. The following central L 
values were taken into consideration by us: 16, 48, 80, 112, 144, 176, 208 and 240. 
The reduction was implemented simply by browsing all the pixels in the image and 
replacing the values of L with the nearest value in this set. The image is not signifi-
cantly changed after this procedure from the point of view of colour content, while 
there is some loss in texture.  

In our previous works [3][4][5] we used to create a 256×256 bins histogram for 
each of the 8 “ab” planes. However, we noticed that the bins of such histograms are 
mostly empty, as only a few of the (a,b) possible pairs correspond to pixels in images. 
Moreover, it was hard to extract only a small number of features from these histo-
grams. So, in this paper we are taking another approach that simply divides each “ab” 
plane in 12 particular regions and constructs a histogram with only 12 bins for each 
plane (see Fig. 2). This is resulting in only 96 bins for the LAB histograms of an im-
age, taking in consideration all the 8 considered “ab” planes.  

 

Fig. 2. The choice for splitting an „ab” plane into 12 regions 
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This particular choice of the set of regions resulted from our extensive tests con-
cerning possible colour feature vectors within the LAB colour system. Regions 1, 3, 5 
and 7 are somehow uniform in colour. However, in everyday pictures taken outside, a 
few numbers of colours correspond to these regions. Most of them are found in areas 
of the regions  nearing the center of an “ab” plane. More colours in digital images fall 
in the 2, 4, 6 and 8 regions, as here we have colours that combine red and green (for 
instance yellow at high luminance values), red and violet, violet and blue, and blue 
and green. We found still more colours in the centre of the “ab” planes, as here is the 
region for black (at low luminance values), white (at high luminance values) and all 
sort of gray and brownish tones that are very much present in everyday pictures. In 
our experiments we found a lot of hits in the regions 9, 10, 11 and 12 and this is the 
reason why we have devised such small regions in the center of the “ab” planes.    

To compute the histogram based on the 8 “ab” planes and the 12 regions for each 
plane, we simply browse all the pixels of an LAB converted image and for each pixel 
we add one unit to the corresponding bin. First we find the L value and select the 
corresponding “ab” plane and then we find the corresponding colour region in that 
plane by testing the a and b values of each pixel. So, extracting the feature vector is 
just a problem of counting, without any computation that could induce long 
processing times for high resolution images. The feature vector with 96 components is 
then constructed by putting the 12 values for each plane in the order indicated in Fig. 
2 and then by concatenating the values for each plane in the order of their specific L 
value, from low values (16) to high values (240). For an image I, the colour feature 
vector can be expressed as: 

  ( )962524131221 n,...,n,n,...,n,n,...,n,n)I(F =        (1) 

where ni, i = 1,…,96, are the number of pixels counted as corresponding to each co-
lour region in the above described configuration.  In order to compare the feature 
vectors computed for two images I1 and I2, we used as a distance the sum of the abso-
lute differences of these feature vectors: 
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A small value of the distance d means images I1 and I2 are similarly close to each 
other from their colour composition point of view.   

3 Experimental Results 

In order to assess the performances of our colour feature vector, we performed exten-
sive trials on the known reduced Corel database that consists of 1,000 colour images, 
grouped in 10 classes of 100 images of the same dimension: 384×256 pixels or 
256×384 pixels, with 24 bits allocated for each RGB coded pixel. The images are 
conveniently numbered from 0 to 999. While each class of images has a specific 
theme, from the colour point of view they are not so homogenous. With this simple 
colour feature vector we have obtained better results in retrieving similar images than 
those obtained with our previous colour feature vectors. However, running tests on 
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the whole Corel database is not as significant as running tests on some images where 
the colour content matter the most. And for this purpose we selected the class of im-
ages depicting roses, numbered from 600 to 699. Normally each image presents only 
one rose in the center of the image on some dark background. There are also some 
images with several roses and the backgrounds may differ from one image to another. 
So, we make the colour of roses even more important by taking into account only the 
center of each image, an area of 144×96 pixels, or 96×144 pixels, depending on the 
initial orientation of the image. 

With this arrangement of 100 centers of the original images as input image files, 
we extracted the feature vectors and computed the distance between all the possible 
pairs of images and then, for each image, we have retrieved the five closer images. 
Figure 3 shows several examples of retrieved images and we can see that the com-
puted distance between images, based on our simple colour feature vector, works very 
well in finding similarly coloured images.  

 

Fig. 3. Examples of images retrieval 
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Moreover, we wanted to see how this colour similarity distance performs in the 
case of a classification task. We used an agglomerative hierarchical algorithm [6] to 
classify the 100 images (I1, I2, …, I100) of roses based on our colour feature vector and 
its associated sum of absolute differences distance. Image I1 corresponded to image 
file 600 in the Corel database, image I2 to image file 601 and so on up to I100 that 
corresponded to image file 699. The following steps were taken: 

1. Initially, we had m = 100 clusters, which were represented by the colour feature 
vector of each rose image   

 )}I(F{C)},...,I(F{C 100
100

1
1 ==               (3) 

2. The overall minimum distance dmin between the 100 initial clusters is then found 
by inspecting the table with all the distances between the rose images. Then the  
two initial clusters Ci and Cj (i < j) that correspond to that minimum distance are 
merged into cluster Ci and the cluster Cj is emptied, so that we remain with only  
m = 99 clusters.  

 φ=∪== jjiiminji C,CCCd)C,C(dist   (4) 

3. Now, we recomputed the distances between the remaining clusters with the fol-
lowing formula: 
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where x and y are colour feature vectors for the images in clusters Ci and Cj, d is 
computed according to (2), and card(Ci) represents the cardinality of the cluster Ci, 
i.e. the number of colour feature vectors in that cluster at a given iteration. The mini-
mum distance is again computed with: 

 )C,C(distmind ji
]m,[ji

min
1∈≠

=  (6) 

and the move (4) is again applied, reducing the number of remaining clusters to 
m - 1. 

The step 3 can be repeated several times, for instance until a specific number of 
clusters is reached. However, we were very much interested how the clusters are de-
veloping and we followed the algorithm step by step. Figure 4 shows the situation 
when 34 clusters were reached.  
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Fig. 4. The formation of clusters when only 34 were reached (first column gives the number of 
images in one cluster and then the file names of the images contained in each cluster are listed) 

We stopped the iterations when 17 clusters remained because we considered the re-
sult sufficiently good to demonstrate the capabilities of classification for our simple 
colour feature vector (see Figure 5) 

 

Fig. 5. The formation of clusters when we stopped the iterations and 17 clusters were formed 

The obtained classification is presented in Figure 6, where we concatenated the 
image files that correspond to file numbers in Figure 5. Here we show the entire rose 
images, although overlapped, but one must keep in mind that the features were taken 
only for their central part, as mentioned above. 
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Fig. 6. Example of rose categorization 

We can see that we obtained 5 large classes, two of them with 14 images (nuances 
of red roses), and three of them with 12, 11 (nuances of pink roses) and, respectively 
10 images (nuances of orange roses). There are two other relevant clusters with 7 and 
6 images for white and, respectively, yellow roses. And there are some small clusters, 
which would probably attach to one of the big clusters if we would not have stopped 
the iterations. There is only one image that didn’t cluster at all, and it is very different 
from the others, which is a good result, too. Notice that the clusterization is done only 
by colour, different petal types of roses getting together in the same class because of 
their similar colour. Probably, a supplementary stage of texture classification would 
give good results in identifying the same species of roses.  

4 Conclusion 

We introduced in this paper a simple colour feature vector based on processing im-
ages in the LAB colour format. After converting images from the usual RGB format 
in the CIELAB format, the features are obtained just by counting the number of pixels 
in the images belonging to some specific ranges of colour, so the computation burden 
is low. Also, the relatively reduced number of components, only 96, make this colour 
feature vector feasible to be used with very large databases of images. We presented 
some interesting experimental results showing the good capabilities of this colour 
feature vector when used for the tasks of retrieving similarly coloured images or even 
classifying them on the base of their colour content.  
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Further research will be done for preprocessing images in the LAB format and 
make a selection of the most important colour pixels to be counted, in order to obtain 
an even more characteristic feature vector.     
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Abstract. Airborne ultrasonic images are not often used in practice, mainly  
because of the poor propagation properties (high absorption) of ultrasonic 
waves and necessary high computation resources. The paper presents prelimi-
nary results of ultrasonic image generation and processing system by a  
biomimetic sonar head and narrow beams focused on target. The images are 
generated by a discrete and uniform exploring approach, i.e. the environment is 
uniformly scanned. Experiments were conducted for 11 cases, based on the 
combination of 3 main objects, and various image resolutions, 20x20 and 
40x40. The objective of the experiments was to estimate the complexity of the 
ultrasonic image generation method, provided the final purpose, i.e. the recog-
nition of the objects in the image. The results are encouraging and suggest  
optimization of the proposed method. 

Keywords: ultrasonic signals, image, detection, signal processing, pattern  
recognition, sonar. 

1 Introduction 

Ultrasonic imaging means 2D or 3D representation of the environment, based on ul-
trasound waves. An element of the image (which could be assimilated as pixel) has an 
intensity proportional to the amplitude of the received signals, which is in turn re-
flected by the surface of the objects from the explored environment.  

The modern way to generate ultrasonic images is to use array of ultrasound sen-
sors, as described, e.g. by [1] to [4]. This solution requires high power signal proces-
sors, is expensive, and quite complex. Solutions based on discrete sensors are more 
suitable from the cost point of view and for simple applications. The approach of 
obtaining ultrasonic images by discrete composition (i.e. pixel by pixel) is not new. 
The major drawback is the necessary processing time to obtain the ultrasonic signals, 
considering that an echo is associated with a pixel. More, the missing of high spatial 
selective (narrow beam) ultrasonic transducers generates uncertainty in the exact loca-
lization of the reflecting surface, and thus uncertainty in ultrasonic images. Details 
and solutions can be found in [5] or [6].  

The generation of airborne ultrasonic images is a challenge, the scientific literature 
and practical experiments are almost missing. This paper uses a simple method for 
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obtaining ultrasonic sonar images (in air), under the objective of object (target) detec-
tion and classification.  

This is a third paper, which considers ultrasonic images, and uses a biomimetic so-
nar head (described in [7]). Paper [8] presents the results of ultrasonic images using 
ordinary sensors, with wide beam of directivity. Paper [16] explores the case of nar-
row beam for ultrasound transducers, when these are oriented on the same direction as 
the transmitter. On the contrary, the solution adopted in this work uses beams focused 
on the target. The rationale of this is on expectation of higher details of target’s sur-
face and higher amplitude of the received signals, comparing with the two previous 
works. 

The bio-mimetic sonar head (ROVIBAT-01, which stands for ROmanian VIrtual 
BAT) works on fixed frequency (40 kHz) with discrete ultrasonic sensors.  Literature 
of robotics and target recognition based on sonar present some biomimetic sonar 
heads, similar to this one, e.g. [9], [10] and [11], but none of them uses a specialized 
signal processing module, part of the sonar head, neither do they aim at image genera-
tion and processing.  

This work presents preliminary results from sonar ultrasonic image processing sys-
tem working on fixed frequency and a biomimetic structure of the sonar head with 
one emitter and two receivers. The receivers’ directivity is narrow and the receivers’ 
beams are focused on the target. Section 2 describes the experiments, section 3 intro-
duces the identification algorithm of the transmitted ultrasonic signal, and section 4 
presents the proposed method for ultrasonic image generation. Finally, the results are 
compared and main conclusions are drawn. 

2 Description of the Experiments 

The biomimetic structure of the sonar head was considered and used in experiments 
for ultrasonic image generation. The bio-mimetism is referring to the structure (one 
transmitter plus two independent receivers) and behavior (the degrees of freedom at 
the level of receiving transducers and sonar head).  

The structure of the sonar system has: (1) the sonar electro-mechanic head, which 
is a mechanical structure composed of bearings and servomotors; (2) a position con-
trol module (board), performing the synthesis of the driving signals necessary to reach 
the imposed orientations; (3) the signal processing module (board), performing the 
initial signal processing functions, i.e. filtering, sampling, synchronous (parallel) con-
versions, and synthesis of the emitted signal for various tasks (exploration, detection, 
recognition, navigation, etc.). The signal acquisition board performs simultaneous 
acquisition of four signals at a rate of maximum 2 MSPS and 12 bit resolution. The 
sonar head is connected to a standard computer for coordination and supervised con-
trol. More details are presented in [7].  

Horizontal reflectors are attached to ultrasound receivers and have a special shape 
(parabolic like), which allow a narrower width of the main lobe in the directivity pat-
tern, approx. 7 degrees at –3dB. More details on design, measuring and performances 
of the selective shapes (pinnae) are presented in [12] and [13].  
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In the paper we suppose that an obstacle was already detected, and then the range 
and direction were estimated, in a separate process (task), using the sonar head and 
one of the multiple methods available, as described e.g. in [14] or [15]. The task de-
scribed in the paper concerns the generation of an image of that particular obstacle, 
for recognition purposes. Fig. 1 shows a diagram presenting the wide beam of the 
transmitter (T) related to the narrow beams of the two receivers (R1– left and R2– 
right). The receivers are focused on the target, then the sonar head explores the direc-
tions around the target, in order to build an image, detailed as possible.  

The objective of the experiments was to evaluate the complexity of ultrasonic im-
ages generation process using a set of three different objects (targets) as: (1) a ball of 
18 cm diameter; (2) - a rectangular box (cube); (3) – a polyhedron. The objects are 
presented in Fig. 2. It should be mentioned that they are difficult objects in any recog-
nizing process. Table 1 presents the configuration of the 11 experimental cases for 
image generation. 

 

Fig. 1. Schematic on directivity of ultrasonic transducers 

 

Fig. 2. Objects under study: polyhedron, ball, and box 

 



598 D. Aiordachioaie and L. Frangu 

Table 1. Details of the experiments 

Case Target 
Image size 
nxn [pixel] 

Obs. 

1. Ball 20 x 20 18 cm diameter 
2. Edge box 20 x 20 19.5 cm edge 
3. Front box 20 x 20 19.5 cm edge 
    
4. Ball 40 x 40 18 cm diameter 
5. Edge box 40 x 40 19.5 cm edge 
6. Front box 40 x 40 19.5 cm edge 
    
7. Ball + edge box 40 x 40 Same plane 
8. Ball + front box 40 x 40 Same plane 
    
9. Big size polyhedron 20x20 Hexagonal faces;  

edge of 11 cm 10. Big size polyhedron 40x40 
    
11. Small size  polyhedron 20x20 Hexagonal faces;  

edge of 6 cm 12. Small size polyhedron 40x40 
    

 
The sampling frequency was 1 MHz and the distance to targets was 0.85 m. The 

3D data has N = 8192 frames (corresponding to the N samples of the received signal), 
each frame with n lines and n columns (corresponding to the nxn directions of the 
exploration). Five experiments considered 20x20 pixels, the others used a 40x40 pixel 
resolution. The exploring time window is 18.2 ms, which corresponds to a maximum 
range of R=3.1 m. The exploring parameters for a single image range as follows: azi-
muth 020±  and elevation 040± , both centered on target’s direction. 

3 Identification of Transmitted Signals 

Time delay estimation and image generation processes need the transmitted signal 
(the pressure signal at the output of the ultrasonic transmitter), which can be obtained 
from measured or simulated data. Because measurement data are not always availa-
ble, a simple identification procedure was used for the transmitted signal. The model 
for signal identification (modeling+ parameter estimation) is presented in Fig.3. At 
the transmitter stage, TR, the input is a voltage signal composed of pulses, i(t), and 
the output is the ultrasonic signal pressure, x(t). The (measurement) channel is free of 
obstacles and has a very short length, e.g. 1-2 cm. Thus, the effects of the channel on 
the measurement chain can be neglected.  

Both transducers, at the transmitter and receiver stages, have a resonant behavior 
modeled by a transfer function 
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where the parameters are T=0.025/2/pi [ms] (corresponding to a free oscillation fre-
quency of 40 kHz), the attenuation constant ξ=0.02, and K=0.5e-6 is a conversion 
factor from the derivative of the voltage to the acoustic pressure.  

 

Fig. 3. The structure for signal identification 

The model (1) was converted to discrete-time, by using Tustin method and a sam-
pling frequency of Fs=1 MHz, and next simulated. The used discrete-time model is 
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As an example, Fig. 4 presents a set of the involved signals. The simulated signal x(t) 
(left) and a measured signal r(t) (right) are displayed. Simulation proves to be close to 
the measured signal. 

 

Fig. 4. Example of the involved (transmitted and  received) signals 

4 Ultrasonic Image Generation 

Image generation is made element-by-element technique, uniformly exploring the 
environment around the direction where the obstacle is located. Exploring means 
pulse transmission plus waiting and storage of received echoes during a fixed time 
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window. The intensity of each pixel is associated with the amplitude of the echo re-
ceived from the corresponding direction. 

The set of resulted frames can be described by a 3D function 

),,( ϕθrII =                                                         (3) 

where r is the range to target, θ and ϕ are angular coordinates (azimuth and eleva-
tion), and I means the intensity. Knowing that the distance D to the obstacle was al-
ready estimated, only a small set of frames are useful for the recognition task, i.e. 
values of r around the distance D.  

Fig. 5 presents the main computation blocks of the used method to obtain the ultra-
sonic images. Each explored direction is described by the pair of coordinates x and y 
(corresponding to desired azimuth and elevation), each from the set of {1, 2,…, 20} 
or {1, 2,…, 40}. The computation of the proper values for x and y and the correct 
positioning of the transducers are the tasks of the position controller and electrical 
drives of the sonar head. The orientation of each receiver, as described in figure 2, is 
computed as follows: 

( )Dd 2tan 1−=α  [rad]                                              (4) 

where d is the distance between the receivers. 
A small number of impulses start the acquisition process. The number of pulses 

depends on the distance to the target and it is chosen prior to the experiment, to avoid 
a small energy of the transmitted signals (as effect, a low amplitude echo signal) or – 
in the opposite case – the saturation of the final linear amplifiers. The received sig-
nals, Lxy(t) and Rxy(t), are band pass filtered and amplified (signal conditioning). For 
each signal a set of N=8192 samples are recorded.  

By software implementation, the cross correlation between transmitted, s(t), and 
received signal, r(t), is estimated and, next, envelope detection is performed by using 
the Hilbert transform: 

{ })()()( ττ +⋅= tstrERrs                                               (5) 

{ })()( τrsh RHilbertts =                                                   (6) 

)()( tstENV h=                                                               (7) 

where the envelope signal is considered for all points of the explored grid defined by 
θ and ϕ. The total number of envelopes is imposed by the resolution of the grid, i.e. 
lines x columns. 
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Fig. 5. The structure of the ultrasonic image generation process: (a) acquisition and (b) 
processing 

The signal processing sequence may continue with two sets of algorithms, accord-
ing to the objective of the sonar sensing: detection or recognition. The supervisory 
unit decides which one is active. If the objective is the detection of the obstacles, the 
processing algorithm explores the 3D image, detects the large values of the intensity, 
measures the distances to the obstacles and estimates their sizes. This variant is not 
considered here.  

If the objective is the recognition of the obstacles, we suppose that distance D is 
known and the orientation of the receivers, during the exploration, was maintained to 
the value of eq. (4). The system has to build a single 2D image of the environment, 
around the distance D. In this respect, the two images (left and right), are the outputs 
of an image constructor block, which starts from the envelopes introduced by eq. (7). 
It searches and retains the local maximum value of envelopes on each direction, 
among the frames with indexes from N1 to N2: 
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assuming the index of the frame corresponding to the distance D is placed between  
N1 and N2. The final ultrasonic image is obtained by fusion from the set of two availa-
ble images, i.e. left and right. This final image has the same size as the left and right 
and gray levels with eight bpp (bit per pixel). At this stage of the method, the fusion 
block performs image registration only (shifting and weighted averaging).  

Some results from the set of ultrasonic images are presented in Fig. 6. For each 
case, three images are presented: left, right and the final image obtained by fusion.  

 

 

 

Fig. 6. Examples of the processed ultrasonic images (with reference  to Table 1) 
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Fig. 6. (continued) 

The images are not very close to the shape of real objects. This is an expected re-
sult because the explored objects are quite similar and the images are the first step of 
processing: raw generation. The next is related to image processing, e.g. filtering, 
enhancement.  

The obtained set of images imposes the use of complex algorithm for classifica-
tion. It could use the intensity of the image and the distribution of the intensity on 
image (i.e. the gradient). For example, the image associated to the ball (case 4) has a 
high gradient in the area of pixels with high values comparing with the image asso-
ciated with a frontal box (case 6).  

All images have artifacts, a “shadow” like at the bottom of each image. This is an 
effect of the directivity on the vertical plane, which have two asymmetric main lobes. 
Further steps of image processing can compensate the effect.  

5 Conclusions 

Preliminary results of airborne ultrasound image processing were presented and dis-
cussed. The objective of the study was to evaluate the discrete methodology for gen-
eration of low-resolution ultrasonic images (with fixed working frequency) able to be 
used for simple target classification algorithms. The obtained images are not very 
close to the shape of explored objects, but provide enough information for object 
detection and classification.  

The proposed method is general, simple, and close to the used structures in sonar, 
but has (particular) features, e.g. fusion of left and right images. This is the first step, 
the raw image generation. The second step, which is not considered here, is called 
image processing and will contain methods to improve the quality of images.  

An important cross point for target and texture recognition based on ultrasonic  
images, and which will be considered in the next immediate future, will be the  
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elaboration and the fusion of the ultrasonic images obtained with different working 
frequencies, e.g. 40, 100, and 150 kHz. More effort must be oriented to the optimiza-
tion of the image generation process, by considering random exploration and genera-
tion, in direction of decreasing of the computation time. 
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Abstract. This paper is presenting an experimental assemblage that is  
proving the principle of following cars by using in a new way a license plate 
recognition system. Once the license plate of the followed car is focused by a 
monoscopic CCD camera, its image is recognized and measured by pixel count-
ing. The image’s dimension is converted into a measure of the distance between 
the cars, while its position measures the direction. A simple model car, provided 
with a CCD camera, is wireless controlled by means of a laptop computer, 
which is running the Image acquisition Toolbox and the Video and Image 
Processing Blockset of Matlab Simulink. We draw some preliminary conclu-
sions, project the final algorithm that is to be tested and discuss the future  
implementation of this method. 

Keywords: CCD camera, automate cruise control, license plate recognition. 

1 Introduction 

The Automate Cruise Control ACC is a concept that aims to improve the driving per-
formances and to reduce the crash risks [1], [2]. Besides the simple presetting of the 
speed when the traffic allows, one major ACC issue is to automatically follow a car 
that is driving in a convenient manner. Several cars running in the following mode 
may form large platoons. A following car must reproduce the trajectory of the fol-
lowed vehicle, maintaining in the same time a desired distance between them [3]. A 
key problem in this issue is the online measurement and control of the distance gap 
between cars. A basic ACC principle is to avoid the use of any external assistance 
(satellite, roadside infrastructure or cooperative support from other vehicles). Hence 
ACC implies exclusively on-board sensors, which basically means laser or radar 
sensors [4]. In a previous paper (2004) it was proposed an alternative solution for the 
distance measurement: the use of CCD cameras, monoscopic or stereoscopic [5], 
afterwards discussed also in ref. [6]. This vision-based approach has obvious advan-
tages in what concerns the costs and the clarity, but it is not reliable by itself in  
bad weather conditions. Here we can invoke the modern trend of the sensor and in-
formation fusion [7]. Adding a complementary vision based sensor to the existing 
echolocation laser or radar ones can only improve the performance and the safety of 
the vehicles. 
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New facts are encouraging this research. Since 2004 CCD and CMOS cameras 
have emerged in many applicative fields, and the transportation industry assimilated 
the license plate recognition LPR especially in the traffic monitoring [8]. 

Besides conventional LPR systems that are generally installed on highways and in 
traffic nodes, more and more video cameras are present on board of vehicles (target-
ing the front and rear sides of automobiles and also its inside). They fulfill different 
tasks such as obstacle and lane recognition, night vision, parking assistance or moni-
toring drivers and passengers.  

Our intention is simply to use the information provided by the front camera for a 
supplementary function: the recognition and the positioning of the license plate of the 
followed car. Contrarily to LPR, whose prior goal is to recognize the inscriptions of 
the license plates, we only need to find their shapes and dimensions. 

2 The Experimental Assemblage 

The model car provided with a wireless control system and a monoscopic CCD cam-
era is presented in Fig. 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. The model car provided with a monoscopic CCD camera 
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Fig. 2. The Simulink cruise control system with monoscopic CCD camera 

The Simulink cruise control system is presented in Fig. 2. The main blocks of this 
system are the following: 

1) From Video Device – this block is processing the signal of the video camera; 
2) Image From File 1 – the comparison image of a license plate (recognition); 
3) Image From File 2, 3, 4 – images of the license plates from three different dis-

tances 90/100/110 cm (used for the measurement of the distance gap); 
4) Detectare – the recognition block; 
5) Orientare – the tracking controler; 
6) Verificare Distanta – the distance gap controller; 
7) Video Viewer; 
8) Digital Output – the interface with the model car. 

 

 

Fig. 3. The license plate recognition block 
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Fig. 4. The distance gap controller  

3 Future Work 

The key development of this work must replace the relay type controller by a fuzzy-
interpolative one, using a particular speed adaptation planning. This planning  
connects an optimized imposed distance gap between cars di with the following car’s 
velocity v. A precise method for building optimized di(v) functional mappings may be 
found in ref. [9]. This mapping will be associated with the detailed curves that are 
capturing the image dimension vs. distance gap, which were introduced in ref. [6]. 

 

 
Fig. 5. The normalized graphs of the license plate image’s dimensions vs. distance gap func-
tion, for two focal lengths of the CCD camera 
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4 Conclusions 

The previous described experimental arrangement allowed us to test a generic cruise 
control structure that uses a single monoscopic CCD camera as distance and tracking 
sensor. The first positive result of such a structure, implemented in Matlab-Simulink, 
needs further improvements in what concerns the refinement of the algorithms and the 
optimization of the architecture, in order to increase the reliability and the speed of 
the performance (the time delays are exceeding one second for the time being). 

So far the image recognition stage is performed for a single license plate, using on-
ly implicit Simulink resources (Image acquisition Toolbox and Video and Image 
Processing Blockset) although the recognition of the characters is not necessary for 
our method, which is one of the causes for the great time delay.   

For the moment the system is working by imposing a constant distance gap d of 
100 cm between cars, using a simple relay distance controller. The hysteresis of the 
relay’s characteristics is set between 90 and 110 cm.  

The choice of Matlab Simulink for the algorithm development stage is natural; 
even its rather slow operation is advantageous because it is helping us to estimate 
easier the time delays introduced by the diverse components of the algorithms. We 
envisage a final FPGA implementation.   
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Abstract. Ultrasound imaging is considered to be one of the most cost-effective 
and non-invasive techniques for conclusive diagnosis in some cases and prelim-
inary diagnosis in others. Automatic liver tissue characterization and classifica-
tion from ultrasonic scans have been for long, the concern of many researchers, 
and has been made possible today by the availability of the most powerful and 
cost effective computing facilities. Automatic diagnosis and classification sys-
tems are used both for quick and accurate diagnosis and as a second opinion 
tool for clarifications. This paper analyzes the effect of various linear, non li-
near and diffusion filters in improving the quality of the liver ultrasound images 
before proceeding to the subsequent phases of feature extraction and classifica-
tion using Gray Level Run Length Matrix Features and Support Vector Ma-
chines respectively. 

Keywords: Filters, Texture, Gray Level Run Length Matrix, Classification, 
Support Vector Machine. 

1 Introduction 

The growth, accumulation and transfer of knowledge in the field of image processing 
in the past decade, has had tremendous impact across various disciplines. In the field 
of biomedical image analysis, images form the basis for identifying various patholog-
ical conditions depending upon which the medication is administered. 

The advancement in physics has made possible a wide variety of medical imaging 
modalities such as ultrasound, x-ray, computed tomography and magnetic resonance 
imaging, each one having its own utility based on the pathological condition and the 
organ under study. Ultrasound imaging is the most common modality, widely used for 
the diagnosis of diseases, due to its preliminary, non-invasive, cost-effective and ac-
curate characteristics. Automatic Classification and diagnostic systems if accurate, aid 
as an excellent decision support and second opinion tool for radiologists. 

The critical steps for developing any classification system include pre-processing, 
segmentation, feature extraction and classification. The poor quality of ultrasound  



612 K. Raghesh Krishnan and R. Sudhakar 

image is of major concern as it is often affected by speckle noise. This paper analyzes 
a series of linear, non-linear and anisotropic diffusion filters to select the one that 
produces the best classification without any loss of useful texture and vital diagnostic 
information. Pre-processing is followed by feature extraction. Gray level run length  
matrix (GLRLM) forms the basis for feature extraction following which classification 
is attempted using Support Vector Machines (SVM) using the extracted features. 

The paper is organized as follows. Section 2 deals with related work. Section 3 
gives an overview of the proposed method and section 4 deals with filtering tech-
niques. In Section 5, feature extraction is discussed. Section 6 deals with classification 
and Section 7 presents the experimental results and performance analysis. Section 8 
provides the conclusions and scope for future work. 

2 Related Work 

Biomedical image analysis, diagnosis and classification is an area of intense research 
and automatic classification of liver diseases from ultrasound images is under explo-
ration by many researchers. Ultrasound image analysis finds its most usefulness in 
classifying chronic liver diseases as discussed in [22]. Abou zaid Sayed Abou zaid, 
Mohamed Waleed Fakhr, Ahmed Farag Ali Mohamed in [2] propose an automatic 
liver disease diagnostic system for early detection of liver diseases. A classification is 
performed between normal liver, bright liver, cirrhosis and carcinoma based on ROI 
selected using gray level statistics. A series of feature extraction techniques and clas-
sification techniques are proposed in the literature [27].  

Various combinations of noise removal, segmentation, features and classification 
techniques give varied results and these have been analyzed by various researches to 
find the best model. A combination of Gabor features, Bayes classifier, multiple ROI 
voting and Adaboost based learning are attempted in detecting cirrhosis in [30]. As a 
subset of this vast problem, the application of various filters in [5, 20, 24, 31], feature 
extraction in [16, 28] and classification techniques in [28] are analyzed for their utility 
in automatic classification of diseases from ultrasound images in the literature. This 
work analyzes the combination of various such techniques in classifying five types of 
commonly occurring liver diseases. 

3 Proposed Method 

The overall system architecture is divided into 5 phases as depicted in fig.1. The first 
phase consists of image acquisition. This phase involves acquiring images from vari-
ous sources. The images used in the work were obtained from SonoScan Ultrasonic 
Scan Center, Sunitha Scan and Diagnostic Center and the internet. This work concen-
trates on five types of commonly occurring diseases such as carcinoma, cirrhosis, 
fatty livers, hepatitis and cystic livers for which the images are easily available.  The 
acquired images are de-speckled and partitioned. From the partitioned image, the 
GLRM features are extracted and presented to the SVM for classification. 
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Fig. 1. System Architecture 

4 Filtering Techniques 

In medical imaging, the ultrasound images are obtained with the help of a probe, 
which introduces a granular appearance called speckle noise. Speckle noise is a mul-
tiplicative noise formed due to diffuse scattering that reduces the resolution and con-
trast of the image there by degrading the diagnostic accuracy of the ultrasound image. 
Speckle occurs when an ultrasound pulse randomly interferes with the soft organs 
such as liver and kidney whose underlying structures are too small to be resolved by 
the large ultrasound wavelength. 

The speckle noise model may be approximated as multiplicative and is given by 

 jijijiji ugf ,,,, α+=   (1) 

Where f i , j is the noisy pixel g i, j represents the noise free pixel, ui,,j and αi, j represent 
the multiplicative and additive noise respectively and i, j are indices of the spatial  
locations. 

De-speckling or speckle suppression is a pre-processing step for many ultrasound 
image processing problems. A wide variety of filters exist in the literature 
[1,18,19,30].This work analyzes the effect of applying select filters such as Box, 
Gaussian in linear filters, Min, Max, Midpoint, Median in Non Linear Order statistics 
filters,), Wiener Filter (Adaptive), Homomorphic Filter and Speckle Reduction Aniso-
tropic Diffusion filters[5,6,31] on liver ultrasound images for the removal of speckle 
noise. The performance of these filters is measured using various statistical parame-
ters such as Noise Mean Value (NMV), Noise Standard Deviation (NSD), and Effec-
tive Number of Looks (ENL) and also by visual quality of the images. 

5 Feature Extraction 

Feature Extraction is an integral part of any classification problem. The objective is to 
collect the measurements of various characteristics from the various portions of the 
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image and employ them in the subsequent phase of recognition or classification. Im-
age textures are prominent features in ultrasound images which give information 
about the spatial arrangement of color or intensities in an image or selected region of 
an image. Generally, the texture of an image can be analyzed using two approaches 
namely structured approach and statistical approach [21]. 

Structured approach sees an image texture as a set of primitive texels in some regu-
lar or repeated pattern. This works well when analyzing for objects especially in ar-
tificial textures. Statistical approach sees an image texture as a quantitative measure 
of the arrangement of intensities in a region. In general this approach is easier to 
compute and is more widely used in analyzing ultrasound images [7, 28], since natu-
ral textures are made of patterns of irregular sub elements. Statistical approach is 
implemented in a number of ways. The current work makes use of  local relative tex-
ture features extracted from the ultrasound medical images using the Gray Level Run 
Length Matrix (GLRLM) based global features proposed by Abu Sayeed Md. Sohail 
et.al [3]. Three - level partitioning of the image helps in capturing the local features in 
terms of global image properties. The absolute difference of global features of each 
lower layer partition sub-block and that of its corresponding upper layer partition 
block gives the local relative features. 

Prior to the process of calculating the GLRLM, the ultrasound image is partitioned 
into 4k blocks, where k is taken as 1. k is a non negative integer carefully chosen such 
that k<log2 min(M,N) – 1.  The partitioning continues to a next level, where 4k/4 
blocks are formed by overlapping the every four first level blocks, adjacent to each 
other. The condition to form the second level blocks is that the area of the first and 
second levels must be equal to and also residing at the centre of intersection of first 
level blocks. Next level, the third level, is just the sub-partition of all the blocks 
formed earlier. Every block intersects horizontally and vertically at the centre such 
that each partition has four sub-partitions. Therefore, a three level hierarchy of parti-
tioning applying above conditions leads to extraction of local relative feature set. Fig. 
2 illustrates First and second level partitioning of an image when k=1 and third level 
of partitioning of an image for the block 1. After subdividing an image into several 
partitions, the GLRLM is computed for each of the partitions and is used in the calcu-
lation of 11 statistical features (discussed in the results) which represent the run-
length features of the image. 

The range of intensities in the image is sliced into 64 gray levels and run length is 
the maximum value among the rows and columns. Local relative difference is a 
measure derived from the partitions, represents the local relativity to obtain the local 
features set. The difference is calculated from third level partitioned sub-blocks and 
its next level partitioned blocks i.e. α1(Xi), α 2(Xi), … , α11(Xi) are features of blocks of 
first and second levels and β1(Xij), β2(Xij), … , β11(Xij) are the features of sub-blocks. 
Then, Local relative difference for each sub-block is 

 |)()(|)( ikjikjik XXXLRD αβθ −=           (2) 

Here, θ takes 0,45,90,135 for run lengths, k =1,2,3,…,11, the number of features, i = 
1,2,3,…,5 are the partitioned blocks of first and second levels and j =  1,2,3,…,4 are 
the sub-blocks of third level. Hence, 5 x 4 x 4 x 11 = 880 features are extracted for an 
image.  
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Fig. 2.   Illustration of First and Second Level Partitioning 

6 Classification 

The classification of liver diseases is attempted using Support Vector Machine 
(SVM). The local relative features extracted from the GLRLM of the training dataset 
are used to create feature vectors which are subsequently used to train the SVM.  
During the testing phase for every test image, after calculating of feature vector, the 
feature vector is presented to the SVM for classification. If the image is normal, the 
diagnosis ends there. If otherwise, the feature vector is passed on to the next binary 
SVM classifier which differentiates between Cirrhosis and other diseases. If the clas-
sification turns out to be other disease, the feature vector is presented to the next SVM 
classifier which decides if the disease is hepatitis or any other disease other than cirr-
hosis. The process continues until the vector is classified into any one of the disease 
categories. Fig. 3 illustrates the training and testing phases. 
 

Fig. 3. Outline of Classification Stage 
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7 Experimental Results 

The work concentrates on five commonly occurring liver diseases such as cirrhosis, 
carcinoma, fatty liver, haemangioma and cyst. The images have been collected from 
various scan centers and the internet. The dataset comprises of 100 images with 20 
images in each category. 

7.1 Noise Removal 

Various linear and non-linear filters discussed above are applied to the image dataset 
and the results of speckle reduction are analyzed using statistical measures such as 
Noise Mean Variance, Noise Standard Deviation, and Effective Number of Looks. 
The definition for each measure is given below. 

• Noise Standard Deviation (NSD): This determines the quantity of the speckle in 
the image. If the quantity of speckle is less, then NSD will be less. Mathematically 
NSD is represented as 
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Where Id is the de-speckled image and R is the row size and C is the column size of 
the image. 

• Equivalent Numbers of Looks (ENL): To estimate the speckle noise level another 
assessment parameter known as ENL over a uniform region is used. A larger value 
of ENL shows a better quantitative performance. Mathematically ENL is given as 

 22 / NSDNMVENL =  (5) 

The statistical measures computed for the original and De-Noised images are given in 
table 1. 

Some important inferences made in the study are discussed below: 
 

• Filtering techniques such as min, max, midpoint, Gaussian, box filters are not suit-
able for ultrasound images because they introduce severe blurring and loss of diag-
nostically significant information. Min, Max and Mid-point filters distort the tex-
ture information of the liver image. Fig. 4 illustrates the effects of applying some 
non-linear filters on the image visually. 
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Table 1. Statistical measures showing filter performance 

Disease 
Metrics NMV NSD ENL 

Range MinMaxMinMaxMinMax

Cirrhosis 

Original 55.165.7 9.6 9.9 31.743.8

SRAD 55.165.7 9.6 10.331.744.1

Homomorphic41.949.8 9.6 9.8 18.725.9

Wiener 55.165.7 9.6 10.431.743.9

Median 55.065.5 9.6 10.431.643.8

Liver Cyst 

Original 37.580.7 9.0 9.7 17.569.7

SRAD 37.680.8 9.0 9.7 17.669.6

Homomorphic30.161.4 8.8 9.5 11.842.2

Wiener 37.580.7 9.0 9.7 17.569.3

Median 37.379.9 9.0 10.017.067.0

Carcinoma 

Original 30.055.8 8.9 10.910.726.3

SRAD 30.055.9 8.9 11.010.526.0

Homomorphic23.942.7 8.5 10.7 7.2 16.0

Wiener 30.055.8 8.9 10.910.626.1

Median 29.755.7 8.9 10.910.426.1

Haemangioma 

Original 14.542.2 7.2 9.2 4.0 21.2

SRAD 14.648.2 7.0 9.2 4.4 31.2

Homomorphic12.532.9 6.8 9.0 3.3 13.3

Wiener 14.548.1 7.2 9.2 4.1 31.0

Median 14.047.9 7.1 8.6 3.8 31.0

Fatty Liver 

Original 23.846.5 7.3 10.3 8.7 20.2

SRAD 23.946.5 7.1 10.3 8.8 20.4

Homomorphic19.836.0 6.7 10.1 5.9 12.7

Wiener 23.846.5 7.2 10.4 8.7 20.0

Median 22.946.2 7.4 10.4 8.4 19.8

 

• SRAD filter suppresses speckle in terms of lower NSD values and slightly higher 
ENL values from the table 1.  When number of iterations exceeds 10, SRAD in-
troduces serious blurring in the images. When the number of iterations is less than 
8, there is no noticeable difference when compared to other filters. Hence the op-
timal number of iterations for better de-speckling is fixed to be between 8 and 10 
iterations.  

• Homomorphic filter flattens the speckle variance since it has low NMV and NSD 
values. Also the ENL values are found to be low from table 1. 

• NSD values obtained for Wiener filter remain the same as that of the noisy image 
as observed from table 1 which indicates that it has little effect on speckle sup-
pression. Also blurring is introduced in the image which results in loss of vital im-
age information. 
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       Original Image                            Max Filter 

     
            Min Filter           Midpoint Filter 

Fig. 4. Samples of Original and Non-Linear Filtered Images 

Of the various filters analyzed on the ultrasound images, from the measures and visu-
al quality of the images, SRAD was found to give better results in noise suppression. 

7.2 Feature Extraction and Classification 

The usage of GLRLM statistical parameters avoids image segmentation and subse-
quently, Region of Interest selection which is the case in conventional image 
processing. 880 GLRLM features are extracted from the original image and the vari-
ous parameters tabulated in the table 2 are calculated. These features are then used for 
training the SVM. This feature extraction can be applied on segmented images to 
obtain a deeper understanding of the diseased portion.  

Table 3 shows the 11 extracted features from the image after performing the first 
level of partitioning with k=1. Subsequent to classification by SVM using the feature 
vector set, the classification efficiency is computed by finding the number and percen-
tage of outcomes in the form of true positives (tp), false positives (fp),true negatives 
(tn) and false negatives (fn). Table 4 illustrates outcome of this analysis and it is 
represented graphically in Fig. 5. 

The overall accuracy for the whole system was calculated as the average of the ac-
curacies measured for each disease category. Table 5 shows the overall accuracy 
which was found to be 92.91% approximately. 

Various classification parameters such as sensitivity, specificity and accuracy were 
computed for the system and this is depicted graphically in Fig. 6.  

Misclassification results obtained for HCC are shown in Fig. 7. Misclassification is 
due to the lack of proper texture content in the image, due to the dominant overlap of 
dark (black) regions on portions of the liver. Similarly, misclassifications of fatty liver 
are shown in fourth image in fig. 7. The misclassification is due to “heterogeneity” in 
the texture. Fig.8. shows diagnosis screen implemented using Matlab. 
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Table 2. GLRLM Features 
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Table 3. Features Extracted After First Level of Partitioning 

Features Block 1 Block2 Block 3 Block 4 

SRE 0.3728 0.5273 0.4730 0.5257 

LRE 710.7345 507.4113 583.5598 517.8796 

GLN 172.7372 138.6842 158.9043 148.4437 

RLN 50.8445 133.2612 87.8564 130.9881 

RP 0.0485 0.0989 0.0806 0.0978 

LGRE 0.6885 0.5301 0.5788 0.5477 

HGRE 2891.4423 1103.9220 1740.6937 1155.7514

SRLGE 0.1129 0.1028 0.1087 0.1090 

SRHGE 2889.9062 1103.0548 1739.0225 1154.7231

LRLGE 710.1630 499.4453 550.6866 513.2663 

LRHGE 3605.0294 1641.1695 2498.9234 1691.0216
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Table 4. Experimental Results for Possible Outcomes 

Type tp tn fp fn 

Cirrhosis 15 33 0 5 

Cyst 16 42 0 0 

HCC 6 42 3 0 

Hepatitis 6 43 0 0 

Fatty 5 33 3 1 

 
 

 

Fig. 5. Graph showing the possible outcomes for five liver diseases 

Table 5. Overall accuracy of the classifier 

Disease 

Total 

Test 

images 

Correctly

classified
Sensitivity Specificity

Accuracy

(in %) 

Overall 

Accuracy 

Cirrhosis 20 15 0.75 0.894 84.17 

92.91% 

Fatty 17 16 0.94 0.92 92.50 

Hcc 10 6 0.60 0.937 87.88 

Cyst 6 6 1.00 1.00 100 

Hepatitis 5 5 1.00 1.00 100 
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Fig. 6. Performance Analysis Graph 

 

   
 

  
Fig. 7. Instances of false results due to misclassification 

 

 

Fig. 8. Implementation screen shot 
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8 Conclusions and Scope for Future Work 

This work concentrates on classifying five types of liver diseases based on texture 
features. Statistical properties have been applied to extracted features which have 
been subsequently used for classification. Future work is to concentrate on more 
number of diseases with a different set of features extracted from the image dataset. 
Also shape based detection can be attempted for further enhancement of results. Seg-
mentation followed by intelligent region of interest selection algorithms can be  
attempted to select the ROIs. Likewise Neural Networks and other soft computing 
techniques can be attempted to further enhance the classification accuracy. 
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Abstract. One of the research topics that garnered worldwide attention in the 
last decades is the prediction of bankruptcy risk. This led to the development 
and the diversification of methods and techniques used to quantifying this kind 
of risk. In this paper we analyzed the existing tools for predicting the risk of 
bankruptcy that are available to the decision maker, with a clear and concise 
study comprising a total of 60 companies in the Romanian economy. 

Keywords: analysis and prediction, discriminant analysis, bankruptcy predic-
tion, Altman model, Anghel model. 

1 Introduction 

Bankruptcy may be defined as a function of three variables: individual capability of 
the owners and management, industry characteristics, economic environment in which 
they operate. Even though the term bankruptcy is usually used to describe companies 
in difficulty, it should be taken into consideration that bankruptcy is a process that 
begins financially and it ends legally. This study provides a comprehensive compara-
tive analysis of existing tools for predicting the risk of bankruptcy, based on real data 
sets, collected from the actual Romanian economy. 

2 Multiple Discriminant Analysis (MDA) Applied in Economic 
Field 

Multiple discriminant analysis (MDA) is a statistical technique used to classify an  
a-priory observation in two or more groups based on observable individual characte-
ristics. This technique is used mainly to classify or to make predictions in case of 
dependent variables which appear in a qualitative form (bankruptcy (B) / non-
bankruptcy (N-B)). From a technical standpoint, the following steps should be taken: 
establishing explicitly the classified groups (equal or greater than 2); collecting data 
for the objects analyzed by groups. 
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MDA technique tries to establish a linear combination of features that best sepa-
rates the groups. For example, if a business has the financial ratios and features that 
can be quantified for all the analyzed companies, the statistical technique determines a 
set of coefficients of discrimination. Thus, MDA considers all of the common charac-
teristics for the surveyed companies and the interactions of these characteristics. The 
role of the discriminant function is to convert the value of the variables into a single 
discriminant value Z, feature that allows the classification of objects (firms) in groups 
initially set (bankrupt / non-bankruptcy). 

Discriminant function syntax is:                           (1) 

where: 

• ai - is the weighting coefficients, 
• Xi - represent the variables (financial ratios).  
• MDA is correct only under the hypothesis of the following restrictions [1]: 

• discriminant variables of the identified groups must have a normal multivariate 
distribution, 

• the matrix of group dispersion  to be equal across all groups (common variance 
- covariance matrix), 

• discriminant analysis requires that a priori probability of occurrence of each 
group and the cost of classification to be specified. 

Financial ratios represent the traditional way of analysis of company's financial posi-
tion. Analysis based on rates represents the calculation and interpretation of the rela-
tionship between two comparable sizes from economic and logic point of view. Most 
classifications retain four categories of financial ratios: activity rates, liquidity rates, 
rates of indebtedness and equilibrium long term and rates of return. Financial analysis 
is based on an integrated use of rates and not a divided one, even if the interests of 
users is different (banks which grant loans are primarily interested in current liquidity 
and cash flow the short term, while private shareholders are interested in the return of 
the invested capital in business). Relevance and redundancy of financial ratios were 
approached in recent decades, so, in 1975 Pinches examined a total of 48 rates for 
which he highlighted seven key points (each of them having two representative finan-
cial ratios) [2]. 

Corporate bankruptcy causes economic damages for management, investors, credi-
tors and employees together along with social cost. For these reasons bankruptcy 
predict, credit scoring is an important issue in finance. Survival analysis will be a new 
credit scoring model [13]. 

2.1 Approaches and Developments of Score Functions 

There were several methods to detect financial difficulties of the company. Altman 
and Anghel Models are based on the starting rates method for detecting financial dif-
ficulties of the enterprise. One of the important reasons in using the rates method is 
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linked to the theoretical and practical developments that found connections between 
analysis using financial ratios and statistical techniques [3]. With financial ratios, we 
can compare the profitability of different sized companies from different branches [2]. 
Risk of bankruptcy can be determined by the so-called method of scoring. This is 
based on statistical techniques of discriminant analysis (DA). 

The score, as final of discriminant analysis, represents a method of diagnosis that 
consists in measuring and interpreting the future economic risks for the company. The 
method uses a group of significant financial ratios, resulting mainly from the annual 
financial statements. In the following we present two models for prediction of  
bankruptcy. 

2.2 The Altman Model 

Altman is a reference name cited in studies concerning the prediction of bankruptcy. 
The model proposed by Altman considers a number of 22 potential variables (based 
on annual financial statements) grouped into five categories: liquidity, profitability, 
debt, solvency and activity.  

Altman describes how he uses statistical techniques and discriminant analysis (DA) 
to develop a model of financial indicators that provide enterprise bankruptcy. In the 
model development, he has selected a group of 33 companies with financial problems; 
the sample included industrial (manufacturing) companies. Healthy business group 
companies were selected by the principle of similarity, to each of the bankrupt com-
panies (size, industry, etc.) corresponded a healthy firm. From the initial list of 22 
indicators, the author chooses the five most significant. Between the years 1969-1990, 
he develops three score function models, named: Z, Z’ and Z’’. The first model built 
by Altman includes five variables, each having attached weights [11]. 
 1.2 1.4 3.3 0.6 1.0                     (2) 

where: 

• X1 - working capital/total assets,  
• X2 - retained earnings/total assets,  
• X3 - earnings before interest and taxes/total assets,  
• X4 - market value equity/book value of total liabilities,  
• X5 - sales/total assets, and Z - overall Index or Score. 

To make the model operational, the two groups of companies were analyzed and clas-
sified by Z score size, setting the two limits and the uncertainty. Altman’s model 
works based on the following decision rules: 

• If Z ≤ 1.8 then imminent bankruptcy situation, the company is likely headed to-
wards bankruptcy, 

• If 1.8 < Z < 2.99 then uncertainty, 
• If Z ≥ 2.99 then good financial situation. 



628 C. Raţiu, D. Bucerzan, and M. Crăciun 

It should be noted that the first four coefficients (X1-X4) of the score function are as a 
percentage while the last one, X5, has a decimal form [5]. Later, Altman refined the 
model. The aim was to reflect the economic reality of the companies, through the 
financial information. He modified the variable X4 substituting the market value with 
the book values of equity [4]. The following score function was obtained [11]: 0.717 0.847 3.107 0.420 0.998           (3) 

The decision rules changed as follows: 

• If Z’ ≤ 1.23 then imminent bankruptcy situation 
• If 1.23 < Z’< 2.90 then uncertainty 
• If Z’ ≥ 2.90 then good financial situation. 

Finally, from its previous models, which include a variable sensitive to the type of 
industry (X5 = sales/total assets), Altman reviews the score function, retaining only 
four variables [11]: 6.56 3.26 6.72 1.05                    (4) 

The decision rule becomes: 

• If Z’’ ≤ 1.10 then imminent bankruptcy situation, 
• If 1.10  < Z’’ < 2.60 then uncertainty, 
• If Z’’ ≥ 2.60 then good financial situation. 

We note that in the three score function models Z, Z’ and Z’’, Altman obtained three 
different areas of ignorance, as follows: 

• 1.8 < Z < 2.99, 
• 1.23 < Z’< 2.90, 
• 1.10 < Z’’ < 2.60. 

The intervals of ignorance have the following lengths: 1.19 for Z, 1.67 for Z’ and 1.50 
for Z’’. 

2.3 The Anghel Model 

The “Anghel Model” is the recent model developed by the Romanian School and it 
consists in building the function score model for the Romanian economy on multiple 
discriminant analysis (MDA). The score function consists of four variables, four pa-
rameters and one constant [12]. 
To obtain the score function Anghel took the following steps: 

• Choosing the sample of companies divided in two groups: N-B group – companies 
without financial problems and B group – failed companies. His study is based on 
a sample of 276 companies from 12 branches of national economy. The companies 
were selected randomly. The information for each enterprise was taken from the 
annual financial statements for the period 1994-1998. 
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• A comparison is made over time period based on a set of significant indicators for 
the two groups of companies. Anghel analysis 20 financial indicators to see which 
of them covers a particular interest for the companies and divides them in: rates of 
activity, rates of liquidity, rate debt, rates of return and other economic and finan-
cial data’s. 

• Selecting indicators that make the best discrimination. Following the selection 
phase he chooses the following four financial variables: revenue performance,  
coverage of debt to cash flow, leverage the asset and period for payment of  
obligations: 

■ X1 - earning after taxes / incomes; 
■ X2 - Cash Flow / total assets; 
■ X3 - liability / total assets; 
■ X4 - liability/ sales * 360 

• Development through discriminant analysis technique of A linear combinations of 
relevant indicators Xi. In case of the two groups of previous assumptions there is a 
function representing the best discrimination B versus N-B. Based on economic 
and financial information since 1998 for a total of 276 Romanian companies it was 
build the A score function [11]: 5.676 6.3718 5.3932 5.1427 0.0105            (5) 

• Choosing a point (or points) of inflection which makes predictive classification of 
companies in the two groups. Computing the A score for each enterprise from the 
sample and sorting ascending the information obtained for the A score results a sit-
uation for all companies. 

• A-priori analysis of the success rate of A score by comparing the predictive classi-
fication with the known situation of companies in the sample. The assessment is 
based on the following classification: 

■ If A ≤ 0 then imminent bankruptcy situation 
■ If 0 < A < 2.05 then uncertainty 
■ If A ≥ 2.05 then good financial situation 

• A-posteriori analysis of the success rate of the function A by analyzing the degree 
of relevance for another sample of companies. 

A sample of companies was considered, separated in the two groups B and N-B, and 
the subject of analysis was the prediction accuracy that the function A performs. The 
sample used to validate the proposed model includes 55 companies, 28 from the N-B 
and the other 27 from group B. Companies in the test sample were similar in size and 
industry sectors with the initial sample.  

In these conditions the prediction success rate, reported by the author, is similar to 
a-priori prediction, namely 97.8%. This allowed the assessment that the score A was  
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effective and could be applied to companies in the Romanian economy (retaining the 
limits in order to built the model) [11].  

Observing the prediction models mentioned above, we can see that there exists a 
constant in the scoring function from the Anghel model, while it is missing from the 
scoring function from the Altman model. This difference is because in the Anghel 
prediction model the number of N-B companies (166) is different from the number of 
B companies (110), while in the Altman model the number of N-B companies is equal 
to the number of B companies (33). 

3 Current Views on the Use of Quantitative Techniques Data to 
Estimate the Bankruptcy Risk 

Using financial ratios in bankruptcy prediction is based on the assumption that the 
bankruptcy process is characterized by a systematic deterioration of the value of fi-
nancial ratios. Diagnostic models for the bankruptcy risk developed based on disccri-
minant analysis such as Altman model can be slightly misleading, as Heffernan notes, 
because models are based on historical data [6]. Even if they were reasonably accu-
rate, when these models were developed, if no action is taken to update the variables 
considered and / or recalibration of the models, their accuracy decreases in time. Con-
sider that the analyzed financial rates may change over time, even on the market on 
which the company is operating. It is necessary to test the discriminant analysis mod-
els with a sufficiently high frequency and to regularly update the risk models used in 
practice [6].  

A disadvantage of using quantitative data techniques to estimate the risk of  
bankruptcy is that the result obtained by using the model is a binary one: bankrupt or 
non-bankrupt company. In practice, there are several possible scenarios. The used 
discriminant analysis models used may not include the state of solvency, insolvency 
and restructuring simultaneously [7].  

Everyone in finance is familiar with the Altman Z-Score and many analysts use it. 
In 2001 Shumway shows that half of the variables included in Altman-Z are no longer 
predictive of bankruptcy–ouch. He also identifies a model that trumps the Altman-Z 
in out of sample tests–double ouch [8]. Also in 2004, Chavez and Jarrow have 
checked with extensive data that Altman model is not as good as the Shumway model 
[9]. Analysts say the 2009 Z-scores, based on 2008 balance sheets, are far lower than 
in previous years as companies absorb the strain of the downturn in their accounts.  

Graham Secker, Morgan Stanley strategy analyst says there’s been a lot of change 
between 2007 and 2008 [accounting years], tightening of credit and a vast deteriora-
tion in corporate balance sheets and 2009 is expected [Z-scores] to be much worse. 
Also analysis of the Financial Times and Capital IQ, corroborates that the 2009 scores 
have been badly affected by the crisis [10]. 
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3.1 Analysis of Altman and Anghel Bankruptcy Prediction Models 

In our study we demonstrated that discriminant analysis methods are no longer valid 
in period of crisis. For this we constructed a statistic which was based on a sample of 
60 companies in the Romanian economy.  

The 60 companies were chosen randomly from a population of 200 companies. 
Note that when   the companies were selected,   the number of firms bankrupted is 
equal to the number of firms non-bankrupted, fact noticed in the Altman’s model.  

As mentioned above, we grouped the firms into two categories: group 1 - business 
bankrupted – B, group 2 - business non-bankrupted - N-B. The study was conducted 
over a period of five years (2005-2009).  

Applying the two bankruptcy prediction models, Altman's model respectively 
Anghel's model, we obtained the percentage of correct predictions, reported in years 
and reported to the company.  

Also the study revealed the average of the percentage of correct predictions re-
ported at years both for the Altman's model and for the Anghel's model.  

As it may be seen in Figure 1, we obtained a graph of the correct percentage of 
predictions in the models studied. 
 
 

 

Fig. 1. The Altman and Anghel - percentage of correct predictions / year 

 

The table below, Table 1, contains statistical data that we obtained in the study. 
The meaning of the heading and footer table is the following: 

• COM – Company 
• CS - The current situation 
• CPP/C - Correct percentage prediction / company 
• CPP/Y - Correct percentage prediction / year 
• APCP/Y - Average percentage of correct predictions / years 
• APCP/C - Average percentage of correct predictions / company 
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Table 1. Accurate predictions of bankruptcy reported both years and the company, obtained 
with Anghel's and Altman's predictive models 

  ALTMAN ANGHEL 

COM CS Year 
1 

Year 
2 

Year 
3 

Year 
4 

Year 
5 CPP/C Year 

1 
Year 

2 
Year 

3 
Year 

4 
Year 

5 CPP/C 

1 N-B B U    0% B B    0% 

2 N-B U U U U U 0% B U B U U 0% 

3 N-B U B U U B 0% B B U B B 0% 

4 N-B B B B B B 0%  B B B B 0% 

5 N-B B     0% B     0% 

6 N-B B B B B  0% B B    0% 

7 N-B B B B B  0% B B B B  0% 

8 N-B N-B N-B N-B U  75% N-B B B B  25% 

9 N-B U     0% B     0% 

10 N-B B B B B  0% B B B B  0% 

11 N-B B B    0% B B    0% 

12 N-B N-B N-B N-B N-B  100% N-B N-B B N-B  75% 

13 N-B U U U B B 0% U B B B B 0% 

14 N-B B B B B  0% B B B B  0% 

15 N-B B B B B  0% B B B B  0% 

16 N-B B B B B  0% B B B B  0% 

17 N-B U B B   0% B B B   0% 

18 N-B B B    0% B     0% 

19 N-B B N-B    50% B U    0% 

20 N-B B U B B B 0% B B B B B 0% 

21 N-B B U B B  0% B B B B  0% 

22 N-B B B B   0% B     0% 

23 N-B N-B N-B N-B N-B  100% N-B     100% 

24 N-B N-B N-B    100% N-B N-B    100% 

25 N-B U U B   0% N-B N-B    100% 

26 N-B N-B N-B U U B 40% B B B B B 0% 

27 N-B N-B U    50% N-B N-B    100% 

28 N-B N-B N-B U U U 40% N-B N-B B B B 40% 

29 N-B B B B   0% B B B   0% 

30 N-B B     0% B     0% 

31 B B B N-B   67% B B N-B   67% 

32 B U B B   67% B B B   100% 

33 B B B B B B 100%    B  100% 

34 B N-B N-B N-B N-B B 20% B B B B B 100% 
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Table 1. (continued) 

  ALTMAN ANGHEL 

COM CS Year 
1 

Year 
2 

Year 
3 

Year 
4 

Year 
5 CPP/C Year 

1 
Year 

2 
Year 

3 
Year 

4 
Year 

5 CPP/C 

35 B U N-B B   33% B U B   67% 

36 B B B B B  100% B B B B  100% 

37 B N-B B B B B 80% N-B   B  50% 

38 B B B U B U 60% B B B B B 100% 

39 B B B B B B 100% B B B B B 100% 

40 B B B B   100% B B B   100% 

41 B B B B B B 100% B     100% 

42 B N-B B B B B 80% B B B B B 100% 

43 B N-B B    50% N-B B    50% 

44 B B B N-B B  75% B B B B  100% 

45 B U B B   67% N-B U B   33% 

46 B U B U B  50% B B B B  100% 

47 B N-B N-B N-B N-B B 20% N-B B B U B 60% 

48 B U B B   67% U U    0% 

49 B B U B B  75% B B B B  100% 

50 B B B    100% B B    100% 

51 B N-B N-B N-B N-B B 20% N-B N-B N-B N-B B 20% 

52 B B B B B B 100% B B B   100% 

53 B B N-B B B U 60%  N-B  B U 33% 

54 B N-B N-B B B  50% N-B N-B B   33% 

55 B B B B B B 100% B B B B B 100% 

56 B B B B B  100% B     100% 

57 B B B B   100% B B B   100% 

58 B N-B U U U B 20% N-B N-B U U B 20% 

59 B N-B B N-B B  50% B B U B  75% 

60 B N-B B    50% N-B N-B B   33% 

CPP/Y 37% 48% 35% 30% 18% APCP/C 43% 38% 30% 23% 13% APCP/C 

APCP/Y 34% 44% 30% 46% 
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4 Conclusions 

We can conclude that the percentage of correct predictions / years in the Altman 
model is between 18% and 48% while in the Anghel model the range is between 13% 
- 43%. The Anghel model has a decreasing linear behavior. In the Altman model, at 
first a growth is observed, followed by a linear decrease. What is common to the two 
methods is that prediction is not over 50%, a success rate well below the forecast 
given by the two authors. Anghel’s model report a success rate greater than 97%, 
while in the Altman’s model the success rates were: 93.9% for N-B companies and 
97% for B companies. This result proves that the two methods are not valid. Also the 
average percentage of correct predictions / year highlights this fact. In Altman model 
44% and 46% in Anghel model, both values are below 50%. Taking this study into 
consideration, we may conclude that the use of the Altman and Anghel bankruptcy 
prediction models is no longer valid in today’s economic environment. 

Such studies were also approached by other researchers and the results were not far 
from those obtained by us. In this paper we present a concise and complex study, 
which comprises 60 companies and demonstrates that the existing analysis tools for 
predicting bankruptcy risk are no longer valid in today’s economic conditions. As a 
future research direction stands out the development of an adequate analysis method 
for the current period that include the bankruptcy risk prediction, the analysis and 
prediction of the stage of incapacity of payment, and to determine the appropriate 
timing for commencement of insolvency proceedings. 
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eral colleagues who offered their knowledge and unconditional support. Also special 
thanks to the family and best friends who have always been there for us. 
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Abstract. The paper presents an originally way of setting and calculating key 
performance indicators for a Help Desk problem based on Fishbone analysis - a 
six sigma technique. The paper focuses on analyzing the process data collected 
during two months. The process is modeled using BPMN language and an orig-
inal process enhancement in three steps is applied. The first month is allocated 
to observing the process behavior and establishing improvement methods. Dur-
ing the second month the impact of the improvements is measured. The results 
of the research show process improvement as a result of organizational decision 
that has a positive and visible impact on kpi. The originally manner that kpi was 
developed can be easily customized to other business process types. 

Keywords: key performance indicators, fishbone diagram, BPMN, process 
monitoring. 

1 Introduction 

For staying competitive in a dynamic market, organizations constantly improve their 
functionality by identifying new process improvement strategies customized to their 
specific needs. According to Tony Riches, one of the top 10 business priorities for 
2011 is improving business process. [1] 

One of business process improvement methods is monitoring it with key perfor-
mance indicators. [2] 

When establishing key performance indicators the strategy of the organization 
plays an important role. From the strategy, the objectives of the organization, that 
need to be monitored, are defined. It is important to establish the correct and relevant 
kpi’s for the organization. 

In the first instance the paper presents Help Desk process modeled with BPMN 
language. The process inefficiency causes will be determined with Fishbone analyze 
[3] and customized kpi will be developed as improvement method and also as process 
control method. The quality of the process needs to be improved through applying 
improvement measures for: - reducing process complains, reducing rework time, res-
pecting SLA (service legal agreement) for level 1 and level 2 activities of Help Desk 
process. 
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2 Help-Desk Software Service Process Description  

The process starts when the customer of the software service signals an incident (er-
ror) in the flow of the process. The customer calls level 1 support and sends an e-mail 
with the problem description. At level 1 support a person responsible with receiving 
incidents filters the problem in two categories: software problems that can be solved 
by phone assistance and hardware problems that require movement of an intervention 
team. 

A. If the incident can be solved by phone, the following steps will be followed: the 
incident is saved in an .xls sheet, a solution to the incident will be found and a 
feedback request will be sent to the customer. The customer will give a short  
feedback regarding the incident: a) if the feedback is negative, level 1 support 
will receive the feedback and the incident resolution procedure is restarted till the 
solution for the problem is found. b) if the feedback is positive, level 1 support 
closes the ticket and sends a message to the customer that ticket is closed. 

B. If the incident requires movement of an intervention team to the place of the inci-
dent the next steps will be followed: the ticket is saved to level 2 support and a 
message with ticket number is sent to the customer. The intervention is planned. 
The team moves to the place of the incident and a direct feedback regarding the 
resolution is received from the operational equipment and from the customer. The 
ticket closes and after intervention finishes a message  to the customer is sent 
confirming the ticket closure. The process ends. 

 

 

Fig. 1. Help Desk process map  

3 Cause- Effect Diagram for Process Problems 

The cause-effect diagram was created by Kauro Ishikawa in the late ´60. [3]. This 
diagram is a Six Sigma technique widely used in identification of the causes that de-
termine the appearance. of a problem. It is also known as the Ishikawa diagram or 
Fishbone diagram. 
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The diagram develops as a fishbone. The spine of the fishbone is a right or left 
sided arrow with the problem written at the end of it. From spine develops arrows for 
each main cause of the problem. For each main problem causes there may be: one, 
two or more factors according to the detail level of the analyzed problem. 

In determining the main causes of the problem there is predefine variation of fish-
bone structure. Some of these methods are: 4M -methods, man, machines, mate-
rials;4P -policy, procedure, people or plant/equipment; 5S -surroundings,   suppliers, 
systems, skill, and safety; 6M –machine, method, material, manpower, measurement, 
milieu/mother nature; 7P- product, price, place, promotion people/personnel, process, 
physical evidence. 

A big advantage of this diagram is that it can be customized to the problem that 
needs to be solved, and is easy to assemble and understand [4]. In the analyzed case 
study a customized diagram is created, to answer the HD process needs. 

Fig.2 shows the problems that appear in HD process. For each category of causes 
(equipment, people, data and quality) there are few related factors.  

 

 
Fig. 2. Fishbone analyze for HD process 

 

 
This case study will focus only on quality process improvement with the following 

related factors: customer complaints, rework, exceeding SLA resolution time for level 
1 support, and level 2 support. For each of these factors key performance indicators 
(KPI) will be developed and the process will be monitored. 

4 HD Process Improving Analyze 

In order to enhance the process, an original improving cycle (fig. 3) in three steps will 
be performed for each of the unsatisfactory quality factors. 
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Fig. 3. Enhancement cycle 

 
1. Process diagnosis- the process performance is measured in order to know the 
process status. 
2. Process improvement: in this step corrective action will be developed and imple-
mented at a detail level of the process. 
3. Process control- in this step the results of the process will be evaluated in order to 
measure the improvements impact. 

Process diagnosis (step 1) will be performed again for continuous process improve-
ment. The most important objective of the control stage is to reduce process resources 
consumption by removing mistakes and to assure that the process mistakes doesn’t 
reach the customers. 

4.1 Developing the KPI for HD Process 

When developing KPI for a process the organizational objectives have to be taken 
into consideration [5]. The process objectives had to be aligned with the organization-
al strategy. The SMART strategy has to be considered for developing efficient kpi’s. 
When defining right KPIs for the process, the organizational goals and objectives are 
easier to achieve. KPIs enables the organization to measure organizational aspects 
against an established target. [6] 

Table 1 shows how the HD process key performance indicators are set. The below 
key performance indicators are developed only for quality, one of the main causes of 
process inefficiency.  

Measuring the Process Improvement with KPI Level 1 Incidents 
At this level the incidents are solved by phone assistance. These types of incidents 
appear due to a software malfunction. 

Process Level 1diagnose: The level has exhibited difficulties regarding time overdue 
for solving incidents and difficulties in monitoring open tickets. The roots of these 
difficulties are problems solving inefficiency (due to new personnel with low expe-
rience in solving the issues); inefficient back-up system and problems monitoring the 
opened tickets.  

Improvement Measures:-personnel training for each type of level 1incidents; -
establishing an appropriate backup system;-improve ticket monitoring system with 
and established codes incidents. 
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Table 1. Developing KPI for quality aspect of the process 

 Key 
performance 
indicator 

 
Definition 

Source of 
information 

Measurment/ 
Procent 

1 Time 
resolution for 
level 1 
support 

It is measured from 
the time that the 
request is received 
till the resolution 
confirmation is sent 
to customer via e-
mail 

Customer 
database 

< 48 h (100%) 
< 60 h (50 %) 
> 60 h (0 %) 

2 Time 
resolution for 
level 2 
support 

It is measured from 
the time that the 
request is received 
till the resolution 
confirmation is sent 
to customer via e-
mail 

Customer 
database 

< 3 days (100%) 
< 4 days (50 %) 
> 4 days (0%) 

3 Complains It is considered any 
notification from 
constumer regarding 
the noncompliance 
of service quality 
offered. 

Customer 
relashionship 
database 

0 = 100% 
0 – 40 =  80% 
40 – 100 = 10% 
>100 = 0% 

4 Rework It is considered the 
work done for an 
incident that was 
solved partially or 
totally incorrect the 
first time. 

Customer 
database 

Quantitative 
measurements in 
a predefined 
time frame 

 

 

Table 2. Monitoring kpi for Level 1 incidents 

  Before After 
 Incidents resolution time Incidents resolution time 

Resolution 
Time <48 h 

 
< 60 h 

 
> 60 h <48 h < 60 h > 60 h 

Weight 0,9 0,1 0 0,9 0,1 0 
Week 1 310 45 20 590 16 0 
Week 2 308 46 18 508 16 1 
Week 3 290 33 25 589 6 0 
Week 4 358 21 15 513 0 0 
Total 1266 145 78 2200 38 1 
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Table 2 shows level 1 incidents before and after improvement methods were  
applied. 

 

Fig. 4. Monitoring Level 1 incidents with kpi    

Figure 4 shows level 1 incidents before and after improvement. 

Process Control: Before any improvements were implemented at the 1 level the 
process recorded 1266 incidents solution in SLA time, 145 incidents with time over-
due solution (kpi accuracy of 50%) and 78 incidents that required a time overdue 
bigger than 60 hours. After improvements were applied the number of incidents, 
solved in the SLA time, rose with 934, due to improvement measures and also be-
cause of the rising workload, the incidents solved in a time frame smaller than 60 
hours decrease with 107 incidents, and incidents that were solved in a time frame 
bigger than 60 hours reduce to 1.  

To calculate the overall improvement at level 1 the below formula (1) will be used: 

  (a*0, 9+b*0, 1+c*0) /3, where:                        (1) 
 

a= incidents solved in SLA time 
b= incidents solved between 48 and 60 hours 
c= incidents solved after 60 hours 

After calculating the process incidents weights for level 1 resulted an incident resolu-
tion improvement with 171,92 %  [(661,26/384,63) *100] 

 

Measuring the Process Improvement with KPI Level 2 Incidents 
At this level the incident is solved at the customer place, due to nonconformity of 
hardware functionality.  
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Process Level 2 Diagnose: Similar to level 1 of  Help Desk process, level 2 exhibit 
difficulties in meeting the SLA time. The main causes are: -poor staff trainings re-
garding intervention procedure,-low efficiency planning of team intervention; -
problems with hardware quality components. 

Improvement Measures:- staff training for acknowledging the intervention procedure; 
-establishing a standard intervention procedure; - quality hardware components. 

Table 3. Monitoring kpi for Level 2 incidents 

 

 

Before After 
 Incidents resolution time Incidents resolution time 

Resolution 
Time 

 
< 3days 

 
< 4days 

 
> 4 days 

 
< 3 days 

 
< 4 days 

 
> 4 days 

Weight 0,8 0,2 0 0,8 0,2 0 
Week 1 320 35 16 371 0 0 
Week 2 330 37 12 329 0 0 
Week 3 340 39 19 358 0 0 
Week 4 326 29 19 374 0 0 
Total 1316 140 66 1432 0 0 

Table 3 shows level 2 incidents before and after improvement methods were  
applied. 

 

 

Fig. 5. Monitoring Level 2 incidents with kpi    
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Fig.5 shows the level 2 process before and after the above improvements were  
implemented. 

Process Control: before applying any improvement the process recorded 1316 inci-
dents resolved in the SLA time frame, 140 incidents solved in less than 4 days and 66 
incidents solved in more than 4 days. After the improvements were applied the inci-
dents solved in less or more than 4 day ware reduced to 0.The incidents solved in the 
SLA time has increased with 116 incidents. This rising number is due to new project 
start.  

Overall, after applying equation 1, the level 2 process has exhibited a resolution 
improvement of 105, 99 % [(381,86 / 360,26)*100] 

Measuring Process Improvement by Monitoring Process Free Complaints 
This kpi measures the process accuracy; as fewer complaints are as more accurate the 
process is. 

Customer Complaints Diagnose: the main cause of customer complain is the time 
overdue for solving incidents issues.  Quality issues that produce customer complaints 
are detailed at level 1 and level 2. 

Improvement Measures: All the improvement actions detailed at level 1 and level 2 
will produce also a positive impact upon complaints reduction.  

 
Table 4. Customer Complaints 

 
 

 

Table 4 shows customer complaints before and after improvement methods were 
applied. 

Process Control: The improvement will be measured by applying the below formula: 100 20 , (0 40)80 70 , 40 100)10 10 , 100 150)                   (2) 

 
, where C is the number of customer complaints. 
 
 

KPI- Complaints
Complaints 

free Week 1 Week 2 Week 3 Week 4 Week 1 Week 2 Week 3 Week 4

 0 Complaints 100% 0 0 0 0 0 0 0 0

 0 – 40  Complaints 80% 32 0 35 0 16 17 6 0

40 – 100 Complaints 10% 0 63 0 70 0 0 0 0

 >100 Complaints 0% 0 0 0 0 0 0 0 0

Before After
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The equation (2) is applied on table 4 and the results are reflected in table 5.  
A gross reduction from 200 complaints to 39 is observed. 

 

 
Table 5. Linear interpolation of process complains 

 
 

 

Before the improvement measures were applied the process exhibits a process 
complaints accuracy of 66.165 %. After applying the improvements, the process 
complaints accuracy rise to 96% (rising with 29,69%). 

Measuring Process Rework Hours 
The rework hours refer to the time that exceeds the SLA and is necessary for solving 
an incident. It addresses only to level 1 because only this level exhibits feedback via 
mail from the customer. Level 2, because the movement at the place of the incident  
it receives direct feedback. (operational feedback from equipment  and customer  
feedback.) 

Rework Diagnose: the rework hours are process waste of resources, and the aim of the 
organizational team is to eliminate it. The main cause of rework is wrong resolution. 

Improvement Measures: to eliminate the waste of rework, personal training will be 
performed at all levels of the process. Another direction in waste elimination is rais-
ing the quality of hardware components. 

Process Control: After improvement were implemented an average reduction of 6 
hours and half in the second month was recorded (tab.6, fig.6)  

Table 6. Rework hours before and after improvement 

  Before After 
Average / 

improvement 

Week 1 4 1 2,5 

Week 2 2 0,5 1,25 

Week 3 3 1 2 

Week 4 1 0,5 0,75 

Total 10 3 6,5 
 

 
 

 

Week 1 Week 2 Week 3 Week 4
Average process complaints

free
Before 84 53,16 82,5 45 66,165
After 92 95 97 100 96
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Fig. 6. Rework hours before and after improvement 

 
Fig.6 shows rework hours before and after the above improvements were  

implemented. 

5 Conclusion 

Monitoring process with kpi helps the organizations to achieve ambitious goals in the 
dynamic business environment. 

The paper aim was to improve a Help Desk process that presented numerous prob-
lems regarding: people, data, equipment and quality. Each of this cause presented its 
own factors that became visible with Fishbone analyze. The paper presents a solution 
for one cause of the process inefficiency – quality. The factors of quality problems 
were: incidents resolution, time overdue, customer complaints and rework hours. For 
each of these factors customized kpi were developed and measurement methods were 
set. After improvements were implemented the process performance raised: at level 1 
with 171,92%, at level 2 with 105,99%, process accuracy ( customer complaints free) 
with 29,69% and average rework hours ware reduce with 6 hours and a half. 

One novelty of the research paper is the original 3 step process enhancement and 
also the flexibility of adapting the kpi development to different types of processes 
from diverse industry areas. 

The paper has the limitation that it focuses only on the quality part of the process, 
other causes of process inefficiency presented in the fishbone analyze are overlooked, 
but it represents a strong base for future work. 
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Abstract. The main element of profit-bringing in the business, so in the e-
business too, is the client; therefore increasing the financial efficiency can be 
achieved by optimizing the components that stimulate him to allocate more 
money for the business products and services. This article aims to propose a 
technical frame, an orientation and a development analysis in terms of learning-
based systems. Using ontology, learning-based system will have as purpose un-
derstanding user preferences and correctly predicting them by starting from a 
minimal knowledge accumulation, so that the interest rate reached by this in-
formation to be larger. Learning-based system will work with web platform, so 
that the generated decisions to be implemented dynamically, rapidly and auto-
matically. 

Keywords: Learning-based Systems, E-Business, Ontology, Optimize. 

1 Introduction 

The purpose of any physical or legal entity is to have performance, meaning long-
term profitability. Profitability is the most important defining element. There are no 
economic arguments for a business to continue operations when, constantly, costs are 
higher than income. This main element is not exclusive, meaning that it should be 
taken into consideration the idea of finding a competitive model to comply with all 
applicable rules and possibly anticipate them. 

Growing and maintaining profitability is achieved through continuous optimization 
of the factors that make the business. Thus, the online component used to improve 
performance, whether applies in parallel with a traditional business, whether is seen 
as a self-contained element. 

Comparing the two businesses, the classical and the online one, the latter may have 
a higher success rate, due to how it can be extended: a large number of potential cus-
tomers readily available at low cost, high financial returns which leads to performance 
for customers and automatically, for business. 

Among the most profitable companies in the world, made by Fortune magazine in 
2011 [1], Google (activity carried out exclusively online) is positioned in 19th place. 
This shows that the environment is an optimal climate for business development. 
Moreover, there is international support in this regard: attention in this area (there is a 
strong tendency to support consistent online environment by all the major internation-
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al companies), the incentive legislative base, context for research, special funds (in-
cluding European Union funds [2]). 

Optimization can take place only if it is known the state of the online business, 
meaning if an internal audit is made in order to classify the system and to find vulne-
rabilities (those elements that can be improved). Knowledge will be dynamic because 
the business has dynamic elements that require repetitive analysis, knowledge cycles 
on a certain period of time. 

Current economic environment revealed that only business entities which had a 
very well structured internal system could maintain a positive rate of return so as not 
to leave the market. 

Dynamic and important continuous changes in society presented interest in con-
ducting analyzes on specific situations related to development and business continuity 
in various fields. So, a question to be asked would be what is the logic behind the fact 
that two businesses having the same profile, same development opportunities and 
recognition, influenced by the same factors have different returns? The answer comes 
after a detailed study on every internal process and on the correlation between differ-
ent processes within the business. 

The current economic environment highlighted the non-consistency of business 
and the fact that many of them could not cope with the economic environment, while 
others had a considerable profit. 

Analyzing the internal processes of the successful companies of today revealed 
features that distinguish them in the competition: 

• Automation of internal processes; 
• Using an evolving knowledge base [3]; 
• Implementation of decisions in a short period; 
• Decision analysis in multiple phases in order to detect non-profitable decisions 

before they cause major adverse effects; 
• Use a predictive system to provide to the customers an environment that he expects 

to have involuntarily, but is not aware of that. 

This article aims to propose methods that increase efficiency by optimizing compo-
nents regarding the interaction with the users. Thus, we propose an ontology structure 
and directions for developing a learning-based system algorithm, in order to achieve 
an environment in which online business operates so that the degree of satisfaction on 
users to be maximal. This is done only by advanced knowledge on the customers, 
such as their preferences in time, the learning-based system being responsible on the 
predictive proposals. 

2 Ontology and Learning-Based Systems 

The word ontology was introduced in computer science as a way to assign meaning to 
certain things, in order to support intelligent systems in perceiving knowledge similar 
to how humans do it. It expands the acceptance mainly used in philosophy, namely 
"the study of Being or Existence" [4]. 
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Given the high amount and complexity of data, ontology helps on the homogeniza-
tion and almost total elimination of chaotic and dispersed nature of the data [5]. Mul-
tiple sources make difficult to understand and link data so, using this concept, it can 
be grouped, prioritized and give the possibility to create between it bonds of sense, 
form and understanding. So, looking at the logic behind this concept, we can admit 
that ontology is one of the most efficient ways to represent complex and detailed 
knowledge [6].   

The existence of large amounts of data affects the final result in the creation of on-
tology. As more details are, the senses will be more complex, but the end result will 
have a higher level of completeness. 

The difference between ontology and learning-based systems is on complexity. If 
ontology groups certain knowledge and defines relations between them by giving a 
human understanding on information, the learning-based system includes that feature 
that completes ontology with the ability to make decisions with reduced involvement 
of individuals and to engage dynamic data set. 

Introducing the learning-based system concept shows that there is a continuous ef-
fort to achieve systems that improve their performance through experience, so-called 
"learning" activity performed by a learning agent being similar to the learning done 
by the human subject. 

Some systems based on the technology of learning-based systems tend to eliminate 
the need for human intuition in the analysis of data, while others adopt a collaborative 
approach between man and machine. Human intuition cannot be completely removed 
since the system designer must specify the logic on the representation of the data and 
what mechanism will be used for their search. Learning systems resemble with an 
attempt to automate parts of a scientific method. 

The learning-based systems refers to changes in systems that perform various tasks 
related to artificial intelligence, tasks involving recognition, diagnosis, planning, fore-
casting, which cannot be completely defined only through examples, but by specify-
ing input data and expected results. Results are derived on the assumption that there is 
some input, without having a well defined input-output function, but only by approx-
imating implicit relations. Often, correlations and connections are "hidden" behind the 
huge quantities of data, but using the learning-based systems technology this informa-
tion can be extracted. 

Often, systems are designed not to function effectively in the environment that they 
are used because some features of the working model could not be clearly defined at 
the time of their creation, but the learning-based systems methods are used on sup-
porting them. Information diversifies and generates new knowledge flows, which 
would require replication of artificial intelligence systems, but since this is not a prac-
tical solution, it is expected that the learning-based systems technology would suc-
cessfully cope with these situations. 

Automatic learning presumes identifying and implementing more efficient ways to 
represent information in order to facilitate search, reorganization, change and award-
ing a plurality of multidirectional relationships. Choosing how to qualify such know-
ledge refers on the general conception of how to solve the problem and on the data 
features which are used to work. 
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Learning should lead on getting enough "rules" so as to allow solving problems in 
a wider area than under which the learning was done. That learning must improve the 
performance of a system not only by resolving the same set of problems, but also by 
solving some new problems. 
The possibility of implementing a learning algorithm and generally using learning for 
designing intelligent systems implies generalization of the solving methods obtained 
to cover a large number of possible instances and at the same time maintaining a suf-
ficient specialization so as to correctly identify the accepted courts. 

3 Analysis on Building a Learning-Based System 

Specialized learning systems contain a minimal basis and, in addition, they have fea-
tures closely related to the domain to be used. Learning systems in electronic business 
will include the features that define the knowledge used routinely in online business. 
In this regard, we classify all the information that a business can have as follows: 

• Management knowledge, related to internal mechanisms; 
• Knowledge about knowledge related to working with certain types of information; 
• Knowledge about customers; 
• Knowledge of different. 

The purpose of this article is to show a way to increase e-business efficiency by opti-
mizing the component related to the client. 

E-business, as well as classic business, is built around customers, as they are the 
ones that give directions for development. The client can be any person or entity. 
Potential customers of e-business are generically called visitors so we will refer to 
them in terms of specifics they have. 

The bridge of interaction with the clients is the technical platform. It receives and 
provides information, dependent or not. This dependence is given by the complexity 
of the technical platform meaning all of its subcomponents. As the system's ability to 
process information coming from the client is greater, the yield - from all points of 
view - may increase. Thus, an efficient system is one that is dynamic and makes use 
of the advantage received by the visitor (user) in order to obtain from him a higher 
income on the long run. 

Having a pragmatic approach, we can say that optimizing the component that 
keeps the user interaction can be achieved by implementing a learning system and 
providing ontology for aggregating knowledge from different sources. 

Learning-based systems should provide two minimal functions: 

• Automatically find relevant business information: e-business works with a huge 
number of information, as part of internal processes or as part of output for clients. 
Reducing this information is imperative and the result is to provide to the visitors 
personalized content, meaning potential income bringing content. The chances of a 
visitor to become a customer decrease with the amount of irrelevant business in-
formation provided. 
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• Prediction: preferential positioning over the competition is made by obtaining ex-
clusive knowledge with a high degree of accuracy and detail. The result of know-
ledge processing will be providing functionalities in accordance with future needs. 

The proposed ontology will structure the knowledge with what an e-business is work-
ing with, oriented on the consumer. So, the goal would be identifying and predicting 
the customer’s needs in order to get at the end his satisfaction [7]. Top-level element 
will be the user and from him will be created sub levels containing user-specific ele-
ments of detail in order to obtain meanings. 

The learning system will use structured knowledge based on the defined ontology, 
will process and issue options that will be dynamically integrated or will be subject to 
supervision and human decisions. 

This paper aims not to research on how to obtain the data coming from different 
databases, libraries or other  sources [8], but to show the processing and use logic, 
starting from the idea that knowledge is available in specific databases - owned or 
external, complete or incomplete and will be managed using specific technologies of 
extraction. 

A very important aspect to note on the ontology to be created is that all data, re-
gardless of the usefulness in time, will be saved for future processing. Data will be 
chronologically ordered, having an historical character. 

Ontology will group and use the following data types, aggregated in classes: 

1. Personal Data Class 

Positioned on the topmost level, the data in this category should be as relevant and 
accurate so as to uniquely identify a particular consumer. This condition is not man-
datory but is a goal, the ideal situation. 

Class components will include: Identification number, Name, Physical address,  
E-mail address, Telephone number, Income and other information useful to describe 
in a more complex way the user.  

Also in this class we will include personal preferences and occupations related to 
the user such as Occupation, Styles and Hobbies - items included in subclass  
Preferences. 

Within this class will be stored Person-to-Person relationships that could help iden-
tify the person and increase the level of detail. In other words, based on the relation-
ships, we will be able to identify a user, indirectly, even if we will not have data on it. 

2. Data on Online Accessing Activity 

We will monitor the online activities developed around the customer [9], that type of 
interaction between them and the entities present in the web. We will want to know 
all aspects related to Web browsing, and that part of a web page that had the highest 
activity or what was the time spent on a page related to the content offered (content 
classification can indicate the level of interest on the visitor reported on the assumed 
interest calculated level - for each content offered will calculate an index that shows 
which should be the time spent on the page so as to conclude the level of interest). 
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Class components will include: Unified Resource Locator - URL, Date, File, Tech-
nical details (connection type, time spent, operating system, location). 

3. Data on Commercial Activity 

If there was an e-commerce activity that the user has made in online environment, the 
details of this should highlight any issue that may be taken into account in the learn-
ing system. 

Class components include details obtained from accessing class and in addition: 
Purchased Product, Amount, Date, Price, Method of payment. 

4. Data on Used Services  

Certain online products do not have an interface accessible using a Web browser, so 
identifying how the client interacts with such services will be part of a distinct  
category. 

Class components will include: Technical Details, Product Details, Reports - its 
frequency of use in relation to other services, Used Technologies. 

5. Data for Offline Activity 

This category will include all knowledge about the user from traditional media and 
beyond: mobile phones (position, specific information - call, messages), physical 
locations accessed. 

This class will have a large number of components, depending on the number and 
homogeneity of data. Among all types of data described above we will define a multi-
directional relationship in order to provide meaning to knowledge, so that all these 
classes together with the links between them to form a homogeneous entity, specific 
to ontology with the ability to improve and self develop. 

Having defined ontology and data structure, the next step is to analyze and get 
those specifications and directions needed to integrate the knowledge presented in  
the learning system. This article aims to propose an interim methodology, as part of 
the final objective - creating a complex algorithm, generally used, based on which the 
learning system will operate in optimal conditions, meaning to attend all business 
decisions within e-business; this will bring a significant efficiency increase. 

Fundamentals of the proposed methodology are based on principles supported by 
the following statements: "No information will be thrown" and "All data is valuable at 
one moment in time ". Data contained in the defined classes will be grouped accord-
ing to their relevance and importance in the algorithm.  It will be processed and, ac-
cording to the results obtained, will be used by the application in generating solutions. 
Whether after multiple iterations we can or cannot get a trend or a rule to be used and 
combined with other types of data, it will still be stored so that the possible future 
links found to be integrated. 

In Fig. 1 it is shown the way data is processed, organized, grouped, how the classes 
are populated and the relationships between them – the ontology. 
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Fig. 1. Proposed Ontology Structure 

For a successful integration of data from the ontology in the learning system fea-
tures it should be taken into account the following aspects: 

Process 1. Will be processed the data and relationships contained in Personal Data 
class. The purpose of this process is to position and identify the user as completely 
and accurately as possible, so, the learning potential in this category is relatively re-
duced. The nature of this class allows the learning system to validate information and 
attach knowledge from other unused classes until that point. Incomplete data which 
cannot be attached to a feature from Personal Data class will be stored and later 
trained to obtain additional knowledge.  

That class includes subclass Preferences and the result will get the complete user 
profile and will lead to preferences classification according to their importance. 

Process 2. In this process, we will aggregate all the knowledge and existing relation-
ships in order to provide optimal user interface, by taking into account not only tech-
nical aspects but also elements of content. 

For each web entity accessed it will be extracted some defining elements such as 
content offered, its quality relative to other similar environments and will be included 
in an algorithm, which in turn will issue elements that characterize the client profile. 
The engineering of the algorithm will result in more analytical details about the con-
nection between time spent on a site, the user's interest rate, real quality and perceived 
quality of content, accessing period [10]. 

Commercial information from Acquisitions class processed by the learning system 
will result in products and types of services framed in a certain margin based on quan-
tity purchased and other specific interest result of this class. It will be taken into ac-
count the user income and certain exceptions that he was willing to do because of his 
high interest on that product. 



656 I.-S. Stan and I.-S. Stroe 

The outcome will result in multiple filters applied to the content offered by e-
business having as objective consolidating user profile and online preferences, so as 
to provide him services having a conversion into acquisitions rate above medium. 

As information is more attractive and relevant to the specific user profile, profita-
bility rate is even higher. Providing useless data exponentially lowers interest and 
perception of the user that this e-business may satisfy his needs. The goal is not to 
only offer elements that give interest to it, but also to propose new solutions that 
could be considered by him interesting. The system features based on learning must 
therefore imperatively include predictions. The user capacity is limited in saying what 
he might be interested in for the future, but can be eased by offering possibilities. 
Learning-based system will process all information received and will propose solu-
tions, with a high converting rate - the user to become customer. 

Process 3. Profile will be completed using knowledge from ontology that is related to 
the offline environment. It will be watched the physical activity of the user and we 
will try structuring it. Given the heterogeneous nature of this data, it will be used for 
refining and detailing optional prior information. 

The described processes will be integrated in a cycle that hould be followed in the 
algorithm. The logc is presented in Fig. 2. 

 
 

 
Fig. 2. The Logic of The Platform Based on Learning Systems and Ontology 

4 Conclusions 

Learning-based systems can complete the meaning of the ontology by optimizing 
existing relationships and establishing new ones; the result can contain some new 
meanings, revolutionary ones, which will contribute on making visible progress of the 
business in question. 

The amount of existing and then structured information in the ontology is essential 
in obtaining more refined, detailed and realistic results. Training sets which will apply 
the learning system algorithm will process and generate solutions to complex and 
qualitative data in direct proportion to the data quality. The result is in most cases 
accomplished by taking decisions so the more the solution is customer oriented and 
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offers him guidance on what he wants and helps him to find certain needs, the more e-
business will be successful. 

The Web platform of the business must be constantly synchronized with the learn-
ing system because certain decisions need to be taken instantly, automatically, by 
using results directly from the system. 

Analyzing the significant progress on the learning systems, on the methods of in-
telligent data collection and on the technologies that allow collecting, storing, 
processing and using a huge amount of data, it can be concluded that the tendency is 
to maximize information role on the decision-making in any type of business, espe-
cially within the e-businesses. 
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Abstract. This article presents a solution for managing the monthly and/or 
yearly payments of an individual, either a person, either a company. In the fu-
ture terminology in this article an individual will also be called an user. The so-
lution is based on an online platform which manages all the users expenses. The 
time spent for the payments is zero and the indirect costs for these payments are 
low. The rent, home, car and personal assurance, the utilities: electricity, gas, 
mobile and fix telephony, internet, TV, water and local taxes are some of the 
payments that are managed by our service. 

Keywords: utilities payment, utilities management, optimize time, efficiency  
in payments, electricity payment, gas payments, online solution, domestic  
payments management. 

1 Introduction  

Persons have a large number of invoices to pay during a certain period of time. These 
invoices are send via post, mailed or given in a copy or original to the final user. The 
user (basically the consumer) has to receive all invoices, have to review them, track 
the deadlines and finally pay them. As users receive a larger quantity of invoices the 
payment process become more and more elaborated and harder to be managed. More 
time is spent by the user if he must contact the originator of the invoice, the supplier, 
if a problem appears in the invoice (the sum to be paid is not the correct one, the 
deadline is not correct or any other dispute). In all situations there is a need for time, 
effort and resources to be invested in the process that could be fully automated. Due 
to these facts many persons are having delays in paying their expenses, fact proven by 
the study that can be seen in the figure 1 [1]. 

Several ways for managing the users payments have been developed. In [2] a me-
thod is presented that involves receiving identification (ID) for a payer payment from 
a card reader e.g. credit card inquiring apparatus and detecting applicant and history 
corresponding to the ID for the received payment. The use is for utility bill payment 
method. In [3] a transaction barcode is read to collect the supplier identification in-
formation and verify the client information of the corresponding supplier upon receipt 
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of a transaction request made by the customer. It is used for paying educational fee, 
insurance bill, utility bill, rental fee. The disadvantage is that it requires human re-
sources during the process and it is not fully automated. In [4] a novel AMR system 
based on IEEE 802.15.4 compliant wireless networks is proposed. A star or peer to 
peer topology is used for the data collection. The advantage of the peer-to-peer solu-
tion is its increased flexibility and robustness. The automated collection of data from 
the energy meters, described in [5], would save time for the payer. Data is collected 
by the mobile devices that pass near the meters and the payer must not declare each 
month this data. The domestic utilities payment can be paid by using a mobile phone. 
This solution, described in [6], is more efficient in time than the classic payment solu-
tions but has higher costs. 

Our solution is configured as an online service that can be accessed anywhere at 
any moment with a minimum of hardware and software: a computer (desktop or lap-
top), tablet or phone using a web browser. The service manages all the utilities  
payments, rent, assurance and local taxes of a user. It provides different automated 
mechanisms for handling the monthly sums to be paid, different priority mechanisms 
that allow invoices with most appropriate maturity dates to be paid first if the users 
budget is limited. 

 

 
Fig. 1. The weight of establishments with delays in payments  
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2 The Proposed Service 

2.1 Development and Implementation 

The application has three modules: the website, the client module and the administra-
tion module. The user interacts with two of these modules: the website and the client 
module. The first interface for the user is the website where he has to register and 
login. After the login, the user will be redirected to the client module interface where 
he can access all the information related to the invoices, statistics, payments or matur-
ity dates. The client module is implemented using Google Guice, Apache PDFBox, 
Hibernate, JPA, Java Mail and Log4J. It retrieves from the invoice storage the user 
invoices and displays them in the user account. This process can be found in figure 2. 
Apache PDFBox is licensed with Apache License Version 2.0 that means it can be 
used in commercial applications. The library is used for extracting text from the pdf 
files. Hibernate is an open source object relational mapping tool for Java platform. It 
is used to store and retrieve Java domain objects via Object Relational Mapping. It 
also provides powerful query service for Java. Hibernate allows the development of 
persistent classes using association, inheritance, polymorphism, composition and the 
Java collections framework. The HQL (Hibernate Query Language) is designed as a 
object-oriented extension to SQL and allows the developer to write queries using 
native SQL or Java-based Criteria and Example queries. Java Mail API is a frame-
work that provides classes which model a mail system (e.g. reading and sending 
emails). The package javax.mail defines classes common to all mail systems. The 
package javax.mail.internet defines classes specific to the mail systems based on in-
ternet standards like POP3, SMTP or IMAP. It is platform independent and protocol 
independent. Java Mail works in any web browser that supports the required JDK 
version. If it does not support it, then a Java plug-in must be installed.  

Figure 3 presents the flow of the client module. All the invoices of the suppliers for 
all users are arriving in one mailbox. There is a detector that has the role of detecting 
and extracting each invoice from each mail. An analyzer analyzes each invoice and 
detects the user from that invoice. All the invoices of a user are moved to the user 
application account where they can be accessed. Each supplier invoice of the detected 
user is analysed. Information from the invoice is extracted and using this data a pay-
ment notification for each user summing all the billing entities invoices is sent to the 
user. After the payment notification is paid and the software mechanisms from our 
solution detects the incomes, the money are redirected to each supplier. The process is 
finalized at this moment and will be reiterated at the next time period, usually the next 
month. 

Figure 4 presents the database schema. All the mails that arrive in the application 
mailbox have attachments. If the attachment is a supplier invoice then it is moved into 
the invoice_in table, else it is moved into the failed_mails table. All the documents 
from the failed_mails table are managed manually by an operator. If the document is 
still an invoice it is moved to invoice_in else it is deleted. The java application gets 
the invoices from invoice_in and moves them to invoice_out for each user. All the  
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Fig. 2. Flow of information 

 
invoices from invoice_out of a user are used to build the notification payment (usually 
monthly notification payment). Besides these invoices the notification payment has 
also the application invoice for the monthly commission. When the user logs into his 
account he can see a list with all the supplier invoices and their states. This state is 
stored into the invoices_states. All the suppliers are saved into the providers table. 
The services are saved into the categories table and the mapping between the suppli-
ers and the services is done in services table. The users are saved into the clients table 
and the users subscribers are kept into the people table. Each user has a credentials to 
log into the client module, credentials saved into the client_service_credentials. 
Client_services table stores the relations between the client and the services, basically 
which services did choose each client. The service_quits table stores all the supplier 
services that a user deactivated. These services are not deleted by the application but 
they are hidden and not use for computing the notification payment. The 
client_document table stores all the legal documents that a user has to sign when he 
registers using the website and the client module. Bank_exports table contains all the 
payment orders issued by the application when it redirects the money to each supplier. 
This can happen only after the notification payment is paid. Bank_imports table  
contains all the bank account statements where using the relation with 
client_bank_imports table the users who paid the notification payment are identified.  
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Between the payments that are managed by the application there are also the local 
taxes. These taxes represent car taxes, house taxes, etc. Basically these are taxes on a 
user goods. These goods are kept into the goods table and the payments related to 
these goods are in the payments table. 
 

 

Fig. 3. The flow in the client module 
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Fig. 4. The database schema of the application 

Google Guice is used in the implementation of our solution. Google Guice is an 
open source software framework for the Java platform released by Google under an 
Apache license. It is a Dependency Injection Framework that can be used by applica-
tions where Relation-ship/Dependency between business objects have to be main-
tained manually in the application code. As an example of how it is used, I propose 
the code below. To create a Guice persistence module, we have to create a class Per-
sistence Module and configure the bindings inside of configure method.  

 

public class PersistenceModule extends AbstractModule {  
 @Override 
 protected void configure() { 
  install(new JpaPersistModule("demo-jpa-test")); 
  bind(JPAInitializer.class).asEagerSingleton(); 
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  bind(new TypeLiteral<GenericDAO<User, Long>>() { 
  }).to(new TypeLiteral<UserDAO>() { 
  }); 
  bind(new TypeLiteral<GenericDAO<Role, Long>>() { 
  }).to(new TypeLiteral<RoleDAO>() { 
  }); 
 } 
} 

The second step is to create a class called JPAInitializer in order to initialize the per-
sistence service when is necessary and to create the connection with the database: 

public class JPAInitializer 
{  
 @Inject 
 public JPAInitializer(final PersistService service) 
 { 
  service.start(); 
 } 
} 

2.2 Testing 

Testing is very important and our implementation allows to easy create an object 
UserDAOTest by injecting the GenericDAO.  

 

public class UserDAOTest { 
 @Inject 
 GenericDAO<User, Long> dao; 
 @Before 
 public void setUp() throws Exception 
 { 
  Injector injector = Guice.createInjector(new PersistenceModule()); 
  injector.injectMembers(this); 
  dao.getEntityManager().getTransaction().begin(); 
 } 
 @After 
 public void tearDown() throws Exception 
 { 
  dao.getEntityManager().getTransaction().rollback(); 
 } 

The tests allow an efficient management of the database for rollbacks. There is no 
need to implement transaction. begin() and transaction.commit() methods because the 
transactions management is done by the framework. Let’s consider a method M1() 
that has a transaction and calls a method M2() which also has a transaction. If the 
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transaction form M2() fails then the transaction form M1() can be continued and the 
code does not have to throw an exception. 

 

@Test 
 public void testFindsetUsername("user1"); 
  user.setPassword("password"); 
  user.setStatus(Boolean.TRUE); 
  Long id = dao.insert(user); 
  assertNotNull(dao.find(id)); 
 } 
 } 

2.3 Security Issues 

MD5 encryption is the base for the security. MD5 algorithm calculates a checksum 
string corresponding to a string that will always return the same checksum. Any change 
in the string, even a tiny change, leads to major changes for the MD5 checksum. 

Obtaining a SSL (short from Secure Sockets Layer) certificate is the next step. The 
SSL certificate is a certificate for a web interface that assures the security of the on-
line transactions. It allows the secure transactions to be made on 256 bits. The two 
keys to encrypt data used by the cryptographic system of the SSL are a private key 
known only by the receiver of the message and a public key known by everyone. SSL 
works by following the next steps: 

• A secure page is requested by a browser (usually https://). 
• The public key is send by the web server together with its certificate. 
• The browser checks that the certificate was issued by a trusted party (usually a 

trusted root CA), that the certificate is still valid and that the certificate is related to 
the site contacted. 

• The browser then uses the public key, to encrypt a random symmetric encryption 
key and sends it to the server with the encrypted URL required as well as other en-
crypted http data. 

• The web server decrypts the symmetric encryption key using its private key and 
uses the symmetric key to decrypt the URL and http data. 

• The web server sends back the requested html document and http data encrypted 
with the symmetric key. 

• The http data and html document is decrypted by the browser using the symmetric 
key and displays the information. 

2.4 Risks 

The risks associated with our solution can be enumerated below: 

• Risks associated with development, implementation and human resources. Refers 
to the possible erroneous choice of the project manager in selecting proper soft-
ware developers and architects. 
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• Risks associated with the competition. There are several applications that have a 
similar use but they all have downsides, either in costs, either in time effort.  

• Risks associated to the financial part. The finance must be split in different budgets 
for all the operational activities. The ROI (Return of Investment) is hard to be es-
timated but we expect a positive ROI after minimum 3 years.  

• Risks associated with perception. The public perception is vital for the success of 
the solution. To minimize these type of risks we must invest a lot in communica-
tion and associate our name with different suppliers and banks.  

• Risks associated with the technology. The technologies evolve very quickly and we 
must always implement the latest ones for a fast use of the application. The soft-
ware model must be object oriented and must be adjusted for all new features. 

• Risks associated to the management. These risks refer to the management of the 
relations with the suppliers and the users and to a good planning of the activities 
and of the development sprints. 

3 Conclusions 

The paper described a novel and original solution for managing the utilities payments 
of an individual or a company. It is an informatics solution, online, and it requires no 
time involved for the users and has the minimum cost possible comparing to all the 
other existing payment solutions. 
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Abstract. Through this article we intent to demonstrate how a qualification and 
certification program, as CertiBPM, developed and implemented with the sup-
port of European Certification and Qualification Association (ECQA), can be 
use for the Human Resources Development in the field of Business Process 
Management. The described initiative has been tested, validated and successful-
ly implemented on Romanian market (especially in West and Bucharest Re-
gions). After a brief description of the proposed training and certification  
program, there will be shown the training needs (marketing research results) 
collected from employees from Romanian companies from different industrial 
sectors. In the third part, there will be describe the e-learning facilities corre-
lated with the design skill card and the ECQA guidelines for training and certi-
fication. Finally, some conclusions and lessons learned will complete the  
article. The presented paper is linked with the research activities of the project: 
CertiBPM - Certified Business Process Manager LLP-LdV/TOI/10/RO/010, 
founded with support from the European Commission. This paper and its com-
munication reflect the views only of the authors, and the Commission cannot be 
held responsible for any use, which may be made of the information contained 
therein. 

Keywords: Business Process Management (BPM), Marketing Survey,  
Training, Certification, Human Resources, e-Learning. 

1 Introduction 

In the complex environment of actual businesses, with ever-changing variables and 
conditions, the needs for continuous improvement and agile approach emerged are 
natural and viable consequence. In order to react and manage these changes and, fur-
thermore, in order generate changes in the business environment (by forecasting, 
business simulation techniques and high focus on innovation), organizations have to 
be aligned around the future and for a further success [5] through responsible and 
capable human resources management (teams, leadership). Thus, the business units / 
enterprise must develop a business architecture that will facilitate the speed of change 
[15], architecture that is linked not only to business strategies and methods or new 
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working paradigms, but also (and more important) to create the appropriate mindset 
and attitude towards the business environmental change – external and internal. In this 
context, the role of human resources management is determinant.  

Every action or event that takes place inside a particular business is most of the 
times generated, monitored, analyzed and influenced by the person / employee or a 
team work that is part of human resources management in an organization. Further-
more, in order to have a proper response to these changes there have to be change the 
way people / employee / human resources behave inside the organization, and from 
here to forecast, predict and influence the external environment context and/or condi-
tions [7]. 

There is recognized that best results and appropriate responses come from people 
that are professional in their field of specialization, but also who are well support, 
motivated and enthusiast. One of the roles of the business’s core management team is 
to design jobs that challenge employees to maximize their potential [14]. Throughout 
these, people must also see not only the impact that their work is generation on the 
immediate environment, but also “the big picture” of their business; by this there will 
be created a team with a social responsible behavior [6]. At the core of these ap-
proaches, attitudes and paradigms, we have the knowledge that is share and spread in 
and by the company. In order to have a knowledge-based approach that will further 
support the agile paradigm, there have been proposed the following five levels of role 
perspectives [16] inside a business unit/enterprise (Figure 1). 

 

 
Leas and Govern - The social / 
global intellectual capital (Intellec-
tual Capital / Knowledge Related) 
processes and developments to 
maximize societal viability and 
success 

Societal perspective 

Strategize and Steer - The external 
knowledge related relationships with 
customers, suppliers, stakeholders to 
achieve enterprise objectives 

Strategic perspective 

Plan and Manage - The internal knowledge 
related enterprise operations to maximize 
enterprise effectiveness 

Tactical perspective 

Select, direct and operate - The selections from 
”1001” ways of managing knowledge to practice 
deliberate and systematic knowledge manage-
ment 

Operational perspective 

Implement, Manipulate and Apply - The selected 
knowledge management methods and mechanisms to 
handle and use knowledge by people, organizations 
and devices (related to information technology) 

Implementation and applica-
tion perspective 

Fig. 1. The Five Levels of the Role Perspective on Intellectual Capital Governance vs. Know-
ledge Management Activities (adapted from [16]) 
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Above all the human resources and working teams/groups are the managers and 
leaders that must not only expect positive attitudes towards the agile approaches, but, 
they must generate, create an Agile-Oriented Culture (AOC) as an evaluate organiza-
tional culture characterize by specific dimensions of the organizational behavior. Si-
multaneously, managers have to develop themselves to be agile leaders – they must 
learn to lead [3] under the agile principles. These are important and mandatory aspect 
of the agile paradigm implementation strategy. The current leaders learning to be 
agile will be the company’s future teachers and trainers for their teams. The agile 
leaders must not only overview and focus on the work results, but also the human 
resources activities of all categories, including the communication processes inside 
the working groups/teams. The teams, the leaders and the communication are three 
important and necessary aspects of an efficient and successful agile implementation 
[17]. 

From this brief overview of the agile paradigm, phenomenon that modern organi-
zation are confronted with, there have to be underlie the important role of human 
resources management (individual expertise and competencies, core competence of 
the organization and intellectual capital extended overview) in the process of organi-
zational changes and/or adaptation. In the same context, there have to be analyze the 
external vs. internal environment challenges by taking into consideration the variety 
of the business processes, correlated with the systemic approach of the organization. 
Modern organizations have to developed and sustained progressively complex  
business processes that faced the external environment opportunities and/or threats. 
Enterprises processes improvements are achieved goals if an ongoing process im-
provement program is followed but also, refinement and up-date by considering the 
new turbulent global market conditions. Extensive experience and expertise in achiev-
ing institutionalization of process improvements are desirable pre-condition to 
gain/generate a positive impact in any organization that want to become agile in the 
nearest future [1].  

Sometime, organizations built-up specific improvement capabilities to better optim-
ize their business process. Such capability is linked with issues as: process assessment, 
process design and deployment, process knowledge management, quality management, 
systems and software quantitative solutions etc. When growing their businesses, organ-
izations should not only put effort into developing and executing their business strate-
gies, but also into managing and improving their internal processes and aligning them 
with business growth strategies, but everything in a strong relation with the human 
resources development strategy. It is only in this way they may confirm that their busi-
nesses grow in a healthy and sustainable way [11], [13]. 

In organizations that operate with a Business Process Management (BPM) system 
as an integral part of their mission and objectives, it becomes clear that they are fo-
cused on targets for process improvement convergent to agile principles implementa-
tion. From the empirical perspective, it has been found that continuous improvement 
activities can be key source of environmental improvement [4] by taking into consid-
eration the social responsibility framework, too. 

BPM represents a holistic management approach (or a modern management sys-
tem) based on continuous improvement processes, change management theories, and 
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support by modern information and communication technologies/systems. This ap-
proach aim to attend an optimal balance between organization’s external environment 
dynamics and its internal processes functionalities based on innovation, flexibility and 
agility [1]. In additional, BPM represent and it is also associated with a complex 
project related to continuous improvement and adaptation of the organizations rela-
tions from the perspective of the internal and external environment. 

The present articles objective is to present the effects generated by the CertiBPM - 
Certified Business Process Manager (LLP-LdV/TOI/10/RO/010) - CertiBPM training 
program in Romania [2]. That initiative was designed to support the human resources 
development (qualification and certification) in the field of implementing and us-
ing/exploitation of BPM systems in Romanian organizations (of all types – small and 
medium size, big companies, multinational, public and private that belong to different 
economic sectors). The described initiative has been tested, validated and successfully 
implemented on Romanian market (especially in West and Bucharest Regions). After 
a brief description of the proposed training and certification program, there will be 
shown the training needs (marketing research results) collected from employees from 
Romanian companies from different industrial sectors. In the third part, there will be 
describe the e-learning facilities correlated with the design skill card and the ECQA 
guidelines for training and certification [8], [9]. Finally, some conclusions and lessons 
learned will complete the article. 

2 The Romanian Market Need For BPM - An Offer and 
Demand Analyze  

2.1 CertiBPM Training and Certification Program  

The motivation for the CertiBPM project lies on the Romanian market training needs 
satisfaction in the field of BPM. These needs were capture and characterized during 
the second semester of 2009 when a series of focus groups interviews were conducted 
with representatives from companies located in West and Bucharest Regions of Ro-
mania (the most economic developed Regions that were proposed for the CertiBPM 
project implementation). In 2009 the CertiBPM project proposal was developed. The 
following ideas have arisen from the preliminary marketing research:  

1. Representatives of different companies agree on an important need regarding the 
training and certification in the field of BPM, because of numerous problems and in-
cidents in the specific management systems exploitation and for better supporting the 
business processes (with the main target of organizations resources optimization);  

2. Managers of different level agree on coupling the human resources development 
strategies with the future CertiBPM initiative;  

3. The competencies improving processes for the employees / human resources of 
Romanian companies will have a positive impact upon their results and also,  
upon the BPM implementation initiatives. The CertiBPM Training/Qualification 
Program – Learning Units and Elements are shown in Table 1. 
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Table 1. The CertiBPM Training/Qualification Program – Learning Units and Elements 

Units and 
Elements 
Code 

Learning Units and Elements Title 
No. of Perfor-

mance Criteria 

BPM.U0 Informative package 5 
BPM.U0.E0 Introduction 2 

BPM.U0.E1 
ECQA and certification information 

(demonstration on www.ecqa.org and the 
Learning Portal) 

2 

BPM.U0.E2 Conclusions and References data base 1 
BPM.U1 Process Oriented Management 24 

BPM.U1.E1 Management System (ISO 9001:2008) 5 
BPM.U1.E2 Managing BPM projects 5 
BPM.U1.E3 BPM and Modeling 5 
BPM.U1.E4 Documenting Business Process 4 

BPM.U1.E5 
Process Simulation and Analysis ba-

sics, tools and techniques 
5 

BPM.U2 
BPM and Information Technologies 

(IT) 
16 

BPM.U2.E1 Choosing your BPM tool/platform 5 
BPM.U2.E2 BPM tools/platform 7 
BPM.U2.E3 BPM and Enterprise architecture 2 
BPM.U2.E4 BPM systems and IT integration 2 

BPM.U3 
BPM human aspects. Frameworks 

and Standards 
12 

BPM.U3.E1 Human factors in BPM 4 
BPM.U3.E2 Motivating people for process change 3 

BPM.U3.E3 
BPM models, frameworks and stan-

dards 
5 

BPM.U4 BPM Specializations - 
BPM.U4.E1 BP manager for IT processes - 

BPM.U4.E2 
BP manager for core sales & market-

ing processes 
- 

 
CertiBPM initiative is related to the transfer of innovation process from Slovenia 

and Austria to Romania. It consists of: Transfer of Education, Training and Certifica-
tion concept of ECQA into the university and manufacturing domain in Romania. 
Aspects of the project impact are related to: CertiBPM will build on BPM knowledge 
and competencies in different industrial sectors, which are represented by the consor-
tium members due to their activities with national and international enterprises;  
transfer of the ECQA concept and platform into Romanian market; implementing the 
CertiBPM job-role and examination committees for certifying training bodies and 
exam tools in multilingual environment; the important knowledge of CertiBPM and 
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the important system of an uniform European certification will be very useful for 
Romanian manufacturing industry, especially for automotive and telecommunication 
industries [2]. The core of the results envisaged is a skill set which clearly fit the 
competencies required for becoming a BPM specialist (basic level and advanced lev-
el). For all the skill elements training material will be provided in several languages 
(English, Slovenian, and Romanian) and will be upload on an e-learning system.  
A pool of test questions will be defined, which provides the basis for the trainees’ 
certification process.  

The CertiBPM qualification and certification addresses itself to employees from 
companies departments related to: Quality management (as TQM), CRM (Customer 
Relationship Management), ERP (Enterprise Resource Planning), SCM (Supply 
Chain Management), and enterprise information system’s specialists etc., who want to 
complement and/or certify their advanced BPM skills. The target group typically has 
abilities for self-development and self-learning, creativity, innovative initiatives etc. 
One of the biggest challenges is to conceive a training program that covers the com-
plete skills set that better satisfy the target group specific needs. The original training 
program and materials have been developed trough creative, synergetic energy of the 
project members’ interactions (during face-to-face project meetings, and virtual meet-
ing using Skype conference facilities, from December 2010 till December 2011). 
Training Material version 2012 (Table 1) was developed within the international con-
sortium of the project. 

The CertiBPM training materials content and structure were elaborated with re-
spect and according to the guidelines and requirements of the European Certification 
and Qualification Association (ECQA, www.ecqa.org). According to these require-
ments, issues that are mandatory for defining a new profession are: the skill set  
description, the learning units and elements, and the performance criteria for each 
learning element (this is a typical tree structure of the training program). This basic 
structure shown in Table 1 was elaborated after the methodology described in [10].  

The structure is well define and the units and elements are well described and con-
sistent in relation with the performance criteria, the profession is recognized by the 
ECQA (the Job Role Committee – usually representatives from a Leonardo da Vinci 
(that assure the financial support for this development) project partners - that join to-
gether specialists and personalities in the specific professional field is also recognized 
by ECQA as a valid body) and they could support the examination process in order to 
generate ECQA certificates for the corresponding profession (the Job Role Committee 
can start prepare the examination question pool that is related to the corresponding 
performance criteria, in accordance with the ECQA Examination Guide) [12]. 

2.2 BPM Training Needs Identification – Marketing Research Results 

The study surveyed companies located in the West and Bucharest Regions of Roma-
nia, from different industries (Table 2 shows the sample structure). Small and medium 
size enterprises and big companies (public and private) were considered for the  
research sample. Companies were selected randomly and for each of them one  
executive (CEO, CIO or quality manager etc.) was interviewed together with other 
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middle and low-level managers. 44 organizations were interviewed but 64 question-
naires fill-up were received and process (sample size n=102, answer rate 0.627). The 
telephone, e-mail and face-to-face structured interview method were adopted to obtain 
responses to the study’s survey instrument. Although it was a resource intensive  
option, it was chosen over the standard methods of administrating paper or online 
surveys for various reasons:  

• To be able to clarify respondents’ queries;  
• To avoid the situation whereby a busy executive or senior manager delegated the 

task of fill-up the survey to a secretary; and  
• To ensure that most of the responses collected were complete and usable for data 

analysis.  

The research was developed from March to end of May 2012 and it has generated 
mature research results, because the sample consists of managers, representatives 
from companies that were involved in the CertiBPM training program (in-class  
training). 

Table 2. The Research Sample Structure 

Field of economic sector 
or industry 

No of 
companies 

% No. of 
respondents 

%  

1. Automotive 10 22.73 18 28.13 
2. Telecommunications, 

Electronics, Energetic 
6 13.64 7 10.94 

3. Manufacturing Machinery 11 25.00 13 20.31 
4. IT and software developers 5 11.36 7 10.94 
5. Logistics Distributions 5 11.36 7 10.94 
6. Tourism and Financial 

Service Industries 
5 11.36 5 7.80 

7. University professors and 
students 

2 4.54 7 10.94 

TOTAL 44 100 64 100 
 

 
For the structured interview method approach a questionnaire has been developed. 

The questionnaire structure follows the CertiBPM skill set/card. In the beginning of 
the questionnaire, the research aims and a brief introduction in BPM (based on refer-
ences) have been explained. The questions considered for the CertiBPM training 
needs identification and collection were detailed in accordance with the charters of 
the training program (Table 1) and the respondents have to answer the following 
question: Do you consider an opportunity for your organization to be involved in a 
training program related to U/E?  

All questions on BPM training needs identification were measured on a six  
point Likert scale (1=”fully disagree” – 6=”fully agree”). In the final part of the ques-
tionnaire, there were collected data for the respondent characterization (company, 
position, age, sex, and contact data) for better described the research sample. 
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Table 3. The Skill Matrix with Gap Indicators 

Sector*/ Ques-
tions 

1 2 3 4 5 6 7 Total 
score 

Specific 
needs % 

BPM.U0.E0 X X X X X X X 7 100 
BPM.U0.E1 X X X X X X X 7 100 
BPM.U0.E2 X X X X X X X 7 100 
BPM.U1.E1 X X X X X X X 7 100 
BPM.U1.E2 X X X X X X X 7 100 
BPM.U1.E3 X X X X X X X 7 100 
BPM.U1.E4 X X X X X X X 7 100 
BPM.U1.E5 X X X X X X X 7 100 
BPM.U2.E1 X - - X - - - 2 29 
BPM.U2.E2 X - - X - - - 2 29 
BPM.U2.E3 X - - X - - - 2 29 
BPM.U2.E4 X - - X - - - 2 29 
BPM.U3.E1 X X X X X X X 7 100 
BPM.U3.E2 X X - X X X X 6 86 
BPM.U3.E3 X - - X - X X 4 57 
BPM.U4.E1 X - - X - - X 3 43 
BPM.U4.E2 X - - X - - X 3 43 
Total score 17 10 9 17 10 11 13  
Specific needs 
% 

100 59 53 100 59 65 76 

*) As shown in Table 1. 
 

 

The research methodology allows a depth analysis of the skills needed to be trained 
in a BPM training program (skills analysis method). Table 2 is the skill matrix build 
as a quick and effective way of identifying the BPM training needs. For the results’ 
presentation there have been consider the respondent structure by their indus-
try/economic field as shown in Table 2.  

The Excel software was used for the results visualization of the data process (re-
sponds obtained through questionnaires, absolute values). The skills matrix (Table 3) 
was built by cumulating the responds per each economic sector (the vertical columns 
data). As it can be seen, companies from manufacturing and IT sectors (total score 17) 
expressed their total need for the BPM training program. In addition, representatives 
of IT and software developers companies, from universities, from tourism and finan-
cial services industries and from the automotive industry expressed their training need 
about all units and elements of CertiBPM (maximum score related to the acceptance 
of all units and elements, 17).  

In the same time, the skills matrix offered information about the training needs re-
lated to each units/elements. In this context, BPM.U0.E0, BPM.U0.E1, BPM.U0.E2, 
BPM.U1.E1, BPM.U1.E2, BPM.U1.E3, BPM.U1.E4, BPM.U1.E5 and BPM.U3.E1 
are the preferred for all industries in the sample. In addition, representatives declare 
that also BPM.U4.E1 and BPM.U4.E2 should be taken into consideration for the  
CertiBPM training program. 
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3 CertiBPM e-Learning and Certification Facilities 

The examination questions (for the on-line examination procedure by login on the 
www.ecqa.org, section: Certification and Examination – Exam Registration) are de-
veloped as multiple choice one (maximum 4 types of answers). The examination 
process has to be very well understood for the participant with respect to the ECQA 
procedure [8], [9]. The start and end time of the exam is set by the exam organization 
(after the agreement of the members of the Job Role Committee that have contributed 
to the development of the training materials and that were involved in the organiza-
tion of some training sessions). All the participants at an examination process have to 
be registered on the web portal.  

The user can attend the exam at any time after the examination period has started 
and before it will end. During the exam, the participant can log in and log out from 
the system. The answers are stored in the database. If an internet connection break 
occurs (the wireless connection drops, the internet does not work etc.), a warning 
message will be displayed. The user has to log out. After the connection has been re-
established, the user can log in and has to re-check if his/her last answers have been 
correctly saved. In case any problems occur, the person supervising the exam should 
be informed.  

The results of the exam are displayed after the exam is closed by the exam organi-
zation. If the user finishes the test earlier, he/she will not be able to view the results. 
The results are calculated and displayed per learning element. To pass a learning ele-
ment, at least 66% coverage of the respective learning element is required. 10 random 
questions are selected out of each learning element. Each question has at least one 
correct answer. If the participant selects a wrong answer, the question is scored zero 
(0%). All questions are equally weighted; the results are calculated with the average 
algorithm (total scores of all questions per element / number of questions per  
element). 

What do the trainees have to do to pass the CertiBPM course and certified them-
selves? Trainees have to prepare a case study, pass the exam (but they have the oppor-
tunity to self assess their knowledge and decide the right moment for the final  
examination).  

For this purpose, trainees should start: studying learning materials (multimedia or 
handouts), participating in discussions, preparing an exercise, case study, installing 
and get familiar with the tools, define their business process according to the  
CertiBPM knowledge pool, methods and tools.  

The attendee will receive a course certificate if he/she prepares a case study (see 
link) or exercise. If the participants attend the ECQA Examination for the Certified 
BPM he receives upon success the ECQA certificate. The whole training and certifi-
cation process is presented in Figures 2 and 3. There are two levels of CertiBPM 
training/examination/certification; the details are shown in Table 4. 
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Fig. 2. The CertiBPM Certification Process (P0) 

 

Fig. 3. The CertiBPM Certification Process Detailed (P03) 

Table 4. Levels of CertiBPM Training/Examination/Certification 

Unit/Element Basic level Advanced level Content specificity 
U1 

Management 

U1 E1 X  
U1 E2 X  
U1 E3 X  
U1 E4 X  
U1 E5  X 

U2 

Technology 
U2 E1 X  
U2 E2  X 
U2 E3  X 

U3 

Psychology and Standards 
U3 E1 X  
U3 E2 X  
U3 E3  X 
U4  X Specializations 
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4 Conclusions and Lessons Learned 

Through this article we intent to demonstrate how a qualification and certification 
program, like CertiBPM, developed and implemented with the support of ECQA, 
have been successful implemented on Romanian market (needed and valorized by 
Romanian companies).  

The research results about the training needs identification show a mature level of 
understanding the need for BPM (collected through representatives and employees 
responds). In addition, the marketing research has confirmed that the CertiBPM train-
ing/examination/certification solution is well designed and accepted on the Romanian 
market (also, validated through the face-to-face training session developed in March 
2012 - May 2012). In the final part of the paper the CertiBPM e-learning train-
ing/examination/certification was presented to demonstrate the facilities created to 
accomplish the CertiBPM project objectives. 

Through the CertiBPM initiative there have been several lessons learned: an inter-
national partnership can facilitate the transfer of innovation in the field of training, 
examination and certification and can easy facilitate the implementation of the wis-
dom gain (e.g. from Slovenia to Romania using the facilities developed in Austria); 
the similarities and differences characteristics of the trainees that belong to different 
markets (culture or subculture) can be easy identified and the training program can be 
easy adapt to the target market specificities; the CertiBPM training and certification 
program implementation in Romania has benefit from the existing knowledge gain in 
other market (e.g. Slovenia) and also, from the e-learning facilities that were already 
created and has to be adapt to the new training program. 

In the future, the CertiBPM e-learning portal will be completed (training materials 
in multimedia format and the examination pool questions will be ready to use) till the 
end of July and then it will be tested and used with Romanian trainees. 

The CertiBPM project is financially supported by the European Commission in the 
Leonardo da Vinci part of the Lifelong Learning Programme under the project num-
ber LLP-LdV/TOI/10/RO/010. This paper and communication reflects the views only 
of the authors, and the Commission cannot be held responsible for any use, which 
may be made of the information contained therein. 
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Abstract. The main objective of incidents management in IT system is to  
provide high performance IT services crowned by full satisfaction of the  
customers. This can be achieved by continuous process improvement with in-
novative ideas of service diversification that enables a positive impact on 
process performance indicators. The paper presents an improvement solution of 
a Help-Desk (HD) software service by integrating a knowledge database in the 
selection of service procedure influencing the decreasing resolution time of 
process incidents. 

Keywords: incident management, process, knowledge database. 

1 Introduction  

In the last years there has been an increasing interest for business process manage-
ment (BPM) in all fields of industries [1],[2].Incident management in IT systems 
represents [3] the process of coordinating all resources in order to return solutions to 
faulty services, in the shortest time possible. 

The process is based on symptom identification, with primer focus on speed answer 
to incident, capital assurance and continuity in work process. 

The application presented in the paper describes a Help-Desk (HD) software ser-
vice for a program that has a web interface. The HD service receives requests over the 
phone from customers, which in this case are the users of the program. The customers 
request solutions for two types of problems: simple problems that can be solved re-
motely over the phone; hardware related problems that require mobility. The hard-
ware solutions refer to repairing malfunctions, installation and maintenance. 

Customer requests are received and solved in a priority based system: -priority type 
0, urgency that must be resolved within a 24 hour timespan. This type of priority re-
fers to software problems that can be solved remotely; -priority type 1- urgency with 
48 hour time available for resolution. This type of priority refers to hardware prob-
lems that need movement to the problem site. 
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In the proposed process, the following types of problems [4] can be identified: 

1. Time overdue for ticket resolution – requires level 1 support. (timing service) 
2. Wrong ticket assignment (level 2 instead of level 1 support) 
3. Customer ticket forwarded to board of administration for failure in respecting 

SLA (service legal agreement) regarding the resolution time. 
4. Other customer complains. 

In addition to the process problems, a workload increase of 20% is expected. The 
estimations for the next period are rising from 750 incidents/ week to 900 incidents/ 
week.  

Incident management integrates business process modeling standardization, possi-
ble improvement detection, workflow efficiency, rising productivity and complex 
process problem analysis.  

2 Help-Desk Software Service Process Description 

The HD process (fig. 1) starts when the software user signals an incident during the 
run-time of the program. The user requests level 1 support of the HD service. This 
level receives the request and makes a description [5] of it in a document; next, the 
problem is classified as described below: (A) problem known – level 1 support is 
responsible for finding a solution; (B) problem unknown – in this case it is the level 
2-support that must find a solution to the problem. 
 

 

Fig. 1. Help Desk process map  

 
A. Problem known - for this type of problem level 1 support opens a ticket and 

sends the number of the ticket to customer via e-mail. These types of incidents are 
solved by phone assistance. Once problem is solved it is saved in the knowledge data-
base and the ticket is closed by the level 1 support. An e-mail is send to customer for 
confirming the ticket closure. The process ends. 
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B. Problem unknown - the problem is send from level 1 support to level 2. 
The personnel from level 2-support open a ticket for it and send the ticket number 

to customer via e-mail. Level 2 support decides if: (1) the incident is a software prob-
lem and can be solved via phone but requires high expertise; (2) or if the incident is a 
technical problem and requires mobility of an intervention team to the site of the  
incident. 

1. If the problem can be solved via phone the database is updated with the prob-
lem solution, the ticket is closed and an e-mail with the ticket closure number 
is sent to the customer. The process ends. 

2. If the problem is technical and requires movement of an intervention team, a 
planning of the intervention is made. The movement of the team is done ac-
cording to plan and a solution for the incident is found. The database is up-
dated with the solution. The ticket is closed and an e-mail is send to customer 
with the ticket closure number. The process ends. 

3 Knowledge Database Functions and Automation 

To increase process efficiency a knowledge database is introduced in the form of a 
structured table. The knowledge database procedures are a set of conditions and ac-
tions, which are memorized in a collection named rules database. The knowledge 
database procedure enhancement follows next rule: each time a phone assistance 
problem from level 2-support is solved; a process procedure for these type of problem 
is created, enabling these way the knowledge transfer from level 2 –support to level 1 
–support. After training level 1 support with the new process procedure for the new 
type of problem, the responsibility will be transferred. 

The control of knowledge database is represented by decision rules [6] that regard 
the action sequence in the process of solutions finding. The control action of the 
knowledge database: provides procedures rules that specify the sequence of procedure 
in solving a problem and enables transfer of knowledge from level 2 to level 1 sup-
port. 

By introducing knowledge database automation HD software service process bene-
fit from automat incident prioritization, automat e-mail sending to customer with 
ticket number and incident status, automat visualization of available mobile-
intervention team calendar. 

4 Help-Desk Software Service Process Description After 
Knowledge Database Introduction 

The process improved starts when the level 1-support receives a message from cus-
tomer regarding an error in the usage of software platform (fig.2). Level 1-support 
receives the request and opens a ticket and that describes briefly the problem. The 
ticket is saved in knowledge database. Next the incident is filtered by knowledge 
database [7] in one of three types of problem –‘problem known’: this type of problem 
address to level 1, who will be in charge for finding a solution. – ‘problem unknown’ 
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and ‘problem that requires mobility’: both types of problems address to level 2 and it 
will be in charge for finding solutions.  

 
 A. If the problem is known: the solution is standardized and requires a small 

amount of experience. For finding solutions level one goes through the following 
steps: opens a ticket for the problem, sends a message to user with the ticket number 
and offers phone solution. After the problem is solved the status of the problem is 
updated in database and the ticket is closed. Last step is sending a message to user 
with the message that the ticket is closed. 

  
 

 

Fig. 2. Help Desk process map- with knowledge database introduction  

 
B. If the problem is unknown: it means that these problems could not been found in 

the knowledge database and the solution for these problems are a customized one. For 
solving these types of problems level 2 follows the next steps: opens the ticket, solves 
the problem through phone, updates the database information with the status of the 
problem and sends a message to users with the number of the ticket that has been 
closed. 

C. If the problem requires mobility next steps will be followed: planning the inter-
vention, sending the number of the intervention ticket to the customer, solving the 
problem at the place of the incident, updating problem status in database, closing the 
intervention ticket and sending a message to users with the number of the ticket that 
has been closed. 

5 Non Value Added Analysis for HD Process 

For measuring the impact of knowledge database automation in HD process non- 
value added analysis is performed [8]. The activities of the process will be evaluated 
by the below criteria: 
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1. VAA- Value Adding Activities- are those activities that are required by customer 
and the customer is willing to pay for them. 

2. NVA- Non Value Adding Activities – are those activities that support value add-
ing activities and can suffer improvement or can be done differently. 

3. NVAN -Non Value Adding Activities that are Not Necessary- are those activities 
that can be eliminated without impacting the quality of customer service. 

 

Table 1. HD process timing before improvement 

Help Desk Process steps 
before improvement 

Maxim duration 
VAA NVA NVAN 

Call help desk  1 min  
Get incident basic  
information 

 4 min  

Incident description 15 min   
Evaluate severity of incident  5 min   
A. Open ticket level 1 (known problem)  1min  
Send e-mail regarding ticket number to custom-
er 

  3 min 

Solving problem by phone 5-60 min   
Update status in database  3 min  
Close ticket  1 min  
Send e-mail regarding ticket number to user   3 min 
B. Send problem level 2 (unknown problem)   5 min 
Open ticket level 2  1 min  
Send e-mail customer regarding ticket number   3 min 
Prioritizing problem  5 min  
1 Solving problem by phone 5-60 min   
Update problem status in database  3 min  
Close ticket action  1 min  
Send e-mail customer regarding close ticket 
number 

  3 min 

2. Problem request mobility/ Planning the team 
intervention calendar 

 20 min  

Solving the problem 0-48 h 
(0-2880 
min) 

  

Update status in database  20 min  
Send e-mail customer regarding ticket number   3 min 
Close ticket   1 min  
TOTAL TIME 3120 min 61 min 54 min 
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Table 2. HD process timing after introduction of knowledge database and removing NVAN 

Help Desk Process steps 
after improvement 

Maxim duration 
VAA NVA NVAN 

Call help desk  1 min  
Get incident basic  
information 

 4min  

Incident description 15 min   
Open/ save ticket in database 2 min   
Filtering problem with knowledge database 3 min   
A. Open ticket level 1 (known problem)  1min  
Send e-mail regarding ticket number to custom-
er (automation knowledge database) 

 0 min  

Solving problem by phone 5-60 min   
Update status in database (automation know-
ledge database) 

 0 min  

Close ticket  1 min  
Send e-mail regarding ticket number to user 
(automation knowledge database) 

 0 min  

B. Open ticket level 2 (unknown problem)  1 min  
Send e-mail customer regarding ticket number 
(automation knowledge database) 

 0 min  

Solving problem by phone 5-60 min   
Update problem status in database 
(automation knowledge database) 

 0 min  

Close ticket action  1 min  
Send e-mail customer regarding close ticket 
number (automation knowledge database) 

 0 min  

C. Problem request mobility/ Planning the team 
intervention calendar 

 20 min  

Solving the problem 0-48 h 
(0-2880 
min) 

  

Update status in database  
(automation knowledge database) 

 10 min  

Close ticket  1 min  
Send e-mail customer regarding ticket number  
(automation knowledge database) 

 0 min  

TOTAL TIME 3020 min 40 min 0 min 
 

 

Table 3. NVA HD analysis overview 

Help Desk Process VAA NVA NVAN 
Before improvement 3120 min 61 min 54 min 
After improvement 3020 min 40 min 0 min 
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Table 3 shows a decrease of VAA, NVA and NVAN times with 100 min, 21 min and 
54 min respectively. This increase is due to automation. 

Table 4. Improvement time for process types of problem 

 
Type of problem 

Time  
before 

Time 
after 

Total  
Improvement 

Time  
improvement 

percent 
Known problem 
(level 1 support) 

96 min 87 min 9 min 9,3% 

Unknown problem 
(level 2 support) 

106 min 87 min 19 min 18% 

Problem request 
mobility (level 2 
support) 

2963 min 2936 
min 

27 min 1% 

 

 

 
Table 4 shows improvement times for each main problem presented in HD process. 

The higher percent of improvement is represented by ‘unknown problem’ that comes 
in the level 2-support responsibility. The explanation is the introduction of knowledge 
database automation which removes unneeded steps of problem analyze and problem 
transfer form level 1 to level 2. 

 

 

Fig. 3. Process time improvement for phone assistance problems  

 
Fig.3 and fig.4 show the reduction the times allocated for the tasks completion. 
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Fig. 4. Process time improvement for problems that require intervention team movement 

 
 

Besides automation and quality process improvement for each of the organizational 
problem presented at the beginning of the paper the following solutions (table 5) 
should be taken into consideration for: 

Table 5. Process problems- Solutions 

Nr Process problems Solutions 
1 Time overdue for ticket resolution 

level 1 support 
-ticket tracking and prioritizing 
(introduction of knowledge data-
base) 
-HD personnel training- to create a 
backup system  

2 Wrong ticket assignment (level 2 in-
stead of level 1 support) 

-knowledge database automation 
-HD personnel training 

3 Customer ticket escalation to board of 
administration for failure in respecting 
SLA (service legal agreement) regard-
ing the resolution time. 
 

-HD personnel training 

4 Different customer complains -respecting SLA (service legal 
agreement) 
-monitoring customer satisfaction 
through feedback 

5 Future workload increase estimation Comply ticket time resolution 
through above actions 
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6 Conclusion 

Incident management aims to reestablish and maintain the service to its normal parame-
ters in accordance with the time frame set in SLA (service legal agreement) with  
customer. The paper presents an incidents management process improvement of IT 
systems. The solution consists in implementation of a knowledge database which in-
cludes steps in solution finding with a minimum difficulty level and a written procedure. 

Knowledge database of a HD software service generates a selection and sequences 
of service procedure, which are initially provided by level 2 of HD process and witch, 
can be easily processed by competent persons form level 1of HD process. The usage 
advantage of knowledge database is automat procedure prioritization of tasks, auto-
mat e-mail sending and automat visualization of available intervention team. The total 
improvement time for each step of the process is: for known problem (level 1 support) 
9 min (9, 3 % time improvement); for unknown problem (level 2 support) 19 min 
(18% time improvements); for problem that request mobility (level 2 support) 27 min 
(1% time improvement). 

Secondary by reducing incident solving time an available time frame is created 
which offers the opportunity of rising workload.  

Future enhancement of the process is the transfer of all incident standardize solu-
tions, that do not require mobility from level 2-support to level 1-support. In the fu-
ture process level 2-support will be responsible only for problems that require move-
ment to the place of the incident. Knowledge database introduction enables this future 
improvement. 
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Abstract. This paper attempts to identify the role and the importance of the 
transfer of knowledge in managing a project. Information is the lifeblood of 
change and adaptation. Interactions between project agents involve the ex-
change of information, social communication and transfer of lessons learned 
previously. Virtually, the work is a model of combining Agile Scrum method 
with Kanban, in order to manage the common resources within two projects.  
This process is represented by ARIS program of business process modelling 
(BPM).   

Keywords: Key words: agile project management, scrum, kanban, shared  
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1 Introduction 

Traditional project management based on rigid procedures and planning, hierarchical 
organizational structures and low involvement of the owner (client) has shown its 
limits especially in software development projects. Thus, Agile methodologies ap-
peared, proposing the fast delivery of the product, flexible approach in management 
and cost reduction. The main advantages of using the Agile methodologies are: 

 
- the priority features of the business are delivered first; 
- simple rules and a transparent process for the owner; 
- the project may also start with incomplete requirements; 
- requirements may be changed during the project whenever needed; 
- high degree of self-organization, adaptability and continuous innovation. [1] 

 
The project-based organizations differ significantly from the functional organizations 
in terms of structure, viewpoint on time, processes, people and geographical location. 

Traditional management theory assumes that: 

- rigid rules can regulate the change; 
- order can be established through hierarchical organizational structures and 

processes; 
- more control generates more order; 
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- organizations must be static hierarchies; 
- employees are interchangeable in the organization; 
- risks and problems can be solved mostly by using reductionist task breakdown and 

allocation; 
- projects and tasks can be predictably managed through complex up-front planning 

[2]. 
 

Using agile methodologies, the manager becomes an adaptive leader: setting the di-
rection, establishing the simple, generative rules of the system and encouraging con-
stant feedback, adaptation and collaboration. This management framework provides 
teams implementing agile methodologies with: 

- an intrinsic ability to deal with change; 
- a perspective on the organizations as flexible, adaptive systems based on intelligent 

living beings; 
- a recognition of the limits of external control in establishing order and of the impor-

tance of intelligent control that employs self-organization as a main tool of establish-
ing order; 

- an overall problem solving approach that is humanistic in that: 

- it treats employees as capable and important stakeholders in the team-
management 

- it relies on the collective ability of autonomous teams as the main problem solv-
ing mechanism 

- it limits up-front planning to  minimum based on an assumption of unpredictabili-
ty and instead, lays stress on adaptability to changing conditions [2]. 

2 Outcomes and Discussions 

2.1 What Is SCRUM Project Management 

Any project has as starting point a vision, an idea and some requirements to be met or 
solutions to be found. In technical projects and especially in information technology, 
the client requires the settlement of a specific problem, therefore they refer to  
specialists. 

They put together project teams, to whom the owner (sponsor) presents their vi-
sion, experiences and wishes of the clients and prepares a list of features (Product 
Backlog) (Fig. 1) that the final product must meet. Some of them are selected from 
this list in turn (Selected Product Backlog) with requirements to be addressed in a 
defined time interval (sprint). 
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Fig. 1. Scrum Method 

Activity itself begins with the initial team meeting (Sprint Planning) [4]. Here there 
are set the priority functionalities of the Product Backlog and the Sprint Backlog is 
created, namely the requirements to be met in a sprint. The team that will work in a 
"sprint" (Scrum Team) is created and led by a Scrum Master. This is a project manag-
er who must ensure that all activities take place in the best way and in time. In Scrum 
there is no chief in the hierarchical meaning of the word. 

A "sprint" usually takes place over 2-4 weeks, and the daily meetings of the team 
members (Daily Scrum) are crucial for the success of the project, during which there 
is analyzed what was done yesterday, what is going to be done today and if there are 
any problems or difficulties that could jeopardize the undertaken objective. At the end 
of the "sprint" a meeting is held (Sprint Reviews) in order to review the features com-
pleted or not, usually in the form of a practical demonstration. Some teams also par-
ticipate in an internal retrospective of that sprint (Sprint Retrospective).  

During the performance of a "sprint" it was found that an activity progress chart 
may be useful (Burndown Chart). Initially the total quantity of work is represented, 
decreasing with every sprint (sprint segment). 

Once a "sprint" is finalized, the process resumes by drafting a new Sprint Backlog 
until all Product Backlog requirements are met. 

For efficient approach and expressive presentation of the process based on Agile 
Scrum method, in the phase of architectural design, the process of developing the 
product may be designed with ARIS program (Architecture of Integrated Information 
System) used for business process modeling (BPM). The efficiency of modeling with 

Sprint

Product Backlog 

 Prioritized se-
lected product 
backlog items

Scrum: daily meeting 
-What I did?                     

-What am I going to do today? 
-Obstacles in achieving goals 

 

New func-
tionality 
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ARIS program is materialized by specifying, visualizing, constructing and document-
ing processes, providing process analysis methods, as well as holistic approach to the 
design process, by tracking the information processing flow, respectively transfer of 
knowledge within project management. In this regard, for understanding, communica-
tion, measurement, namely process management based on Agile Scrum methodology, 
fig. 2. shows the modeling of the process with ARIS program [6], [7]. 

 
 

 

Fig. 2. Scrum Process modeled within ARIS program 

2.2 About Kanban Method 

Kanban is another methodology based on "Agile" project management. Unlike Scrum, 
which has a declarative feature, Kanban is a smooth method: 
 

- no sprints performed. Development is based on a flow of objectives translated by the 
project team. 

- the work flow is viewed. A special panel that shows the current status of the project, 
on three columns: list of requirements (Backlog), in progress (In Progress) and Done 
(Done). 

- the number of requests in progress is limited in each stage. This approach helps 
detect the constraints and "bottlenecks", which thus may be immediately restored. 

- time saving is achieved. There are no estimates, as there is no need. The work flow 
does not stop at the end of the iteration, which ensures permanent work flow for the 
project team. 

- no roles defined. The project team and the client may specify any roles necessary for 
the successful running of the project. 

- it enables the adding of any rules and practices of other methods, such as SCRUM, 
XP, etc. 
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Kanban methodology is suitable for development projects where requirements change 
constantly, and the iterations may not be clearly defined, and also for projects in stag-
es of ensuring support [3]. Kanban requires thorough understanding of software de-
velopment processes and greater involvement of the owner (client). 

2.3 “Shared Resources” Management in Agile  

In practice, situations often occur where two or several teams work simultaneously 
within the same project with SCRUM method, but resources may not be assigned 
equally and simultaneously to everybody [5]. For example, if there is only one data-
base developer within a project, he/she may work only within one team, the other 
teams having to wait for the assignment of this “common resource”.  

Obviously, the major problem arising in this situation is to set the priorities within 
the project in order to use this resource in several "sprints" simultaneously, and espe-
cially to set the site and the tasks this “resource” performs every moment. A “to do 
list” is necessary.  

Here is where the Kanban method becomes useful. Their owners may meet and 
continue following their requirement list (Backlog) and may feed the project thereon 
in a smooth way. How may these things be synchronized? The answer is to organize 
some "common resources" assignment meetings before the daily “spring meetings” of 
SCRUM teams, so that each owner (client) may consider at a certain moment the use 
of the “common resource” when setting the “sprint” plan for that day. Only the own-
ers (clients) and the “common resource” participate in this meeting.  

How does Kanban panel change? As the “common resource” is unique, only one 
requirement shall be recorded under “In work”, also keeping the team that resource 
was assigned to. The panel has to be installed in a common place for all teams so that 
it may be visible for all involved in order to be aware of the “common resource” as-
signment anytime.  

The main benefits of this procedure are owners’ satisfaction, knowing exactly 
where the “resource” they share is, as well as the additional motivation offered to the 
“common resource” person, enjoying visibility and high accountability, the advantag-
es for the subsequent evolution in their professional career.  

Obviously, the method of the "common resources" is not easy to implement as it 
requires a lot of organizational talent and power of negotiation in order to meet the 
requirements of all the persons involved in the project.  

In order to obtain a flexible model that shall be adaptive to the information 
processing flow, respectively transfer of knowledge within project management, the 
work presents in fig.3. the solution for the distribution of the common resource be-
tween projects. The process model represented with ARIS program suggests the prop-
er information processing flow using the common resource, considering that the same 
process image corresponds both to the first and second project setting identical con-
nections with “Not started” and  “In progress” Kanban panels.  
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Fig. 3. Scrum process modeling, respectively common resource management in Kanban 

3 Conclusions 

In spite of some early success with agile methodologies, a number of factors are pre-
venting their widespread adoption, even in the software industry. Agile methodology 
advocates often find it difficult to obtain management support for implementing what 
seem like dramatic changes in a project-based organization. That new approach re-
quires developers, managers and users to change in the same time the way they act 
and think. The proposed models may provide the systematic control of the configura-
tion change and the maintenance of the integrity and traceability of the configuration 
throughout the life cycle of the system. The advantage of Agile Scrum and Kanban 
process modeling is the facilitation of understanding the sequence of activities, har-
monizing the common resource management process, respectively reducing the level 
of risk by creating explicit structures.  
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Abstract. The selection of a web technology in realizing a project is a complex 
and important decision for small and medium enterprises. The purpose of this 
paper is to develop an efficient model, using the AHP (Analytic Hierarchy 
Process) method as a basis and applying the SuperDecisions software, which 
makes it possible to evaluate the performance of web applications implemented 
in three SAP UI (user interfaces) technologies: WD (Web Dynpro) ABAP (Ad-
vanced Business Application Programming), FPM (Floorplan Manager) and 
CRM (Customer Relationship Manager) WebClient UI and then make a selec-
tion between these technologies. The results found in this research make possi-
ble the evaluation between these SAP UI technologies in terms of response 
time, database request time and CPU time. The application platform where the 
study is realized is SAP NetWeaver 7.02. 

Keywords: web technologies, integrated system SAP, multicriteria decision 
making, SuperDecision software. 

1 Introduction 

Nowadays, most of enterprises have been facing difficulties regarding the technolo-
gies selection for implementing new projects. These difficulties come from the com-
plexity of the analyzed problems before a decision making.  

This study, focuses both on the assessment of an SAP UI technology, as well as on 
decision making. The evaluation of an web technology is performed on the SAP 
NetWeaver platform. This platform provides the integration of business information 
and processes, collaboration, industry-specific functionality, and scalability [1]. 

The SAP NetWeaver User Interface Technology enables SAP application develop-
ers and customers to efficiently build, extend and maintain user-centric infrastructure 
for Business Applications and enriches SAP business applications with value-adding 
UI services for collaboration, personalization and content creation [2]. At the same 
time the platform, enables harmonized, multi-channel access through the client.   
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For ABAP developers, SAP technologies and tools include Web Dynpro ABAP, 
Floorplan Manager and WebClient UI Framework. WebClient UI Framework is used 
for development of applications that complement SAP CRM. 

For the decision making, the proposed model used the AHP method as a basis and 
applying the SuperDecisions software, which makes it possible the evaluation. 

2 Objectives of the Study 

The objectives of the study include: 

• implementing the same web application in all three technologies (WD ABAP, 
FPM and CRM WebClient UI) 

• measuring the system parameters: response time, CPU (central process unit) time 
and database request time with the transaction STAD (Business Transaction 
Analisys) 

• applying the decision model SuperDecision for evaluation and selection 

For the implementation of web applications will be adopted different methods, 
depending on the technology chosen. With Web Dynpro technology, through the 
method of componentization, the implemented interfaces will transport the data in the 
database tables of the SAP system. With Floorplan Manager and CRM WebClient UI 
technologies, for achieving the interfaces, will be choose UI Building Blocks.  

The parameters: response time, CPU time and database request time are measured 
for each web business application, with transaction STAD for the same query in the 
database system. 

For evaluation and selection between the three technologies is used the 
SuperDecision model that implement the AHP. The AHP methodology was intro-
duced by Saaty (1980) and provides a means of decomposing the problem into a hie-
rarchy of sub-problems which can more easily be comprehended and subjectively 
evaluated.  The AHP has four major features [3]: 

• It decomposes a complex problem into its constituent elements and orders them 
into a “hierarchy”, or classification system; 

• it uses pairwise comparisons to establish priorities among elements in each level of 
the hierarchy; 

• it provides a measurement theory to estimate the relative weights of the elements; 
• it aggregates the relative weights to derive a single overall rating for each decision 

alternative. 

The SuperDecisions is a hierarchical decision model that has a goal, criteria and alter-
natives, make judgments (paired comparisons), and compute the results to find the 
best alternative. 
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3 Results and Interpretations 

Implementing the same web application in all the three technologies and testing using 
transaction STAD, the results for the parameters response time, CPU time and 
database request time are translated in the Table 1.[4] 

Table 1. Values of measured parameters 

UI Technology/ 
STAD  
Parameters (ms) 

Web Dynpro 
ABAP 

Floorplan 
Manager 

CRM 
WebClient 

UI 
Response Time      859 887 5068 
CPU Time             644 644 4319 
DB Request Time  263 300 1331 

 
From these measurements results that, the WD ABAP technology is the best in 

terms of the measured parameters, because the obtained values are the smallest.  
Making a decision model using the software SuperDecision involves the creating a 

hierarchy that has a goal, criteria and alternatives, make judgments (paired compari-
sons), and compute the results to find the best alternative. Criteria are evaluated for 
their importance to the goal, and alternatives are evaluated for how preferred they are 
with respect to each criterion. [5]  

In the hierarchical structure shown in Fig. 1, each comparison set is made up of a 
parent node and the nodes it connects to in the cluster below.                                

 

 

Fig. 1. SuperDecisions Hierarchical Model  

Table 2. Saaty’s intensity scale 

 

 
The main criteria of the structure are weighted by using AHP. The intensity scale 

from Saaty represented in Table 2 is used to make pair wise comparisons between the 
criteria with respect to the goal and/or between the alternatives with respect to the 
each criteria. The pair wise comparison is the process of comparing the relative  
importance of two elements with respect to another element in the level above to  
establish priorities for the elements being compared.[6]  
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For this hierarchical model exists three sets of pair wise comparisons. They are the 
alternatives with respect to each of the criteria. The dates come from measurements 
put in the SuperDecision give the result which is shown in the figures 2, 3 and 4. 
These values will be directly introduced in the model will be converted to priorities 
by summing and dividing each entry by the total. Then the matrix will be generated 
automatically.  

    

Fig. 2. The Comparison Screen for the Alternatives with respect to the Response Time 

 

Fig. 3. The Comparison Screen for the Alternatives with respect to the CPU Time 

 

Fig. 4. The Comparison Screen for the Alternatives with respect to the DB Request Time 

Numerical judgements are made in matrix (Figures 5a, 6a and 7a) using the Saaty’s 
intensity scale that represents how many times one element is more important than 
another. The dominant element is represented from the arrow at the left of the entry 
points.  
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Fig. 5a. Matrix mode for Response Time 

 

Fig. 5b. The Priorities Screens for Request 
time 

 

 

Fig. 6a. Matrix mode for CPU Time 

      

Fig. 6b. The Priorities Screen for CPU time 

 

 

Fig. 7a. Matrix mode for DB Request Time 

 
 

Fig. 7b. The Priorities Screen for DB   
request time 
 

 
The results of these pairwise comparisons and the inconsistency index are shown in 

figures  5b, 6b and 7b. The inconsistency indexes in all three cases are less then 0.1, 
so no correction of judgments is needed. 

The results for the alternatives are obtained in the Main Model View through syn-
thesis.  The final results are shown in Fig. 8.  

The Normals column presents the results in the form of priorities. The Ideals  
column is obtained from the Normals column by dividing each of its entries by the 
largest value in the column and the Raw column is read directly from the Limit  
Supermatrix.[3]    
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Fig. 8. Priorities of proposed model created in SuperDecision software 

These results show that the Web Dynpro ABAP would be the best choice for this 
decision maker.  The Ideals column shows the results divided by the largest value so 
that the best choice has a priority of 1.0.  The others are in the same proportion as in 
Normals and are interpreted this way: CRM WebClient UI is  16.7 % as good as Web 
Dynpro ABAP and Floorplan Manager is 98.2% as good as Web Dynpro ABAP.   

For the sensitivity analysis are set the independent variable and the graph shown as 
in Fig. 9, one line for each alternative.   

 

Fig. 9. Sensitivity analysis 
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The priorities that were derived in the comparison process appear in the Unweighted 
Super Matrix shown in Fig. 10. The Weighted Supermatrix is the same as the Un-
weighted Super Matrix but the clusters are not weighted. Raising the Weighted Super 
Matrix to powers yields the Limit Matrix from which the final answers are extracted.  
The final priorities for the Alternatives are in the column under the Goal. [7] 

The final Super Matrix (Fig. 11) is the limit matrix and will display the interme-
diate priorities under every node in the model.   

 

Fig. 10. The Unweighted Super Matrix 

   

Fig. 11. The Limit Matrix 
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4 Conclusions 

The main conclusion of this article is the proposed evaluation model by this study 
demonstrates the sensitivity and efficiency in evaluating UI technologies selection. 

It is important that one or more comparison judgment within considering problem 
can be changed in the SuperDecision software and the new ranking immediately can 
be seen according that. This makes the program ideal for applying as a tool in deci-
sion making problems.  

We can say that this paper is focused, on practical issues and a quickly implemen-
tation. Further studies with respect to combination of other decision models, would be 
very interesting to analyze.   
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Abstract. Currently, the implementation of the integrated information systems 
in companies represents a sine qua non condition for providing higher and more 
reliable accessibility to the information resources.  One of the most used inte-
grated platform is SAP Netweaver, a multilingual & multitasking system based 
on the three-tier client-server technology. The development environment is the 
Application Server ABAP and/or Java. This paper provides a series of studies 
performed to optimise the processing codes of the data found in the related ta-
bles in SAP Netweaver Application Server ABAP. To access the data from the 
persistence level tables, we use, in the ABAP codes, the Open SQL instructions, 
which represent a subset of the standard SQL instructions. 

Keywords: software integrated system, business application programming. 

1 Introduction 

The SAP NetWeaver Application Server is the core of SAP software stack which  
enables the development of ABAP and/or Java applications for data storage and proc-
essing [1], [2], [3]. It completely supports the J2EE (Java 2 Enterprise Edition Plat-
form) standard. The SAP NetWeaver Application Server is also developed for Web 
applications. The SAP NetWeaver Application Server has a three-tier architecture [1], 
[2], [3]: the presentation level, application level and persistence level. The three levels 
communicate through appropriate interfaces: Internet Communication Manager 
(ICM), which makes the connection to the Internet, the Remote Call Function (RCF), 
connection through which the external software applications can have access, or an-
other SAP NetWeaver AS system, the Database Interface for communication with the 
persistence level (databases). The native programming language of the system is the 
ABAP language, a 4GL language. In the Application Server environment there are 
created and organized, besides the programs, all the development objects needed by 
an application.  
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2 Objectives of the Study 

For reading data from the related tables in the level of persistence, we can use several 
techniques [4], [5], [6], i.e. select...endselect instructions nested with the where 
clause, select instructions with join in the from clause, and the select instruction, the 
data source being a database view. In the last two cases, we can also use the array 
fetch technique. The internal table, in which we bring data in the application level, can 
be defined based on a local or global mixed structure, or based on the view [6]. Ac-
cessing data from the internal tables for processing and displaying them in the presen-
tation level can be done in several ways: through a workarea data object, through a 
data reference variable or through a field symbol [6]. To determine which combina-
tion of these techniques is more efficient in terms of time and memory occupied, we 
will use an integrated system testing tool, called ABAP Runtime Analysis [7].  

The database of this case study retains information about the payroll of employees 
in a company. We will work on related tables. We also propose to read data from the 
3 tables related according to the selection criteria introduced through a selection 
screen with two parameters, and to  display the data after processing in a classic SAP 
GUI (SAP Graphic User Interface) list. These case study programs are called accord-
ing to Fig. 1. 

 

Fig. 1. The case study programs 

In the program group YTTL_* , the internal table in which we bring data from the 
persistence level in the applications level is defined based on a local structure. 

To read the data, we use nested select cycles – the program 
YTTL_SELECT_IN_SELECT, select with the inner join clause in the program 
YTTL_INNER_JOIN, and select with database view as data source in the program 
YTTL_DATABASE_VIEW.  

In the program group YTTG_*, the internal table in which we bring data from the 
persistence level in the application level is defined based on a global structure. In case 
of working with view, we will define the internal table based also on the view. 

We carry out the study depending on the number of records in the tables 
ytb_angajat_ma and ytb_statpl_ma. 

3 Results and Interpretations 

The number of records in the tables varies (10, 40, 70 and 100 records). The data are 
read from the three related tables, through three techniques: nested select ... endselect 
cycles, select with inner join at the from clause, allowing also array fetch, and array 
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fetch having, as database, a database view. The internal table in which we bring the 
data is defined based on a global structure (groups of yttg codes), local structure (the 
yttl code group), or based on the view (ytt). 

We work with or without the buffering property set for the database tables. 
The set buffering property [6] allows the use of an intermediate memory zone - 

buffer – in the application server, where the first reading records are moved, so that, 
at a new reading from the table, the records will not be taken from the table, but from 
that memory zone, called buffer. The results without the set buffering property, for 
those two groups of programs, are graphically shown in Figs. 2-7. 

 
Fig. 2. Time required to execute the ABAP instructions, depending on the number of records in 
the tables for the YTTL program group 

 

Fig. 3. Time required to work with the database, depending on the number of records in the 
tables, for the YTTL program group 
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Fig. 4. Total runtime, depending on the number of records in the tables, for the YTTL program 
group 

 
Fig. 5. Time required to execute the ABAP instructions, depending on the number of records in 
the tables, for the YTTG program group 

 
Fig. 6. Time required to work with the database, depending on the number of records in the  
tables, for the YTTG program group 
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Fig. 7. Total runtime, depending on the number of records in the tables, for the YTTG  
program group 

In Fig. 2-7, we can see that either when using a type of global structure or a local 
one for defining the internal table, the most efficient solution is the array fetch, having 
the database view as data source, followed by the array fetch with inner join at the 
from clause, and the most inefficient solution remains the one based on nested select 
... endselect cycles. In all the examined cases, the processing time and the time of 
working with the database increased, depending on the number of records in the ta-
bles.  

Then, we study how the modality of defining the internal table in which we  
bring the data influences the total processing time. We obtain the results shown in 
Figs. 8-10. 

 

Fig. 8. Total runtime, depending on the number of records in the tables in case of working  with 
the database view 
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Fig. 9. Total runtime, depending on the number of records in the tables in case of working with 
nested select cycles 

 

Fig. 10. Total runtime, depending on the number of records in the tables in case of working 
with select with the inner join clause 

In case of using other techniques (array fetch with inner join at the from clause and 
nested select ... endselect cycles, it is more efficient to work with local type structure. 

To study how the technical setting of buffering influences the processing time, we 
use the yttg code groups. The test results are shown in Table 1. 

Table 1. Influence of the buffering setting on the time of working with the database 

Code 
Time of working with the database (micro-

seconds) 
Without buffering With buffering 

yttg_database_view 12.497 12.259 

Yttg_inner_join 12.778 12.410 

Yttg_select_in_select 13.364 12.567 



 Studies on Efficiency of the Data Access by ABAP Programming 713 

It can be seen that, when using the buffering property for related tables, the time of 
working with the database decreases. In case of working with the buffering property, 
we must remember that the table updates made in the meantime are not known  
anymore.  

4 Conclusions  

This paper provides a series of studies related to the methods used to optimise the 
processing codes of the data found in the related tables, from the level of persistence, 
on the system SAP Netweaver 2004s Application Server ABAP. To monitor the per-
formances relative to the runtime, we used the ABAP Runtime Analysis utility. The 
most effective technique for reading data proves to be the array fetch. It appears that 
the array fetch technique is more efficient when working with database view as data 
source. We also found that the set buffering property decreases the working time with 
the database. It is recommended to work with buffering if we do not update the table 
in this time. 

All these studies are very useful for an efficient coding on this integrated system, 
which is also a ERP (Enterprise Resource Planning) system, especially when the 
number of records in the database tables is very high. 
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Abstract. The paper makes a comparative analysis, regarding the offer of facili-
tators for entrepreneurship education in a region of Central and Eastern Europe 
(Romania, Bulgaria, Hungary, Serbia), using a model that is starting from Ka-
no’s model of satisfaction, the five levels of inventiveness proposed by Altshul-
ler, and the activities and product/services degree of ideality, a methodology for 
the assessment of the innovation level, in general, and of the entrepreneurship 
education in particular. In order to sustain the practicability of the proposed me-
thodology, the research includes a case study about innovation level for the ac-
tivities of the main facilitators for entrepreneurship education in Romania, and a 
comparative analysis between Romania and Bulgaria, Hungary and Serbia. 

Keywords: Education, Entrepreneurship, Innovation. 

1 Introduction 

This paper sustains that the entrepreneurship facilitators and their offer in the field of 
entrepreneurship education must to respond to the new economic context arising start-
ing from few years ago because of the subsequent global recession and financial  
crisis. This new context has profound implications to the psychological, social, eco-
nomic, cultural and also educational level because it changes the influences and in the 
same time challenges the intellectual assumptions of entrepreneurship [2].  

The entrepreneurship education is influenced by economic and market driven 
changes, learners’ expectations, government policy, changing technology, ethic and 
cultural changes etc. (see the Figure 1[9]). 

These structural and attitudinal changes calling for better entrepreneurial skills and 
abilities for dealing with an uncertain future and current challenges, therefore educa-
tional institutions including universities have to reconsider their role as promoters of 
entrepreneurship.  

In this new era the role of education is to shape ideas of what it means to be an en-
trepreneur, not to promote an ideology of entrepreneurship, and to create critical 
awareness that contributes to the accountability of the entrepreneurs to society. 

In the same time the special challenge of entrepreneurship education is in the  
facilitation of learning to support the entrepreneurial process [2]. 
 

 



716 M. Tămăşilă and I.M. Tăucean 

 
Fig. 1. Entrepreneurial education in the new era 

In this context more than never entrepreneurship education is necessary, because 
the role of educators is major in defining the new entrepreneurship. But of course we 
are looking for a new learning and teaching methods, able to be interactive, creative 
and innovative. 

Starting from these premises, follow-up we propose a methodology able to identify 
the innovation level of the entrepreneurship facilitators offer in the field of education 
in a region of Central and Eastern Europe (Romania, Bulgaria, Hungary, Serbia), 
based on a global innovation indicator, II, achieved through the level-headed sum-
ming up of three indicators: the indicator of the entrepreneurial education satisfaction 
IES, corresponding to the exciting characteristics from Kano’s model [5], the indica-
tor of inventiveness IIN, associated to Altshuller’s five levels of inventiveness [1], 
and the indicator of ideality, IID   to reflect the level of ideality for products and  
services. 
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2 Methodology 

Starting from these premises, in order to determine the value for the global innovation 
indicator - II , in the field of education for Romania, it is necessary to use the follow-
ing relation: 

ID
k

kkININESESIDIDININESSSI pqipIpIpIpIpII ⋅






 ⋅+⋅+⋅=⋅+⋅+⋅= 
=

9

1

            (1) 

where pES, pIN and pID  represent the weights corresponding to the three indicators, i1, 
i2, …, i9 are the indicators of the degree of ideality, and q1, q2 …, q9 are the weights of 
the indicators of ideality. The sum of the weights from each category is equal to 1, i.e. 
pES + pIN + pID = 1 and q1 + q2 + … +q9 = 1. Some weights can be null, as function 
of the field where the methodology is applied. 

Generally, the characteristics of a product or a service, according to Noriaki Ka-
no’s model [5], from the point of view of customers’ satisfaction, are as follows: non-
satisfying characteristics, satisfying characteristics, and charming characteristics. 

Unsatisfactory features in the sense of dissatisfaction are the features of a product 
or service that causes customer dissatisfaction when they are missing or are done at a 
low level, and indifference, when they exist and also are built to a high level. Unsatis-
factory features are "expected quality". 

Satisfactory characteristics are those characteristics of a product or service that 
customers know them want and asking about, when buy the products or services. 
When they not find them on the product/service, they are dissatisfied customers, and 
if these characteristics are done they are satisfied. 

In Kano's model [5]  horizontal axis indicates the level of product performance or 
accomplishment of each of these three categories of features, and the vertical axis 
shows the degree or level of customer satisfaction as determined by the three catego-
ries of characteristics. 

In the proposed methodology, we have considered that, in this case, it is necessary 
that the indicator of the entrepreneurial education satisfaction, IES, refer only to the 
unsatisfactory characteristics from Kano’s model, because, their elimination implies 
an innovation effort from the part of the supplier, and also they represent, most often, 
the decisive element for the failure of a product or service in the market. A possible 
scale for the customer (student) satisfaction it is presented in the table 1. 

Table 1. Scale for entrepreneurial education “satisfaction” level 

Grades 1 2 3 4 5 6 7 8 9 10 

Characteristics   ≥ 5  4  3 2      1 

 
For the assessment purposes, there has been proposed that IES indicator be attrib-

uted grades on a scale from 1 to 10, as function of the number of exciting characteris-
tics (see table 1). 
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In order to take into account the degree of inventiveness, there has been proposed 
in the paper to make an adjustment on the basis of the five levels of the inventiveness 
solutions and of the required inspirations sources established by Altshuller, with the 
grades corresponding to the inventiveness indicator, IIN  as follows: 

Level one activities – which do not imply any invention, can be achieved by rou-
tine improvements of some existing products/services through well-known methods in 
the field and that inspiration comes from inside (grade 2). 

Level two activities – which imply minor improvements of some existing prod-
ucts/services; the inspiration source comes from the scientific field where the special-
ists work (grade 4). 

Level three activities – which imply fundamental improvements of some existing 
products or services through known methods; the solutions shall be looked for in re-
lated fields or in other fields (grade 6). 

Level four activities – which imply new products/services or new generation prod-
ucts and services for which there are used new principles, and the solutions come 
from the clearing up of some phenomena from various fields (grade 8). 

Level five activities – which imply rare scientific discoveries, whole new products 
or services, whose solutions can be found by exceeding the borders of the scientific 
knowledge known at a certain moment (grade 10). 

The ideality indicator, IID, takes into account the ideality of the product through nine 
indicators. These indicators are as follows:  

• indicator of the system dimensionality degree (i1), highlights the levels of system;  
• indicator of the aggregation status (i2), takes account of system to increase its flex-

ibility, regarding the entrance in the system, the rules etc.; 
• indicator of the type, nature, and frequency of the actions applied to the system (i3), 

take into account the frequency with which the system operates and the nature of 
actions ;  

• indicator of the degree of the system ”porosity” (i4), highlights the increased flex-
ibility of the system through its evolution from a closed to an open system,  
decentralized ;  

• indicator of degree of the system dynamic capability (i5) ; 
• indicator of the degree of human involvement (i6), is focused on human involve-

ment with the evolution of the system ;  
• indicator of the degree of the system multiplicity (i7);  
• indicator of the nature, type and dimensionality of the system functions and  

features (i8);  
• indicator of the degree of the system convolution (i9), is estimated by the convolu-

tion coefficient (Cc) which is defined as the ratio between the number of fields and 
total number of elements of the system or between the number of functions and the 
total number of elements involved in the achievement of function, having values in 
the range (0, 1). 

These indicators and associated notes of their levels of achievement are presented in 
the table 2. 
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Table 2. Scale for ideality level 

Grades   1    2 3 4 5 6 7    8 9 10 

i1    0  1  2     3  ≥4 

i2    0  1  2     3  ≥4 

i3 ≥4  3  2     1  0 

i5   annual biannual quarterly    monthly bi-monthly 

i6    reduced   medium    big   intense 

i7    1    2    3    4   5 

i8    1    2    3    4   5 

i9 0-0.25 0.25-0.45 0.45-0.65 0.65-0.85  0.85-1 

3 Case Study – Romania 

In order to highlight the use of the developed researches, here we will present below 
the application of the proposed methodology for the very assessment of the level of 
innovation in the specific case of the entrepreneurship facilitators and their offer in 
the field of entrepreneurship education in Romania.  

3.1 Determining the Indicator of the Entrepreneurial Education Satisfaction 
(IES)  

It has been considered that there are at least 4 unsatisfactory characteristics, such as:  

• the promotion and implementation of learning by doing (e.g. projects, a virtual 
business, possibilities to use the theoretical knowledge in practice) unfortunately 
still remain in the Romanian schools to the stage of challenge. For example, in 
terms of practical work that students must perform annually, the vast majority of 
universities (whether they are public or private) have adopted to run that activity 
merged at the end of the school year, before summer holidays, or this work remains 
solely the responsibility of students during summer holidays. In both variants, we 
believe that it meets just a formality or marked an event, but there is a  long way 
since achieve  the European objectives declared who claim that genuine entrepre-
neurial skills should be initiated, developed and enhanced especially at the higher 
education level. 

• the involvement of entrepreneurs and local companies in designing and implement-
ing entrepreneurial courses and activities in order to develop the entrepreneurial 
skills it is only in the documents. For example, considering only a development re-
gion of Romania (West, region of development 5), there is a  recorded activity: a 
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nearly ten business incubators ( Business Incubator Software Timişoara- UBIT, 
The business incubator and center for technological transfer, integrated in the In-
dustrial and Technological Park  Timisoara- PITT, The cross-border business incu-
bator, Business Incubator Jimbolia, Timis, Business incubator for  retired military 
personnel, Timis, Business and Technology Incubator Deva -ITA-BMTECH, 
Business Incubator Pecica, Arad, Business Incubator ITA, Arad, Business and 
Technology Incubator UAV-IT Arad), chamber of commerce, regional develop-
ment agency, other programs (The Entrepreneurship Program – a career alternative 
for the West Region). Unfortunately eight of the nine business incubators are con-
centrated on the area of Timis and Arad counties, so there is a total uneven  
distribution and inversely proportional to the level of economic development. Also 
collaboration between universities and local successfully multinational companies 
(Alcatel, Siemens, Continental, etc.) is more difficult in the last period of time, 
perhaps because of financial crisis, so their involvement in the design, implementa-
tion and development of curricula became extremely meteoric, inconstant and in-
consistent with very few exceptions;  

• the level of the teachers motivation (financial but not only) it is very low by com-
parison with another countries which really have entrepreneurial education and as a 
consequence the best chose to leave the system. 

• lack of correlation and coordination of entrepreneurial education promoters to en-
sure continuity, efficiency and effectiveness in a context where there isn’t a part-
nership (public - private) very clearly regulated. Thus there are often overlaps that 
lead to wasted effort and resources, or uncovered areas, specifically: poorly ma-
naged and questionable projects implemented companies that are hiding behind the 
wall of privacy, programs of study more or less theoretical, not dynamic, not inno-
vative and not entrepreneurial. 

According to the grades scale, the indicator IES is given grade 3. 

3.2 Determining the Inventiveness Indicator (IIN) 

The literature suggests that the possible "targets" for entrepreneurship education 
should be derived from the entrepreneurial process goals, which in the broadest mean-
ing, refers: 1- to increase the level of entrepreneurial knowledge; 2 - to develop the 
entrepreneurial skills of individuals and 3 - to initiate new business [3]. 

For this case study, to the indicator IIN it was given grade 8, because the entrepre-
neurial education imply more than fundamental improvements of some existing  
products or processes. Starting from multidimensional model for entrepreneurship 
approach [4], which highlights the entrepreneurship as a complex and multidimen-
sional framework that emphasizes the individual, the environment, the organization 
and venture process, it is obviously that outcomes of entrepreneurial education imply 
new products/services or new generation products and services for which there are 
used new principles, and the solutions come from the clearing up of some phenomena 
from various fields. 
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3.3 Determining the Ideality Indicator (IID) 

This indicator reflects the degree of ideality. In order to determine the level of ideali-
ty, in this case, there have been taken into account only the indicators i1, i2, i3 , i5, i6, 
i7 ,i8  and i9 because it has been considered that only these ones are relevant for our 
analysis. Thus, indicator i1, which gives the system degree of dimensionality, it was 
given grade 7, according to the presented classification, because the entrepreneurial 
education runs almost consistently in the high school and universities and sometimes 
in special projects.  Indicator i2, estimates the aggregation status of the system, takes 
account of system to increase its flexibility, regarding the entrance in the system it 
was given grade 6, because in our case study entrepreneurial education is available 
only through participation in master programs of study or short-term trainings in the 
framework of projects. Indicator i3 analyze  the type, nature, and frequency of the 
actions applied to the system it was given grade 2, because in Romania in general 
lately, meaning the last twenty years, the educational system was subjected to a con-
siderable number of legal amendments and beyond, without the benefit of a clear 
strategy, including long-term entrepreneurial education perspective. Indicator i5, 
which shows the degree of flexibility, of the system dynamic capability, it was given 
grade 1 according to the presented scale  because the  dynamic of the educational 
system is very low, for example curriculum for a program of studies it is possible to 
be  changed every 3 or 5 years in order that permits the authorization or accreditation. 
The most common changes are being able to attend the annual level syllabus /  
discipline. 

Indicator i6, namely the degree of human involvement, has been given grade 10, 
because represents the most important resources for entrepreneurial phenomenon and 
the necessary level of involvement is at least big. 

The degree of the system multiplicity, taken into account through indicator i7, it 
was given grade 5, because in accordance with literature the most detailed approach 
of the entrepreneurship highlights four major dimensions: individual, environmental, 
organizational and process [7].    

Indicator i8, which estimates the dimensionality, it was given grade 6, because the 
“functions” of entrepreneurial education can be derived from the entrepreneurial goals 
that are three: 1-to increase the level of entrepreneurial knowledge, 2 – to develop the 
entrepreneurial skills of individuals and 3 - to initiate new business.  The indicator of 
the degree of the system convolution (i9), it was given grade 4, because the ratio be-
tween the number of action plans of entrepreneurial education (which is 3 as you can 
observe to the previous indicator) and the number of entrepreneurial individual di-
mensions approach (which is 8: need for achievement, locus of control, risk-taking 
propensity, job satisfaction, previous work experience, entrepreneurial parents, age 
and education) is 0,37. 

The eight indicators taken into account there given the following weights: q1=0.05; 
q2=q5=q6=q8=q9= 0.15; q3= q7 = 0.10. The weight for the eliminated indicator has 
been considered to be null. 
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3.4 Calculation of the Global Indicator of the Innovation Level Indicator (II) 

In order to calculate the global indicator, there have been established the following 
weights associated to the three indicators: the weight of the indicator of the enter-
prise’s satisfaction pES = 0.30, the weight of the indicator of inventiveness pIN = 
0.40 and the weight of the indicator of ideality pID = 0.30.  

4 Comparative Analysis 

Regarding the comparative analysis between the mentioned four country of Central 
and Eastern Europe, we present in the following (see table 3) the results (grades) of 
the analysis, taken in consideration several studies regarding innovation level of the 
entrepreneurship facilitators offer in the field of education [10] [11] [8] [12] [6].  

Table 3. Comparative results 

   Indicators 

Countries 
 IES   IIN 

IID 
   IID II 

    I1    I2    I3     I5     I6    I7    I8    I9 

  Weights  0.3 0.4 0.05 0.15 0.10 0.15 0.15 0.10 0.15 0.15   0.3 1 

  Romania   4   7    7    6    2    1    9    5    6    4  4.95    5.49 

  Bulgaria   4   7    7    6    6    1    9    5    6    4  5.35    5.61 

  Hungary   7   8    8    5    6    1    8    7    6    4  5.30    6.89 

  Serbia   5   8    5    6    6    1    7    6    6    4  5.05    6.22 

  Average   5  7.5  6.75  5.75    5    1 8.25  5.75    6    4  5.16    6.05 

 
In the table you can see some similarities between countries and some differences 

of values. Similarities are regarding indicators IIN and indicator IID for I2, I5, I8, I9. 
Main differences are for IES and for IID for I1, I6 and I7. 

Through the use of relation presented (1), the global indicator of innovation level 
of methodology proposed in this paper came to be equal to 5.49 for Romania, which 
represent a little under the average of the region analyzed (6.05). As we can see also 
Bulgaria is below average, very close to Romania, but Hungary and Serbia are over 
the average (with the higher score for Hungary – 6.89). 

5 Conclusions 

The innovation level of the entrepreneurial education for Romania, in accordance by 
the proposed evaluation model is modest in this moment (scored 5.49 out of 10), but 
is modest for all region analysed (with a maximum of 6.89).  

In our opinion the result, for the analysed period of time, is a consequence of: a 
low level of implementation for learning by doing (e.g. projects, a virtual business, 
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and possibilities to use the theoretical knowledge in practice); a theoretical involve-
ment of entrepreneurs and local companies more than practical in designing and  
implementing entrepreneurial courses and activities in order to develop the entrepre-
neurial skills; a low level of the teachers motivation (especially financial but not on-
ly); a lack of correlation and coordination of entrepreneurial education promoters to 
ensure continuity, efficiency and effectiveness in a context where there is a relative 
inflexible educational system but in the same time too dynamic system regarding: 
structure, the principles or legal amendments. 

In our opinion, the solution to improve the situation in the near future involve: leg-
islative stability, educational strategy clearly defined and more intense use of re-
sources and European experience. 
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Madan, V.K. 465
Madureira, Guilherme 531
Matisan, Sergiu A. 605
Merchant, S.N. 465
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Radojević, Dragan G. 83, 93, 105
Radu, Petru 45
Raghesh Krishnan, K. 611
Rahmati, Javid J. 421
Rakicevic, Aleksandar 105
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