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Preface

Intelligent autonomous systems are emerged as a key enabler for the creation of a new
paradigm of services to humankind, as seen by the recent advancement of autonomous
cars licensed for driving in our streets, of unmanned aerial and underwater vehicles
carrying out hazardous tasks on-site, and of space robots engaged in scientific as well
as operational missions, to list only a few. In the foreseeable future, the services in-
telligent autonomous systems provide us with are expected to spread into every fabric
of our society, beyond the aforementioned transportation, security and space explo-
ration, to include manufacturing, healthcare, environment and energy, and, ultimately,
personal/domestic assistance for our daily lives. This edition aims at serving the re-
searchers and practitioners in related fields with a timely dissemination of the recent
progress on intelligent autonomous systems, based on a collection of papers presented at
the 12th International Conference on Intelligent Autonomous Systems, held in Jeju, Ko-
rea, June 26–29, 2012. With the theme of “Intelligence and Autonomy for the Service to
Humankind”, the conference has covered such diverse areas as autonomous ground,
aerial, and underwater vehicles, intelligent transportation systems, personal/domestic
service robots, professional service robots for surgery/rehabilitation, rescue/security
and space applications, and intelligent autonomous systems for manufacturing and
healthcare. The papers presented at the conference are not only rich in their technical
contents, including autonomous navigation, SLAM, machine vision/perception, cogni-
tive systems, human-robot interaction, biomimetic systems, decision-support systems,
web-based and networked robotics, mobiligence, life engineering, and micro/nano
robots for intelligent autonomous systems. But, they are in high quality as more than
50% of the papers presented were from the 24 special invited sessions. For better read-
ability, this edition has the total 168 papers grouped into 4 chapters: Chapter I: Au-
tonomous Ground Vehicles and Mobile Manipulators, Chapter II: Unmanned Aerial
and Underwater Vehicles and Bio-inspired Robotics, Chapter III: Service Robotics and
Human-Robot Interaction, Chapter IV: Autonomous Multi-Agent Systems and Life En-
gineering, where individual chapters, edited respectively by Sukhan Lee, Kwang Joon
Yoon, Jangmyoung Lee and Hyungsuk Cho, begin with a brief introduction written
by the respective chapter editors. I do hope that readers find Intelligent Autonomous
System 12 stimulating and enjoyable.

Sukhan Lee
General Chair, IAS-12
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III: Service Robotics and Human-Robot Interaction 

by Jangmyung Lee 

Interactions between the human and robots play a key role for service robots such as 
medical and personal robots. The teleoperation with haptic interface can be classified 
as an example of the human-robot interaction and it is a very useful tool for medical 
robots as well as personal service robots. In the haptic interface, the stability of the 
system needs to be analyzed since the local slave system becomes unstable with the 
increase of the time delay. Also not only the haptic interface but also the visual 
feedback to the human from the robot are very critical for the successful tele-services 
over the communication channels such as Internet. 

Firstly, there are also eighteen papers on medical and personal service robots 
including surgical navigation and safety issues in this chapter. They are listed as 
follows:    
 

1. Design of Master Console Haptic Handle for Robot Assisted Laparoscopy 
2. A New Concept for “Vaginal Hysterectomy” Robot 
3. Mechanism of a Learning Robot Manipulator for Laparoscopic Surgical 

Training 
4. Fusion of Inertial Measurements and Vision Feedback for Microsurgery 
5. An Orbital Velocity-Based Obstacle Avoidance Algorithm for Surgical Robots 
6. HOG-Based Person Following and Autonomous Returning Using Generated 

Map by Mobile Robot Equipped with Camera and Laser Range Finder 
7. Fast Range Image Segmentation and Smoothing using Approximate Surface 

Reconstruction and Region Growing 
8. Resilient Navigation through Probabilistic Modality Reconfiguration 
9. Scaling Vector Field SLAM to Large Environments 
10. Observation planning for object search by a mobile robot with uncertain 

recognition 
11. Effects of a Frequency-Dependent Dissipative Element in Haptic Interaction 
12. A Case Study of Safety in the Design of Surgical Robots : The ARAKNES 

platform 
13. Classification of Modeling for Versatile Simulation Goals in Robotic Surgery 
14. Role of Holographic Displays and Stereovision Displays in Patient Safety and 

Robotic Surgery 
15. A methodological framework for the definition of patient safety measures in 

robotic surgery. The experience of SAFROS project 
16. System concept for collision-free robot assisted surgery using real-time sensing 
17. The Autonomous Photovoltaic MarXbot 
18. Automatic Segmentation and Decision Making of Carotid Artery Ultrasound 

Images. 



2 Service Robotics and Human-Robot Interaction 

The following four papers are handling haptic teleoperation issues for the robots and 
they are listed as follows: 

 

19. Bilateral Tele-manipulation with a Humanoid Robot Hand/Arm between USA 
and Japan 

20. Stable Rate-Mode Bilateral Teleoperation Based on Time Domain Passivity 
Approach 

21. Backstepping Control of Quadrotor-Type UAVs and its Application to Tele-
operation over the Internet 

22. Experiments on Intercontinental Haptic Control of Multiple UAVs 
 

There are eighteen papers discussing about various kinds of interactions between 
human and robots including measurement and recognition for the effective 
interactions and they are listed as follows: 

 

23. Textual Affect Detection in Human Computer Interaction 
24. Face Alignment Based on 3D Face Shape Model and Markov Random Field 
25. Spontaneous Facial Expression Recognition by Fusing Visible and Thermal 

Infrared Images 
26. A Wearable Plantar Pressure Measurement System: Design Specifications and 

First Experiments with An Amputee 
27. Human-Robot Interaction-based Intention Sharing of Assistant Robot for 

Elderly People 
28. Human Tracking Using Improved SJPDAF 
29. Research on the Personalized Interaction Model Driven by User Behavior 
30. A Novel Closed-loop Feedback Frame for Data Processing 
31. Facial Expression Recognition from Infrared Thermal Videos 
32. Motion Planning of a Dual Manipulator System for Table Tennis 
33. Integrated Balance Control on Uneven Terrain 
34. Towards Meta-reasoning for Human-Robot Interaction 
35. Learning probabilistic decision making by a service robot with generalization 

of user demonstrations and interactive refinement 
36. A topic recognition system for real world human-robot conversations 
37. Semi-Autonomous Car Control Using Brain Computer Interfaces 
38. Perceptual Social Dimensions of Human-Humanoid Robot Interaction 
39. Complex Emotional Regulation Process in Active Field State Space 
40. A Development of Art Robot System for Representation of Brightness of Image 

 

Through this chapter, it is noticed that the service robotics are coming near to our 
daily lives and the technologies are ready to be used for the service robots. However, 
the safety and reliability must be checked seriously with some standards to make the 
robots affordable, sustainable, dependable and also compatible to other peripheral 
devices. Keywords of this chapter are listed as follows: 

Medical Robotics and Surgical Navigation 
Medical robotics 
Personal/Domestic Service Robots, and 
Safety and Standards in Robotic Surgery 
Haptic Teleoperation 
Human-Robot Interaction.   
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Abstract. Now robot assisted laparoscopy has some problem to depend only on 
image of the surgical field. However, there is a research result which shows that 
it is possible to measure the operation force on commercialized instrument 
inside patient without sensors [1]. By using measured information, haptic 
technique can be implemented into surgical robot system. Therefore, this paper 
proposes the design of master console handle to put haptic function into 
laparoscopy surgical robot system. The design is centered on the 
implementation particularly. Therefore this paper suggests the design of master 
console handle whose structure can match with the joint and DOF of instrument 
to and the adoption of cable-conduit mechanism to make light structure t to 
perform a delicate haptic function. Cable-conduit mechanism removes the 
weight and inertia of link caused by haptic actuator and encoder which is 
separated from handle link. 

Keywords: Haptic, Surgical robot, Robot assisted Laparoscopy. 

1 Introduction  

Robot assisted laparoscopy is better than standard laparoscopy as easier instrument 
manipulation, limited mobility of straight laparoscopic instruments and ergonomic 
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position for the surgeon [2]. In robot assisted laparoscopy, while the surgeon's hands 
and fingers direct the surgery using master console handle, the movements are 
translated by the computer to precise movement of the microsurgical instruments on 
the robotic arms inside the patient's body. As the surgeon is separated from patient, he 
cannot feel the touch of organ and so has to depend only on image of the surgical 
field, which occur some problems [3]. 

To improve laparoscopy surgical robot system to supplying to surgeon with the 
surgical field sensing information, several researches have attempted to put haptic 
function into surgical robot system[4][5][6]. However, these studies has mainly 
focused on haptic mechanism and stayed in research step before becoming 
commercialized. And commercialized laparoscopic surgical robot, Da Vinci, adopts 
better redundant DOF master handle then DOF of slave robot to perform comport 
driving to reduce fatigue. To realize haptic function on existed surgical robot system, 
each link of master handle has to contain encoder to measure the movement of 
surgeon’s motion and haptic actuator to generate haptic force. Therefore, increasing 
weight and inertia makes difficult to perform a delicate haptic function as surgical 
sense. 

This study proposes light master handle design which can be used in already 
commercialized surgical robot system to apply haptic function. To facilitate 
application of haptic system into commercialized system application, this paper 
suggests very similar structure with the end-effect part of instrument used in slave 
robot arm. To prune the weight and inertia of handle so that it can generate minute 
force which can be felt by human, cable-conduit structure is adopted. 

2 Design of Master Handle 

2.1 Design of Master Console Handle 

As explained at introduction, commercialized laparoscopy surgical robot systems use 
a redundant DOF master handle to perform comport driving for surgeon. However, 
the redundant DOF master console handle will meet the difficulties when haptic 
function is applied into the system in that added links increase the weight and inertia 
as well as complex haptic force calculation is required to generate the force. Actually, 
the reason why commercialized surgical robot didn’t consider the haptic system is the 
difficulties to measure the operating force on instrument. However, in previous 
research shows the possibility of sensing the force without sensors [1].Thus, this 
paper designs the handle with considering haptic system.  

Generally human has habitude to orient himself to implement easily in spite of 
constrained shape. Particularly, if shape of handle is same as ocular one of instrument, 
adoptive habitude is much better in visual servoing system like as laparoscopy. 
Therefore, this paper proposes the design of master console handle whose structure 
can match with the joint and DOF of instrument as possible as it can. 
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Fig. 1. Designed scheme compared with Endowrist instrument tip 
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Fig. 2. Mean range of motion [7] 

Fig. 1 shows the handle design scheme proposed by this paper. To make similar 
shape and structure with the tips of instrument, gripping axis is deviated from the 
union axis origin. The roll and pitch axis of handle are concentrated on one point 
same as the instrument. And the number of DOF, joints of handle is equal to one of 
instrument. During designing the shape, the size and workable space is decided after 
considering the size of hands and range of motion value as shown in Fig 2 stated in 
Joseph’s paper [7]. 

2.2 Adopt of Cable Conduit Structure 

The major contribution of this paper is the weight reduction design to embody the 
haptic function in robot assisted laparoscopy. To make light structure, this paper 
suggests the adoption of cable-conduit power transmission mechanism to measure the 
motion of surgeon’s handling and generate the haptic force in master handle. Cable-
conduit mechanism can be simply explained as cable displacement transmission 
caused by cable sliding on conduit and fixation during the rigid state of conduit. 
However, as a conduit shows flexible feature and motion, it looks like transferring the 
motion and force freely in the space. Therefore, inner motion of free space object like 
as the handle in the master console of the robot assisted laparoscope seems to be 
transferable after using cable conduit method. Again, the force seems to be able to be 
transmitted as the force of cable system is transferred by the tension of cable 
displacement. 

The dynamic of cable-conduit mechanism is analyzed by Agrawal and et at [8]. As 
the paper said in details, the force and motion is transmitted by relative movement 
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between cable and conduit. For the reason, the friction between them affects much on 
the force and movement as following government equation. 

( , ) ( , ) ( ( , )) 0
( )

u x t u x t sign u x t
R x

μ′′ ′− =                    (1) 

Where, ( , )u x t denote its axial displacement in x at time t, the partial derivative of a 

function ( , )u x t to the spatial variable x is denoted by ( , )u x t′  and the partial 
derivative with respect to the time variable t by ( , )u x t , μ  is the coefficient of 

friction, ( )R x  is the radius at x as shown in fig .3 

 

Fig. 3. Forces balance diagram of cable element [8] 

In fact, the cable-conduit system has a merit which transmits the force and 
displacement freely in space. However the force is affected by shape of conduit, as 
R(x) in eq. 1. The shape seems to be friction in force transmission. The shape friction 
brings on slacking phenomenon which occasion time delay caused by cable 
propagation and remaining backlash during reverse direction changing as analyzed 
at[8]. 

From the viewpoint of applying cable conduit into master consol haptic handle, 
slacking effect will occur time delayed measurement at the first movement of 
surgeon’s motion and wrong measurement at the moment of changing direction. 
Therefore, to prevent the problem, low friction cable-conduit material has to be 
chosen. And curvature length of cable-conduit could be linearised straightly as 
possible as it can in the implementation of constructing master console handle for 
haptic system. 
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3 Realization and Experimental Test  

The proposed design of this paper in Fig. 1 is exemplified by producing model made 
up by aluminum and PVC pipe as shown in fig 4. Whole weight of exemplified model 
is less than 0.8 Kg except standing object which is installed in right side in fig 
4.Therefore the proposed design and realization satisfies the light 4 DOF structure 
enable to make up precise haptic system available to master console handle for robot 
assisted laparoscope system. Still under constructing, the feeling of driving is 
experimented and felt as natural and non-constraint movement within wrist moving 
range as in Fig. 2. 

 

Fig. 4. Exemplified handle model 

To make up complete handle, pulley for each joint should be attached on. But the 
whole weight of 4 DOF will be not over 1.2 kg. Comparing with 5 DOF existing 
handle which contains encoder and sometimes motor to compensate weight, proposed 
system is much lighter structure below the weight of motor and encoder and so could 
be less burden to surgeon.  

The final aim of this study is constructing complete 4 DOF haptic handle using 
cable-conduit which is able to make user fill the force generated for haptic signal as 
well as measure the motion of user movement. However it is in process study, this 
paper tries to cover up to making structure and showing the possibility of adopting 
cable-conduit. To prove the possibility of adopting cable-conduit mechanism in 
handle for surgical robot master consol, this paper examined the cable conduit system 
for 1 DOF as shown in Fig. 5. The experimental test system is constructed to generate 
movement and measure it in other side. Also the pretension can be adjustable by using 
sliding plate and screw. 



 Design of Master Console Haptic Handle for Robot Assisted Laparoscopy 9 

 

Fig. 5. Experimental system of cable conduit system 

  

Fig. 6. Experimental test result of cable conduit system 

The experimental test was performed by generating periodic and repetitive 
trajectory on driving pulley and measuring the following pulley connected cable-
pulley system as shown in Fig. 5. In the experiment, this paper used conduit for 
bicycle break system which is a little high stiffness and lubricated. From the 
experimental test result shown in Fig. 6 it is found that there is not much effect of 
slacking which considered in chapter 2. Therefore, it is possible to adopt cable-
conduit system in master console haptic handle for robot assisted laparoscope. 

4 Conclusion 

This paper studied to make light master handle design which can be used in already 
commercialized surgical robot system to apply haptic function. To facilitate 
application of haptic system into commercialized system application, this paper 
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suggests very similar structure with the end-effect part of instrument used in slave 
robot arm. Also, to prune the weight and inertia of handle so that it can generate 
minute force which can be felt by human, cable-conduit structure is adopted. Cable-
conduit system can bring slacking phenomenon which can occur time delay and mis-
measurement in master console handle system, this paper examined the performance 
using experimental test system. From the test result, it is proven that lubricated and a 
little stiffness conduit is adoptable to make up haptic handle. Although this study is in 
process, this paper proved the possibility of proposed method. 
 
Acknowledgment. This research was supported by Basic Science Research Program 
through the National Research Foundation of Korea (NRF) funded by the Ministry of 
Education, Science and Technology (2011-0014915). 
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Abstract. The design concept of a novel vaginal hysterectomy robot which is 
composed of three compound robots is discussed. The results of in vitro 
mechanical evaluation of the first two prototypes are reported and ideas for 
future development discussed. 

Keywords: Surgical robot, Medical robot, Hysterectomy robot. 

1 Introduction 

Nowadays, the Da Vinci surgical system, approved by the FDA in September 2001, is 
the state-of-the-art surgical technology [1]. Its disadvantages are its higher costs and 
longer operating room times [2]. In addition, none of the existing robotic systems are 
equipped to provide high quality feedback; this is of major concern as errors can have 
potentially devastating consequences [3]. 

Many different types of small task specific medical robots are currently being 
developed in many institutes. For example, a robot that provides assisted motion for 
knee and shoulder joints is gaining wide acceptance [4]. A robot-controlled fluid 
system was introduced to detect ex vivo breast cancer chemotherapy sensitivity [5].  

In surgery, the SpineAssist robot has shown a high level of accuracy in vivo for the 
implantation of lumbar pedicle screws [6]. A dexterous miniature robot for natural 
orifice transluminal endoscopic surgery has been tested in multiple animal model 
studies [7] and also been performed successfully in humans, including appendectomy 
and cholecystectomy [8-10].  

Hysterectomy is the most common non-pregnancy-related surgery, with 
approximately 600,000 procedures performed annually in the USA [11]. Vaginal 
hysterectomy, a natural orifice procedure, has been reported as a standard 
hysterectomy which the advantage of less pain and rapid recovery [12]. However, 
before performing this procedure a new surgeon needs a period of learning from an 
expert. In order to simplify this procedure we have designed a prototype of a 
compound multiple simultaneous vaginal hysterectomy robot and subjected it to 
mechanical tests. Once perfected, we hope this robot could help the young 
gynecologists to perform vaginal hysterectomies with the same speed and success rate 
achieved by an expert. 
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2 Design Concept and Procedure 

The compound vaginal hysterectomy robot is composed of three small robots working 
simultaneously; ligaments and vessels cutting, uterine bisecting and vaginal cuff 
sealing robots. The mechanical joints were located in a common body with motions 
controlled by external moving slings. 

 

Fig. 1. Diagram showed a compound vaginal hysterectomy robot 

2.1 Ligaments and Vessels Cutting Robot 

In the first scorpion-like robot, the right and left chelicerae could move with two 
DOFs diving by two sling sheaths. The robot was able to grip and manipulate the 
uterine suspensory ligaments and vessels at the parametrium to free the uterus from 
human cavity. 

 

Fig. 2. The right and left chelicerae of the scorpion- like robot were able to grip and manipulate 
the ligaments and vessels at parametrium. (black arrow)  
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2.2 Uterine Bisecting Robot 

A Dynastes Hercules-like robot was designed to manipulate the uterus, working 
simultaneously with the first robot. It could move its upper and lower horns (two 
DOFs ) by opening and closing their joint.   

During the large uterine operation this robot could bisect the large uterus with a cutting 
saw. Each horn was composed of an inner longitudinal groove containing a movable 
saw. The saw is moved by a power sling and sheath from an external motor. It saws 
the uterus into two smaller pieces which can then be easily removed though the vaginal 
canal. 

 

Fig. 3. A Dynastes Hercules-like robot was designed to manipulate and cut the uterus 
simultaneously with the work of the first robot. During the large uterine operation this robot can 
bisect the uterus using  a cutting saw inside the sulcus. (arrow) 

2.3 Vaginal Cuff Sealing Robot 

This is a robot with two hammer-like pedicles, containing suture material. It could 
work automatically after the start of the process. We plan to produce a first prototype 
in the near future. 

 

Fig. 4. Vaginal cuff sealing robot 
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3 Experiments 

The tests occurred in October 2011 in Khon Kaen University, Thailand. The purpose 
was to test the mechanical movement of the first prototypes of the ligaments and 
vessels cutting and uterine bisecting robots. 

3.1 The Mechanical Test of the Ligaments and Vessels Cutting Robot 

Ten pieces of fresh raw meat size 5x5x0.5 cm3 were used in this experiment. A 3 
minute gripping test was performed to compare between the robotic chelicerae and 
traditional Heaney clamps. The depths of tissue collapse were recorded by visual ruler 
and the results subject to statistical analysis. Table 1 shows that there were no 
statistically significant differences between the results achieved with the two devices.  

Table 1. The gripping test compared between the robotic chelicerae and traditional Heaney 
clamps 

Experi
ment 

Gripping test of tissue collapse(mm) 

The robotic chelicerae  
Traditional Heaney 

clamps 
p. 

 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

 

2 
3 
3 
3 
2 
3 
3 
3 
2 
2 

3 
3 
3 
2 
2 
3 
3 
3 
3 
2 

> .o5 

No statistical difference by Wilcoxon Signed Rank test* 

3.2 The Mechanical Test of the Uterine Bisecting Robot 

The mechanical bisecting experiment was performed using apple fruit as the 
specimens. In three experiments, one achieved complete bisection of the fruit while 
the other two trials resulted only in partial bisections of the apples. The problems 
were caused by instability of the sling motion and the lack of stability of the 
specimens during the cutting process.  

4 Discussion 

Nowadays, the new technology using robotic surgery and other automated devices, is 
gradually penetrating our practice. The steps of development of the surgical robots 
could be divided into three essential stages. 
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The first stage is “Robot assisted human surgeries”. The DaVinci Model is already 
on the market and shows many benefits in assisting surgeries. The next models, which 
are now being developed in many laboratories around the world will be quite small in 
size and have a quick set-up time. However, these robots still need human to operate 
in the external console, their operators require considerable training to use them, and 
they are still expensive.  

The second stage is “Human assisted robotic surgery”. The surgical procedures for 
the robots need to be simplified so that the robot could easily operate under human 
guidance. The vaginal hysterectomy robot being developed in our laboratory is small 
sized and designed specifically for this type of operation. The surgeon should be able 
to control the robot simply by giving permission for each of operating steps. After it is 
completely developed, the robot could help young gynecologists to operate as if they 
are experienced experts. In addition, they might do the vaginal hysterectomy in less 
than 30 minutes. 

The last stage will be “Real robotic surgery”. The robots will be able to perform 
the operation with limited or even no human control. In this stage the major 
development trends will be; 1) miniaturization and augmented reality [13, 14], 2) 
automation [15] and 3) no theatre operation or remote controlled telesurgery.  

5 Future Work 

In further work, the prototype of the third robot will be produced. Then, the first and 
second robots will be combined with it to investigate the compound device’s 
functioning and control system. Finally, we hope to develop the vaginal hysterectomy 
robot so as to miniaturize it. We also hope to give it augmented reality and create a 
semiautomatic robot. 

6 Conclusion 

In this paper, we reported our tests of two prototypes of a vaginal hysterectomy robot 
which are designed to perform the procedures of the traditional vaginal hysterectomy. 
The experiments showed no different in gripping power between traditional method 
and robotic power. However, the bisection processes need to be revised and re-
evaluated.  
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Abstract. This paper presents a robot manipulator for hand-over-hand guidance 
training of laparoscopic surgery. Details of the mechanical design, kinematic 
analysis and control mechanism of the robot are presented. The robot records 
motion of surgical tool manipulated by master surgeon, and provides physical 
guidance to the trainee based on the recorded motion.  The robotic manipulator 
can accurately reproduce the five degree of freedom manipulation of 
laparoscopic instrument during surgery. A hybrid spherical mechanism is 
applied for decoupling and reproducing the motion of surgical tool to facilitate 
implementation of control mechanism. The manipulators for left and right 
hands are capable of precise execution of a recorded trajectory with observed 
maximum error of 2.12 mm and 2 mm respectively during an experiment on 
user interaction. 

Keywords: Laparoscopy, Surgical training, Robot manipulator. 

1 Introduction 

Laparoscopic surgery with small incisions on the patient as the main treatment 
approach has become a preference for many types of surgeries. Ninety five percent of 
cholecystectomy is performed laparoscopically as reported in [1]. Laparoscopic 
surgery imposes high visual and physical constrains. Surgeons are subjected to 
demanding visual and physical constrains due to the nature of laparoscopic surgery 
[2]. Training is crucial for surgeons to obtain the necessary level of proficiency in 
performing laparoscopic surgeries safely and effectively [3]. Current laparoscopic 
training equipments range from physical box trainers to virtual simulators [4, 5]. 
While there are different advantages associated with each of the training methods, 
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none of them mimic the conventional ‘hand-over-hand’ guidance that surgeons use to 
teach the novice surgeons by holding and guiding novice surgeon’s hands to perform 
certain tasks or corrections in order to train the motor skills. Researchers have 
explored the application of robotic assistance in teaching calligraphy and trajectories 
guidance [6, 7] to train motor skills. However, robotic assistance for the honing of 
laparoscopic motor skill, to our knowledge, has not been attempted.  

In this paper, we propose a robotic platform to deliver robotic assisted laparoscopic 
skill training. The focus is on the design and development of the robot apparatus 
capable of active guidance and interactive surgical training. Its mode of operation and 
training methods are described in Section 2. In Section 3, the design and development 
of the robotic apparatus are discussed. Kinematics and control implementation are 
discussed in Section 4. Subsequently, Section 5 discusses the performance of the 
robotic platform through experimental validation. The paper concludes in Section 6 
with a summary of the contributions of this work and our future direction.   

2 Overview of Training Method 

‘Master–apprentice’ and ‘hand-over-hand’ guidance training strategies are reliable 
and effective techniques in laparoscopic surgical training, especially for difficult 
surgical scenarios. The proposed platform is designed to facilitate training with the 
learning methods to achieve similar outcome as that of ‘hand over hand’ training 
model. Our developed robotic platform mimics traditional ‘hand over hand’ training 
strategy to provide physical guidance to the novices during training. This laparoscopic 
training robot has five degree of freedom on each manipulator that can control the 
orientation and position of its associated laparoscopic instrument.  

In the proposed training model, the master operates on a 3D virtual patient model 
which is reconstructed from patient CT images, and has his hand motions learned and 
recorded in the training system. There are two guiding approaches. These approaches 
include complete guidance which is implemented through supervised control scheme, 
and haptic cue guidance from shared control and human-robot collaborative control 
scheme.  

In complete guidance, the novice is experiencing the tool manipulative motion of a 
master surgeon kinesthetically by holding onto the surgical instrument that follows 
the recorded tool manipulative trajectory of the master surgeon. This provides a 
deeper appreciation to the master surgeon’s motion than mere visual and didactic 
guidance. In haptic cue guidance, the novice is allowed to operate on the patient 
specific anatomical model with some degree of motion guidance from the robotic 
device based on his own knowledge. Haptic is implied through the robot manipulator 
if the novice’s operation deviates from master surgeon’s operation. It is advantageous 
that the novice can be trained via ‘hand over hand’ method without the master being 
physically present. Although there has not been any conclusive evidence of benefits to 
laparoscopic training through kinesthetic guidance from recorded motion, subjects 
appear to perform tasks better after going through it as suggested in [8]. 
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3 Design and Development 

Laparoscopic instruments are long and slender tools. Its applicator is driven by lever 
mechanism through a handle. Generally, the mobility of a laparoscopic tool 
constrained at the insertion point (trocar) includes four degree of freedom namely roll, 
pitch, yaw and translation. The control of the handle’s grasping motion is another 
degree of freedom though not contributive to its kinematic configuration.  Figure 1 
illustrates the mobility of one surgical instrument during the surgical process. The 
robot apparatus which consists of two manipulators representing the surgical 
instruments is designed with five degree of freedom to fulfill the required mobility. 
Details of the kinematics of the mechanism are presented in Section 4. 

 

Fig. 1. Motion of surgical instrument in laparoscopy procedure 

The mechanism, as shown in Figure 2(a), is designed to mimic the kinematic 
motion of laparoscopic instruments. Spherical mechanism, rack and pinion system, 
and modified instrument handle, which are highlighted in Figure 3, have been used. 
The mobility of the mechanism is designed as an exact mimic of the kinematics of 
laparoscopic procedure. Since the task space of laparoscopic procedure can be readily 
expressed in spherical coordinates, an ideal mechanism design will be one with axes 
of control corresponding to the spherical coordinates. The orientation joints should 
coincident at a point for optimal geometric workspace efficiency [9]. Hence, the 
hybrid spherical mechanism as shown in Figure 3 is adopted. This hybrid mechanism 
possesses the advantages of both serial and parallel manipulator as explained in [9]. 
Similarly, this spherical mechanism is advantageous for both hardware and software 
performance. Unlike most general manipulators, the spherical mechanism is highly 
decoupled with each of the actuated axes of control corresponding to task-oriented 
space coordinates. This direct mapping of joint space to task-oriented space allows 
high frequency control and enables fast data updating from the actuation and sensory 
unit to the graphic and haptic rendering module without being burdened by space 
domain transformation.  

In laparoscopic surgery, the instrument is manipulated at substantial moment arm 
about the insertion point (trocar). This requires high operational torque range for the 
pitch and yaw axis of control. Although closed-chain mechanism generally provides 
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structural stability, the structural redundancy is workspace inefficient and collision 
prone with at least two manipulators simulating the laparoscopic instruments. The 
argument for parallel mechanism to improve manipulator stiffness is therefore 
ineffective as it either increases structural link length index or reduces workspace 
[10]. This may also raise safety concern in user interaction due the high manipulator 
stiffness associated with parallel linkage configuration. The proposed structure 
enables a more even and appropriate sizing of actuators for the range of operation 
configurations.  

Apart from kinematic requirements, user centric design attributes like ergonomics 
and usability are considered. The modified handle is the only physical user interface 
in the user workspace. All other actuation and control mechanisms are concealed 
underneath the insertion point (trocar). This user centric configuration produces a 
more realistic operating environment during training.  

The range of forces for haptic feedback on each axis is designed for general 
laparoscopic simulation. Existing literature has shown that the maximum pulling 
forces along the translation direction, grasping and cutting force are about 17 N, 16 N 
[11] and 14 N [12]  respectively. The actuators are specified base on these guidelines 
to permit wide range of haptic feedback.  

 
 

 
 

(a)  (b) 

Fig. 2. (a) Mechanical mobility of the robot. The travelling limit for pitch, yaw, roll, translation, 
handle grasping motion are 120º, 120 º,360 º, 350mm and 60 º respectively. (b) Kinematic 
model of surgical instrument. 

Rx (q1) 

 Ry (q2) 

Pz (q4)

Rz (q3) 

{E} 

{O} 

X
Y

ZO 

XE 

ZE 

YE 

Mountings 

Manipulator 

Pitch 

Translation 

Roll

Yaw 

Grasping  

Trocar



 Mechanism of a Learning Robot Manipulator for Laparoscopic Surgical Training 21 

 

Fig. 3. Details of robotic laparoscopic training device 

4 Robotic Mechanism 

4.1 Kinematic Analysis 

In laparoscopic procedures where the surgical instrument is constrained along the 
insertion point (trocar) in its axial direction, the task space configuration can be 
defined with four degree of freedom through Euler angles, roll, pitch, yaw and 
translation (α,β,γ,ρ). Figure 2(b) illustrates the frame assignment of the multibody 
system for kinematic analysis. Actuators are mounted such that their axes of control 
are aligned to the respective axis of transformation. Hence joint variables (q1, q2, q3, 
q4) correspond to the Euler angle and translation (α,β,γ,ρ).   

Homogenous transformation matrix (1) expresses the forward kinematics of Frame 
E in Cartesian coordinates, 
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where is ic , 1, 2,3i =  denote sin( )qi  and cos( )qi  respectively.  

Jacobian matrix to map the joint space (q1, q2, q3, q4) into task space is formulated 
as shown in eq. (2).  
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With a given homogeneous matrix acquired from the sensory unit 0
ET , the inverse 

kinematics is as follows:

 

 

( )1 2arctan 2 , / cosy zq E E q= − ,    

 ( )2 arctan 2 ,x zq E E= ,
            

(3)
 

( )3
ˆ ˆarctan 2 ,y yq X Y= ,     

4 1 2/ (cos sin )xq E q q= ⋅  
.
      

4.2 Control Scheme 

Figure 4 illustrates the force compensation control scheme implemented on the 
system. In addition to force feedback mechanism, a dynamic model can be 
incorporated to compensate undesirable disturbance. The control implementation 
facilitates the execution of feedback at a rate of 20 kHz to ensure determinism and 
maintain fidelity.  Hence a feedback mechanism is sufficient for the force 
compensation application.     
 

 
  
 
 
 

 
 
 

 

Fig. 4. Impedance control with force feedback 

When the mechanism is driven by user as a passive device, parasitic forces are 
compensated through force control scheme. The interactive force between user and 
HMI is acquired by a 6 DOF force sensor installed underneath the handle, as shown in 
Figure 3. The parasitic force due to the system environment, FO, measured by the 
force sensor in Cartesian coordinates was converted into torque on each joint with 
Jacobian matrix (2). Each actuator is commanded with appropriate current to move in 
corresponding direction according to the direction and magnitude of the torque, and 
hence reduces parasitic forces measured by the force sensing units.  
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Current control is implemented to generate the desired force output Fdes for the 
user. The force reference, Fres, as shown in Figure 4 is set as Fdes- FO . The current set 
point, iref  is computed by equation (4) as shown below:  

 

res
T

Eref FJKi 1−= φ     
(4) 

where Kφ  is a 4 by 4 diagonal matrix representing the torque constant of each 
actuated axis of control, 

JE
  is the 6 by 4 task space Jacobian matrix,  

Fres is the desired force/torque vector output in Cartesian coordinates. 
 

In the case of parasitic force compensation without tool- tissue interaction, Fdes is 
equal to zero. Hence, any force reading due to the interaction between user and robot 
is converted into corresponding current command to drive the actuators to minimize 
the force reading. Similar method is applied to generate haptic feedback during tool-
tissue interaction in the virtual environment with Fdes being the required haptic force 
to output. The computation and actual rendering methodology of the tool-tissue 
interactive force, Fdes is an interesting research topic [13]. It is however beyond the 
scope of this paper.    

For complete guidance, a PID position control is implemented to reproduce the 
master surgeon’s trajectory. All actuators for joints (q1, q2, q3, q4) and handle grapping 
joint are commanded to move as per the desired trajectory and velocity which 
acquired from the master surgeon’s operation.  A position control is appropriate as 
there is no need for variation in intensity of guidance.  

For haptic cue guidance, shared controls of the manipulators are required. Both the 
user and the predetermined trajectory work as the inputs to the robot to achieve the 
varying intensity of motion guidance. The force sensor measures the forces Fdes that 
the user experiences, and compensates the parasitic force. At the same time, the 
current position of the manipulator Tn is compared with the predetermined trajectory 
Tm which acquired from the master surgeon’s operation. If the difference is greater 
than a prescribed value, haptic cue force is provided based on the difference of the 
two trajectories as follow 

 

Fg = K(Tm- Tn)      (5) 
 

where K is the coefficient to adjust the force magnitude with respect to trajectory 
differences. 

4.3 Control Hardware  

The control hardware platform consists of NI CompactRIO with Xilinx Virtex-5 
LX110 reconfigurable I/O FPGA core and real-time embedded controller with 400 
MHz processor, 128 MB DRAM memory. Each robotic arm is equipped with six 
degree of freedom high precision force sensing unit, ATI Nano17, calibrated at a 
force resolution of 0.0125 N and torque resolution 0.0625 Nmm.  
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This hardware configuration allows high speed control loop execution, and ensures 
task determinism for managing communication flow crucial to haptic fidelity and 
human-machine interface applications in laparoscopic surgical training robot system. 
The FPGA-based real-time hardware platform is effective in the implementation of 
reliable controls including force feedback signal processing. The parallelism nature of 
the FPGA operation mechanism facilitated fast and robust coordination amongst axes 
simplifying the issue of joint synchronization.  

Control operation and computational task were mostly hard programmed in FPGA. 
This allows minimal delay in the compensation of the parasitic forces. Control of the 
manipulator is implemented with FPGA at a rate of 20 kHz to ensure determinism and 
maintain fidelity. 

5 Experimental Results  

The kinematics and dynamics profiles were acquired and analyzed for a given path 
execution in a specified operational workspace. To evaluate the efficacy of the control 
mechanism, a recorded trajectory was executed by the robot under condition with and 
without user interaction. Kinematic trajectories were acquired through the encoder 
with joint control scheme at frequency of 100 samples/second and subsequently 
transformed to 3D Cartesian coordinates for analysis. As this computational task is 
independent of the control loop mechanism, it does not create any bottleneck in the 
control mechanism. The force profile was acquired by the 6-DOF force sensor 
through FPGA-based DAQ module. 
 

   

  (a)                                                   (b) 

Fig. 5. (a) execution and force on handle of left manipulator, (b) execution and force on handle 
of right manipulator. Red line is the recorded trajectory, black line is the execution results, blue 
arrow indicates the force vector on handle, and green arrow indicates the moment vector on 
handles 

The robot was tested when it was working under complete guidance in the 
presence of user-system interaction. When there was no interaction with the user, the 
maximum errors of execution on the left and right manipulators were 2.12 mm and 
1.55 mm respectively. The robot was also tested by guiding a user to perform the 
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recorded path. In order to minimize the effect of visual guidance, the trajectory was 
neither displayed nor known to the user prior to the test.  Figure 5 depicts the 3D 
trajectory and the force profile in Cartesian coordinates when the robot was 
interacting with a user. The mechanical components and motion control mechanism 
are capable of precise and accurate execution. The maximum errors of execution on 
both right and left manipulators are 1.87 mm and 2 mm respectively. The maximum 
errors of each joint in the left and right manipulators are tabulated in Table 1.This 
trajectory spanned an approximated (0.2 x 0.2 x 0.2) m3 workspace and was subjected 
to a maximum interaction force range of 3.6 N and torque of 73.7 Nmm.  

Table 1. maximum error of each joint 

Joint Manipulator 
Left Right 

Pitch (Q1) 0.230o 0.425o 
Yaw (Q2) 0.241 o 0.313 o 
Roll (Q3) 1.66 o 1.67 o 
Translation (Q4) 0.524  mm 1.35 mm 

6 Conclusion 

The contribution of this work is on the introduction of a new robot apparatus for 
hand-over-hand guidance in laparoscopic surgical training. The active robot 
manipulator designed with appropriate specifications implements an interactive 
platform that can adequately meet the training needs of laparoscopic surgeries.  

The robot is developed with the provision of complete guidance method capable of 
guiding the novice according to a recorded trajectory. This complete guidance method 
could provide the novice with deeper appreciation of how an experienced surgeon 
deals with specified surgical scenarios. Concurrently, we are developing the haptic 
cue guidance method which allows varying degree of guidance. This will be 
integrated to the system to facilitate a variant of the hand-over-hand training method. 
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Abstract. A microsurgery system that achieves real-time enhanced micrometer 
scale positioning accuracy by fusing visual information from a high speed 
monovision camera mounted on an optical surgical microscope and acceleration 
measurements from an intelligent handheld instrument, ITrem2, is presented. 
The high speed camera captures images of the tool tip of ITrem2 to track its 
position in real-time. The focus value of the tool tip in the acquired image is 
used to locate the tool tip along the principal axis of the objective lens of the 
microscope and edge based geometric template matching gives the position in 
pixel coordinates. ITrem2 utilizes four dual-axis miniature digital MEMS 
accelerometers to sense and update the motion information. The system has a 
first in, first out (FIFO) queue to track the recent history of the slow non-
drifting position estimation from the vision system and acceleration readings 
from the inertial sensors together with their respective time stamps. In the 
proposed method, real-time visual servoing of micrometer scale motion is 
achieved by taking into account the dynamic behavior of the vision feedback 
and incorporating synchronized fusion of these complementary sensors. 

Keywords: sensor fusion, visual servoing, microsurgery. 

1 Introduction 

Fusion of vision and inertial sensors has been used in many systems, especially in 
augmented reality applications. An important aspect of the fusion is to relate acquired 
information from multiple sensors which have different sampling rates. Redbinder [1] 
presented a method to fuse low bandwidth visual observations and high bandwidth 
rate gyro measurements to estimate the camera orientation. The system introduced a 
fixed time delay to the inertial measurements before performing sensor integration. 
With assumed periodic measurements, jitter was not considered. Armesto [2] 
presented a generic multi-rate sampling data system using size-varying input and 
output equations. Measurements need not be synchronous and periodic. The real-time 
issues were not taken into account. Jeroen et al. [3] described a tightly coupled  
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real-time camera pose estimation supporting multi-rate signals synchronized by using  
one central clock. While this method provides real-time performance, it is not suitable 
for loosely coupled systems where the camera cannot be mounted on the moving 
object. 

To reduce the amount of information that needs to be extracted from the vision 
system, Huster [4] described a method that generated useful vehicle trajectories to 
achieve more robust sensing. As a further step, to limit the error for a short period of 
missing vision measurements, Parnian [5] presented tool motion modeling. It tracked 
an industrial tool using vision and inertial sensors fusion. The tool motion modeling 
was proposed to bind the error in the acceptable range for a short period of missing 
data. These methods are appropriate for the applications where the nature of the 
movement of the object being tracked is deterministic. In the context of 
micromanipulation in microsurgery, physiological tremor is a well-studied hand 
movement. Several techniques for online modeling and estimation of tremor have 
been implemented [6,7,8]. 

The use of visual servo control is common in sensor fusion applications. Karras [9] 
demonstrated the fusion of a laser vision system and inertial measurement units. A 
visual servoing method was developed to control an underwater robotic vehicle. 
Sensor fusion for micromanipulation tasks was presented by Zhou [10]. In that paper, 
force and vision feedback were integrated for sensor-based microassembly. They 
discussed the implementation of an optical beam deflection sensor in a force 
controlled micropositioning systems. In contrast to other systems, it used force sensor 
as an alternative complementary sensor. 

The approach described in this paper deals with the real-timeliness of a high 
performance visual servo control system that is to be used in the computer vision 
aided intelligent handheld instrument, ITrem2, to enhance human manual positioning 
accuracy at the micrometer scale in microsurgery. Vision measurements from a high 
speed monovision camera mounted on an optical surgical microscope and inertial 
information from ITrem2 is combined and exploited to compensate the error caused 
by physiological hand tremor of a surgeon while nullifying common types of 
erroneous motion such as drift. ITrem2 not only requires micrometer scale accuracy 
but also hard real-time prerequisite. The proposed method emphasizes on improving 
the feedback sensing by utilizing accurate time stamps of the vision and inertial 
measurements that are provided by the real-time computer. Time aware fusion of the 
inertial measurements provides micrometer accuracy even with significant delay and 
jitter in the vision measurements. 

2 Methodology 

The structure of the ITrem2 system is shown schematically in Fig. 1. 
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Fig. 1. Position-based visual servo with fusion of inertial sensing 

2.1 Vision System 

The vision system of ITrem2 constantly extracts the tool tip feature in each acquired 
image using edge based geometric template matching. The geometric matching gives 
the coordinate positions of the tool tip in sub-pixel accuracy. 

There are several focusing algorithms to estimate the distance of the tool tip from 
the center of the objective lens based on the blurriness of an image [11]. Among them, 
Normalized Variance method is mentioned to provide the best overall performance. 
After calibration, the value of WZ in the world coordinate frame can be solved on-line 
from focus value calculation of the tool tip using parabola-fitting approximation [12]. 

2.2 Inertial Measurement Unit 

The rotation matrix, WRB, is used to transform the tool tip acceleration from the body 
coordinate frame to the world coordinate frame as shown in (1). It is updated at each 
sample point using Euler Angle Sequence.  

WA = WRB BA                     (1) 

WA = WfB (
BA)                      (2) 

where WfB represents the function that performs coordinate transformation. Tilt sensing 
method using nonlinear regression model of low-g MEMS accelerometer described by 
Ang [13] is used to calculate the tilt and roll angles of ITrem2. Pan angle rotation is 
obtained from orientation of the tool tip image in the pixel frame. 

2.3 Visual Servo Control 

ITrem2 uses position based visual servo control integrated with inertial sensing to 
fulfill the need for hard real-timeliness in microsurgery. The micromanipulator in 
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ITrem2 is a piezo actuated parallel flexural mechanism that generates the 3D motion so 
that erroneous hand motion can be compensated. For a point-to-point positioning task 
in which the tool tip at WP is to be brought to a desired target location, WS, in the world 
coordinate frame, the error function may be defined as 

TE (TfB) = TfB  (
BfW ( 

WP- WS ))                            (3) 

where the coordinate transformation from the tool tip frame to the body frame, TfB, is 
the value to be controlled. The control input to be computed is the desired 
micromanipulator translational movement, u, as shown in (4)  

u = -K TE(TfB),                              (4) 

where K is a proportional feedback gain. The proportional control law will drive the 
tool tip so that the value of the error function is zero. 

2.4 Fusion Algorithm 

Each time an image is acquired, the vision system stores the time stamp of the image 
with an accuracy of one microsecond. When the image processing and pose estimation 
are completed, the estimated world coordinate of the tool tip from vision, PW

V , the 

controlled value, 
B

T f , and the associated time stamp are sent to the fusion unit. The 

fusion unit has a first in, first out (FIFO) queue that stores the latest measurements 
from the accelerometers and associated estimated tool tip position, PW . Since the 

sampling rate of the vision system is much slower than that of the inertial 
measurement, without assuming periodicity, the fusion unit checks the availability of 
the vision information at each inertial measurement cycle. If new image information  
is available, the fusion unit performs the following steps to estimate the current  
position. 

1) The position estimation of the tool tip from vision, PW
V , is associated with the 

corresponding acceleration measurement in the queue by calculating the delay time of 
the image and using the inertial sampling period AT. Due to the considerable jitter in 
the sampling period of the vision system, the delay time is not constant and the exact 
value is calculated from the time stamp associated with the image. 

2) If the piezoelectric actuators are turned off, the tool tip of the ITrem2 will be at a 
neutral position. Using PW

V  and 
B

T f , the neutral position of the tool tip of ITrem2 in 

the world coordinate frame, P′W
V

, is calculated.  

3) The tool tip velocity of ITrem2 is calculated using the last two positions obtained 
from vision measurements, which are illustrated in the Fig. 2.  
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Fig. 2. Illustration of acceleration measurements and vision information 

Initially, ∆Pk and ∆Vk are set to zero. Then, ∆Pm and ∆Vm are calculated iteratively 
from k+1 to m using 
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Thereafter, the tool tip velocity at time m is obtained from the following equation.  
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4) The measured tool tip position, 
m

W
V P′ , and the predicted tool tip position in the 

queue, 
m

W P , are fused with the Kalman filter. 

5) The tool tip position at time n is estimated iteratively from the new 
m

W P , Vm, 

and Am  as follows.  
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If there is no new vision information, the fusion unit simply updates the pose 
estimation for the current acceleration sample value using (8) and (9). 

3 Experiment 

3.1 Setup 

The experimental setup of ITrem2 is shown in Fig. 3. The experiment is conducted to 
track the tremor like movement produced by a piezoelectric motion generator (Physik 
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Instrumente GmbH & Co.KG, Germany) comprising an E-712-3CDA digital 
controller and a P-561.3CD piezo-nanopositioning system. It can generate three DOF 
(degree-of-freedom) linear motion of up to 150μm peak to peak in each axis. It also 
provides analog output lines to monitor the position of each axis and these are used as 
the ground truth for the experiment. ITrem2 is mounted on the motion generator with 
its inertial sensing axes aligned with the corresponding axes of the motion generator.  

The vision system consists of an optical surgical microscope (M651 MSD, 
Mikrosysteme Vertrieb GmbH, Germany) with a built-in coaxial illuminator and 
retrofitted with a monovision camera (piA640 -210gm/gc camera from Basler AG, 
Germany). The microscope is equipped with a beamsplitter and a stereo attachment 
for a second observer. Therefore the workspace can be viewed simultaneously by the 
camera, a surgeon, and an assistant. The monovision camera provides the workspace 
view of 5mm x 3.7 mm and its sampling rate is 50Hz. Image processing is performed 
in real-time using the NI PXIe-8130 real-time embedded computer running on 
LabVIEW real-time operating system connected to the camera via a Gigabit ethernet 
interface. IMAQ Vision for LabVIEW is used to implement the edge based geometric 
template matching.  

 

 

Fig. 3. Experiment setup of microscope, camera and motion generator 

There are four dual-axis miniature digital MEMS accelerometers (ADIS16003, 
Analog Devices, USA) inside ITrem2. They sense three DOF motion of the 
instrument tip using the method similar to its predecessor [14]. After performing a 
moving average filtering, the embedded microcontroller (AT89C51CC03, Atmel, 
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USA) inside ITrem2 sends the acceleration data to the real-time computer at 333 
samples per second. The CAN (Controller-area network) interface with a bandwidth 
of 500kbps is used to achieve robust and real-time communication between the 
embedded microcontroller and the real-time computer. Three DOF motion of the 
micromanipulator in ITrem2 is generated by the piezo actuated parallel flexural 
mechanism. Maximum movement of the micromanipulator along X-axis and Y-axis is 
150μm and that of Z-axis is 28μm. 

3.2 Results 

To assess the performance of the fusion algorithm, the experiment was carried out 
using constant TfB i.e. K=0. Therefore, the error in (3) is uncorrected and the output of 
the vision feedback can be compared with the ground truth position of the motion 
generator. The sensing experiment is conducted using a sinusoidal movement of 51μm 
peak-to-peak at 10Hz along the X-axis of the world coordinate frame.  
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Fig. 4. Position information using vision only 

There is an obvious delay in position information from the vision system compared 
to the ground truth positions from motion generator as shown in Fig. 4. The estimated 
positions from the fusion unit versus the ground truth positions are shown in Fig. 5.  

To measure the accuracy of the fusion algorithm under different frequencies, the 
experiment was also performed with various sinusoidal movements from 2Hz to 8Hz 
at intervals of 2Hz. The RMSE of the vision measurements is smaller at the lower 
frequencies. Probable causes are larger phase lag and greater motion blur of the tool 
tip image at the higher frequencies. On the other hand, the signal-to-noise ratio of the 
acceleration measurements is better at the higher frequencies. The results shown in 
Table I confirm that the fusion of these complementary sensors provides lower RMSE 
at various frequencies from 2Hz to 10Hz.  
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Fig. 5. Estimated positions using the fusion algorithm 

Table 1. Accuracy at different frequencies 

Frequency 

(Hz) 

Peak-to-peak 

displacement (μm) 

RMSE using 

vision only (μm) 

RMSE using 

Fusion (μm) 

Error reduction 

(%) 
10 51 19.12 6.09 68.12 
8 56 17.19 5.90 65.68 
6 60 13.98 5.30 62.08 
4 63 9.97 5.23 47.54 
2 64 5.25 4.95 5.71 

4 Conclusion 

This paper presents an algorithm for real-time fusion of visual and inertial sensors. 
With the modified feedback in the visual servo control to take into account delay and 
jitter of the vision system, the system substantially improves sensing speed and 
accuracy for microscopic applications. It is intended to cancel rapid erroneous hand  
movement caused by tremor and, at the same time, to provide absolute position for 
automatic micromanipulation tasks. 
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Abstract. This paper introduces an obstacle avoidance methodology of 
autonomous assistant robot for surgery. Currently employed master-slave 
surgical robots just copy movements that a surgeon creates. This kind of 
behavior causes unexpected collision on a vulnerable surface of an organ and 
makes possibility of danger which causes serious injury. Many of diagnostic 
technology with navigation systems are used to make up for these 
disadvantages and an obstacle avoidance algorithm in this research also 
contribute to raise safety of surgery. We present 4 states of two instruments in 
terms of shortest distance as a measure of collision. Then, the autonomous 
motion of a robotic instrument is generated by a motion planning algorithm 
which incorporates an orbital velocity component into attractive potential 
function. As a result, the robotic instrument exhibits a natural maneuver 
movement around obstacles. A hardware-in the-loop approach is employed to 
control the motion of the two instruments and the effectiveness of the proposed 
motion planning algorithm was verified through several simulation examples. 

Keywords: Obstacle Avoidance, Autonomous movement, Trajectory planning, 
Medical robot. 

1 Introduction 

The Laparotomy is an operation method that a surgeon opens the patient’s belly and 
puts into hands to treat symptoms of illness. This procedure has a fatal weakness 
causing so many risks such as scars, a long time to recovery, a severe pain, and an 
infection during an open procedure. So MIS (Minimally Invasive Surgery) was 
devised to overcome these concerns. 

Minimally Invasive Surgery (MIS) is a method to treat an affected part with various 
thin instruments putting through a small hole on the patient’s abdominal surface. It 
has been called “Laparoscopic surgery”.  

Because MIS deals with tiny and sensitive organs in the body, the robotic surgery 
that has high accuracy and is able to do minimal invasion is needed. In most of 
developed robotic surgery systems, a surgeon handles a slave device with several 
kinds of tool at its distal end. An advanced robotic solution is the most well-known da 
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Vinch system [1], which consists of a master control part and several slave robot 
arms, the end of which have surgical instruments.  

But accurate devices still have problems which come from the lack of information 
for example real-time location of organ.  

So Navigation system or imaging system has developed to overcome these 
problems and autonomous movement technology for the surgical robot also is needed 
[2-4]. In mobile and industrial area, there are many well-developed systems for robots 
[5-9]. 

This work proposes an orbital velocity-based obstacle avoidance algorithm for a 
surgical task of laparoscopic surgery. In experiment, the surgical tools performed 
maneuvering motions with respect to relative location. And, we show that an 
autonomous tool is able to avoid possible collision successfully between tools in real 
time by this suggested algorithm. 

2 Principle of Algorithm 

2.1 Environment 

In Fig. 1, several surgical tools are inserted through a hole on the abdominal surface. 
The position of the hole is named “Remote Center of Motion (RCM)” or “fulcrum” 
point and we assume that it is a fixed point in the robot coordinate during the surgical 
procedure. 

 

 

Fig. 1. Minimally invasive surgery with multiple holes 

Also, positions of three fulcrum points and end points of tools are known by sensor 
information. The workspace of tools can be a corn shape whose top points are three 
fulcrum points. Two tools are manually manipulated by a surgeon and the other tool is 
controlled by a robot performing autonomous movement to assist other tools.  
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2.2 Definition of State 

Once the positions of the fulcrum points and the end points of the three tools are 
known, the state between tools can be defined. Four states are required to define the 
relationship between positions of tools. We give it name as Point to Point, Point to 
Line, Line to Point, Line to Line. The procedure to distinguish each state is as 
follows. 

Firstly, se suppose that tools are lines connecting the fulcrum point and the end 
point. To define the positional relationship, shortest distance between lines (or tools) 
or between point and line have to be derived (Fig. 2). 

 

 
Fig. 2. (a) Shortest distance between two lines (b) Shortest distance between line and point 

 

 
Fig. 3. Two tools and shortest distance 

 
It is noted that a line connecting two lines in a shortest distance is perpendicular to 

both lines. In Fig. 3, two unit vectors along each instrument can be defined as 
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Moment of each unit vector with respect to the global frame is given by 

rfrm rs r s= ×                                  (3) 

and  

.ofom os r s= ×                                  (4) 

And the mutual moment of the two unit vectors is defined as 

.ro r oa s s= ×                                  (5) 

Then, the moment of roa with respect to the global frame is 

rf ofrom ro roa r a r a= × = ×                           (6) 

Since ( ; )ro roma a is orthogonal both to ( );r rms s  and ( ); ,o oms s  mutual 

moments between two screws are 

0r rom ro rmMM s a a s= + =                         (7) 

and 

0.o rom ro omMM s a a s= + =                       (8) 

From (5) and (6), we have 

0.ro roma a =
                     

          (9)  

Combining three constraint equations (7), (8), and (9) yields 
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Inverting (10) gives 
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−
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                        (11) 

Finally, the vectors that connect the two points on the shortest distance are obtained, 
respectively, as 
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Fig. 4. Two tools and shortest distance 

 
Now, we are looking for a shortest distance between a point and a line as shown in 

Fig. 4. The vector to the shortest point from the coordinate origin is denoted as 

.os of or r L s= + ×                             (14) 

here 

( )o re ofL s r r= −                              (15) 

According to that information, state between tools can be defined. In Fig. 5, a and 

b denote the distance from each fulcrum point to the end of each instrument. a′ and 

b′ denote the extended lines of which ends a shortest line between the two lines is 
connected. Then, there are four different cases as shown in Fig. 5. Classification of 
those four cases is useful when we develop an obstacle avoidance algorithm between 
tools. 
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Fig. 5. (a) Point to Point ; Shortest distance between two lines (b) Point to Line ; Shortest 
distance between a point and a line (c) Line to Point ; Shortest distance between a line and a 
point (d) Line to Line ; Shortest distance between two lines. 

2.3 Direction Generation 

After the states are defined, several unit vectors defined in Fig. 6 will be used to 
generate direction and also orbital velocity centered by a closest point at each state. 
We consider three instruments that play the role of goal, obstacle, and robot. 

rf
reP  : Unit vector along the robot instrument 

re
geP  : Unit vector from the robot end to the end of the goal  

instrument 
re

oeP  : Unit vector from the robot end to the obstacle end 

of
oeP  : Unit vector along the obstacle instrument 

oe
geP  : Unit vector from the obstacle end to the end of the  

goal instrument 
gf

geP  : Unit vector along the goal instrument. 
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Fig. 6. Modeled environment of surgical situation 

2.4 Potential Function 

Typically, potential functions have been employed to deal with obstacle avoidance. 
There are two kinds of potential functions. For obstacle avoidance, a repulsive 
potential is used and for goal tracking purpose, an attractive potential is used [10].  

 

 

Fig. 7. Potential Field for tracking purpose 
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When the position vector of the goal and the robot are denoted as 

( )T

g g g gr x y z=  and ( ) ,
T

r r r rr x y z= we define the attractive potential as 

follows 

( )2
2 ,r

gattr attrP Pη=                              (16) 

where attrη  is a scaling factor. Differentiating (16) with respect to the 

( )r
g g rP r r= −  gives the attractive force attrF toward the goal position 

2 .r
attr gattrF Pη=                              (17) 

Fig. 7 shows an example of such potential function that generates an attractive force 
toward the goal position.  

Similarly to the attractive potential, the repulsive potential can be defined [2] 

as obsr  

( )2
2 ,obs rrepul attrP r rη= −                       (18) 

where obsr denotes the position vector of the obstacle. 

2.5 Velocity Generation 

Now, we design the velocity vector of a robot tool such that it arrives at the goal 
position without collision to the obstacle. First of all, the velocity vector approaching 
to the goal position is designed by adapting the attractive force of Eq. (17) as  

2

2 1 ,r t
gattr attrV P eη −= −                          (19) 

where the attraction force is designed to have an exponential term, which devotes to 
prevent the initial excessive velocity.  

Similarly, the velocity vector that avoids the obstacle is designed by adapting the 
repulsive force of Eq. (19) as  

2

2 1 .r t
orepul repulV P eη −= − −                         (20) 

Usually the velocity vector of the robot is designed by combining Eq. (19) and Eq. 
(20). The typical velocity vector according to this approach is defined as 

.r repul attrv V V= +                               (21) 

However, when using the repulsive function, the resulting force gets larger as the 
robot approaches the obstacle. Thus, the behavior of the robot is sometimes not 
smooth or unstable. To avoid this behavior, a maximum velocity should be defined 
and used as a measure of safety.  
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In this work, a modified obstacle avoidance scheme is proposed without relying on 
the repulsive potential. A prime idea of this approach is generation of an orbit 
velocity. 

2.6 Orbital Velocity-Based Vector Generation 

With various unit vectors defined in the previous section, an orbital velocity helps to 
avoid obstacle effectively and thus prevent collision by generating a spherical 
trajectory around the obstacle. An orbit velocity is simply added to current velocity 
vector of the tool tip to modify its direction. 

Policy of generating the orbit velocity varies with respect to the obstacle and the 
goal.  For the obstacle, the robot only needs to avoid, but for the goal, the robot has 
to approach to the end of the tool. Often these two cases can be combined. 

To generate an orbital velocity, we employ the operation of the cross product 
between unit vectors and an angular velocity vector about the axis of rotation, which 
is expressed in Fig. 8 as 

,radiusorbitv Pω= ×                           (22) 

where radiusP  as shown in Fig. 8 is the vector along the shortest distance between the 

robot instrument and the obstacle instrument in the four cases of Fig. 5 and ω  

denotes the angular velocity of the vector radiusP . 

 
Fig. 8. Orbital velocity 
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Table 1. Orbital velocity vectors 

Status Pivot Vector Orbital Vector 

Point to Point 
re re

ge oew P P= ×  ( )re
oeorbitv w P= × −  

Point to Line 
re re

ge ocw P P= ×  ( )re
ocorbitv w P= × −  

Line to Point rc rf
oe rew P P= ×  

rf
reorbitv w P= ×  

Line to Line rc rf
oc rew P P= ×  

rf
reorbitv w P= ×  

 

The key is the decision of a proper rotational axis for ω  to avoid collision. It 

depends on the choice of appropriate unit vectors defined in Section II. Table I shows 

that for each status the direction of ω  is decided by the cross product of two unit 

vectors which are directed to the goal and the obstacle. Accordingly, the direction of 
the orbit velocity is decided as shown in Fig. 9 such that the motion of the robot tip is 
tangential to the circular orbit around the obstacle tool to avoid collision with the 
obstacle. 
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Fig. 9. Orbit velocity generation 
(a) Point to Point  (b) Point to Line (c) Line to Point (d) Line to Line 

 
By using this methodology, we come up with a direction vector which takes care of 

the goal direction, the obstacle, and the orbital behavior.  

dir r orbitv v v= +
                             (23) 

This composed vector is a unit vector that the robotic tool is heading instantaneously. 
Lastly, multiplying the scaled magnitude (Eq. (19)) of the attractive force to the 
direction vector given in Eq. (23), the total velocity vector of the robot tool can be 
generated as 

2

2 1r t
g dirattrv P e vη −= −                      (24) 

In the simulation section, we will show the effectiveness of the orbit velocity 
component as compared to not using such component in Eq. (23). 

3 Simulation Result 

In the simulation, we consider a test environment which is operated by two manually 
controlled instruments by surgeons and one robot instrument. The number of surgeon 
can be one or two and the role of the robot is delivery of water or suction or gauze to 
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the operation area. In order to show such behavior, this simulation will present that a 
robot moves to the goal position (i.e., the end position of the goal instrument) while 
avoiding the obstacle instrument.  

3.1 Trajectory 

Initially, we consider the trajectory of the end of robotic tools. Fig. 10 shows the 
simulation result and the line denotes the trace of the robot end point. If a robotic tool 
encounters an obstacle on the way to the goal, it tries to maneuver the obstacle 
centered at the closest point between tools. The robot avoids the obstacle with 
distance adjusting the velocity by using suggested algorithm so that it smoothly 
avoids collision with the obstacle.  
 

 
(a) 

 
(b) 

Fig. 10. Trajectories of tools and velocity of the robot tool 
(a) orbit method applied (b) orbit method not applied 

3.2 Distance 

The velocity profile shows that the direction velocity vector taking care of goal and 
obstacle keeps relatively appropriate distance without rapid variation of velocity 
including the orbit component as compared to the other case (Fig. 11(b)) which does 
not include the orbit component.  
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(a) 

 
(b) 

Fig. 11. Distance variation graph 
(a) orbit method applied (b) orbit method not applied 

This graphs of Fig. 11 (a) shows variation of distance between  the robot tool 
when the orbit method is applied and the graphs of Fig. 11 (b) shows variation of 
distance between  the robot tool when the orbit method is not applied, respectively. 
Safety distance has set 2 in this simulation. Comparing these graphs, in Fig. 11 (a), 
the change of distance moves smoothly and continueoulsy. But, Fig. 11 (b) shows 
unstable change of distance respectively. This result shows that robotic tool can 
perform better motion behavior when orbital velocity is applied to the artificial 
potential method. 



50 J.-M. Han and B.-J. Yi 

4 Conclusion 

This work deals with a maneuver algorithm as a first step of minimally invasive 
surgery before the clinical implementation. Firstly, four states are defined. Next, using 
the four states, the direction and velocity of the robot tool are derived. Different from 
artificial potential method which is based on the attractive and repulsive force vectors, 
we proposed a vector approach combined with an orbit velocity, which is the main 
contribution of this research work. As a result, this method shows smooth goal 
tracking and obstacle avoiding behavior in the surgical space. The further study will 
be implementation of the proposed motion planning algorithm to real Laparoscopic 
surgery using a robotic tool.  
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Abstract. In this paper, we propose a mobile robot system which has functions 
of person following and autonomous returning. The robot realizes these 
functions by analyzing information obtained with camera and laser range finder. 
Person following is performed by using HOG features, color information, and 
shape of range data. Along with person following, a map of the ambient 
environment is generated from the range data. Autonomous returning to the 
starting point is performed by applying a potential method to the generated 
map. We verified the validity of the proposed method by experiment using a 
wheel mobile robot in an indoor environment.  

Keywords: Mobile Robot, Laser Range Finder, Camera, Person Following. 

1 Introduction 

In recent years, introduction of autonomous mobile robots to environments close to us 
is expected. Examples include shopping cart robots returning automatically to the 
shopping cart shed after shopping, and guide robots directing the way from the 
current location to the starting point in unknown environments. A robot which 
accomplishes these purposes needs functions of person following and autonomously 
returning to the starting point functions [1]-[3]. In this paper, we propose a mobile 
robot system that has functions of human following and returning to the starting point 
autonomously while avoiding obstacles. 

The proposed mobile robot follows a person by using shape of range data, HOG 
(Histograms of Oriented Gradients) features, and color information, in parallel with 
generating a map by LRF data on the outward way from the starting point to the goal. 
On the return way, the mobile robot returns to the starting point autonomously while 
avoiding obstacles by using the generated map. 
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2 Outline 

In this paper, we verify the validity of the system using the mobile robot equipped 
with the Laser Range Finder (LRF) and the camera. The mobile robot acquires two-
dimensional (2-D) range data of 180 degrees forward by the LRF. The mobile robot 
also acquires the image in the front direction by the camera. 

The operating environment of the mobile robot is a flat and static environment, and 
the mobile robot moves in 2-D space. 

The mobile robot detects and follows a person by using the LRF and the camera 
when moving on the outward way. At the same time, the mobile robot generates a 
map with range data measured by the LRF.  

The mobile robot generates a potential field from the generated map by an artificial 
potential method. Then, it moves on the return way along gradient directions of the 
generated potential field. At the same time, the mobile robot avoids obstacles not 
recorded in the map by reconstruction of the potential field. 

3 Person Following on Outward Way 

The mobile robot performs person following and map generation on the outward way. 
In this paper, the mobile robot follows the person by using person detection. 

Person detection is performed by evaluating a value of person likelihood. The value 
of person likelihood is evaluated on the shape of range data and the HOG features in 
acquired images. However, this evaluation is ineffective to follow the person in 
environment where more than one person exist. Because, the shape of LRF data and 
HOG features are not specific to the person to be followed but common to all persons. 
Therefore, color information is added to the shape of range data and HOG features. 

We use a particle filter for person following. In particle filter algorithm, a particle 
is assigned a weight at each particle position. However, calculation of weight at each 
particle position is computationally expensive. Thus, assigning the weight to the 
particle is performed as follows. First, the robot acquires range data (Fig. 1(a)). Next, 
values of person likelihood are evaluated only at the range data positions (Fig. 1(b), 
(c)). In the particle filter algorithm, particles near to range data positions are assigned 
a weight as evaluated values. 

 

Robot
x

y
Range data

x

yV

 
 (a) Measurement.  (b) Range data.      (c) Evaluation. 

Fig. 1. Data evaluation 
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3.1 Evaluation on shape of Range Data 

Evaluation on the shape of range data uses template matching proposed in [4].  
The 2-D map image is generated from the range data measured at each angle for 

the template matching. In the 2-D map image, the region beyond the detected range is 
in black and the other region is in white. Fig. 3 shows leg template for matching in the 
2-D map image.  

While following the person, matching scores are obtained by performing the 
matching at each range data position in the 2-D map image. Matching score R is 
obtained by SAD (Sum of Absolute Difference).  
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where T(i, j) is a pixel value on the template image (M×M). (i, j) is position on the 
image, and I(i, j) is a pixel value on the 2-D map image.  

Equation (2) shows person likelihood score PL (θ) of the range data position whose 
angle is θ.  

 ),(1)( θaRθPL −=                        (2) 

where R(θ) is a matching score of the range data position whose angle is θ, and a is a 
parameter for normalizing value of R(θ).  

Finally, Equation (3) shows the evaluated value on shape of range data VL (θ).  
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where N is number of range data.  

 

                

                  Fig. 2.   Range data                      Fig. 3.   Leg templates 

3.2 Evaluation on HOG Features 

Person detection in acquired images is performed by using the Real Adaboost 
algorithm with HOG features. The validity of HOG features for person detection is 
verified in [5].  
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For person detection on HOG features, image regions to perform person detection 
are selected in acquired image. By setting the size of person, the size and position of 
the image region are determined according to each range data position (angle and 
distance). Person likelihood score PH (θ) is calculated by performing person detection 
on each selected image region in the acquired image while following the person.  

,)()( cθbHθPH +=                          (4) 

where H(θ) is the final classifier value of Real Adaboost on the selected image region 
according to range data position whose angle is θ. b and c are parameters for 
normalizing value of H(θ). Equation (5) shows the evaluated value on HOG features 
VH (θ).  
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3.3 Evaluation on Color Histogram 

Detecting the person to be followed is performed by using color histogram. To be 
robust to the change in brightness, the color histogram of hue h and saturation s is 
made by using pixel values converted into HSV. The mobile robot acquires color 
information on the person who is to be followed by the mobile robot before the person 
following begins.  

While the mobile robot follows the person, the color information is acquired from 
the image region which is selected according to each position of acquired range data. 
Then, the color histogram is made and the degree of similarity with the color 
histogram made before the person following begins is calculated.  

The Bhattacharyya coefficient [6] is used for calculating the degree of similarity 
with the histograms. Equation (6) shows Bhattacharyya coefficient L(θ) of range data 
position whose angle is θ. 
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where Ht (h, s) is the frequency of each bin of the color histogram of the person that is 
acquired before the mobile robot begins person following. H(h, s, θ) is the frequency 
of each bin of the color histogram acquired in image for angular θ direction while the 
mobile robot follows the person. hn is the number of bins of hue h, and sn is the 
number of bins of saturation s. 

Finally, Equation (7) shows the evaluated value on color information VC (θ). 
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3.4 Integration of Evaluated Values 

The integrated value of person likelihood V(θ) is determined by VL(θ), VH(θ) and 
VC(θ).  

),()1()()()( θVβαθVβθVαθV CHL −−++=              (8) 

where α(≥0), β(≥0) are weight coefficients.  

3.5 Tracking by Particle Filter 

Person following is performed by using a particle filter with value of V(θ). Particle 
filter is performed as follows.  

(i) Initial particles are distributed around the person with random noise 
(ii) Particles are moved based on the system model given by Equation 

,111| Ttttt −−− += vxx                          (9) 

    where xt is position in time t, vt is velocity in time t, and T is updating cycle.   
(iii) Each particle is assigned a weight as V(θ) of near range data position.  
(iv) New particles are generated depending on the weight as resampling process.  

First, process (i) is performed. Next, processes (ii), (iii) and (iv) are performed. After 
that, processes (ii), (iii) and (iv) are performed repeatedly. 

4 Map Generation on Outward Way 

The mobile robot generates the map of ambient environment while it moves on the 
outward way. The LRF is used to measure the ambient environment during the 
mobile robot movement, and the ambient environment map is generated by 
integrating each measurement data. Measurement data integration needs an accurate 
self-location estimation of the mobile robot. In this study, the estimation is made by 
dead reckoning. However, dead reckoning has a problem of error accumulation 
caused by wheel slipping. In order to decrease this error accumulation, the robot 
aligns each measurement data by the ICP algorithm [7]. 

Moving objects do not exist in the same place. Therefore, it is necessary to 
remove moving objects from the map. The mobile robot removes moving objects by 
a method in [8]. 

5 Motion on Return Way 

The mobile robot moves on the return way according to the Laplace potential 
method [9]. The robot generates the potential field in the map obtained on the 
outward way. Then the robot moves on the return way along a gradient direction of 
the generated potential field. 

For the robot to avoid obstacles not recorded in the map, the LRF measures an 
ambient environment while the robot moves on the return way and the robot 
reconstructs a potential field. This makes the movement of the robot safe on the return 
way.   
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6 Experiment 

6.1 Experiment Device 

We used the mobile robot ”Pioneer3” of MobileRobots, Inc (Fig. 4). The robot has 2 
drive wheels and 1 caster. Its maximum speed is 400mm/sec. It turns with the velocity 
differential of right and left wheels. The LRF is model LMS200-30106 by SICK. It is 
equipped at a height of 30cm above the ground. The sensing range is 180 degrees in 
one plane and the resolution is 0.5 degrees. 

The camera is equipped at a height of 80cm above the ground. As the specs on 
computers, CPU is Intel Core 2Duo T9300 2.5GHz, and memory is 3.5GB. 

 

Camera

LRF

        

             Fig. 4. Mobile robot                  Fig. 5. Environment 

6.2 Experiment Environment 

We conducted experiment in which the mobile robot follows a person to the goal and 
then returns to the starting point. Experiment environment is a corridor with a flat 
floor. Figure 5 shows the experiment environment. There are some pedestrians in 
experiment environment.  

6.3 Experimental Result 

On the outward way, the mobile robot followed the person.  
Figure 6 shows acquired data when the static obstacle is exists.  
Figure 6(a) shows an image acquired with the camera while the robot followed the 

person. In Fig. 6(a), the person existing on the left is the person to be followed by the 
mobile robot.  

Figure 6(b) shows a 2-D map image generated by range data acquired with the 
LRF. Particles are shown as red points in Fig. 6(b).  

Figure 6(c) shows evaluation value on shape of range data VL(θ). The horizontal 
axis in Fig. 6(c) indicates the view angle from the robot (the positive and negative  
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values correspond to the right and left angle, respectively). In Fig. 6(c), it is shown 
that high values appear in the vicinity of the angle where the person and static 
obstacle exist.  

Figure 6(d) and (e) show evaluation value on HOG features VH(θ) and evaluation 
value on color information VC(θ). It is shown that high values appear in the vicinity of 
the angle where the person exists.  

Finally, Fig. 6(f) shows the integrated value of person likelihood V(θ). It is shown 
that the highest values appear in the vicinity of the angle where the person to be 
followed exists. It shows that using V(θ) is better than only using VL(θ) for following 
person in this situation. 

 

         
         (a) Acquired image.                  (b) Range data and particle 
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(c) Evalustion value of LRF VL(θ).         (d) Evalustion value of HOG VH(θ). 
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(e) Evalustion value of color Vc (θ).       (f) Integrated evaluation value V(θ). 

Fig. 6. Acquired data when the static obstacle is exists 
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Figure 7 shows acquired data when the pedestrian is exists. 
Figure 7(a) and (b) show acquired image and range data as with Fig. 6. The right 

person is the person who should be followed by the mobile robot. 
Figure 7(c) and (d) show VL(θ) and VH(θ). High values appear in the vicinity of the 

angle where the persons exist.  
Figure 7(e) shows VC(θ). High values appear in the vicinity of the angle where the 

person to be followed exists.  
Finally, Fig. 7(f) shows V(θ). High values appear in the vicinity of the angle where 

the person to be followed exists.  
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(c) Evalustion value of LRF VL(θ).        (d) Evalustion value of HOG VH(θ). 
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(e) Evalustion value of color Vc (θ).        (f) Integrated evaluation value V(θ). 

Fig. 7. Acquired data when the pedestrians exist 
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It is shown that using V(θ) is better than using VH(θ), VL(θ) for person following in 
this situation, and robust following can be performed even if high values in one 
evaluation appear in the vicinity of the angle where the person to be followed does not 
exist.  

The mobile robot followed the person by using the particle filter in which particles 
are assigned the weight based on V(θ) in experimental environment. 

Figure 8(a) shows the generated map and the robot trajectory on the outward way. 
It is shown that stationary object map was generated by moving object removal. The 
robot moved on the return way by using the map which had been generated on the 
outward way. On the return way, the new obstacle that did not exist on the outward 
way existed. 

Figure 8(b) shows the trajectory of the robot on the return way. It is shown that the 
robot returned to the starting position while avoiding the new obstacle.  

These results show that the mobile robot can detect and follow the person by the 
proposed method in the experimental environment and can return to the starting point 
while avoiding obstacles.  
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Fig. 8. Generated map and trajectory of mobile robot 
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7 Conclusion 

In this paper, we construct the mobile robot system that has functions of person 
following and returning to the starting point autonomously while avoiding obstacles.  

Person following is achieved by using shape of range data, HOG features and color 
information. Map generation is achieved by the ICP algorithm and the moving object 
detection. The robot returns to the starting point according to the Laplace potential 
method with generated map, and a path of avoiding obstacle is generated by 
reconstructing a potential field. 
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Abstract. Decomposing sensory measurements into relevant parts is a funda-
mental prerequisite for solving complex tasks, e.g., in the field of mobile ma-
nipulation in domestic environments. In this paper, we present a fast approach to
surface reconstruction in range images by means of approximate polygonal mesh-
ing. The obtained local surface information and neighborhoods are then used to
1) smooth the underlying measurements, and 2) segment the image into planar re-
gions and other geometric primitives. An evaluation using publicly available data
sets shows that our approach does not rank behind state-of-the-art algorithms
while allowing to process range images at high frame rates.

1 Introduction

As robots and autonomous systems move away from laboratory setups towards complex
real-world scenarios, both the perception capabilities of these systems and their abilities
to acquire and model semantic information must become more powerful. A key issue
is the extraction of semantic information from sensory data and its decomposition into
parts of interest that are relevant for the tasks of the robot. For mobile manipulation in
domestic environments, for example, the perception of objects and their surroundings
is a key prerequisite. A common approach [1] in 3D perception is to

1. detect horizontal support planes,
2. extract and cluster points on top of these planes, and
3. perform further processing, e.g., recognizing, classifying or tracking of the found

clusters.

Here, one of the fundamental problems is to segment the 3D data into planes and other
geometric primitives—or regions of local surface continuity in general.

In this paper, we address the problem of segmenting range images and organized
point clouds in real-time on domestic service robots. The central idea of our approach
is to approximately reconstruct the surface and segment the range image by growing
regions using the resulting local mesh neighborhoods. By means of easily exchange-
able components, our generalized region growing approach allows for different region

� This research has been partially funded by the FP7 ICT-2007.2.2 project ECHORD (grant
agreement 231143) experiment ActReMa.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 61–73.
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models (e.g. planes) that are segmented in the data. We present models for segment-
ing planes, regions of local surface continuity, and simple geometric primitives at high
frame rates (see Fig. 1).

(a) Input cloud (b) Triangle mesh (c) Segmentation (d) Polygonalization

Fig. 1. Example of surface reconstruction and (plane) segmentation on a RGB-D point cloud:
(a) input cloud; (b) constructed mesh; (c) result of segmenting planes in the mesh (red points
are assigned to multiple planes); (d) polygonalization as a collection of alpha shapes. Using the
Microsoft Kinect camera at a resolution of 160 × 120, we can compute full polygonalizations
with roughly 30Hz on a standard dual-core notebook.

Furthermore, we use the same mesh neighborhoods to 1) efficiently compute local
surface normals and curvature estimates, as well as 2) smooth both the 3D measure-
ments and the computed normals using a bilateral filter.

This paper is organized as follows: After giving a brief overview on related work
in range image and 3D plane segmentation in Section 2, we present our approach in
Section 3 and discuss how to detect geometric primitives using initial segmentations.
We use multiple data sets for evaluating the efficiency and robustness of our approach
and summarize the results in Section 4.

2 Related Work

Research on computer and robot vision produced a wide variety of approaches to range
image segmentation—and plane segmentation in particular. Hoover et al. [2] compiled
a survey and performed an evaluation of early work. Three different types of approaches
can be distinguished according to the underlying working principle: methods using ran-
dom sample consensus (RANSAC), 3D Hough transforms, and region growing. In the
context of segmenting 3D laser range scans, another popular approach is to first de-
tect lines in planar cuts, and to merge neighboring lines into local plane patches (see
Vosselman et al. [3] for an overview).

2.1 Segmentation Based on Sample Consensus

RANSAC-based approaches try to find models for geometric primitives that best ex-
plain a set of points and the set of inliers supporting it. For segmenting a complete
range image, Lee et al. [4] sequentially remove inliers from the original data set, and
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continue the segmentation with the residual points. Silva et al. [5] first identify con-
nected regions and apply RANSAC region-wise. Gotardo et al. [6] compute an edge
map for pre-segmentation and use a variant based on the M-estimator sample consen-
sus (MSAC) to fit model parameters.

Another efficient solution to segmenting even unorganized point clouds and detect-
ing simple geometric primitives such as planes, cylinders and spheres has been pro-
posed by Schnabel et al. [7]. They decompose unorganized point clouds using an octree
subdivision and apply RANSAC only to subsets of the original point cloud.

In previous work [8], we adapted the perception scheme from Section 1 as well as the
techniques from [1] and [7], and made them applicable to the measurements of time-of-
fight (ToF) cameras. We presented techniques to cope with the specific error sources of
the cameras, and to speed up processing by exploiting the image-like data organization.
After detecting the most dominant plane, we applied the octree-based primitive detec-
tion of Schnabel et al. [7] only to already extracted and segmented points above that
plane. In [9], we further speeded up the segmentation process by using integral images
for computing local surface normals more efficiently, and using the index neighborhood
underlying the 3D data to extract and track segments of points and object candidates, re-
spectively. The overall approach is applicable in real time on a Microsoft Kinect camera
and has been used for real-time object tracking and grasp planning [10].

2.2 Hough-Based Plane Segmentation

The Hough transform is the de-facto standard for finding lines and circles in 2D im-
ages. Various extensions to 3D exist that try to find, respectively, planes and maxima in
histograms over the possible space of plane orientations and distances. For an overview,
and an evaluation for Hough-based segmentation approaches, we refer to the works of
Vosselman et al. [3] and Borrmann et al. [11].

RANSAC- and Hough-based segmentation share a common disadvantage. Points
belonging to the same segment do not necessarily lie on connected components. Both
approaches will merge plane segments if they share a common orientation and distance
to the origin. In addition, Hough-based segmentation may suffer from discretization
effects.

In [9], we present a fast plane segmentation approach that uses a similar parame-
ter space as the Hough transform. We pre-cluster points and segment planes first in
normal space and then, for each cluster, in distance space to obtain individual planes.
We compensate for discretization effects by conducting a post-processing step in which
neighboring segments are merged if their parameters do not considerably deviate. Still,
unconnected planar patches may get merged into the same cluster.

2.3 Segmentation Using Region Growing

The idea of region growing-based segmentation is to exploit the image-like data struc-
ture. Hähnel et al. [12] connect neighboring points in 3D laser range scans to a mesh-
like structure. The scans are then segmented recursively by merging connected patches
that are likely to lie on the same planar surface. Poppinga et al. [13] apply the same
approach to Time-of-Flight cameras and re-formulate the algorithm in an incremental
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fashion. They grow planar regions by adding neighboring points whose distance to the
plane lies below a threshold. Centroid and covariance matrix for estimating the plane
parameters are thereby incrementally updated.

Here, we follow a similar approach. Instead of incrementally computing the covari-
ance matrix, however, we compute the normals for all points beforehand and simply
average local surface normals to obtain an estimate of the plane’s normal. That is, we
only store and incrementally update the centroids in both Cartesian and normal space.

Other popular region growing-approaches to range image segmentation make use
of local surface curvature. Regions are grown until points with a considerably larger
curvature are reached. Just like Gotardo et al. [6] for RANSAC-based segmentation,
Harati et al. [14], first compute an edge map to find connected regions of local surface
continuity. Rabbani et al. [15] approximate local surface curvature by first fitting planar
segments to local point neighborhoods and then computing, for each point, the distance
to that plane. Recently, Cupec et al. [16] followed a similar approach. They first apply
2.5D Delaunay triangulation on a range image to obtain an initial triangular mesh and
then use the maximum distance of an examined point to all triangles in a region to
determine whether or not the point is added.

Here, we deduce a surface reconstruction directly from the image-like data struc-
ture, and use the local ring neighborhood around vertices to 1) efficiently compute local
surface normals and curvature estimates, and 2) efficiently smooth the depth measure-
ments using a bilateral filter. Our framework allows for using different types of mod-
els for region growing, including the approaches of Poppinga et al. [13], Harati et al.
[14], Rabbani et al. [15] and Cupec et al. [16], as well as our fast approximation (see
Section 3).

3 Fast Mesh Construction and Segmentation

In this section, we describe our approaches to approximate surface reconstruction and
segmentation based on region growing. The overall processing pipeline is composed of
the following components:

1. Deduce approximate mesh from image neighborhood.
2. Use mesh neighborhood to compute approximate local surface normals and curva-

ture estimates.
3. Bilateral filtering to smooth both points and normals.
4. Segmentation based on region growing.

All components described in the above list use the same fixed neighborhoods. These
neighborhoods come either directly from the mesh structure or can be pre-computed
using a variety of search trees, if the input data is unstructured.

3.1 Exploiting Structure for Fast Approximate Meshing

The central idea of our surface reconstruction approximation is to deduce the desired
mesh structure directly from the image-like organization of measurements. In fact, the
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algorithms presented in the following could easily be applied on local index neighbor-
hoods in range images. However, an approximate mesh allows for 1) applying a wide
variety of sophisticated algorithms from the field of computer graphics, as well as for
storing certain edge weights, e.g., the difference vectors for integral image-based nor-
mal computation from our previous work [9].

(a) Quad (b) Adaptive (c) Left cut (d) Right cut

Fig. 2. Fast approximate meshing using a quad mesh (a) and different triangulations (b-d). Com-
pared to the adaptive approach (b), triangulations using only left cuts (c) or only right cuts (d) can
be obtained slightly faster.

We traverse a given range image R once and check for every point pi = R(u,v):

– if R(u,v) and its neighbors R(u,v+ 1), R(u+ 1,v+ 1), and R(u+ 1,v) (in the next
row and the next column) are valid depth measurements, as well as

– if all edges between R(u,v) and these three neighbors are not occluded.

The first check is necessary because of the structure in the sensory data that we exploit.
If the sensor cannot acquire a valid depth measurement for a certain pixel, it has to store
an invalid one, in order to keep the structure organized.

The latter occlusion checks can be easily done by examining the difference vectors
between pi and its three neighbors. If it falls into a common line of sight with the view-
point from where the measurements have been taken, one of the underlying surfaces
occludes the other. The condition for the validity of an edge between point pi and its
neighbor p j can be formulated as

valid =
((∣∣pi ·p j

∣∣≤ cosεθ
)∧ (‖pi −pj‖2 ≤ ε2

d

))
, (1)

where εθ and εd denote maximum angular and length tolerances, respectively.
If all checks are passed, R(u,v) and its neighbors are used to extend the so far built

mesh. Otherwise, holes arise. Referring to Fig. 2, we distinguish four types of meshes:

1. Quad meshes are formed by connecting pixel R(u,v) to R(u,v+1), R(u+1,v+1),
and R(u+ 1,v).

2. Fixed left and right cut meshes are formed by cutting quads either from top right to
bottom left (left cut) or from top left to bottom right (right cut).

3. Adaptive triangulation cuts the quad along the diagonal that has a smaller length.

For triangulations, a single invalid neighbor causes that only one triangle is added. After
construction, we simplify the resulting mesh by removing all vertices that are not used
in any polygon. An example triangulation is shown in Fig. 3(b).
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(a) Input cloud (b) Initial mesh (c) Filtered mesh (d) Segmented mesh

Fig. 3. Approximate surface reconstruction, bilateral filtering and segmentation on an example
point cloud (a). The filtered mesh (c) is considerably smoother than the initially approximated
mesh (b) and allows for cleanly segmenting regions of local surface continuity (d). The meshes
in (b) and (c) are colored w.r.t. the vertices’ normal orientation (mapped to RGB space, object-
space normal map). In (d) segments are colored randomly.

3.2 Fast Computation of Surface Normals and Curvature

We compute the local surface normal ni for point pi as the weighted average of the plane
normals of the faces surrounding pi. Using the cross product between the difference
vectors of the bounding vertices to compute the face normals, and choosing the weights
to be proportional to the area of triangles, removes the need of normalizing the face
normals beforehand. Thus, we can obtain ni as:

ni =
∑NT

j=0(p j,a −p j,b)× (p j,a −p j,c)

‖∑Ni
j=0(p j,a −p j,b)× (p j,a −p j,c)‖

, (2)

where p j,a, p j,b and p j,c form triangle j. In the actual implementation, we simply iterate
over the faces, compute the difference vectors and their cross product, and add them to
the normals of the involved points. Finally, we normalize all point normals at once. An
example for computed local surface normals (color coded) can be seen in Fig. 3(b).

3.3 Bilateral Filtering

Naturally, sensor measurements are affected by noise. Since this noise can hinder fur-
ther processing like segmentation, we apply a bilateral filter for smoothing both the
points and their normals while preserving edges in the sensed geometric structures.
Again, instead of searching, we directly extract a point’s neighborhood from the mesh.
That is, we filter both a point pi and its normal ni over its 1-ring-neighborhood Ni, i.e.,
all points that are directly connected to pi by an edge in the mesh:

pi = ∑
j∈Ni

wi jpi/ ∑
j∈Ni

wi j, ni = ∑
j∈Ni

wi jni/ ∑
j∈Ni

wi j, (3)

wi j = e‖pi−pj‖︸ ︷︷ ︸
distance term

e‖ni−n j‖1︸ ︷︷ ︸
normal term

e(Ii−Ij)/cI︸ ︷︷ ︸
intensity term

, (4)

where the optional intensity term is only evaluated for colored point clouds and range
images where also an intensity image is available. The normalization constant cI is used
to scale the intensity differences to lie in the interval [0,1]. An example of filtering an
input mesh can be seen in Fig. 3(c).
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3.4 Region Growing-Based Segmentation

Despite the generalization over different neighborhood searches and region models, the
implementation of our segmentation algorithm does not considerably deviate from other
region growing algorithms in the literature. Given a set of seed points (and a priority
queue of seeds),

Outer loop, until all points are processed:
1. we iteratively select the next seed point,
2. initialize the region model of interest, and
3. put the seed point onto the empty processing queue.

Inner loop, while the processing queue is not empty:
4) We take the next point from the processing queue,
5) check its compatibility with the region model,
6) and add it in case of compatibility.
7) We add the point’s neighbors to the processing queue (again, only if they’re

compatible).

3.5 Different Region Models for Segmentation

We have encapsulated the processing steps (2) initialization, (5) point compatibility, (6)
model update, and (7) neighbor compatibility in exchangeable region models allowing
to configure and control the behavior of the segmentation.

We have implemented several region models for approximate plane segmentation
using local surface normals, as well as for segmenting regions of local surface conti-
nuity as a pre-segmentation for further processing. Both are detailed in the following.
In addition, we added models that reproduce the behavior of segmentation algorithms
found in the literature.

Approximate Plane Segmentation. For plane segmentation, we initialize the centroid
and the normal of the region model using the seed point and its normal (instead of
computing them using an initial set of points as in the approach of Poppinga et al. [13]).
In order to determine the compatibility of a point pi to the model, we simply check the
angle between its normal ni and the normal in the plane model, as well as pi’s distance to
the plane. For updating the model w.r.t. pi, we incrementally update the plane’s centroid,
but instead of incrementally updating a covariance matrix to derive a plane normal from
it, we incrementally update its centroid in normal space. That is, by pre-computing the
surface normals on the mesh neighborhood, and approximating the plane normal by
averaging over point normals, we can reduce the number of computations considerably.

In order to obtain full polygonalizations as the one shown in Fig. 1(d), we 1) com-
pute the convex or concave hulls (using alpha shapes) for all planar patches, and, if a
triangulation is required, 2) decompose them again using ear clipping.

Extracting Locally Smooth Surfaces. For detecting geometric primitives, we need
a rough pre-segmentation of the scene. This can easily be accomplished within the
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neighbor compatibility check of the models by, e.g., examining changes in the local
surface curvature or comparing a point’s surface normal with either the region’s mean
surface normal or the surface normal of the seed point. A typical result of applying a
segmentation using the latter model is shown in Fig. 3(d). Points on the same physical
(locally smooth) surface end up in the same segment.

3.6 Detecting Geometric Primitives

For every locally smooth segment, we try to find the geometric primitive that best ex-
plains the underlying point set. Whereas we can directly compute a least squares plane
fit to all the points in a segment, we use RANSAC to find the best sphere and cylin-
der model. Here, the computational efficiency of our approach comes from applying
RANSAC only if the computed planar model does not fully explain the segment. Typi-
cal results of applying the rough pre-segmentation and primitive detection are shown in
Fig. 4.

(a) Example 1 (b) Example 2

Fig. 4. Examples of detecting planes (yellow), cylinders (cyan) and spheres (magenta). Points and
polygons belonging to multiple segments are colored red. All points are projected onto the found
models.

Since we still stick to the RANSAC-based primitive detection for spheres and cylin-
ders, we focus the experimental evaluation to plane segments directly obtainable from
region segmentation and extracted using our approximate model.

4 Experiments and Results

We evaluate the correctness and efficiency of our approach using two publicly avail-
able data sets for which ground truth plane segmentations are available: the SegComp
data set from Hoover et al. [2], and the recently published Kinect data set by Oehler
et al. [17]. For the evaluation, we follow (and refer to) the scheme of [2]. Measured
runtimes of the individual processing steps show that our approach can process range
images at high frame rates—at a resolution of 160× 120 in real-time with 30Hz (see
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Table 1). Compared the approach of Oehler et al. [17], we obtain better segmentation re-
sults (see Table 2) while being a faster by a factor of 4 (they need>100ms for 160×120,
and >2s for 640× 480).

4.1 Estimating a Simple Isotropic Noise Model

For all the aforementioned region models, parameters like, for instance, the distance to
the model and the deviation between surface normals play an important role. Whereas
the latter can be neglected after applying the bilateral filter, the distance to the model is
a parameter that is crucial for the quality of the segmentation. It resembles the amount
of noise hindering a measurement to lie on the ideal model.

In order to obtain a rough estimate of the amount of noise at a given point, we
use a simple isotropic noise model. As suggested in [18], we assume Gaussian noise
N (0,σ2) and use a simple quadratic polynomial of distance to determine σ , since
noise in range sensors usually increases quadratically with the measured distance. Since
the primary sensor used in our work is a Microsoft Kinect camera, we have computed a
simple error model for this sensor. In 10 different scenes (ranging from scenes with only
close range measurements to views of wide open space), we have collected 100 range
images each. For each of the locations, we compute the mean and standard deviation
per pixel and perform a least squares fit to find appropriate coefficients for the quadratic
model; resulting in:

σ(d) = 0.00263d2− 0.00518d+ 0.00752. (5)

For the range images in the SegComp data set, that are slightly more affected by noise,
we simply set 2σ(d) as the maximally allowed deviation of a point to its region model.

4.2 Plane Segmentation Using the SegComp Data Sets

Typical results of applying the presented approximate plane segmentation on range im-
ages and organized point clouds can be seen in Figures 5 and 6. Considering our goal
of obtaining a fast decomposition into dominant planes and other objects of interest,
the obtained results are more than satisfying. Moreover, as can be seen in the detailed
comparison in Table 2, the proposed method does not considerably rank behind state-
of-the-art range image segmentation approaches, while providing very efficient means
to compute—within milliseconds—rough scene segmentations.

On the ABW data set [2], our approximate plane segmentation approach tends to
over-segment the range image. This is caused by a special characteristic of the used
camera that is not explicitly handled here resulting in inconsistent normal orienta-
tions. Besides over-segmented planar patches, our approach correctly detects 80% of
the planes.

In the PERCEPTRON data set, no special sensor characteristics cause errors and our
approach yields similar results as the work by Gotardo et al. [6]. Referring to Table 2,
over-segmentations are rare for our approach. Instead, a considerable amount of ground
truth planes is not perceived. These planes are formed by only a small number of points
and are neglected here due a minimum region cardinality that we use to eliminate very
small planar patches.
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We also evaluated our approach using the recently published Kinect data set by
Oehler et al. [17]. This data set comprises two different sets of point clouds with corre-
sponding ground truth segmentations – one for plane segmentation and one for cylinder
segmentation. Naturally, we obtain a larger amount of over-segmentations here, since
larger cylinders in the planes data set are labeled as noise while unconnected regions

Table 1. Measured runtimes* for the individual processing steps

Resolution 160×120 320×240 640×480

Mesh Construction 11ms 45ms 188ms
Computing Normals 2ms 7ms 33ms
Smoothing/Filtering 10ms 38ms 155ms
(Plane) Segmentation 6ms 30ms 126ms

Overall Frequency ≈ 35Hz ≈ 8Hz ≈ 2Hz
*Measured over 1000 runs on an Intel Core 2 DUO 2.26GHz (no parallelization), using approximate

plane segmentation (Sec. 3.5) of a mesh constructed using adaptive triangulation (Sec. 3.1).

(a) 10 / 14, 4
misses

(b) 18 / 24, 6
misses

(c) 10 / 13, 2
over, 1 miss

(d) 12 / 13, 1
over

(e) 22 / 22

Fig. 5. Plane segmentation using the SegComp PERCEPTRON training data set (segments ran-
domly colored). In total, 109 of 126 planes were correctly segmented (approx. 86.5%). Not cor-
rectly found are very small plane segments, e.g., the inner parts of the objects in (a) and (b). In
addition, some planes are oversegmented due to noise, e.g., the support plane in (c). The estimated
plane normals deviate from ground truth by roughly (2.5±1.6)◦ .

(a) 10 / 11 (b) 9 / 10 (c) 9 / 9 (d) 5 / 8, 3 over (e) 5 / 9, 2 over, 2
miss

Fig. 6. Approximate plane segmentation using (a-c) the SegComp ABW data set [2], and (d-e)
the data set by Oehler et al. [17]. ABW: On average, 12.2 planes out of 15.2 planes are cor-
rectly segmented, while roughly two planes per image are oversegmented. Kinect: for the data set
from [17] over-segmentations are primarily caused by detecting planes on the surface of cylinders
or in small regions not marked as beloning to planes in ground truth. Overall, roughly 58% of
planes are correctly segmented (80% pixel overlap), while Oehler et al. only achieve 54.9% (at
51% pixel overalp, see [17]).
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Table 2. Detailed benchmarking results on the SegComp data sets for plane segmentation

Approach correctly orientation over- under- missed / noise /
detected deviation segmented segmented not detected non-existent

SegComp ABW data set (30 test images) from [2], (80% pixel overlap as in [6])
USF[6] 12.7 (83.5%) 1.6◦ 0.2 0.1 2.1 1.2

WSU [6] 9.7 (63.8%) 1.6◦ 0.5 0.2 4.5 2.2
UB [6] 12.8 (84.2%) 1.3◦ 0.5 0.1 1.7 2.1
UE [6] 13.4 (88.1%) 1.6◦ 0.4 0.2 1.1 0.8
OU [6] 9.8 (64.4%) – 0.2 0.4 4.4 3.2
PPU [6] 6.8 (44.7%) – 0.1 2.1 3.4 2.0
UA [6] 4.9 (32.2%) – 0.3 2.2 3.6 3.2

UFPR [6] 13.0 (85.5%) 1.5◦ 0.5 0.1 1.6 1.4
Oehler et al. [17] 11.1 (73.0%) 1.4◦ 0.2 0.7 2.2 0.8

Ours 12.2 (80.1%) 1.9◦ 1.8 0.1 0.9 1.3

SegComp PERCEPTRON data set (30 test images) from [2], (80% pixel overlap as in [6])
USF [6] 8.9 (60.9%) 2.7 0.4 0.0 5.3 3.6
WSU [6] 5.9 (40.4%) 3.3 0.5 0.6 6.7 4.8
UB [6] 9.6 (65.7%) 3.1 0.6 0.1 4.2 2.8
UE [6] 10.0 (68.4%) 2.6 0.2 0.3 3.8 2.1

UFPR [6] 11.0 (75.3%) 2.5 0.3 0.1 3.0 2.5
Oehler et al. [17] 7.4 (50.1%) 5.2 0.3 0.4 6.2 3.9

Ours 11.0 (75.3%) 2.6 0.4 0.2 2.7 0.3

belonging to a single plane are labeled as one segment. However, visually inspecting
the segmentation results reveals that all dominant planes are reliably segmented.

5 Conclusions and Future Work

We have presented a simple, yet efficient approach to segmenting range images and or-
ganized point clouds. Using an approximate polygonal reconstruction directly deduced
from the image-like structure, we are able to efficiently compute point features such as
local surface normals, and to smooth the measured data using a bilateral filter.

Experimental evaluation has shown that our approach does not considerably rank
behind state-of-the-art range image segmentation techniques. However, regarding its
computational complexity, it exploits several simplifications and approximations finally
making the overall segmentation (and primitive detection) algorithm run within mil-
liseconds on point clouds acquired by typical RGB-D cameras.

It remains a matter of future work to exploit the extracted information about seg-
mented planar patches (and geometric primitives) in further processing steps like regis-
tration.

Implementations of all components presented in this paper are (or are going to be)
publicly available within the open source Point Cloud Library PCL1.

1 The latest stable release of the Point Cloud Library PCL is available at
http://pointclouds.org

http://pointclouds.org
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Abstract. This paper proposes an approach to achieve resilient navigation for
indoor mobile robots. Resilient navigation seeks to mitigate the impact of con-
trol, localisation, or map errors on the safety of the platform while enforcing the
robot’s ability to achieve its goal. We show that resilience to unpredictable errors
can be achieved by combining the benefits of independent and complementary al-
gorithmic approaches to navigation, or modalities, each tuned to a particular type
of environment or situation. In this paper, the modalities comprise a path plan-
ning method and a reactive motion strategy. While the robot navigates, a Hidden
Markov Model continually estimates the most appropriate modality based on two
types of information: context (information known a priori) and monitoring (eval-
uating unpredictable aspects of the current situation). The robot then uses the
recommended modality, switching between one and another dynamically. Exper-
imental validation with a SegwayRMP-based platform in an office environment
shows that our approach enables failure mitigation while maintaining the safety
of the platform. The robot is shown to reach its goal in the presence of: 1) unpre-
dicted control errors, 2) unexpected map errors and 3) a large injected localisation
fault.

1 Introduction

Motion planning and control of a mobile robot necessarily involves multiple sources
of uncertain information such as control uncertainty, localisation uncertainty, and map-
ping errors. Current research seeks to address these sources of uncertainty by modelling
them in the context of the planning problem [1, 5]. However, problems arising during
execution of a plan are not always predictable (and hence able to be modelled). For
example, it is difficult to predict localisation errors ahead of time, or to anticipate which
map locations actually contain large errors. We are interested in mitigating the impact
of such unpredictable errors on robot performance and safety. We introduce the term re-
silience to refer to this goal. Resilient navigation seeks to mitigate the impact of control,
localisation, and map errors on the safety of the platform while enforcing the robot’s
ability to achieve its goal.

In this paper, we study resilient navigation in the context of indoor mobile robots. We
believe resilience is best achieved by combining the benefits of multiple independent

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 75–88.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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algorithmic approaches, or modalities, each tuned to a particular type of environment
or situation. The idea is to develop a set of modalities that covers the range of possible
situations, and then to reconfigure the system dynamically in response to unpredicted
errors. The key challenges are: 1) how to choose a suitable set of modalities, 2) how
to represent information that describes the robot’s context, and 3) how to decide which
modality is most appropriate at any given time. Because we are dealing with uncertain
information, these challenges require solutions in probabilistic form.

Our approach in choosing a set of modalities is to include a motion planning strategy
that requires global information, and a reactive strategy that requires only local informa-
tion. These two modalities are complementary. If the navigation goal is within the field
of view (FOV) of the robot, a reactive obstacle avoidance approach (e.g. [8, 10]) can
be feasible. However, reactive approaches have known limitations. They can become
trapped in dead-ends or U-shape obstacles, and it is difficult to obtain smooth trajec-
tories. If the goal is located outside of the robot’s FOV, the recommended strategy is
to use a motion planning algorithm that reasons more globally, especially if some prior
knowledge of the environment is available. In addition, smoother and more efficient
paths can be obtained (see Fig. 1). However, in cluttered environments, such a strategy
can only be effective if sufficiently accurate map and global localisation are available.
In addition, the control of the platform needs to be robust and precise enough to follow
the planned trajectory.

An alternative is to combine the two strategies to obtain a hybrid system [4]. Typ-
ically, a motion planning algorithm computes a global plan, generating a list of way-
points along the computed trajectory which are passed to a reactive motion method.
A drawback of these hybrid techniques is that even if the motion planner can produce
smooth trajectories (or trajectories respecting some pre-defined constraints), the exe-
cution of such types of trajectories cannot be enforced. Another inconvenience is that
events that provoke failure of one of the components will often provoke failure of the
combination, whereas this can be mitigated by using the appropriate method at the
right time. A comparison of the different strategies discussed in this paper is shown in
Table 1.

Table 1. Comparison of navigation strategies

Strategy: Planning Reactive Hybrid Our approach

Robust to dead-ends
√ × √ √

Robust to dynamic obstacles × √ √ √
Robust to errors in localisation or map × √ √ √
Optimised paths (when possible)

√ × × √

Instead, we propose a modality-switching algorithm based on a hidden-markov model
(HMM) that considers context and monitoring information. If the system is aware that
path execution cannot safely handle a difficult situation such as a narrow doorway, it
is appropriate to switch to a reactive strategy. This situation can be evaluated using the
localisation of the robot in a map, and detecting the presence of this narrow passage.
However, reasoning only on this context information will not be sufficient to handle
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situations where the error/uncertainty of global localisation is high, where elements of
the map have moved, or where a dynamic obstacle has appeared. Fast local replan-
ning integrating map updates can partially address this problem but is computationally
expensive and can lead to instabilities in control. Therefore, we propose to choose a
modality based on context information and monitoring information (such as proximity
to obstacles observed from laser data).

We evaluate our approach through hardware experiments with an indoor mobile
robot in an office environment. We show that failures can be mitigated in challenging
situations while maintaining the safety and liveness of the platform. The situations we
consider include: control errors, localisation errors, map errors (unexpected obstacles),
and presence of an “aggressive” human dynamic obstacle.

(a) PLAN (b) REACT (Hybrid)

Fig. 1. Trajectory obtained using a planner (a) and a hybrid approach (b). Obstacles in the map
are in black. Circles represent the radius of the robot. Approximate size of the area shown:
6.5m×7.5m.

2 Related Work

Previous work has considered multi-modal systems for the navigation of an indoor
mobile robot. [11] proposed the Robel system: a robot controller that learns different
ways of combining sensory-motor functions to achieve a navigation task. Robel uses
a Markov decision process (MDP) to provide a policy. However, MDPs are generally
computationally expensive and policies often have to be computed off-line or at low
frequencies. Our system was designed to be efficient enough for the robot to be reac-
tive: modality switching can happen quickly when needed. Besides, an MDP requires
the states to be fully observable. [15] proposed a system based on a partially observable
MDP (POMDP) that can be used to detect, diagnose and recover from faults. However,
the policy is computed off-line and the robot does not have a real alternative navigation
modality when the path planning strategy fails. Our approach does not require explicit
detection and identification of specific faults such as a localisation error; it focuses
on mitigating failures that could occur in consequence, finding alternatives to obtain
robustness while maintaining safety.
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Motion planning and obstacle avoidance are well-studied problems in the literature.
See [6] for a comprehensive review up to 2005. More recently, researchers have sought
to address motion planning under uncertainty in control [1], localisation [5] or sens-
ing and environment map [9]. However, these studies typically require the ability to
predict possible errors, as they need to model the uncertainty in the context of the plan-
ning problem. In this paper, we are interested in mitigating the impact of unpredictable
errors.

3 Probabilistic Modality Reconfiguration

The approach we propose is a probabilistic framework for an indoor robot endowed
with two main navigation modalities: 1) a global planner (PLAN), and 2) a reactive
motion approach (REACT). In addition, a STOP modality is included for emergency
and safety. This method builds on our previous work for an outdoor mobile robot with
modalities appropriate to flat terrain and rough terrain [13].

Our approach is to estimate the likelihood of each modality being most suitable us-
ing an HMM. The HMM is appropriate since states are not directly observable and
it provides a time integration that prevents jitter (too frequent modality changes, see
Fig. 5). Crucially, the probabilistic approach allows the system to handle uncertainty in
the different sources of information.

The goal of the HMM is to provide a modality recommendation. The HMM is con-
structed such that the number of states is equal to the number of available modalities.
Fig. 2 provides a graphical representation of our three-state HMM, where each state xk

corresponds to the proposition: “modality mk is the appropriate modality to apply at this
point in time.”

Two categories of information are input to the HMM: 1) context information is global
environmental knowledge known a priori, and 2) monitoring information is online exe-
cution knowledge of the observed immediate situation. The framework is designed as a
Markov conditional estimation system [2]. It estimates the conditional state xk,t at time
t, knowing context observation until time t, O1:t , and online monitoring information
M1:t . If the robot is endowed with N different modalities, the probability that mk is the
appropriate modality to apply at time t can be written, ∀k ∈ [[1,N]],

P(xk,t |O1:t ,M1:t) ∝ P(Ot |xk,t)
N

∑
i=1

P(xk,t |xi,t−1,Mt)P(xi,t−1|O1:t−1,M1:t−1) (1)

where P(Ot |xk,t) is an observation probability (computed using the context informa-
tion), and P(xk,t |xi,t−1,Mt) is the conditional probability of transition from state xi to
state xk, knowing the monitoring data Mt at time t. The following sub-sections describe
more specifically the different modalities of the robot used in this paper and the nature
of the context and monitoring information.

3.1 Context

The context information relates to the distance d from the robot boundaries to the closest
obstacles as seen on an a priori global map. This information is used to predict the
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Fig. 2. Graphical representation of the 3-state HMM

likely modality at a given map location. We determined experimentally that the PLAN
modality is likely to fail in situations where the robot is too close to obstacles, i.e. closer
than a security distance ds = 0.15m, equal to half the radius of the robot. Therefore,
intuitively, the a priori recommendation based on context information is to use PLAN
in areas sufficiently clear from obstacles (d > ds), REACT in areas that are close to
an obstacle on the global map (d ≤ ds), and STOP in places immediately proximal to
obstacles (d < dc, critical distance).

d (the observation Ot ) is calculated online using the current localisation of the robot
in the map. To integrate this observation in the system (HMM), probability density
functions (pdf) are used to take into account uncertainties. The main sources of un-
certainties are the (x,y) localisation of the robot in the map and the location of the
obstacles in the map itself. The map is an occupancy grid that was built using the laser
of the robot assuming perfect localisation. Therefore, the map uncertainty can be ex-
pressed as σmap = σlaser, the standard deviation of the range measurements of the laser
scanner. σlaser = 0.03 m for the Hokuyo laser on our robot.

The uncertainty in the a priori map is independent of the uncertainty of the current
localisation, as the map was built beforehand, using a different localisation. Therefore,
the standard deviation on the observation of d can be expressed as the sum of the uncer-
tainties: σ = σmap +σloc, where σloc represents the localisation uncertainty provided
by the algorithm mentioned in Sec. 4.

3.1.1 Modality STOP
We define the distribution of p(Ot |x2), or p(d|STOP), as an inverse sigmoid centred on
the critical distance dc (see Fig. 3 in red):

P(d|STOP) = 1− 1−α
1+ e−(d−dc)/σ (2)

where σ partly defines the curvature of the sigmoid. σ (similar to the standard deviation
of a Gaussian) corresponds to the uncertainty in d, and dc = 0 is the critical distance.

The distribution p(d|STOP) represents the likelihood that observation d is made,
knowing that the robot should stop. The inverse sigmoid accounts for the uncertainty in
the observation and in the knowledge of this threshold value. The limit of this sigmoid,
when d tends to infinity, is superior to zero (see Fig. 3). This accounts for the fact that
the map does not capture all information in the world, in particular dynamic obstacles.



80 T. Peynot et al.

The value of this limit represents the chance of having to stop the robot while infinitely
away from map obstacles, i.e. the chance of having a dynamic object appearing withing
less than dc of the robot, α . It is crucial to account for the possibility of this event
sufficiently so that the system maintains a chance of capturing it [7]. Thus, this value is
set to a value higher than the actual probability of occurrence as would be determined
statistically. In our implementation we set α = 0.05.

Fig. 3. Probability density functions for the context information (shown before normalisation,
with σloc = 0). These are functions of d, representing the distance to the closest obstacles to the
robot, as seen in the map.

3.1.2 Modality REACT
The distribution of p(Ot |x1), or p(d|REACT ), is defined as a sigmoid centred on dc (see
Fig. 3 in blue):

P(d|REACT) =
1− (α + γ)

1+ e−(d−dc)/σ (3)

where σ = σmap +σloc, as defined earlier. To guarantee safety, the main restriction for
this modality is that it cannot be used too close to obstacles (d < dc), hence the sigmoid.

There are two secondary restrictions. One consideration is the chance of a dynamic
object appearing within a distance dc to the robot, i.e. α = 0.05. The other is the a priori
chance of failure of REACT in general, even in an open map (recall that this modality
is subject to local minima). This chance of failure highly depends on the environment,
which we capture with the probability: γ = 0.20. Considering the events represented by
α and γ as independent, the limit of the sigmoid p(d|REACT) when d tends to infinity
is set to 1− (α + γ) = 0.75.
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3.1.3 Modality PLAN
The distribution of p(Ot |x0), or p(d|PLAN), is also defined as a sigmoid, centred on the
security distance ds (see Fig. 3 in green):

P(d|PLAN) =
1−β

1+ e−(d−ds)/σ (4)

Note that once again the limit of the sigmoid p(Ot |m0) when d tends to infinity is lower
than 1. This accounts for the chance of having dynamic objects appearing within ds of
the robot bounds. We consider the prior probability of this event to be β = 0.10 (β >α),
therefore the limit of the sigmoid distribution is 1−β = 0.9. For high values of d it is
important to set the chance of success of PLAN higher than REACT (if the goal is far, it
is known that PLAN is more likely to succeed), i.e. β < α + γ . Finally, note that these
distributions need to be normalised before integration in the HMM.

3.2 Monitoring

Contrary to context information, the purpose of monitoring information is to check the
actual “appropriateness” of the current situation, with regard to the possible modalities,
using data only observable during execution. The online monitoring uses δ , the distance
from the robot bounds to the closest obstacle detected in laser measurements. Recall
that the online monitoring contributes to the computation of the transition probabilities
of the HMM. If the robot gets too close to obstacles seen in current laser scans while
operating in PLAN, it should switch to REACT. In this way, if global localisation is
temporarily inaccurate, or if obstacle points are in a different location than on the (static)
global map, this situation can be handled by REACT, contrary to PLAN.

More specifically, the intuitive rules of transitions (given here without uncertainty,
for convenience) are the following. The corresponding transition probabilities used in
the HMM are given in parenthesis, in both full (e.g. P(x2|x1,δ )) and equivalent reduced
form (e.g. p1,2). First, let us consider the output transitions of x0 (i.e. PLAN).

– The transition P(x1|x0,δ ) = p0,1 (PLAN to REACT) is likely if dc < δ < ds, i.e. an
obstacle is detected by the laser in the intermediate proximity of the robot.

– The transition P(x2|x0,δ ) = p0,2 (PLAN to STOP) is likely if δ < dc, i.e. an obstacle
is detected by the laser in the immediate proximity of the robot.

– P(x0|x0,δ ) = p0,0 (PLAN to PLAN) is likely if δ > ds, i.e. the robot is clear from
obstacles.

The other transitions can be defined similarly, using the same short notations as above:
p1,0 = p2,0 = p0,0, p1,1 = p2,1 = p0,1, p1,2 = p2,2 = p0,2.

Because of the uncertainty in δ (the laser measurements), these rules are defined
probabilistically using sigmoid distributions similar to those defined in Sec. 3.1 and
shown in Fig. 3. In this case the main source of uncertainty is the relative inaccuracy
of the laser measurements, therefore the σ of the sigmoids is: σ = σlaser. The output
transition probabilities from each state are normalised, as their sum must equal 1.
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4 Implementation

Our experimental platform consists of the Segway RMP100 base with onboard PCs and
various sensors, including a Hokuyo UTM-30LX laser range-finder and encoders in the
mobile base for odometry [12]. Localisation is computed using the Monte Carlo Lo-
calisation (MCL) algorithm [14]. The robot’s belief is represented by a set of weighted
hypotheses which approximate the posterior under a common Bayesian formulation of
the localisation problem. We update this distribution using data from odometry, the laser
range-finder, and a predefined map of the environment.

The test area is an office environment occupied by over 25 people and consisting
mainly of student workstations and fixed and movable furniture. This area is thus well-
suited for evaluating real-world applicability.

4.1 Available Modalities

Modality m0 is PLAN. We implemented the well-known Latombe Grid-Search algo-
rithm [3] for nonholonomic planning, customised to find paths with minimum change
in curvature. Although the name may seem to imply a discrete search space, the al-
gorithm does use continuous coordinates. A detailed summary can be found in [6].
The planner is complete with respect to the resolution of its given proximity grid and
time interval of the path set [3]. Because this proof is not constructive, we do not
have a method for determining parameter values analytically. We hand-tuned them
empirically and found a reasonable grid resolution of 0.2m× 0.2m× π

8 rad and path
set time intervals of 2 or 4 seconds. Our path set has angular velocities chosen from
{− π

4 ,− π
8 ,− π

16 ,− π
32 ,0,

π
32 ,

π
16 ,

π
8 ,

π
4 } and linear velocities from {0.2m/s,0.1m/s}. Our

priority queue uses a cost function that combines minimum distance to goal with mini-
mum change in curvature.

Modality m1 is REACT. This is a reactive collision avoidance method that avoids
sensed obstacles. We implemented a potential field method derived from a model of
human navigation [8]. This method directly controls angular acceleration and produces
smooth paths. We chose this method because the robot operates in an office-like envi-
ronment amenable to human-like paths. Because the laser cannot scan all 360◦ around
the robot, the perception data that REACT uses is a local fusion of laser scans. Odometry
is used for localisation in order to avoid the influence of errors in global localisation.

Modality m2 is STOP. This is the safety modality; it applies when the robot has come
too close to an obstacle and the only reasonable option is to halt. If STOP was provoked
by monitoring information, the robot can only resume when the obstacle responsible
for the stop is dynamic and has moved away. To account for this, our system continues
to evaluate the HMM recommendation even though the robot is stationary.

4.2 Modality Switching

PLAN is the default starting modality, as it has the highest prior probability. When
switching from PLAN to REACT, a goal waypoint must be chosen. We initially choose
the next waypoint on the last path computed by PLAN. However, because of localisation
or map errors, this waypoint may intersect an obstacle. In this case, the next waypoint
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of the plan that is confirmed as clear from obstacles becomes the new goal for REACT.
It is then preferable to switch back to PLAN quickly to avoid the risk of REACT falling
into local minima.

5 Experiments

The experimental validation in this section illustrates the resilience of our probabilistic
reconfiguration approach, which allows the mitigation of unpredictable failures. Exam-
ples of causes of such failures are: errors of the controller while executing a planned
path, errors in the map (i.e. presence of objects that could not be integrated in the map
early enough) and large localisation uncertainty or error. We also compare our method
to simple threshold rules for modality switching. Results were obtained using the plat-
form described in Sec. 4.

The illustrations show the estimated robot trajectory during each test, using coloured
points to represent the modality used at the time. The selected modality corresponds to
the highest output probability P(xk,t |O1:t ,M1:t) at each time step t. The HMM and the
modality selection were updated at 10Hz.

5.1 Modality Reconfiguration in Static Environment

5.1.1 Unpredicted Control Error
The experiment in Fig. 4(a) illustrates how our framework allowed the system to main-
tain the robot’s safety in the presence of unpredicted errors of the controller during
execution of the planned trajectory. The robot started executing a planned path similar
to the one in Fig. 1(a), which was successful using PLAN only. However, at the (ex-
pected) end of the turn around the first corner, the controller “overshot”, risking the
safety of the platform. This event was detected by our system, which switched to RE-
ACT to recover. When safe, the robot returned to the PLAN modality to complete its
mission.

5.1.2 Going through a Narrow Doorway
We also tested the robot’s ability to follow a corridor and then pass through a 0.85m-
wide doorway (the robot’s diameter is 0.6m). As the corridor is reasonably large (about
1.7m in average), the robot first used PLAN and only switched to REACT to negotiate
the doorway passage.

5.2 Unexpected Map Error and Comparison to Simple Threshold Rules

Fig. 4(b) shows another example of modality switching to negotiate an unexpected sit-
uation safely: an unpredictable large error in the map. This situation is caused by the
presence of an unexpected obstacle. This simulates a map error. In order to avoid the
box, the robot switches to REACT, then returns to PLAN once the situation is safe and
the map is more consistent with the current observation. A likely collision was thus
avoided.
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(a) Control error (b) Error in map: unexpected obstacle
(grey box)

Fig. 4. Examples of robot trajectory executed with modality switching. Known obstacles in the
map are shown in black, while the colour points show the (estimated) positions of the centre of
the robot. Green means the recommended modality is PLAN, while blue means the recommended
modality is REACT. Approximate size of the area shown: 6.5m×7.5m.

Fig. 5 illustrates a similar test using a recommendation based on simple logical rules
comparing d and δ to “hard” thresholds equal to dc and ds. It can be seen that such
strategy can provoke frequent undesirable modality switches, contrary to the HMM of
our approach.

5.3 Presence of Dynamic Obstacles

We validated that the robot is resilient to the presence of highly dynamic obstacles. In
the test shown in Fig. 6(a), a pedestrian coming from the top left of the scene walked
quickly towards the robot. On approach, the robot first switched to REACT and then
tried to evade (event C). Once the human had left the vicinity, the robot could resume
its mission. A similar situation occurred again later in the test, with an even more sudden
appearance of the human in the FOV of the robot. This event was again safely handled
by the robot. This test shows that, although the robot can nominally execute optimised
trajectories, it can also safely react to dynamic obstacles, comparably to a pure reactive
motion strategy.

5.4 Injected Localisation Fault

In this experiment, a significant localisation fault was artificially created by introduc-
ing a sudden and unexpected offset of 1m to the output of the localisation estimator.
Fig. 6(b) shows the clear offset to the right between the estimated position and the re-
ality. However, the robot was still able to safely achieve its mission by switching to
REACT when appropriate.
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(a) Map error: unexpected obstacle (b) Modality recommenda-
tion: 0=PLAN, 1=REACT

Fig. 5. Comparison with a simple threshold strategy. The robot encounters an unexpected ob-
stacle in (a). (b) shows the chosen modality over time for the 10s surrounding event A in (a).
Modality switching with fixed thresholds results in unacceptable oscillation (top) compared to
our method (bottom).

(a) Dynamic obstacle (b) Localisation fault

Fig. 6. (a): Presence of highly dynamic obstacles (events C). (b): Modality switching with injected
localisation fault (sudden offset to the right of 1m, see D). As a result, the estimated positions of
the robot appear to be on the right wall (blue line). The magenta dashed line shows the reference
localisation.
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Fig. 7. Partial probabilities for context information, corresponding to the test in Fig. 6(b)

Fig. 8. Partial probabilities for all three states (i.e. modality recommendation), corresponding to
the test in Fig. 6(b)

The context information is shown in Fig. 7 and the corresponding partial probabili-
ties of modality recommendation are shown in Fig. 8. The moment of the localisation
fault injection is clearly visible at t = 35s (event D) on both figures. Fig. 7 indicates that
with context information alone the robot should definitely STOP. If the robot could rely
only on its current global localisation estimate and map, it would not have been safe to
continue, since according to its estimated position the robot appears to be on the loca-
tion of known obstacles in the map (see Fig. 6(b)). However, our system recommended



Resilient Navigation through Probabilistic Modality Reconfiguration 87

a better alternative: a prudent switch to REACT. The localisation algorithm then pro-
gressively corrected its estimation up to a point when the situation became comfortable
enough again to use PLAN to finish the mission. This shows our system to be resilient
to large unpredicted localisation or map errors.

6 Conclusion

We have shown that a multiple modality strategy for resilient navigation, based on a
probabilistic framework, can be applied to an indoor mobile robot to combine the ad-
vantages of navigation modalities while maintaining the safety of the platform. In our
implementation, the robot is able to plan and execute smooth paths (minimising change
in curvature) when possible, while being very reactive when needed. The system was
applied online and shown to be reliable and robust in the presence of map errors and
large localisation uncertainties or offsets. The concept is demonstrated with one choice
of planning and reactive modality, however, these planning and reactive methods are
easily interchangeable.

Future work will exploit the monitoring and context information for diagnosis and
recovery of particular components of the system. Currently, both types of information
are only exploited to compute a modality recommendation. However, we saw in Sec. 5.4
that the discrepancy between context and monitoring indicates a likely error in the map
or global localisation. This could be used to actively repair these components, while the
robot uses a reactive modality.

Acknowledgments. This work was supported in part by the Australian Centre for Field
Robotics (ACFR) and the NSW State Government. This material is based on research
sponsored by the Air Force Research Laboratory, under agreement number FA2386-
10-1-4153. The U.S. Government is authorized to reproduce and distribute reprints for
Governmental purposes notwithstanding any copyright notation thereon.

References

1. Alterovitz, R., Simeon, T., Goldberg, K.: The stochastic motion roadmap: A sampling frame-
work for planning with markov motion uncertainty. In: Robotics: Science and Systems II
(2007)

2. Arnaud, E., Memin, E., Cernuschi-Frias, B.: Conditional filters for image sequence based
tracking - application to point tracking. IEEE Transactions on Image Processing 14(1), 63–
79 (2005)

3. Barraquand, J., Latombe, J.: Nonholonomic multibody mobile robots: Controllability and
motion planning in the presence of obstacles. Algorithmica 10, 121–155 (1993)

4. Brock, O., Khatib, O.: High-speed navigation using the global dynamic window approach.
In: Proc. of IEEE International Conference on Robotics and Automation (1999)

5. Bryand, A., Roy, N.: Rapidly-exploring random belief trees for motion planning under un-
certainty. In: Proc. of IEEE International Conference on Robotics and Automation (2011)

6. Choset, H., Lynch, K.M., Hutchinson, S., Kantor, G.A., Burgard, W., Kavraki, L.E., Thrun,
S.: Principles of Robot Motion: Theory, Algorithms, and Implementations. MIT Press, Cam-
bridge (2005)



88 T. Peynot et al.

7. Dearden, R., Clancy, D.: Particle filters for real-time fault detection in planetary rovers. In:
12th International Workshop on Principles of Diagnosis (2002)

8. Huang, W.H., Fajen, B.R., Fink, J.R., Warren, W.H.: Visual navigation and obstacle avoid-
ance using a steering potential function. Robotics and Autonomous Systems 54(4), 288–299
(2006)

9. Kurniawati, H., Bandyopadhyay, T., Patrikalakis, N.M.: Global motion planning under un-
certain motion, sensing, and environment map. In: Robotics: Science and Systems VII (2011)

10. Minguez, J., Montano, L.: Nearness diagram navigation (ND): Collision avoidance in trou-
blesome scenarios. IEEE Transactions on Robotics and Automation 20(1), 45–59 (2004)

11. Morisset, B., Ghallab, M.: Learning how to combine sensory-motor functions into a robust
behavior. Artificial Intelligence 172, 392–412 (2008)

12. al., N.K.e.: RobotAssist - a Platform for Human Robot Interaction Research. In: Proc. of
ARAA Australasian Conference on Robotics and Automation (2010)

13. Peynot, T., Lacroix, S.: Selection and monitoring of navigation modes for an autonomous
rover. In: Khatib, O., Kumar, V., Rus, D. (eds.) The 10th International Symposium on Exper-
imental Robotics, vol. 39, pp. 121–130. Springer, Berlin (2008)

14. Thrun, S., Fox, D., Burgard, W., Dellaert, F.: Robust monte carlo localization for mobile
robots. Artificial Intelligence 128(1-2), 99–141 (2000)

15. Fernandez, V.V.R.S.J.: Probabilistic models for monitoring and fault diagnosis. In: 2nd IARP
and IEEE/RAS Joint Workshop on Technical Challenges for Dependable Robots in Human
(2002)



Scaling Vector Field SLAM to Large Environments

Jens-Steffen Ralf Gutmann, Dhiraj Goel, and Mario E. Munich

Evolution Robotics, 1055 E. Colorado Blvd., Suite 340, Pasadena, CA 91106, USA
{steffen,dhiraj,mario}@evolution.com

Abstract. Vector field SLAM is a framework for localizing a mobile robot in
an unknown environment by learning the spatial distribution of continuous sig-
nals such as those emitted by WiFi or active beacons. In our previous work we
showed that this approach is capable of keeping a robot localized in small to
medium sized areas, e.g. in a living room, where four continuous signals of an
active beacon are measured. In this paper we extend the method to larger envi-
ronments up to the size of a complete home by deploying more signal sources
for covering the expanded area. We first analyze the complexity of vector field
SLAM with respect to area size and number of signals and then describe an ap-
proximation that divides the localization map into decoupled sub-maps to keep
memory and run-time requirements low. Experimental results from running the
system in houses of up to 125 m2 demonstrate the performance of our approach.
The presented methods are suitable for commercial low-cost products including
robots for autonomous and systematic floor cleaning.

1 Introduction

Localization for mobile robots in indoor environments is, to a large extent, a solved
problem. By choosing a platform, appropriate sensors, computing hardware, algorithms,
and a process for setup, a mobile robot can be created for autonomous navigation in al-
most any indoor space [16].

The question from a consumer perspective then becomes, how inexpensive a sys-
tem can be designed, and how simple the setup process be made. In the context of
autonomous floor cleaning, the hardware costs should be as small as possible (within a
few tens of dollars) and the setup be minimal, e.g. the often suggested approach of first
fully mapping an environment for the purpose of localization afterwards [4] will not be
accepted by many end consumers.

In this respect, approaches using vision or small laser range finders have become
very successful within the last few years. Samsung’s Hauzen is arguably the first ef-
fective autonomous vacuum cleaner showing systematic navigation. A camera pointing
towards the ceiling is used for tracking the pose of the robot [11]. The same sensor
configuration is used nowadays on many other robot vacuums, including those of Yu-
jin Robotics, Philips and LG Electronics. In addition to the up-facing camera, LG’s
Roboking also uses an optical sensor observing the floor surface. A different sensing
technology is employed in Neato’s XV-11 vacuum robot: a miniature laser range finder
[12]. Navigation using this sensor has been a research topic for more than two decades
[13].

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 89–100.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Map generated using the localization results of our extensions to vector field SLAM when
cleaning a large 3-bedroom home environment (108 m2) with four Northstar beacons. The North-
star spots projected onto the ceiling are indicated by green and cyan discs. Shades of blue mark
open space the robot was traversing, where the lighter the blue the more visibility there is to a
beacon. Obstacles are drawn in black, floor level changes in brown, and areas where the robot got
stuck in red. Units are in meters.

Our approach to low-cost indoor navigation employs active beacons in the form of
Northstar navigation cubes that can be placed freely into the environment to be cleaned.
Each cube projects two patterns onto the ceiling which are observed by a sensor on the
robot (see Fig. 1 and Fig. 4). It can be argued that placing beacons is a modification
to the environment. However, other systems also require changes before a robot can
operate, e.g. turning on lights for a vision system, installing virtual walls for defining
the area the robot is allowed to navigate in, or, in general, opening doors and clearing
of obstacles. We envision our system to eventually work with existing infrastructure al-
ready present in a home, e.g. WiFi signals. In the following, we formulate our approach
independent of the signals employed.

The advantages of our system compared to vision or range finders are low memory
foot print and frugal computational requirements. The necessary data structures fit into
tens of kilobytes and are updated several times a second on low-cost computational
hardware, like an ARM 7 processor. This reduces the cost of components which can
make the difference between success and failure of a consumer product.
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Localization using active beacons looks trivial at first sight as the pose of the robot
could be triangulated from the known beacon positions [2]. However, usually the beacon
positions are not known a priori and the beacon signals become distorted by reflections
off walls and furniture causing multi-path effects. The latter is also a well-known prob-
lem with other similar signals, like GPS in urban canyons [5], or the mobile positioning
in wireless networks [8].

Instead of modeling or filtering multi-path signals, recent approaches compute a sig-
nal map over the environment, sometimes also referred to as location fingerprinting
[17]. The signal map can be learnt by Expectation-Maximization [15] or Gaussian Pro-
cess Latent Variable Models [7]. In our approach we learn the signal map using a si-
multaneous localization and mapping (SLAM) approach.

Since the signal map consists of signal vectors over space we refer to this method
as vector field SLAM. Our previous work demonstrates how this method keeps a robot
localized in small- to medium-sized environments where four continuous signals of a
single Northstar beacon are measured [9,10].

When applying our method to larger environments, one needs to deploy more signal
sources in order to cover the expanded area. However, the straight-forward approach of
extending the dimension of the signal vector to hold all signals is costly. In this paper we
show that memory scales quadratically and run-time cubically in the signal dimension.
In order to avoid this drastic increase, we describe an approximation that divides the
localization map into decoupled sub-maps each associated with only part of the signal
sources. This keeps the algorithmic complexity similar to when using a single Northstar
beacon at the cost of a sub-optimal solution.

Since the area that can be covered by beacons is limited, it is important to also have
accurate relative position estimation. We equip our robot with both wheel-odometry and
a gyroscope. The use of a gyroscope improves motion estimation significantly allow-
ing the robot to move out of areas covered by beacons for extended periods of time.
Furthermore, in large environments the robot usually has a higher risk of getting stuck
somewhere, and often, the user might want to pause or kidnap the robot, e.g. for main-
tenance. After such events, the system must be able to resume cleaning. To this end we
formulate a tracking approach that allows the robot to re-localize itself in a previously
mapped area when resumed.

We evaluate our extensions to vector field SLAM in large home environments with
sizes ranging from 35 to 125 m2 and with up to four beacons. As an example, Fig. 1
shows a typical home environment containing four navigation cubes that has been fully
explored by our robot. As the experiments will demonstrate, our approach is capable of
keeping a robot localized in such environments.

This paper is organized as follows. The next section summarizes our method of vec-
tor field SLAM. Section 3 describes our extensions for allowing the method to work in
large environments without increasing the algorithmic complexity. Experimental results
are in Section 4 followed by our conclusions in Section 5.

2 Vector Field SLAM

In vector field SLAM the spatial variation of continuous signals are learnt and simulta-
neously used for localization. Examples of signals are the received signal strengths of
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WiFi base stations or the signals measured from active beacons. The particular physical
characteristics of the signals do not matter as long as signals can be uniquely identified,
are stationary over time and change continuously over space. In our experiments in
Section 4 we use the coordinates of two spots projected onto the ceiling as our signals.

A vector field is represented as a regular grid with fixed node positions bi, i = 1 . . .N,
where each node mi ∈R

M holds a vector of expected signal values when placing the
robot at position bi and pointing in a fixed orientation θ0. Without loss of generality,
let θ0 = 0. Vector field and robot pose are then estimated through the application of
simultaneous localization and mapping (SLAM).

Let the robot path be a time series of poses x0 . . .xT , xt ∈ SE(2), i.e. the set of rigid
transformation in the 2-dimensional horizontal plane. Without loss of generality, let
x0 = (0,0,0)T . At each time step t = 1 . . .T the robot receives a motion input ut with
covariance Rt and a measurement zt of the continuous signals with covariance Qt . We
consider that the measurements are also affected by calibration parameters c of the
sensor. These parameters can reflect for example a rotational sensitivity in an antenna
measuring WiFi signal strengths. For our active beacon system, calibration c encodes a
coordinate offset caused by a small error in the ideal horizontal plane of the sensor.

A motion model defined by a function g describes the motion of the robot since the
previous time step:

xt = g(xt−1,ut)+ eu (1)

where eu is a zero mean error with covariance Rt .
Furthermore, a sensor model defined by function h predicts an observation given

current robot pose, sensor calibration and vector field:

zt = h(xt ,c,m1 . . .mN)+ ez (2)

where ez is a zero mean error with covariance Qt .
Our particular sensor model is composed of a rotational and a translational part:

h(xt ,c,m1 . . .mN) = hR(h0(x,y,m1 . . .mN),θ ,c) (3)

where xt = (x,y,θ ) is the robot pose at time t, hR is a continuous function that rotates
the expected signal values according to robot orientation θ and applies a correction
based on the sensor calibration c (for details, see [9]), and h0 is a bilinear interpolation
of the expected signal values from the four nodes of the cell containing the robot (see
Fig. 2):

h0(x,y,m1 . . .mN) =
3

∑
j=0

wjmi j (4)
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Fig. 2. Bilinear interpolation from cell nodes. Illustrated is a 1-dimensional vector field, i.e. a
signal field. For dimensions of 2 and higher, bilinear interpolation is analogous according to
Eq. (4).

with

w0 =
(bi1,x − x)(bi2,y − y)

(bi1,x − bi0,x)(bi2,y − bi0,y)
(5)

w1 =
(x− bi0,x)(bi2,y − y)

(bi1,x − bi0,x)(bi2,y − bi0,y)
(6)

w2 =
(bi1,x − x)(y− bi0,y)

(bi1,x − bi0,x)(bi2,y − bi0,y)
(7)

w3 =
(x− bi0,x)(y− bi0,y)

(bi1,x − bi0,x)(bi2,y − bi0,y)
. (8)

By choosing a standard motion model [16] and a suitable initialization, the robot trajec-
tory, the sensor calibration and the vector field can be estimated. In our previous work
we presented different implementations of this model including an off-line non-linear
optimization through GraphSLAM, an extended Kalman filter (EKF-SLAM) [9] and an
exactly sparse extended information filter (ESEIF-SLAM) [10]. All methods show the
ability to keep a robot localized in an environment of the size of a living room where a
single Northstar beacon has been placed.

For running the method on an embedded platform, the ESEIF-SLAM variant is par-
ticularly interesting. The method is constant time, and space grows linearly with the
size of the area explored. These properties allow us to run the method on a low-end
ARM 7 processor clocked at 44 MHz with only 64 kByte of RAM.

3 Extensions to Large Environments

In order to extent vector field SLAM to large environments, several additions are inte-
grated into the algorithm.

3.1 Space and Run-Time Complexity of ESEIF-SLAM

We first take a closer look at the space and run-time complexities. Fig. 3 shows a sample
grid consisting of 8 cells that models a vector field over an environment.
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As long as the robot stays within a cell, our ESEIF-SLAM approach updates robot
pose, sensor calibration and the four cell nodes by integrating motion and sensor infor-
mation. This results in information links between all involved variables, i.e. entries in
the information matrix that correspond to robot pose, calibration, the four cell nodes,
and the cross information between all of them are, in general, non-zero. In other words,
the information matrix of a vector field consisting of a single cell is fully dense.

When moving into a neighboring cell, the ESEIF approach performs a sparsification
step [18]. First, we marginalize over robot pose and sensor calibration. This removes
them from the state vector and leaves the information matrix with only the node’s in-
formation and their cross entries. Next we relocate robot and sensor calibration using a
sensor measurement in the new cell. For details, see [10].

The effect of this approach is that each node shares information with at most eight
neighboring ones as the links in Fig. 3 indicate. The nodes can be classified by the
number of other nodes they link to. Only inner ones (nodes 6, 7 and 10) have eight
connections. Nodes at the border have either 7 (node 11), 5 (nodes 2, 3, 5, 8, 9 and 14)
or only 3 links (nodes 1, 4, 12, 13 and 15). In practice we found that the average con-
nectivity per node is about 6. Of course this depends on the layout of the environment,
e.g. in an open room the factor is larger as there are more inner nodes.

The space requirements for N nodes with signal dimension M can now be estimated.
In the following we ignore for a moment the robot and calibration variables as they only
add a constant term. The ESEIF stores an information vector (size NM), an estimate of
the mean (also size NM) and the sparse information matrix. The latter holds N informa-
tion matrices of all nodes which, due to symmetry, each require a size of 1

2 M(M + 1).
The cross information can be stored in about 1

2 · 6M2 where the factor 1
2 accounts for

the fact that each link is shared between two nodes. In total the space requirements for
vector field SLAM using the ESEIF are

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15
Nodes

Links

Fig. 3. Sample grid in vector field SLAM with information links between nodes as they appear in
our ESEIF-SLAM implementation
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SpaceESEIF ≈ N(
7
2

M2 +
5
2

M)+ const. (9)

As for run-time, ESEIF-SLAM is constant time, i.e. does not depend on N [10]. The
most expensive operation is the recovery of a part of the estimated mean. In our formu-
lation, we update robot pose, sensor calibration and the four cell nodes. This involves
solving a linear equation system in these variables with a symmetric and positive defi-
nite system matrix. We use Cholesky decomposition which takes time cubic in the num-
ber of variables. If we ignore constant terms and factors, our time complexity therefore
is

TimeESEIF = O(M3). (10)

3.2 Dividing Localization Map into Decoupled Sub-Maps

In order to cover a larger area, more beacons are installed in the environment. In the
most general situation, the signals of all beacons might be visible at some location. If
this were modeled without loss of information then the signal dimension M needs to
be expanded to hold signal values of all beacons. However, increasing M has a drastic
effect on the space and run-time of our ESEIF formulation. When doubling the number
of signals, the space increases by a factor of four (Eq. 9) and run-time by a factor of 8
(Eq. 10).

Fortunately most home environments consist of rooms separating the space into areas
where at most one beacon is visible. In situations where the areas covered by beacons
overlap, we can choose to ignore information from all but one beacon, e.g. using the
beacon that provides the highest signal certainty.

The natural choice of representing this structure is by using multiple localization
sub-maps, one for each area around a beacon. Whenever the robot moves out of the
area of the current beacon, which is detected by measuring the signal strengths, and
into the area of another one, a new sub-map for the signals of this beacon is started,
or, if the robot has already visited the area before, it re-localizes in the corresponding
sub-map. The sub-maps are decoupled as they do not share signals between them.

There are different approaches for maintaining the relations between sub-maps. For
example, in the atlas framework [3] the maps are linked by uncertain rigid-body trans-
formations, i.e. they can rotate and translate slightly with respect to each other. A dif-
ferent approach is decoupled stochastic mapping as proposed by Leonard and Feder
[14]. Each map is anchored at a fixed global pose. When switching from one sub-map
to another one, special care has to be taken about the cross information between robot
and map features.

Due to its lean requirements, we use decoupled stochastic mapping. In our approach
we maintain the relative pose uncertainty, computed from odometry and the gyroscope,
from when the robot left a map until it re-entered it. In practice we limit this uncertainty
to a certain maximum covariance. The uncertainty is then added to the pose uncertainty
of the robot in our relocation step of the ESEIF [10]. This, of course, can introduce
larger changes in the robot pose and works well only as long as the error when closing
loops stays small.
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The advantage of this approach is that signal dimension M stays the same as for a
single beacon. Only the number N of nodes increases for storing additional maps.

3.3 Re-localization for Resuming Navigation

In large environments there is an increased risk of the robot becoming stuck in tight
areas or in situations with many obstacles. Furthermore, for a cleaning robot it is desir-
able for the user to have an option for pausing and resuming the robot, e.g. for emptying
the dust bin or changing the cleaning pad. Once resumed, the robot should quickly find
its position in the area already explored and continue cleaning.

We use the following procedure for re-localizing the robot. Using a measurement
zt of signals emitted from one beacon, we find the cell and location that most likely
corresponds to the measurement. In case there are multiple possibilities, we discard the
hypothesis and retry after traveling some distance.

Once a unique location has been determined we start a localization filter based on
an EKF that tracks the robot pose from the found location. In this tracking method we
ignore the uncertainties associated with the nodes in the vector field and increase the
uncertainties Qt of measurements to compensate for this modeling error. If the filter
is able to successfully track the robot pose for a certain number of measurements and
over a certain distance, we stop the tracking filter and insert the robot back to the cor-
responding localization map by using the relocation procedure of the ESEIF with the
found pose and a large pose covariance.

4 Results

We have implemented vector field SLAM and our extensions for large environments on
a developer version of our Mint Cleaner robot [6]. The robot is equipped with a sensor
observing infrared light spots projected onto the ceiling by a Northstar beacon (see
Fig. 4). Details of the Northstar system have been presented earlier [19]. Each projected
pattern carries a different frequency encoded in the signal to ease the data association on
the robot. Different Northstar beacons also provide different frequencies. The sensor on
the robot detects these patterns and measures the direction to both spots on the ceiling.
The sensor then reports the coordinates of both direction vectors projected onto the
sensor plane, thus the signal dimension is M = 4.

Under ideal circumstances the reported spot coordinates change linearly with the
robot position. However, infrared light reaches the sensor not only on a direct line but
also over multiple paths by reflecting off walls and other objects, so the spot coordinates
change in a non-linear way as the robot approaches an obstructed area.

The computations on the robot are performed by an ARM 7 processor clocked at
44 MHz with 64 kByte of RAM. We set the number of nodes to N = 96 which results
in a memory size for the localization maps of about 26 kBytes. This is roughly the
maximum size we could afford for localization under the tight memory constraints.
The processing time for integrating a motion and a sensor measurement is about 50 ms.
Localization updates are performed while other control routines are also running on the
CPU.
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Fig. 4. The Northstar system. An optical sensor on the robot measures the bearing to two spots
on the ceiling projected by an infrared beacon. The beacon is also available as a battery-powered
device that can be placed more freely in the room, e.g. on top of furniture or on counter tops.

Fig. 5. Cleaning run in a different large home environment with a size of 125 m2 covered by three
Northstar beacons. Units are in meters.

We tested our extensions in three different home environments with one to four
Northstar beacons. Maps obtained by the robot in two of them are shown in Fig. 1
and Fig. 5. The robot navigated in these homes by following a cleaning strategy based
on systematically covering sectors of the environment. As long as at least one beacon
is visible to the robot, the strategy moves the robot onto a neighboring region until
no space is left to clean. At the end the robot follows along the perimeter of detected
obstacles for a thorough cleaning around walls and furniture.
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Table 1. Statistics of occupancy and visibility in environments

Mean Std Min Max

Occupied (%) 21.13 4.25 16.56 28.78
NS visible (%) 55.64 10.27 42.51 74.33
NS not visible (%) 23.21 9.71 6.63 37.83

As the robot moves through the environment it creates an occupancy grid map using
the position information from localization. This is an instance of mapping with known
poses [16]. Each visited cell is classified into one of the following categories:

• obstacles (drawn in black) the robot bumped into,
• floor changes (drawn in brown) detected by two sensors in the front of the robot,
• hazards (drawn in red) where the robot got stuck or had driving problems, and
• free space (drawn in shades of blue) that the robot explored.

We also encode the visibility to beacons in the free-space cells. The lighter the blue a
cell is drawn, the better the visibility to a projected spot on the ceiling is.

We carried out a total of 25 runs in the three environments and we varied the number
of beacons. Table 1 shows the statistics of the environments with respect to occupancy
and visibility to beacons. On average about 21 % of an environment is occupied by
obstacles, floor changes or hazards. From roughly 56 % of visited places at least one
beacon was visible (2 brightest levels of blue). The cleaning program continued to nav-
igate in areas not covered by Northstar in about 23 % of the total environment explored.

As we do not have ground truth information of the robot poses during the runs, we
use the following two metrics for evaluating the navigation performance:

• Double walls: if the localization of the robot were perfect, the map obtained by
the robot would show obstacles and walls exactly once at the correct places. While
we do not know the exact positions of walls, we can still verify that each of them
is mapped exactly once. Thus by measuring the percentage of walls mapped more
than once, we obtain an indication of how well the robot was localized.

• Maximum angular error: similarly as we usually know the global orientation of
walls, we can measure the angle of the wall in the map showing the largest deviation
from the nominal one.

Table 2 shows our findings for the 25 runs. On average we obtain about 4 % of wrongly
placed walls. In some cases there are none (e.g. Fig. 5), while in others there can be as
much as 10 % of additional obstacles. The robot was paused and resumed during some
runs as well, because either the user wanted to change the cleaning cloth or the robot
got stuck (in some cases as many as 7 times, as indicated by the red cells in Fig. 1). In
either case, the robot was not necessarily started near the location where it was paused.

The angular error is, on average, about 9.5◦ with outliers going as large as 23◦. While
this seems significant, it does not always lead to a catastrophic failure. Often the map of
the environment is bent along its main direction. The robot is still able to successfully
navigate from one side of the environment to the other one by changing its orientation
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Table 2. Localization statistics of runs

Mean Std Min Max

Double walls (%) 4.15 3.12 0 10.17
Max angular error (deg) 9.48 5.23 1.91 23.19
Number of pause/resume 0.55 1.65 0 7
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Fig. 6. Area covered as a function of number of beacons. Error bars indicate the 1σ interval of
the standard deviation.

along the path according to the learned localization map. Only when trying to close a
loop over a longer trajectory with a larger error in rotation, the method is likely to fail.

We also evaluated how much of the environment our cleaning algorithm will explore
when varying the number of beacons in the environment of Fig. 5. Recall that the clean-
ing strategy only moves on as long as any of the beacons stays visible. Fig. 6 shows the
area covered as a function of the number of beacons used.

As expected, the more beacons there are, the larger the area the robot explores. Note
that when placing four beacons in the environment the robot hits the physical boundaries
of the home. If the environment were larger then the robot would likely have moved on
and covered more space.

5 Conclusions

We have presented extensions to vector field SLAM for scaling the localization ap-
proach to large environments. Our results demonstrate that a robot is able to navigate
in home environments of up to 125 m2 and keep its absolute position with an accuracy
that allows it to clean systematically.

A limitation of our extensions is the requirement of additional sensors for accurate
relative motion estimation. On our robot we use, besides odometry, a gyroscope which
keeps the rotational uncertainty of the robot pose small. In general, this is beneficial for
the consistency in on-line SLAM [1].
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For future work, the reduction of the localization map is important. In order to fur-
ther reduce memory requirements, nodes of the vector field in areas that are no longer
needed could be removed. Similarly, nodes having a significantly small uncertainty
could be replaced by fixed values.
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Observation Planning for Object Search by a Mobile
Robot with Uncertain Recognition
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Abstract. In order to handle complex tasks in an unknown environment, a robot
has to build a map with both free space information and objects type and lo-
cation. We present an active vision system which first detects candidate objects
using global detection mechanism, and later identifies them by moving the robot
closer and by using a local recognition mechanism. Having multiple candidates
and uncertain algorithm outcomes, we cast the problem as a Markov Decision
Process. We exhibit the modelization process, the capability of online solver to
quickly find a good action, and finally the implementation on a real robot. This
implementation consists of a set of Robot Technology Components (RT compo-
nents) implementing each part of our method.

1 Introduction

In order to perform more complex tasks, robots have to get a better understanding of
their environment. We are considering an indoor environment where a robot can inter-
act with humans. One of its most important tasks is to preserve its integrity, and thus
has to know where it may move safely. This has led to many SLAM algorithms (Simul-
taneous Localization and Mapping)[12]. To fulfil complex tasks, the free space map is
not sufficient anymore. Instead, the robot has to know what kind of objects are in its
environment and should be able to locate them. For a task like serving coffee, the robot
has to know what a “coffee cup” is and where it can be found. The problem of searching
and locating those objects on the map is called the object search problem.

In this paper we recognize the objects by using computer vision algorithms. To rec-
ognize an object with a very high accuracy, the robot needs a high resolution image of
it. This can be obtained by either being close to the object or by zooming in on it. This
process will be extremely slow if exhaustively applied to a whole room. We thus intro-
duce a two-step object recognition process. In the first step, the robot detects candidate
objects using a fast and non robust algorithm where many false positive can remain but
with as few false negative as possible. Then the robot will identify them by coming
closer and applying a recognition method. Since the computer vision algorithms are
uncertain, this leads to a planning problem under uncertainty.

2 Observation Planning

The observation planning is an active vision process where a robot has to build a se-
quence of actions in order to increase its knowledge about the environment. The nature

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 101–110.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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and the effects of those actions depend on the capabilities of the robot. For instance the
robot can move, turn, use different kind of sensors, take high definition pictures, etc.
It can also has various goals, like SLAM, object recognition, exploration. Our goal is
to recognize and locate objects with high accuracy on a freespace map. From only one
viewpoint1, because of its pose, occlusion, lighting, or distance, the recognition may
fail. Therefore the robot has to define a set of different viewpoints. To be efficient, the
robot should select carefully the viewpoints and we should make an observation policy
upon them, which will define the order and the location of every observation action.
Many work have been done in observation planning, each having their own assump-
tion. So, we will present existing solutions, then describe more formally our problem
and show the associated MDP, and finally detail the implementation on a real robot.

2.1 Related Works

Sjöö et al. [11] present an attention mechanism and methods for depth computation,
used to control the zoom level in order to perform a SIFT matching at an accurate dis-
tance measure. Here the map is provided before the object search phase, so the robot can
compute a navigation graph. The observation plan is based on several greedy methods
which may lead to non optimal behaviour. The object detection is made online using
two kinds of algorithms, one for adapting the zoom level, and one to recognize objects
once a final window is defined.

We are interested here in an unknown environment, where only the boundaries of
the exploration are is given. In [8], Meger et al. present Curious George, a combination
between an attention system and a SLAM algorithm. This attention system allows the
robot to take high definition pictures of potentially interesting areas, which are used of-
fline to perform the object detection. When the robot finishes to observe an area, it uses
a frontier-based exploration to select the best next viewpoint, goes there to perform a
new observation step. This process is repeated until the whole room is explored. The
principle of alternatively performing move and observation action is used by Shubina
and Tsotsos in [10], where they compute a probability of objects presence and proba-
bility of object detection using a certain type of recognition algorithm. They later use
the function to compute a utility value, the actions being selected in a best-first manner
according to it. Experiments show how they can tune this utility function in order to get
a desirable behaviour.

Some authors tried not to use greedy approaches to improve the quality of the result.
To obtain a long term plan, Aydemir et al. [2] are using a high level planner to select
low level strategies to find a target object. Masuzawa and Miura [7] present an online
object recognition in an unknown room. The algorithm first detects candidates objects
and computes also frontier for exploration. Then, instead of directly selecting the best
next viewpoint, their method computes a long term policy. The main issue here is that
the authors rely on an ad-hoc world modelization in order to speed up their planning
algorithm, but still, since they are performing an exhaustive search, the algorithm is too
slow to be solved for larger problem online.

1 We define a viewpoint as the robot pose from where it can observe a particular candidate
object.
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In this paper, we aim at using a general MDP modelization to find a good observa-
tion policy. MDPs have been widely studied [9]. They offer a strong theoretical back-
ground for action planning under uncertainty, optimality proofs, and many specialized
algorithms dealing with planning in large state space problems where the classical al-
gorithms cannot be used. The details of the model and the solver are not fixed and can
be changed according to any assumption or improvement, so are the object detection
and recognition algorithm.

2.2 Problem Statement

The robot has to make a map of an unknown room, and to locate objects on this map,
see Fig.1. We make the same assumptions as in [7] : the only information provided is
the object’s models, defined by a (or a set of) picture and the object dimension. Their
location and their occurrences are unknown (one object may not even be present in the
room). The movement of the robot are assumed certain, i.e. given the current location
and the goal location, the probability of reaching the goal is 1, the associated cost is also
constant. This is a strong assumption since the actual robot effectors are not perfect, and
the computed map can also have some errors.

We use two kinds of object recognition algorithms, one for candidate objects detec-
tion (Detect), and the other for object recognition (Ident). The candidates detection is a
color histogram-based detection algorithm. It is fast and can detect object from a far dis-
tance, but it is not very robust, can return false positive, and cannot make the difference
between objects of the same color. The other algorithm is a SIFT matching algorithm
[6]. It can recognize very accurately the objects, but it is more time consuming, and
needs a good image of the candidate to be matched. Nevertheless, several parameters
can impact the detection, like the distance to the object, the object’s pose, lighting, oc-
clusions. We assume that we can compute, for every object recognition algorithm, a
probability of recognizing one object according to given parameters, like the distance
and priors information.

Fig.2 shows the formal description of an environment where the robot has to find
objects. The object search process uses a 2-steps approach. Let lr be the current robot
pose. It first uses Detect, that returns a set C of candidates objects. Each candidate c ∈C

(a) Ob-
jects

(b) Simplified room

Fig. 1. Mapping situation
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lc,2
lc,3

lc,4

lc,5

lc,6
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c

(a) Candidate object c and a
set of viewpoints {lc,i}

(b) Frontier-based candidate
detection

Fig. 2. Representation of the environment
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has a set Lc = {lc,i}i=0...nc of nc viewpoints, lc,i ∈R
2, from where it can be identified ,see

Fig.2(a). The second step uses Ident on candidate c, and Ident(lc,i) → {F,T} returns
the result of the identification. Since this process is uncertain, we note the probability
of successful identification by PIdent(lc,i). Finally we would like the robot to minimize
the overall mission time.

We use an approach similar to frontier-based ones to find candidates in an unob-
served area, see Fig.2(b). When updating the model, the frontier between known and
unknown environment is computed, and a set of viewpoints to detect objects in this un-
known environment is computed. This set behaves exactly like any {lc,i}i=0...nc with two
differences : Detect is used instead of Ident and Detect always succeed, PDetect (lc,i) = 1

3 Observation Planning Problem as a Markov Decision Processes

Markov Decision Process [9] formalizes a sequential decision problem under uncer-
tainty. This process is supposed to be fully observable, i.e. the observed state is the
actual state of the system. An MDP is a 4-tuple 〈S,A,P,R〉, where :

– S is the (finite) set of states,
– A is the (finite) set of actions,
– P : S×A× S→ [0;1] is the transition function,
– R : S×A →R is the reward function.

A policy π is a function π : S→A that gives for every state s∈ S, the action a∈ A to per-
form. Following this policy, we can compute the expected reward Eπ [∑∞

t=0 γt rt |s0 = s]
starting from state s and following the policy π . We use the total expected discounted
reward, with a discount factor 0≤ γ < 1 and rt the reward at step t. For every state s ∈ S,
the unique optimal value function is given by the Bellman equation. ∀s ∈ S :

V ∗(s) = min
a∈A

(
r(s,a)+ γ ∑

s′∈S

p(s,a,s′)V ∗(s′)

)
(1)

From the optimal value function, we compute one optimal policy, noted π∗. V ∗ can be
classically computed using Value Iteration, but it is not suited neither for large state
space nor for online application. In order to use MDP to solve the observation planning
problem, we need to define its four components, namely 〈S,A,T,R〉.

3.1 States Set S

Since the transitions are independent to history (Markov property) the current state has
to contain only the information needed to take the decision. Thus a state is composed
by :

– the current location l ∈ {lc,i}∪ lr. The decision are taken only on a viewpoint lc,i,
thus we do not consider any other location in the decision process.
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– the set
{{l0,0, l0,1, . . .}, . . . ,{lc,0, lc,1, . . .}

}
representing, for every n candidate ob-

ject, the visited viewpoints from where an identification has been tried. This allows
the robot not to observe twice the same object from the same viewpoint. We only
consider a limited history for each object, define by Max Obs, thus the maximum
size of this set is

( |Lc|
Max Obs

)
.

– A set of Boolean Ic representing the information whether the candidate c still needs
to be checked.

Hence, a state s is defined by : s = 〈Id,
{{l0,0, . . . , l0,n0}, . . . ,{lc,0, . . . lc,nc}

}
,{I0, . . . Ic}〉.

The size of the complete state space is given by the Eq.2 :

|S|= |
⋃
c∈C

Lc| ∗ 2|C| ∗∏
c∈C

( |Lc|
Max Obs

)
(2)

This set is large and adding an object increases its size exponentially, but it is yet pos-
sible to merge some states together. Since a state has to contain all information needed
to take the decision, any superfluous information can be forgotten. So, once an object
does not need to be checked anymore, only the Ii information is kept. Still, the state
space should not be used completely, and the resolution algorithms should only extend
the necessary states (see Sec.4).

3.2 Actions Set A

The robot has only one kind of action : a macro action preforming a move action fol-
lowed by an observation action (Detect or Ident). The robot selects a viewpoint, goes
there and observes the related object. Its outcomes will be described by the transition
function. Note that if a viewpoint is not reachable then the robot cannot execute the
related macro action. If an object has no viewpoints, it is ignored.

3.3 Transition Function P

We assume that the moves of the robot, made by another piece of software, are deter-
ministic. In this paper, we are not considering any uncertainty on candidate detection.
So, after applying Detect to an unknown area, this area is considered as known, and
no detection should be performed again in that area. Furthermore, in order to limit
the expansion of the search tree, we state that the agent can only go on a non-visited
viewpoint of a non-recognized object. Ident is stochastic and the transition function is
defined by PIdent(lc,i). For instance, in this work we are using SIFT features to recog-
nize the objects. We can estimate PIdent(lc,i) by studying the effect of the distance on
the recognition probability. From experiments, we can compute the mean and the stan-
dard deviation of the number of SIFT matches according to several distance for various
objects. With those information we estimate PIdent(lc,i),∀lc,i. Furthermore, we define a
maximum number of observations Max Obs per object. Once this limit is reached, the
object shouldn’t be checked anymore. Fig.3 shows this process. We consider that the
observation succeeds if a candidate is identified as being the object and fails when it
cannot decide (Unknown). It is impossible to apply an observation action on an identi-
fied object and also for those that have been observed Max Obs times.
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3.4 Reward and Cost Function R

The cost function is given by the travelling time plus the time of the image process-
ing. As discussed in the conclusion, optimizing the mission time and the number of
identified objects is a complex multicriteria optimization problem.

4 Algorithms

The selection of an algorithm to solve the object search problem has been studied in
[4]. In this paper, the authors dealt online (less than 1sec) with problems having |C| =
8,Max Obs = 2, |Lc| = 15 which is reasonably large as an object search problem. The
authors conclude that LRT DP [3], an heuristic algorithm, is the best suited for solving
the MDP for object search with a limited number of objects. The general process of the
system in the object search context is shown in the Fig.4. It first gathers information
about the environment, updates if needed the related MDP model, then runs a planning
algorithm to select the action to perform and finally executes it. Then the process is
repeated until the end of the mission, defined by having no more candidate object to
identify. The system is thus able to adapt to any change in the environment or with any
information gathered on candidates objects before every decision step.

5 System Implementation

The implementation has been done using OpenRTM-AIST [1] as an implementation of
RT-middelware. It allows the development of software components (RTC) and provides
an interface to dynamically compose and plug a set of components. The complete sys-
tem is presented Fig.5. The SLAM RTC(2) maintains a freespace map of the explored
area. The main control is made by the Planner RTC(7). It can request a up-to-date MDP
from the Modelizer RTC(6), solve it, and send the commands to the other components.
If it is a move action, the Global pathplanner RTC(5) computes a global route sent to the
local Pathplanner RTC(3), which react to unforeseen objects and avoids moving obsta-
cles. If it is an observation action (Detect or Ident) a request is sent to the Observation
controller RTC(4), which will send an image processing request to the related RTC,
manage the results and send update to the Modelizer. The rest of the RTCs (1) controls
the hardware (Camera, Robot, URG, buffers).

Identified

Unknown

MAX_OBS reached?

Candidate object

Yes

No

Failed

Identification

Ignored

Identification Failed

Identification succeded

Succeeded

Fig. 3. Observation outcomes

Execute action

Build MDP 

Update information Select action 

Fig. 4. Global execution loop
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Fig. 5. Global RT components system
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Fig. 6. False positive filter

The candidate detection is the first step of the object search upon which the policy
is computed. If this step is not reliable the quality of the computed plan will be poor,
even it is optimal. As a Detect function we are using a Color Histogram search. Since
it is not robust, it will either return many false positive (too sensitive), or miss real can-
didate objects (not sensitive enough). Since we don’t want to miss any real candidate,
Detect should remain ”sensitive enough”. Also we get the depth information from the
stereo camera, we can follow the method proposed in [5]. When an object is detected,
we compute the mean of its depth values. We have its world coordinate x,y,z and its
model (previously given), so we can project the model at the detected location x,y,z in
the image. We now have a candidate box, and a model box in the image, the algorithm
can then compute the ratio between those two areas. Fig.6(c) shows for two different
objects this ratio when computed with true positive (T+) and for false positive (F+).
To reject incoherent objects, we keep results with a ratio in [0.2;4], where all the true
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positive ratio value are. Fig.6 shows a false positive elimination where one object (the
right-most one) is removed while keeping the true positive2.

6 Experimental Result

We use a Fujitsu ENON robot with a Point grey bumblebee stereo camera, and a Hokuyo
URG laser range finder. We also embed a laptop computer connected to the lab network
using a wireless connection. On the LAN we can use desktop computers with standard
GPU cards (Geforce 8600GTS).

(a) Initial Map (b) Detection (c) Planning (d) Detection

(e) Planning (f) Movement (g) Recognition (h) Update

(i) Planning (j) Movement (k) Recognition (l) Update

Fig. 7. Example of semantic mapping

Fig.7 shows a global mission execution, within given boundaries (the brighter area
in Fig.7(f)). The robot is in its starting position. It finds an unknown area from the free
space map. The frontier between known an unknown area c0 and the location from
where Detect should be performed is computed (a). A Detect action is also performed
from the starting position, returning one candidate object c1 (b). With this information
the MDP is computed, solved, and the next action is selected (go and detect candidate
in the unknown area) (c). The action is performed by the robot by first going to the
selected viewpoint. Then, since the candidate is an unknown area, the Detect action is
performed and returned a new candidate c2 (d). A new MDP is build and solved (e).

2 Note that one false positive remains, it will be removed later by SIFT matching.
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The robot moves to the selected location (f). The candidate is really a candidate object,
Ident is applied, returning the pose and the type of the object o1 (g). This information is
used to update the map (h). One candidate remains so the MDP is build, solved (i), the
action is executed (j). The object o2 is identified (k), and the map is updated (l). Finally,
no more candidate nor unknown area remains, the mission is over.

7 Conclusion

We show an MDP model of the object search problem using a mobile robot. By com-
puting a policy for candidate detection, object recognition and exploration the robot can
efficiently build this map. The MDP model can be solved using LRT DP, an online algo-
rithm with a good anytime behaviour. Our model is designed for our specific hardware
limitation, nevertheless it can be adapted regarding to new hardware capabilities, like
the presence of zooming capabilities or 3D scanner. Furthermore, the planner has been
developed as a component using RT-middleware, and thus can later easily be used on
different type of hardware. The current candidate detection is made at discrete time de-
cided by the policy computed from MDP. In the future, we would like to continuously
integrate candidate detection. Also this paper focused only on optimizing the mission
time ; we would like to investigate how to include the number of recognized objects in
the decision process leading to a multi-objective optimization problem. As we would
like the robot to evolve among humans we cannot consider the environment as static,
maintaining an up to date map is also a challenging perspective.
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Abstract. This paper presents an analytical investigation into effects of a
frequency-dependent dissipative element added to a haptic interaction system.
A stably displayable impedance range is analyzed by a discrete-time model of
a haptic system with a frequency-dependent dissipative element that can reduce
the high frequency inputs causing instability in a haptic system. A frequency-
dependent dissipative element can, however, reduce the displayable impedance
range by generating excessive energy. It is also shown that the generated energy
may be reduced by including two linear half-wave rectifiers to a dissipative ele-
ment, which in turn increases the stably displayable impedance range.

1 Introduction

The human-computer interaction can be made more immersive by using haptic inter-
faces that provide users with a sense of touch in response to their hand movements in
virtual, augmented, or real environments. Haptic interfaces have the potential to func-
tion either as input devices similar to computer mice or as output devices that reflect
force. Generally, a haptic system is a hybrid system that consists of both a continuous-
time and discrete-time system, and it includes a human user, haptic device, controller,
and virtual environment as shown in Fig. 1. Ideally, when a haptic interface interacts
with virtual objects it should transparently display the impedance of the interaction; in-
finite impedance for the rigid wall contact and zero impedance for free motion, while
guaranteeing stability. In practice, however, transparency and stability, which are pri-
mary factors in determining the performance of haptic interaction, can be deteriorated
due to several factors. Most notably, displaying virtual objects with very high stiffness
by haptic interfaces is still a challenging problem, and many efforts have been made
to increase the stably displayable impedance range, such as Colgate et al. [1], Mehling
et al. [2], Weir et al. [3], Gosline et al. [4], Niemeyer et al. [5], Diolaiti et al. [6],
Ryu et al. [7], and Srikanth et al. [8]. In the meantime, Kim and Ryu [9] presented
a passivity-based control framework limiting the energy generation for guaranteeing
stability. Adding dissipative elements in a haptic system can stabilize or improve the
impedance range and the dissipative elements in previous works can be categorized as:

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 111–119.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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(a) viscous damping as in [1, 3, 4], (b) frequency-dependent damping as in [2, 7], and
(c) nonlinear damping as in [10, 11].

As another research effort to increase the stably displayable impedance range, a
nonlinear frequency-dependent dissipative element, referred to the analog input shaper
(AIS), was proposed by Lim et al. [12, 13]. In this paper, we presents a linear analysis
of the frequency-dependent dissipative element using a simplified discrete-time model
of a haptic system to see its effects on the stably displayable impedance range. Also, we
show that when two linear half-wave rectifiers are added to the frequency-dependent
dissipative element the stably displayable impedance range can be significantly im-
proved through reducing the generated energy.

2 Frequency-Dependent Dissipative Element for Haptic Interfaces

In haptic interaction, high-frequency inputs usually occur during collisions with very
stiff virtual objects and induce instabilities [2]. Also, it was shown that when the inputs
are of high frequency, the output tends to be significantly amplified, and thus the system
becomes unstable [12]. Therefore, it can be justified that for a relatively high frequency
inputs, adding a frequency-dependent dissipative element, which is basically a low-
pass filter, should assist in increasing the stability of a haptic system [12]. However, it
should also be considered that the low-pass filter inevitably causes the delay, which is
recognized as one of the major causes of instabilities in a haptic system. Therefore, there
exists a tradeoff in adding a frequency-dependentdissipative element in a haptic system:
the added dissipative element in the high frequency region increases the stability of a
haptic system as well as displayable impedance, while low-pass filtering increases the
first order time-delay, which in turn decreases the system stability as well as displayable
impedance.

In the following, we first present the effects of the frequency-dependent dissipative
element on stably displayable impedance range. We then discuss that the addition of two
linear half-wave rectifiers to the dissipative element can reduce the energy generated
by low-pass filtering, and thus the displayable impedance range can be significantly
increased.

2.1 Low-Pass Filtering for Frequency-Dependent Dissipation

Fig. 2 shows a frequency-dependent dissipative element located before a motor cur-
rent amplifier (i.e. in the signal stage), and the advantages of placing the frequency-

Human
Operator

Haptic
Device

Controller
Virtual

Environment

Discrete-Time SystemContinuous-Time System

Fig. 1. Basic configuration of a haptic system
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dependent dissipative element in a signal stage rather than in a power stage are dis-
cussed in [12]. Then, the dynamic equation relating the input voltage (v) to the motor
output angle (θm) can be written as,{(

1+
z1(s)
z2(s)

)
Jms2 +

(
1+

z1(s)
z2(s)

)
Bms

}
θm = KtKiV (s) (1)

where z1 and z2 are the components of the added low-pass filter element, and Jm, Bm,
θm, Kt , Ki, and V are rotational inertia, damping, position of a motor, motor torque
constant, amplifier current constant, and input to the amplifier, respectively. Therefore,
if we select appropriate z1 and z2, a frequency-dependent dissipative element (damping)
can be obtained. Note that since the frequency of the voluntary motion of human hand
is known to be a few Hz, when designing the frequency-dependent dissipative element,
it would be reasonable to select its cutoff frequency within a few Hz. In summary,
the frequency-dependent dissipative element reduces high frequency force inputs to a
haptic device and thus increases the damping in the high frequency region [12].

2.2 Effects of a Low-Pass Filter on Displayable Impedance

Now, the analysis of the effects of the added frequency-dependent dissipative element
on the stably displayable impedance range is presented. To this end, a discrete-time
model of a haptic system is used as depicted in Fig. 3, and this approach was previously
suggested by Hulin et al. [14, 15]. In the figure, the virtual object (H(z)) is assumed to
have only stiffness, and z−1 represents computational delay.

In Fig. 3, the discrete-time transfer function of the haptic device (G(z)) can be ob-
tained as,

G(z) =
(
1− z−1) 1

Bd

z

(
1− e

− Bd
Md

T
)

(z− 1)

(
z− e

− Bd
Md

T
) =

1
Bd

1− δ
z− δ

(2)

where δ = e
− Bd

Md
T

, and Md , Bd , and T are inertia, damping of the haptic device, and
sampling time, respectively.
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Fig. 2. Frequency-dependent dissipative element in signal stage
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Fig. 3. Simplified discrete-time model of a haptic system

2.2.1 Without a Low-Pass Filter
First, when the dissipative element is not added to the system (i.e., G f (z) = 1), the
transfer function between the force from the human operator (FH) and velocity of the
haptic device (ẋ) can be obtained as,

ẋ
FH

=

1
Bd

(z− 1)(1− δ )

(z− δ )(z− 1)+
1

Bd
T KVE (1− δ )

, and thus the characteristic equation becomes as below.

Q(z) = z2 − (1+ δ )z+ δ +
T KVE (1− δ )

Bd
(3)

For the stability criterion of the discrete-time system, the Jury’s stability test is applied
to (3), and the necessary and sufficient conditions for Q(z) to have no root outside or on
the unit circle are as follows

Condition (1): Q(1) =
T KVE (1− δ )

Bd
> 0

Condition (2): Q(−1) = 2(1+ δ )+
T KVE (1− δ )

Bd
> 0

Condition (3):
T KVE (1− δ )

Bd
+ δ < 1

Among the above three conditions, Condition (1) and Condition (2) are always satisfied,
since KVE > 0, Bd > 0, T > 0, and 0< δ < 1. Therefore, the system is stable if Condition
(3) is satisfied, and thus the stably displayable stiffness range can be determined as
below:

KVE <
Bd

T
(4)
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2.2.2 With a Low-Pass Filter
When the dissipative element is a 1st order Butterworth low-pass filter of which cutoff
frequency is α rad/sec, its transfer function in Z-domain can be written as,

G f (z) =
C(z+ 1)

z+ 2C− 1
(5)

where C =
αT

αT + 2
, and the transfer function between the force from the human opera-

tor and velocity of a haptic device can be written as below.

ẋ
FH

=

1
Bd

(1− δ )(z+ 2C− 1)(z− 1)

(z+ 2C− 1)(z− 1)(z− δ )+
1

Bd
T KVEC (z+ 1)(1− δ )

(6)

Consequently, the characteristic equation becomes as follows,

Q(z) =z3 +(2C− δ − 2)z2 +(E − 2C− 2δC+ 2δ + 1)z

+E + δ (2C− 1) = a3z3 + a2z2 + a1z+ a0
(7)

where, E =
T KVEC(1− δ )

Bd
. Therefore, the Jury’s stability conditions become:

Condition (1): Q(1) = 2E > 0

Condition (2): Q(−1) = 4(δ + 1)(C− 1)< 0

Condition (3): KVE <
Bd

TC (1− δ )
{1+ δ (1− 2C)}

Condition (4): |b0|> |b2|,
where, b0 = E2 + 2δ (2C− 1)E + δ 2 (2C− 1)2 − 1, and b2 = (2C− δ − 3)E +
(2δC− δ + 1)(2C− δ − 1).

Among the above four conditions, Conditions (1) and (2) are always satisfied, since
0 < C < 1 and 0 < δ < 1. Also, if Condition (4) is satisfied, Condition (3) is always
satisfied, though the detailed derivation is not shown here. Consequently, the system is
stable if Condition (4) is satisfied, and thus the stably displayable stiffness range can be
determined as below,

KVE < β
Bd

T
(8)

where,

β =

√
(δ + 2C)2 + 8δC− 6δ − 4C+ 9/2C (1− δ )

− (4δC− δ − 2C+ 3)/2C (1− δ ).

Fig. 4 shows β variations according to the cutoff frequency α when parameters are
Md = 0.032 kg, Bd = 0.02 Ns/m, and T = 0.001 s. The parameters of a haptic device are
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set to those of a commercial haptic device Impulse Engine [16], and the sampling time
(T ) is typical one in haptic control. By comparing (4) and (8), one can see that the added
low-pass filter decreases the stably displayable stiffness range, and the decrease explains
that the effect of energy generation by time-delay is larger than that of added damping
in the high frequency range. Through simulations the above analysis was confirmed,
though the simulation results are not shown here due to the space limitation.

2.3 Linear Half-Wave Rectifiers for Reducing Energy Generation

To reduce the energy generation by the frequency-dependent dissipative element, two
linear half-wave rectifiers are added to the low-pass filter as depicted in Fig. 5, which
is called “analog input shaper (AIS)”. Note that a low-pass filter can be realized by
subtracting the output of a high-pass filter from the input. Since the rectifiers are highly
nonlinear, the analytical approach is difficult. Thus, how they reduce the generated en-
ergy was shown through a simulation example of typical haptic interaction [12]. Since
the delay in the haptic system makes a haptic system less passive [1], in the simulation
it was shown that the rectifiers could reduce the energy generation, and thus made the
haptic system more stable. In the following section, we present simulation results that
show the AIS can significantly increase the stably displayable stiffness range.

+

Low-pass filter

Linear Half-wave
Rectifier

High-pass
Filter

Linear Half-wave
Rectifier

Fig. 5. Low-pass filter with two linear half-wave rectifiers
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Fig. 6. Haptic system with continuous-time and discrete-time models
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Fig. 7. Simulation results without AIS
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Fig. 8. Simulation results with AIS

2.3.1 Simulation
Using a haptic system model in Fig. 6, simulation results that show the AIS can increase
the stably displayable stiffness range are discussed in this section. The model in Fig. 6
is a hybrid system that includes both the continuous-time and discrete-time models,
and the haptic device is composed of mass, viscous damping, and Coulomb friction as
in [16] and can be expressed as follows.

Mdẍ+Bdẋ+Cdsgn(ẋ) = FH −KVE

The parameters are set to Md = 0.032 kg, Bd = 0.02 Ns/m, T = 0.001 s, and Cd = 0.5
N.
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Also, the human operator is modeled as a damped mass and can be expressed as

Mhoẍ+Bhoẋ = Fex −FH

where Fex represents the intentional force of the human operator and is assumed to be
constant (10 N), and the parameters are set to Mho = 0.15 kg and Bho = 4.8 Ns/m as
in [16]. In addition, the quantization resolution is 20 μm and the high-pass filter used
for the AIS in the simulation is a 1st order Butterworth analog filter.

Simulation results are shown in Figs. 7 and 8. When the AIS is not used, the interac-
tion becomes unstable when the virtual stiffness is between 100 kN/m and 110 kN/m,
while when the AIS is used, it becomes unstable when the virtual stiffness is between
190 kN/m and 200 kN/m. Hence, the AIS can increase the stably displayable stiffness
range approximately 90 %. However, note that the AIS can reduce the initial contact
hardness perceived by a user, since high frequency transient inputs are very helpful to
improve the realism of contacting stiff virtual objects [17].

3 Conclusion

Using a simplified discrete-time model of a haptic system, the analysis of a frequency-
dependent dissipative element added to a haptic interaction system was presented in
this paper. It was shown that when only the frequency-dependent dissipative element
was added, the stably displayable impedance range was significantly decreased, since
the effect of energy generation by time-delay was larger than that of added damping
in the high frequency range. By adding two linear half-wave rectifiers to the dissipa-
tive element, however, the generated energy was significantly reduced, which could
make significant increase of the stably displayable impedance. For an optimal design of
the frequency-dependent dissipative element with the rectifiers, a nonlinear analysis is
planned for further research.
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Abstract. This work presents a case study of safety in the design of the 
ARAKNES surgical robotic platform dedicated to single port laparoscopic 
surgery. The framework for the design of medical robots is shortly described 
and applied, focusing on safety. Moreover, it is explained how the design 
process can be placed in the context of the European community directives for 
medical devices. 

Keywords: surgical robots, safety standards, design framework. 

1 Introduction 

Originally, medical robotics designs were inspired by the success of industrial 
robotics. However, the specificities of medical applications led to research on original 
kinematics, actuation mechanisms, compatibility with medical imaging devices, 
biocompatibility and more, and also to modify the regulations for production of 
medical devices, comprising surgical robots. After nearly three decades of research in 
the field, many prototypes have been built and validated technically, some clinically, 
but just few managed to find their way into operating rooms or medical offices [1]. 

In general, a medical robot is a complex system that consists of 1) an articulated 
and motorized mechanical structure, 2) electronic components, 3) a software 
controller, and 4) a human machine interface (HMI). These components are used to 
perform interventions in a constrained and not fully structured environment, inside 
and/or outside of the patient’s body, in collaboration with the medical staff. Thus, it is 
easy to understand that a system failure or dysfunction can be extremely critical. For 
that reason, safety guidelines should be followed in order to ensure that each 
component is designed, implemented and integrated to achieve the intended medical 
tasks in optimal conditions and in compliance with the existing device regulations. 
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Hardware safety is the basic requirement for a robot. Prior enhancement methods 
included sensor redundancy, mechanical limits and default detection [2]. Ng. et al. 
also presented mechanical safety enhancement methods for a surgical robot [3]. 
Ergonomics analysis methods have also been used for HMI design [4]. Lewis and 
Maciejewski put forwards method to analyze joint failures [5] whereas Ikuta et al. 
used impact force and stress as the safety value for human-care robots [6]. 

Software safety received more attention with the intensive use of computers, 
integrated circuits and advanced functionality in robots. Safety approaches which 
could be used include fault tree analysis [7], [8], even tree analysis [7], fault tolerance 
algorithm [9] and dependability principles [10]. Recently, Haddadin et al. proposed 
reactive control strategies that can significantly improve the human safety during 
physical interaction with environment [11]. The control approach consists of a 
collision detection method, allowing to reduce contact forces far below any level 
which is dangerous to humans. 

Dombre et al. presented in [1] a generic framework for the design of medical robots 
taking into account the above mentioned considerations. In this paper, the design 
process of the ARAKNES platform used for single port laparoscopic surgery is 
presented [12]. Particular interest is dedicated to system safety. Moreover, it is also 
described how the design framework can comply with European directives for 
bringing a surgical robot prototype into the operating room. 

This paper is organized as follows. Section 2 introduces the ARAKNES platform 
and the involved design framework, focusing on the implemented safety features. 
Section 3 places the design framework in the context of existing European directives 
for medical devices. Finally, conclusions and perspectives are drawn in section 4. 

2 The ARAKNES Platform: From Surgical Gesture Analysis to 
Robot Design 

The ARAKNES platform (Figure 1) is an innovative concept for endoluminal surgery 
in which the main objective is to locate most of the Degrees of Freedom (DoF) 
available to the surgeon inside the patient, leading to less invasiveness. Preliminary 
results concerning the first developed prototypes were presented in [12]. 

 

Fig. 1. ARAKNES platform concept for Single Port Laparoscopy [13] 
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According to [1], the design process can be described by four tasks, which deal 
with the system specifications, the design methodology, the technological choices, 
and the system safety. The first three tasks are indirectly related to system safety, 
while the last one tackles directly the issue. Each task and its corresponding subtasks 
are shortly described in this section. 

2.1 Definition of the Surgical System Specifications 

Analysis of the Surgical Gesture 
To define the system requirements, the surgical gesture is analyzed by the robotic 
expert that studies how the medical staff performs a similar procedure. Apart from 
looking at the state-of-the-art of the concerned intervention, data is measured and 
recorded (e.g. tool positions, manipulation forces, configuration of the elements inside 
the operating room). Then, an analysis of all the information will lead to the system 
specification (i.e. required number of DoF, required speeds, forces, and more). 

In the ARAKNES platform for instance, instruments are inserted through a 
cylindrical access port in the navel, through an incision of about 30–35 mm [14]. The 
navel is used to gain access to the abdomen in a practically scar-less way. However, it 
requires a remote-centre-of-motion (RCM) at the level of the umbilicus. Additional 
information concerning the required forces and speeds can be found in [13]. The 
ARAKNES system should also offer the surgeon a dexterity and freedom of 
movement equivalent to the ones of his/her hands. 

Kinematic and Dynamic Specifications 
The specifications are defined from the data analyzed in the preceding step. For 
instance, a bimanual robot with six active DoFs plus the gripper is required in order to 
reproduce the movements of the surgeon’s hands. An external manipulator for 
positioning the miniature arms inside the abdomen should respect the RCM 
constraint. Refer to [12], [13], [15] for more details on the ARAKNES prototype. 

Kinematic Topologies 
An appropriate type of kinematics to satisfy the specifications is then selected by the 
designer [1]. Conventional serial kinematics, for instance, allows achieving a large 
workspace, high dexterity and good obstacle avoidance capabilities (e.g. “snake” like 
robots), necessary for completing surgical tasks, while keeping the two miniature 
robotic manipulators attached to the umbilical access port. Parallel kinematics could 
offer, on the other hand, a stiff support that complies with the RCM constraint 
required by the external positioning mechanism holding both the access port and the 
bi-manual robot [15]. 

2.2 Design Methodology 

Prototypes are the result of a set of design choices, and methodological approaches 
exist to lead to an implementation of a concept. These approaches depend on whether 
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the starting point is a robot concept (topological synthesis) or parameters optimization 
of a previously designed concept is carried out (dimensional analysis). In the case of 
ARAKNES, the starting point is a new concept constrained by the use of the smallest 
available components, such as electrical actuators and embedded electronic 
components. The reader can refer to [1]  and [3] for more detailed examples of 
design methodologies. 

2.3 Technological Choices 

Next, the designer has to make a series of decisions concerning the actuators, sensors 
and materials which will be used to manufacture the prototypes. For instance, if the 
system will be used under a MRI or a CT scanner, the compatibility of its components 
has to be verified. Additionally, certain components must be sterilizable. 

2.4 System Safety 

Figure 2 shows the bi-manual robot prototype of the ARAKNES platform [12]. The 
safety features that have been implemented on this prototype are the result of the 
application of a set of recommendations for risk reduction in medical robots as 
described in [1]. The recommendations are based on 1) the use of intrinsically safe 
components, 2) the concept of redundancy, and 3) other additional design constraints, 
such as joint position and velocity limits and software thresholds on critical signals 
like contact force. All guidelines in [1] can be applied at the hardware 
(electromechanical and electrical components), software and operational levels. 

 

Fig. 2. The bimanual robot prototype for single port laparoscopic surgery 

Hardware Safety 
The hardware safety is tackled at two levels: the mechanical level and the electrical 
level. 
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Concerning the mechanical level, the mechanical design of the bi-manual arms 
excludes most singularities of the robot’s workspace, with the only exception of the 
wrist singularity which is handled by software [12]. A high reduction ratio limits the 
speed of the actuators. The robotic arms are designed in such a way that in case of a 
power failure, the robot is locked due to the gear reduction ratio. 

Concerning the electrical level, ST Microelectronics developed custom electronic 
boards, namely STMBox [12]. These boards could be sterilizable, and include power 
limitations of the actuator’s current in order to avoid overheating or damaging the 
miniature electrical motors. Moreover, a deadlock watchdog and a communications 
timeout were integrated in the low-level actuator controller. A watchdog timer is an 
electronic hardware device that can be used to automatically detect software 
anomalies and reset the processor, if any occurs. In this case, the system will be 
restarted or safely stopped as if a human operator had switched off the power. 

The global safety sequence performed in case of error is: 

1. Engage brakes if available. For instance, the external positioning platform 
DIONIS [15] has breaks, but the internal bi-manual platform SPRINT does 
not [13]. On the other hand, it has a reduction ratio that keeps the system in 
position. 

2. Stop motion using the emergency stop ramp time and deceleration. 
3. Wait for the axes to be stopped and the brakes to be engaged, as well as limit 

the time for robot power-off after an error. 
4. Disable the power amplifiers. 
5. Disable the actuators power, but leaving sensors and encoders powered-on. 

Thus, joint positions are known at any time, even when motors are 
uncontrolled. 

Software Safety 
The software components of the ARAKNES platform involve 1) the surgeon’s 
console interface, 2) the low-level actuator controller and 3) the high-level controller 
software. In each case, an incremental design through functional blocks of the 
components has been carried out, allowing to reduce the certification requirements of 
some components (i.e. the console is considered a Class I medical device while the 
other two are Class IIb devices as it will be explained in section III). 

Software Architecture 
As shown in Figure 3, the software architecture was implemented using concurrent 
processes running in parallel and in separate processing units [12], [16] dedicated to 
specific tasks: security (Main task), Cartesian control (Left and Right arm tasks), Joint 
control (STMBox task), Communication with peripheral units and sensors (force 
sensor and electromagnetic tracker tasks), HMI communication (teleoperation task), 
and so on. 
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           Shared Memory
                 Motors position and speed,
                 Desired motor current,
                 Desired cartesian position,
                 Force,
                 End-effectors cartesian positions,
                 Base cartesian position,
                 etc.

Set event, wait();

Initialization

Supervision();

Main task

Scheduler

Set event, wait();

Read motor position and speed();
Signal conditioning();

Set motor current/torque();
Reset event();

STMBox task

Set event, wait();

Inverse Kinematics();
PID position control();

Reset event();

Left/Right Arm tasks x 2

Teleoperation task

Set event, wait();

Read ethernet buffer();
Update left/right arm reference();

Reset event();

Sensors task

Read force();
Signal conditioning();

Reset event();

EM tracker task

Set event, wait();

Read end-effectors positions();
Read robot base position();

Reset event();

Set event, wait();

Scheduler Scheduler

Scheduler

 

Fig. 3. Modular high-level controller software architecture [12], [16] 

 
Another software safety which was implemented is the supervision task (Figure 4), 

which uses a software watchdog to verify the correct execution of the other processes 
at each sampling period in a round-robin manner. It is also possible to check the status 
of the operating system thanks to the “proc” interface provided in Linux RTAI [12]. If 
an error is detected an emergency shutdown routine is executed to stop the system in a 
predictable manner. 

Task initialization
var intern_count = 0, prev_count[N] = {0};
while (not_end_condition)
{

for i :1:N
{

rpc_timed(task[i],intern_count,count,timeout);
if(count = prev_count [i])

emergency_procedure ( );
prev_count [i]  = count;

}
wait_period( );

}     

Task initialization
var intern_count = 0, prev_count = 0;
while (not_end_condition)
{

execute_task_body( );

receive_timed (main_tak, count, 
timeout);

if (count = prev_count)
emergency_procedure( );

prev_count = count;
send (intern_count); //
wait_period( );

}

Task initialization
var intern_count = 0, prev_count = 0;
while (not_end_condition)
{

execute_task_body( );

receive_timed (main_tak, count, 
timeout);

if (count = prev_count)
emergency_procedure( );

prev_count = count;
send (intern_count); //
wait_period( );

}

Task initialization
var intern_count = 0, prev_count = 0;
while (not_end_condition)
{

execute_task_body( );

receive_timed (main_tak, count, 
timeout);

if (count = prev_count)
emergency_procedure( );

prev_count = count;
send (intern_count); //
wait_period( );

}

N task

Teleoperation task

STMBox task

Main task

 

Fig. 4. Dedicated watchdog/supervision process to check task execution in round-robin fashion 
[12] 
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Variable time consuming procedures should be avoided to decrease the execution-
time of the processes (thus, to increase the sampling frequency for reacting faster in 
case of emergency). If an overrun is detected, it is taken into account in the control 
algorithms by using a real elapsed time value. 

 
Kinematic Singularities 
The kinematics resolution method takes into account the possibility that the robot is 
lead through or nearby a singularity configuration by using a damping factor in order 
to ensure system stability [17]. Most singularities are out of the workspace thanks to 
the designed mechanical structure, but special care is taken concerning the wrist 
singularity. 
 
Virtual Fixtures 
Virtual fixture joint limits have been implemented. To be effective, these limits must 
be lower than the mechanical ones. This fictive redundancy allows to increase the 
lifetime of mechanical components and to guarantee a limit even if the mechanical 
joint limit is broken. This feature may also be interesting to reduce the workspace 
according to the operating mode and create forbidden region virtual fixtures. 

Concerning the low-level controller software, the custom hardware and software 
developed by ST Microelectronics allows the use of threshold limits in order to 
restrict the payload, forces, torques, velocities, and acceleration, which might useful 
for handling collisions. 

Operational Safety 
At the operational level, user manuals must be furnished for components such as the 
high-level and low-level controllers. Software version control and documentation 
systems were integrated during the implementation phase, as required by most device 
certification standards. Additionally, other partners of the ARAKNES project [18] are 
developing advanced functions for the surgeon’s console, such as pre-operative 
planning and training of the surgeon and his team with a simulator. 

3 European Community Directives 

The European directives 93/42/CEE and 2007/47/CE classify all medical devices into 
4 classes: 
 

• Class I: low level of risk 
• Class IIa: level of average risk 

 

• Class IIb: high level of risk 
• Class III: critical level of risk 

 
 

The classification depends on criteria such as the duration of use, the level of 
invasiveness, the active nature – or not – of the device, the concerned organ, etc. 
According to the previous criteria, each individual component or unit of a surgical 
robot can take part for any class (e.g. the surgeon’s console is Class I as mentioned in 
Section II). However, if the system is considered globally, a surgical robot could be 
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part of any class between IIa and III. The ARAKNES platform is a Class IIb active 
surgical device. 

Figure 5 shows a diagram of the relationship between the applied medical robot 
design framework [1] and the European standards for medical devices. The latter 
define a set of documents and tests required to control the product development, 
validation and manufacturing processes before the final product release. Readers 
should refer to these standards to determine the exact requirements for each hardware 
or software component. 

 

 
Medical robot

Environmental management

ISO 13485 (EN 46000): 
Quality Management System 

ISO 14971: Application of risk 
management 

ISO 10218.1:2006 : Safety 
requirements for industrial 
Robots  

Product standards 

IEC 60601-1: Medical 
electrical equipment safety 

IEC 61010-1: Electrical 
equipment safety 
requirements 

IEC 60601-2: Medical 
electrical equipment 
particular requirements 

Process standard

IEC 62304: Software 
development life cycle 

Design framework [1]

Guidelines to develop a 
medical robot

Affects 

Affects 

Affects 

Inspires 

R
eq

ui
re

s 

 

Fig. 5. Relationship between the presented guidelines for medical robot design and the 
European directives for medical devices 

The environmental management is of particular importance in order to obtain the 
European marking required for taking a robot into the operating room.  

Recently, JWG9 (Joint Working Group) has been formed by IEC SC 62A with ISO 
TC 184/SC2, and it is expected that additional medical robots standards will be 
introduced [19]. 

In any case, in the design methodology each subsystem should be identified by the 
following properties: level of risk, medical device class, and type of component (i.e. 
electromechanical, electrical, etc.) in order to apply the risk reduction 
recommendations of [1]. 
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4 Conclusion 

In this paper, a case study in the design of surgical robot was provided. A generic 
framework including system specifications, design methodology, technological 
choices, etc., has been used for a safety assessment dedicated to the single port 
laparoscopic surgery. During system integration and evaluation, other remaining 
issues will be taken into account for providing clear error messages or warning signals 
(such as lights or sounds) to the surgeon in order to indicate the system’s status, errors 
or unauthorized behaviors. Besides the design criteria for mechanical systems, the one 
for vision systems will be also considered as one of important research paths to be 
investigated, as they have indirect impact on patient safety. Finally, another aspect of 
this study is to improve working conditions within the operation room environment 
by ensuring not only safety but also comfort and ergonomics of the surgeon during 
laparoscopic surgery. 
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Abstract. Simulation is common practice for surgeon training in par-
ticular for robotic surgery. This paper introduces further relevant appli-
cations of simulation that improve patient safety. Therefore, the design
of a modular simulator for minimally invasive robotic surgery is pre-
sented. The authors introduce a classification of hierarchical levels of
modeling details for the three aspects Application, System, and Patient.
Furthermore, the principal use case classes Training, Workflow Valida-
tion, Workflow Design, Monitoring, and Robot Design of simulation for
robotic surgery are introduced. For each class standard simulator setups
are presented. The use of the classification is exemplified for Training
and Robot Design use cases.

Keywords: surgical robotics, simulation, patient safety.

1 Introduction

It is common practice, to use the method of simulation to train surgeons with
the aim to improve patient safety [5] [11] [2]. Training has been recognized as an
even more important issue when surgical robotic systems are involved because
their use requires new skills [6].

Other than surgical training, there are more useful applications of simulation
that increase patient safety in the context of robotic surgery, e.g. preoperative
planning or workflow optimization.

The intention of this paper is to introduce the relevant applications of sim-
ulation for robotic surgery and to describe their relation to patient safety. In
particular, the relevant properties of simulation in robotic surgery are identified
and then used to classify the simulation types as use cases which are defined
intended applications.

As robotic surgery involves complex technical systems the authors view the
simulation thereof from a systems engineering point of view. The System Mod-
eling Language SysML is an industry standard for the specification, analysis,
design, verification, and validation of such systems [10]. Following SysML, we
define a use case as the description of the intended goal of a simulation.

To establish a common ground, the definition of a Simulator for Robotic
Surgery is given in the following section. Based on this, the main components of
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Surgeon

Robotic 

System
interactsinteracts

Patient 

(Environment)

Fig. 1. The Robotic System Simplifies the Interface Between Surgeon and Environ-
ment. The Surgeon Only Interacts with the Robotic System.

a simulator for robotic surgery are introduced. Sec. 3 introduces the concept for
approximation of the real world with levels of details with the aim to optimize the
modeling and simulation effort for a given use case. Sec. 4 introduces the principal
use case classes of simulation. Sec. 5 exemplifies the setup of the simulator.

2 A Simulator For Robotic Surgery

In this section the definition of a simulator for robotic surgery is presented. This
definition will be later used for the discussion of the relevant use cases and the
simulator setups related to that.

There are various definitions of simulation in the literature that reflect the
broad application domains of this method [4] [12]. We use the more formal
definition of simulation as observation or execution of a model over time. Amodel
is an approximate representation of a real-world system. A simulator implements
and executes a model to perform a simulation. Analysis is the process to verify
and validate the simulation result. Thus, the method of simulation involves the
tasks to model, simulate, and analyze.

A simulator interacts with an entity-under-test. If the entity is human, the
simulation is called interactive (human-in-the-loop). Surgeon training is a well-
known example of interactive simulation.

Simulation is real-time when the simulation time advances with the physical
time of the real-world. If the simulator interacts with a real-world system the
simulation has to be real-time. Hence, interactive simulation is always real-time.

A model is discrete-event or continuous. A discrete-event model updates its
state upon the occurrence of an event. In general, events occur aperiodically. In
contrast to that, a continuous model defines its state as a continuous function of
time, e.g. as differential equations. Advanced simulations of real-world systems
use a combination of both [4].

Practically, the implementation of a simulation approximates the continuous
states at periodic steps in simulation time. Similar to that robotic systems are
implemented as discrete signal systems. Discrete signal computation means that
at certain points in time sensor values are acquired and a control law is executed
that generates new motor commands. This similarity can be leveraged to use
the same implementation of control laws for the simulation and the real system.

In robotic surgery, the robotic system is usually the main way a surgeon
interacts with the patient. Therefore, the focus of this paper is on models where
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bdd Simulator for Minimally Invasive Robotic Surgery

«block»

Surgeon Console

«block»

Robotic System 
Simulator

«block»

World Simulator

«system»

MIRS Simulator

user interface manipulators patient

«block»

Application
Control

workflow

Fig. 2. A Modular Simulator for Minimally Invasive Robotic Surgery (MIRS)

only the robotic system is the intermediate between surgeon and environment
(see Fig. 1). This simplifies the user interface. Instead of various surgeon tools
only the user console of the robotic system interfaces directly with the surgeon.
Especially, for the tele-robotic setups of minimally invasive surgery it is natural
to use the same interface for simulation and real-world scenarios [1].

Fig. 2 depicts the main components of a simulator for minimally invasive
robotic surgery. The four components Surgeon Console, Application Control,
Robotic System Simulator and World Simulator partition the model of the sur-
gical robotic system into corresponding classes: User interface, workflow, manip-
ulators, and patient.

This modularity of the simulator can be used to adapt the simulator to various
use cases. The simulator’s use case determines the details of each model (its
relevant aspects) and the interface between each component (exchange of data
between models). Level of detail introduces a classification of aspects of a model’s
approximation of the real world. The following section discusses the main aspects
and introduces corresponding hierarchies of abstraction levels.

3 Level Of Details

A model is an approximation of the real world. Levels of modeling details intro-
duce a classification of this approximation. The main purpose of the introduction
of levels of modeling details is the scaling of modeling and computation effort
according to the simulation’s use case. Hence, a proper classification has to grasp
the relevant issues of the simulator’s application domain. We refer to these rele-
vant issues as the aspects of the model. For robotic surgery, we identified three
relevant aspects of the model:

• The Application Model, which captures the surgical procedure (Application-
Centric)

• The System Model, which captures the implementation of the robotic system
(System-Centric)



134 S. Jörg, R. Konietschke, and J. Klodmann

Real World
Patient Model

System Model

Application Model

abstraction

ab
st

ra
ct

io
n

abstraction

Fig. 3. Three Distinct Aspects of Simulation for Robotic Surgery are Application,
System, and Patient

• The Patient Model, which captures the environment with the focus on the
patient (Patient-Centric)

Together, they span the modeling space for robotic surgery (see Fig. 3). Depend-
ing on the simulation’s use case, each aspect is of more or less interest, i.e. the
approximation needs to be more or less realistic. For each aspect, a hierarchy
of abstraction levels further classifies the modeling detail. Starting at the most
abstract level each successive level adds a new detail to the model. Finally, Level
0 represents the real-world. These hierarchies for each aspect are the method to
easily adapt a simulator setup to the requirements of a distinct use case. In the
following, the hierarchies for the three aspects are introduced.

3.1 Application-Centric Modeling Hierarchy

The aspect of application has the focus on how detailed the surgical procedure
is modeled.

Level 3: Basic Task

Level 2: Procedure

Level 0: Case-specific

Level 1: Anatomy-true

High Abstraction

High Detail

Fig. 4. Application-Centric Levels of Modeling Details

Level 3 Basic Task: On this level, the application model captures only basic
tasks, such as suturing or cutting. There is no workflow and no surgical goal.

Level 2 Procedure: The procedure level adds the workflow to the basic tasks.
This includes a surgical goal.

Level 1 Anatomy-true: This level adds the details of human anatomy, such as
organs and vessels.
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Level 0 Case-specific: This level adds the specific data and anatomy parame-
ters of a certain case (patient).

3.2 System-Centric Modeling Hierarchy

The system model has the focus on the modeling details of the implementation
of the surgical robotic system. This refers to the main components of a surgical
simulator as depicted in Fig. 2. Therefore, for each level the impact on each
component is discussed, except the Application Control component which is
mainly affected by the Application-Centric aspect.

Level 3 Kinematics: Only the kinematical aspects are modeled on this level,
dynamic effects are not considered (e.g. masses, inertia, and forces). Surgeon
Console: User input is simulated and limited to motion, e.g. playback of pre-
recorded user input, dedicated test patterns. The robotic system is modeled
as an ideal positioning device: It follows its desired trajectory instantly. World:
Manipulation of objects in the environment is limited to motion.

Level 2 Dynamics: This level introduces dynamics, i.e. the effects of masses
and forces and torques w.r.t. motion. Relevant dynamic effects of implementation
properties are also modeled on this level, e.g. torque ripple, latency, friction. Sur-
geon Console: Simulated user input is augmented by the dynamic properties
of input devices. Thus, the effect of input devices on the system, e.g. its control
laws, etc., can be investigated. Robotic System: The movement of the robot is
constrained by its dynamics (e.g. inertia, maximum motor torque, friction, etc.)
and by external forces of the environment. An accurate dynamics model of the
robotic system is necessary for this [8]. World: Interaction of objects (including
the robot) in the environment is modeled with forces and torques.

Level 1 Implementation: This level adds the cycle-true computation of dis-
crete signal systems. The cyclic execution at discrete points in time is only an
approximation of the continuous physical world. Level 1 models this cyclic exe-
cution of the system. Thus, the effects on the system’s performance due to this
discrete approximation can be incorporated to the simulation. Level 1 is useful
to simulate the behavior of implementations of complex systems. Details of the
mechatronic implementation are added to the simulation. These include com-
munication errors and delays, computation time, quantization of sensor values.
Surgeon Console: Mechatronic implementation of input and feedback devices.

Level 3: Kinematics

Level 2: Dynamics

Level 0: Real-world System

Level 1: Implementation

High Abstraction

High Detail

Fig. 5. System-Centric Levels of Modeling Details
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Robotic System: Mechatronic implementation of the robotic system. World:
There are no implementation details of the environment.

Level 0 Real System: This level represents the real-world system, e.g. the robot
and its tools, input devices, GUIs, 3D-Displays, the patient, animal models or
phantoms.

Level 2

Single-Body (TCP)

Finite elements (structure)

Multi-Body (robot segments)

High Abstraction

High Detail

Fig. 6. Reasonable Levels of Modeling Details within Level 2 (Dynamics)

The three levels of kinematics, dynamics and implementation cover the most
relevant details of simulation in descending order. It is reasonable to refine this
main classification within each level. Especially Level 2, the dynamics, has vary-
ing aspects of interest depending on the simulation’s use case. Fig. 6 depicts a
possible hierarchy within Level 2.

3.3 Patient-Centric Modeling Hierarchy

The patient model regards the details of the environment with the focus on the
patient. Basdogan et al. [5] state that versatility in patient modeling, finding
the right realism and integrating material properties of organs are all impor-
tant issues for surgical simulation. The following hierarchy defines three major
abstraction steps of the environment model.

Level 3: Rigid Body

Level 2: Soft Tissue

Level 0: Real-World

Level 1: Functional

High Abstraction

High Detail

Fig. 7. Patient-Centric Levels of Modeling Details

Level 3 Rigid Body: On this level, the environment is modeled as rigid body
geometry with stiff object contacts.

Level 2 Soft Tissue: This level adds the detail of material properties to the
modeled objects (e.g. soft tissue for organs).

Level 1 Functional: This level adds functions to the tissue, i.e. blood flow,
objects are cuttable, tear-able.

Level 0 Real-World: The patient, a phantom or an animal.
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4 A Classification Of Principal Use Cases

Starting the classification from a systems engineering point of view the principal
use case classes of simulation for robotic surgery are discussed in this section.
As robotic surgery involves sophisticated mechatronic systems it is reasonable to
derive the categories of application from that domain. Including training from
the domain of surgery, the four main categories of goals for simulation in the
context of robotic surgery are as follows:

Training - goal of training is to use the method of simulation to improve the
skills of involved humans.

Design - goal is to use simulation for the design process of a system. This
includes the robotic system, the design of a surgical procedure, etc.

Validation - goal is to identify the proper system or task specifications.
Verification - goal is to use simulation to determine whether a system or

procedure works as specified.
In the following, the principal use case classes for simulation of robotic surgery

are discussed and related to the four categories. Figures 8-13 show the configu-
ration of the modular simulator, introduced in Section II, for the principal use
case classes.

«block»

Robotic System 
Simulator

«block»

World Simulator
«block»

Surgeon Console

«block»

Application
Control

Entity Under Test Simulator

Surgeon

interacts

Fig. 8. Simulator Setup for the Class Surgeon Skill Training

Use Case Class Surgeon Skill Training (Category: Training) It is common
practice to use simulation to train surgeon skill either on a certain surgical
procedure or to operate the robotic system. Goal: Improve skills of surgeons.
Typical Setup: Requires all four components of the simulator (see Fig. 8). The
surgeon is the entity-under-test. Hence, the simulation is always interactive.
Patient safety is immediately affected by surgeon skills. However, a training
curriculum is required that proves to enhance surgeon skills [3].

Use Case Class User Interface Design (Category: Design, Validation) Goal:
Improve and validate the design of the surgeon console. Typical Setup: The
simulator (see Fig. 8) consists of Application Control, Robotic System and World
simulators. The Surgeon Console is the entity-under-test. Patient Safety: A
validated user interface reduces the risk of mal-operation. An improved user
interface puts the surgeon’s focus on the surgical procedure. It provides the
surgeon with relevant information only and alerts him of impending risks.

Use Case Class Workflow Validation (Category: Validation). Workflow falls
into two categories: Surgical Procedure and Technical Workflow. The former
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Fig. 9. Simulator Setup for the Class User Interface Designs

«block»

Robotic System 
Simulator

«block»

World Simulator

«block»

Application
Control

«block»

Surgeon Console

Surgeon

interacts

Entity Under Test Simulator

Fig. 10. Simulator Setup for the Class Workflow Validation

has the focus on the surgical goal, the latter on the operation of the robotic
system. Goal: Validate a given workflow with human-centered (usability) meth-
ods. Typical Setup: The simulator setup (see Fig. 10) is similar to the class
User Interface Design, except that Application Control is the entity-under-test.
Patient safety: A workflow design that has been validated with the surgeon-in-
the-loop reduces the risk for the patient because the workflow has been proven
to be more likely performed well by surgeons.

Entity Under Test Simulator

«block»

Robotic System 
Simulator

«block»

World Simulator

«block»

Application
Control

Fig. 11. Simulator Setup for the Class Workflow Design

Use Case Class Workflow Design (Category: Design). Goal: Improve the de-
sign of a surgical or technical workflow. Pre-operative planning falls into this
class. Typical Setup: Requires both the robotic system and the world simula-
tors. Application Control is the entity-under-test (see Fig. 11). Patient safety:
Improved workflow for a certain procedure (e.g. shorter operation time, simpli-
fied tasks) reduces the risk for the patient.

Use Case Class Monitoring (Category: Verification). During surgery, the sim-
ulator runs in parallel to the real system. A monitor compares the simulation
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Fig. 12. Simulator Setup for the Class Monitoring

state with the real state. It estimates whether the real system works as intended.
A variant of monitoring is predictive simulation, where the future state of the real
system is estimated from the current simulation state [7]. Goal: Continuously
verify real system during operation. Typical Setup: The simulator comprises
of Application Control, Robotic System Simulator, and World Simulator (see
Fig. 12) . The real system is the entity-under-test. Patient safety: Monitoring
increases patient safety by reducing the risk to deviate from a planned procedure.
The comparison of simulated and real state enables to detect system failures,
deviations from the planned workflow, and planning errors.

«block»

Robotic System 
Simulator

«block»

World Simulator

Entity Under Test Simulator

Fig. 13. Simulator Setup for the Class Robot Design

Use Case Class Robot Design (Category: Design, Verification, Validation)
Goal: Improve the design of the robotic system, e.g. optimize the kinemat-
ics for a certain workspace. Typical Setup: Requires only the World Simulator
(see Fig. 13). The Robotics System Simulator is the entity-under-test. Patient
safety: A better robotic system that is more suitable for the intended procedure
reduces the overall risk for the patient.

5 Simulator Configurations For Use Cases

This Section exemplifies how to setup the simulator regarding its modeling as-
pects and details for the two principal use case classes Surgeon Skill Training
and Robot Design.

5.1 Surgeon Skill Training

The Surgeon Skill Training class can be divided into several training goals: (1)
Technical: training the use of the technical system, i.e. the surgical robotics
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system, (2) Procedure: training a certain surgical procedure and (3) Patient-
specific: training a patient-specific surgical intervention.

For the Technical goal, the mere basic task may be sufficient in terms of
the Application. In case the methods to step through the workspace are part of
the training, also the procedure needs to be modeled. As concerns the System,
a simple kinematics modeling can usually show most of the relevant system
behavior. However, if e.g. the robotic system offers force feedback, also some
dynamics should be modeled to allow the user to understand this functionality. In
the dimension of Patient, a rigid-body environment is often used; see first training
steps in [9]. The force feedback functionality however could be better introduced
by using soft tissue modeling. If the robotic system uses special instruments (e.g.
cautery devices), also a functional modeling may be required.

The second goal, Procedure, usually involves an anatomy-true modeling in
Application. To allow for interaction between surgical tools and patient, dynam-
ics need to be modeled in System, and the Patient should be modeled either as
soft tissue or even functional.

For the third goal, Patient-specific, the Application needs to be modeled
case specific, otherwise it is similar to the second goal Procedure.

5.2 Robot Design

Simulation methods are widely used to optimize a Robot Design also in non-
medical areas. Usual goals in this class are to find (1) Kinematics: the kinemat-
ics structure of the robot (e.g. number and sequence of joints, link lengths), (2)
Dynamics: the dynamics parameters (e.g. masses of the segments, stiffnesses,
maximum accelerations, applicable forces and torques), or (3) Implementa-
tion: the appropriate implementation (e.g. sensor resolution, motor character-
istics).

In terms of Application, the task needs to be anatomy-true in most cases to
allow for good comparability with reality. The classification w.r.t. the System is
straight-forward regarding the goal names. As concerns the Patient, a rigid body
or soft tissue modeling can be chosen.

6 Conclusions

The hierarchical levels of modeling details of the three aspects Application, Sys-
tem, and Patient enable the setup of a simulator for versatile goals in robotic
surgery. The presented use case classes are only the basis from that the actual use
cases are derived further. How this works, is illustrated in the previous section.
Moreover, metrics of the impact on patient safety should be developed for each
use case. The presented classification is currently used for the implementation
of a Robotic System Simulator within the project SAFROS (Patient Safety in
Robotic Surgery).

The developed concepts are also applicable to tele-robotics in general, e.g. the
operation of robots in hazardous environments such as space or disaster zones,



Classification of Modeling for Versatile Simulation Goals in Robotic Surgery 141

etc. Herein the aspect of Environment of Fig. 3 moves from Patient to the new
domain. The levels of modeling details only differ slightly from the proposed ones.
Furthermore the described methods enable to combine different simulations (e.g.
workflow, monitoring and simulations to design robots), often used separately
in various fields of robotics, within one modular simulator. This can be done by
merging the modular simulations and their classified use cases with compatible
interfaces.
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Abstract. In this study, the role of different 3D vision systems on the patient 
safety in the context of robotic surgery was studied. Clearly safety is the 
foremost importance in all surgical procedures. It is well studied in the clinical 
surgical procedures but the role of different 3D vision system in the context of 
patient safety is hardly ever mentioned. The assessment of the quality of the 3D 
images and role of force feedback was studied with two distinct methods 
(spatial estimation and depth perception) in two different vision systems 
(holographic and stereovision). The main idea in this study is to investigate 
quantitatively the role of the vision system in patient safety. 

Keywords: Safety in surgical robotics, 3D Display, Depth Perception, 
Stereovision, Holographic Displays, Force Feedback. 

1 Introduction 

Current surgical robots are teleoperator devices and in teleoperation systems, operator 
interface enables the control of the remote surgical tools hence the operator interface 
must give the surgeon a complete and realistic perception of the surgical site. The 
operator interface must provide essential visual and haptic information during the 
surgical procedure.   

To increase patient safety during the procedure, 3D visualization can be used to 
increase the realism of the visual perception. For the construction of 3D images a 
well-known technique stereoscopy is usually used. The main idea is to create depth 
illusion to provide the eyes of the viewer with two different images, representing two 
perspectives of the same object, with a minor deviation similar to the perspectives that 
both eyes naturally receive in binocular vision. Stereo Vision was introduced in 
minimal invasive surgery in early 1990s [1]. Stereoscopic vision (SV) is used in 
surgical robots, as the da Vinci robot (3D for the surgeon, 2D for the assistants) [2]. 
This system provides the surgeon full SV by using an endoscopic camera with two 
lenses. The surgeon controls the remote surgical tools under pure 3D vision without 
any force feedback. The da Vinci robot is capable of generating large forces and has a 
big danger of not providing force feedback. Patient safety can be improved with the 
operator interface integrated with force feedback and high quality 3D images. 
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The advantage for the use of SV is gain of realism. Numerous research point its 
advantage in term of speed performance [3, 4] and precision of manipulation [5] but 
some other research claim that there is no significant benefit [4, 7], they point 
however that it could be due to the fact that the technology is not advanced enough 
yet. Some of them show that SV benefits for novice but not for experienced surgeons 
[8,9]. However, stereovision has also some limitations that should be carefully 
studied. If we compare a complex real scene viewed binocularly and a computer 
display of the same scene with all depth cues carefully constructed, the geometric 
patterns of stimulation striking the two eyes are the same in the two cases. 
Nevertheless, psychophysical research and experience with virtual reality displays 
[10] show that the depth in the computer display will appear flattened relative to the 
real scene from which it is derived. A plausible cause for depth flattening is the fact 
that computer displays present images on one surface. This means that depth 
information from focus cues such as; accommodation and the retinal blur gradient are 
inconsistent with the depicted scene. 

Patient safety in a teleoperation system depends on the quality of the presented 
information in the operator interface. In other words, faithful reproduction of the 
surgical area in the operator interface is crucial for the patient safety. High quality and 
realistic rendering of the images and force feedback would increase the patient safety. 
Studying the interplay of 3D vision and haptics could give some new insights about 
the future operator interfaces. Therefore, an objective assessment of the quality of the 
3D perception with operator interfaces integrated with 3D vision and with haptics is 
crucial. The operator interfaces can be equipped with haptic devices and advanced 3D 
visualization displays to increase the perception the surgical area hence the patient 
safety. New operator interfaces that include holographic displays and force feedback 
could increase the quality of the representation of the operation room. 3D holographic 
images can be seen without glasses, without the need for head positioning or 
eyetracking, since the screen gives a natural ”window-like” 3D vision for multiple 
viewers.  

This research is a part of a larger European project Patient Safety in Robotic 
Surgery (SAFROS) that is about to increase the safety in surgical robotic. For surgical 
robotic systems, it is crucial to perceive surgical area accurately and precisely. The 
visual display must provide an exact replica of surgical area. With the current 
technology to have an exact replica of the surgical site is not reachable but by 
knowing the limitation of different displays would help to prevent inappropriate uses 
of these displays hence it would increase the patient safety [11]. 

In this study we want to investigate quantitatively (error rates and task completion 
times) under new operator interfaces with integrated 3D vision and haptics. The 
assessment of the quality of the 3D will be measured objectively and subjectively. 
The objective measure is based on distance estimation measures (accuracy and 
precision) and task completion time; the subjective measures are based on the 
questionnaire ratings. Furthermore, the assessment will be done with two different 
vision systems (holographic and stereovision).  

Patient safety would be increased by using new surgeon console that includes force 
feedback and better 3D display with more realistic 3D representation. We assume that 
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using haptic feedback and holographic display would result in a better task 
performance and presence hence it would increase the patient safety.  

This paper is organized as follows. In Section 1 we describe experimental 
protocols and details of the used hardware and software. In section 2 we present 
obtained result and in section 3 we discuss our findings concerning depth estimation 
and spatial assessment.  

2 Methods 

2.1 Participants 

Nine male participants with an average age of 32.5 (ranging from 23 to 59) for the 
experiment 1 and nine male participants with an average age of 30.6 (ranging from 25 
to 42) for the experiment 2 were recruited. They were right-handed participants and 
had no disorder of vision or touch and had no history of neurological or psychiatric 
conditions. Each experiment took around 40 minutes per participant. Participants 
were informed about the general purpose of the research, gave their informed consent 
and were compensated for participating to the experiment. 

2.2 Experimental Protocol and Set up 

In this study two different 3D displays (holographic and stereovision) were used. For 
the stereovision display we will use the display of the MIMIC simulator that is the 
simulator of the da Vinci Robot [12], see figure 1.  For the holographic 3D display, 
we will use the 3D displays of Holografika, whose HoloVizio technology generates a 
whole "3D light-field", not only limited number of views, with 3D images that can be 
seen with unassisted naked eye by multiple viewers simultaneously, see figure 2. 
With this technology, the 3D display of the surgical area will be visible by all 
personnel of the operating room, and not only by one single surgeon, as it is 
customary with the “da Vinci” system [13]. 

A haptic device (Novint Falcon) was used to track the hand movement and to 
provide force feedback. CHAI 3D open source platform and set of C++ libraries was 
used for modeling and simulating the haptics, and for visualization of the virtual 
world. 

 

 

Fig. 1. 3D Stereoscopic display of Mimic Simulator with a haptic device 
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2.2.1   Spatial Estimation Experiment 
We conducted a study to evaluate virtual spatial estimation with two different 3D 
displays. It is assumed that higher level of immersion would increase sense of 
presence and more realistic display hence it would result a higher patient safety [14]. 
Immersion is related with the task performance in VR and presence is related with the 
user’s subjective rating.  

 

 

Fig. 2. Holographic 3D display showing spatial estimation experiment VR 

The mismatch between accommodation and convergence in stereoscopic displays 
were shown to cause visual fatigue and discomfort [15]. This would decrease patient 
safety and using other displays that does not cause visual fatigue and discomfort 
would be better for patient safety.  

For the spatial assessment, we used a technique that is equivalent to the line 
bisection task. This technique was chosen since it is a common technique to evaluate 
for spatial processing and it was validated in real world [15]. In this task participants 
were required to indicate the center of an object (presented in horizontal or vertical) 
by bisecting the midline [15].  

VRs are mainly related with visual channel. Addition of other channels aimed at 
improving the realism and increased immersion and sense of presence. A significant 
amount of literature was published to address the visual realism however the 
contribution of visual and haptic channel in immersion feeling was not well quantified 
and studied [11]. Therefore in this study we evaluated the immersion and presence of 
two different displays by using line bisection task and the contribution of haptic 
feedback. 

A virtual environment including a surgical robot and a cylinder was modeled. To 
indicate the end and the middle of the cylinder, blue spheres were used. A cylindrical 
tube was shown either horizontally or vertically. Participants were asked to judge the 
midline of the cylinder moving a virtual model of a robotic tool. They started the 
movement at the center of the tube and were required the reach rear and front end of 
the tube and then to judge the center of the tube by pressing a button on the haptic 
device. During this task their task completion time and their distance to the center was 
recorded. In order to evaluate the effect of force feedback, for some cases a virtual 
wall was modeled at the rear and front end of the tube.  

The experiment was designed in a 2x2x2 factorial manner. The 3 factors were 
“direction” of cylindrical tube (horizontal vs. vertical), “force” (with force vs without 
force), and the type of “display” (stereovision vs holographic). There was a block of 
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practice trial, which was not analyzed. Practice block was followed by 16 
experimental blocks of 3 trials each. 

2.2.2   Depth Perception Experiment 
Depth perception is one of the key issues in 3D displays. In this experiment we 
evaluated depth perception by using a very simple task. Subjects had to compare the 
relative depths and relative size of two virtual objects (spheres). Different visual cues 
are processed by human vision system and combined in human brain to create a 3D 
perceptual world [16]. Therefore, depth perception is considered as an invisible 
cognitive state and inaccessible state. To overcome these limitations, researches used 
allocentric and egocentric distance comparison for the depth perception assessment 
[11,17,18,19]. In this task observer compares the relative distance between object and 
a reference point. With this method visual cues involved in depth perception can be 
accessed directly. 

In this study we used the method that was used for depth perception assessment in 
real word by the works described [11,20,21]. In this experiment, subject answered 
force choice questions about the size and distance two objects. There were four 
comparison questions that were composed of two factors (size and/or position), figure 
3. These questions are: 

1. Both objects are the same size, and at the same depth (apparent sizes are equal), 
2. Both objects are the same size, but at different depths (apparent sizes are 

different), 
3. Both objects are different sizes and at the same depth (apparent sizes are 

different), 
4. Both objects are different sizes, but at different depths (such that apparent sizes 

are equal), 

 

Fig. 3. Four cases of two object (a) and (b) real size and location, (c) retinal size [11] 

One might think that using only question 1 and 2 would be sufficient for depth 
perception evaluation. In this case participants could rely on apparent size rather than 
the depth that could make it difficult to interpret the result. In order to be sure about  
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the result that is based on perceived and not on the apparent size, two other 
comparison questions 3 and 4 were added. Furthermore we used spheres as virtual 
objects to force subjects to rely on stereopsis and convergence, see figure 4 [11]. 

 

 

Fig. 4. Holographic display showing VR of depth perception experiment 

 
The experiment was designed in a 2x2x2 factorial manner. The 3 factors were 

“size” of the sphere (same vs. different), “depth” (same vs different), and the type of 
“display” (stereovision vs holographic). A practice trial was performed before the 
experiment and it was not analyzed. Practice block was followed by 16 experimental 
blocks of 8 trials each. 

2.2.3   Questionnaire 
Participants filled out a questionnaire to rate their subjective experiences at the end of 
the experiment. The questionnaire was adapted from the [22]. The questionnaire was 
in written form divide into different questions about the presence/immersion, external 
awareness, quality, enjoyment and ergonomics. Participants were instructed to assign 
a value ranging from 1 to 7 (1 = strongly disagree to 7 = strongly agree) to 10 
statements (see table 1).  

2.2.4   Data Analysis 
Statistical analysis was made based on the mean of the task completion times and 
position errors in the spatial estimation experiment and based on the mean of the 
reaction times and error rates for the depth perception experiment. Data from the all 
trials were analyzed by repeated-measures ANOVAs on the mean values of task 
completion times and position errors for spatial estimation experiment and mean 
values of reaction times and error rates for the depth perception experiment. 
Individual ANOVA variables were compared with post-hoc tests. Paired t-test was 
used for the comparison of the questionnaire ratings. All numerical values were 
presented the mean and between-subjects standard error. A significant effect was 
reported for p ≤ 0.05. 
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Table 1. Questionnaire about the virtual reality experience 
 

Dimension Questions 

Presence/ 
Immersion 
 
 

- The depth impression was realistic 

- I had a 3D impression of the displayed 

environment and objects. 

 
External 
awarness 
 

-I was not aware of the real world—the laboratory 

 

Quality 
 

-I could estimate the distance of the objects well. 

-I had the feeling that I could reach into the virtual 

world and touch the objects. 

-I could see the virtual world clearly 

Enjoyment 
 

-The quality of the graphical presentation was 

fascinating. 

 

Ergonomics 

-After the experiment I had muscle pain in the neck. 

-The display was comfortable and not tiring for the 

eyes  

-After the experiment I had muscle pain in the arm. 

 

3 Results 

3.1 Spatial Estimation Experiment 

To compare the spatial assessment performance in both holographic and stereovision 
display, distance to the center point and task completion time means with standard 
deviations were shown in fig 5 and fig 6.  

ANOVA tests on task completion time rates revealed a main effect of display (F (1, 

8) = 13.9, p = 0.005). Other significant factors are Force (F (1, 8) = 59.7, p < 0.001) 
confirming that task completion time was significantly less when force feedback was 
applied and a significant interaction between Direction and Force. (F (1, 8) = 16.7, p = 
0.003). Post-hoc comparison reveals a significant difference between conditions 1 No 
Force Horizontal (NFHor) and 2 Force Horizontal (FFHor) (p = 0.014), 1 and 4 Force 
Vertical (FFVer) (p = 0.03), 2 No Force Vertical (NFVer) and 3 (p = 0.01), 3 and 4 (p 
= 0.026) 3 and 4 (p = 0.02) for stereoscopic display and significant difference 
between conditions 1 (NFHor) and 2 (FFHor) (p < 0.001), 1 and 3 (NFVer) (p = 
0.002), 2 (NFVer) and 3 (p = 0.003), 3 and 4 (p = 0.02) for holographic display. 
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Fig. 5. Task completion time and role of force feedback 

 

ANOVA tests on distance to the center revealed an interaction between Display 
and Dir (F (1, 8) = 5.9, p = 0.04). Post-hoc comparison did not reveal any significant 
difference between conditions for stereoscopic display but it revealed significant 
difference between conditions 1 (NFHor) and 3 (NFVer) (p = 0.005), 2 (FFHor) and 3 
(NFVer) (p = 0.005), 3 and 4 (FFVer)  (p = 0.02) for holographic display. 

3.2 Depth Perception Experiment 

To compare the depth perception performance in both holographic and stereovision 
display, error rate and response time means with standard deviations were shown in 
fig 7 and fig 8. For holographic display subjects showed better accuracy but slower 
response times.  

 

 

Fig. 6. Distance to center of cylindrical tube 

 
ANOVA tests on error rates revealed a main effect of display (F (1, 8) = 28.9, p < 

0.001), conforming that holographic display has lower error rate compared to 
stereoscopic display. Other significant factors are Size (F (1, 8) = 11.7, p = 0.009) and a 
significant interaction between Display, Size and Depth. (F (1, 8) = 6.57, p = 0.03). 
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Post-hoc comparison reveals that for the SV system, different conditions reveals no 
significant difference between four comparisons but it reveals a significant difference 
between conditions 1 Same Size Same Position (SSSP) and 3 Different Size Same 
Position (DSSP)(p = 0.016), 1 and 4 Different Size Different Position (DSDP) (p < 
0.001), 2 Same Size Different Position (SSDP) and 3 (p = 0.037), 2 and 4 (p < 0.001) 
3 and 4 (p = 0.02) for the holographic display.  

 

 

Fig. 7. Percentage error: Holographic display has lower % error 

 
ANOVA tests on reaction time revealed a main effect of display F (1, 8) = 40.5, p < 

0.001), conforming that holographic display has larger response time compared 
stereoscopic display. Other significant factors are size (F (1, 8) = 22.2, p = 0.002) and a 
significant interaction between Display and Size. (F (1, 8) = 12.83, p = 0.007). Post-hoc 
comparison reveals that for the SV system, different conditions reveals no significant 
difference between four comparisons but it reveals a significant difference between 
conditions 2 and 3 ( p = 0.007), 2 and 4 (p=0.01) for the holographic display. 

3.3 Questionnaire 

Concerning questionnaire scores, we found that ratings in question Q4 about the 
effect of force feedback (“I had the feeling that I could reach into the virtual world 
and touch the objects.”) was significantly larger in the force feedback condition (Q4: 
p < 0.0413 for SV and p = 0.0402 for holographic vision). No significant difference 
between force feedback and no feedback condition for the other questions. 

Then we performed 2-tailed paired t-test for the average question rating for 
stereoscopic display and holographic display. In this case we found Q8 (After the 
experiment I had muscle pain in the neck) significantly higher ratings for the 
stereoscopic display (p = 0.003) and Q9 (The display was comfortable and not tiring 
for the eyes) significantly higher rating for holographic display (p < 0.001). 
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Fig. 8. Reaction time: Holographic display has higher reaction time 

4 Discussion 

VEs can be viewed using different 3D vision system that can influence the perception 
of the environment. Role of different 3D virtual reality platform and vision system on 
the patient safety in the context of robotic surgery was studied. The assessment of the 
quality of the 3D images and role of force feedback was studied with two distinct 
methods in two different vision systems (holographic and stereovision). The idea 
behind this approach was to investigate quantitatively the role of the vision system in 
patient safety. 

We found some difference in task completion time in the spatial estimation 
experiment. The result of the spatial estimation experiment showed the importance of 
force feedback. As it is seen in figure 5, participants were able to complete the task 
faster in the case of force feedback. Providing force feedback at the end front and rear 
end of the tube enabled them complete the task faster. This could be explained that 
participants used the visual cues and haptic cue to access the boundaries of the tube. 
The integration of visual and haptic cues could have increased their performance. 
Furthermore, movements were less precise for the stereovision display and midline 
assessment accuracy was lower for the stereovision display. As it is seen in figure 6, 
the distance to the midline of the tube was lower for the holographic display.  

One of the main goals of this study was to determine whether participants’ 
performance in depth perception task changes when different 3D display was used. 
The ANOVA result on the percentage error of the depth perception experiment 
revealed a difference. This effect was achieved for most the conditions for the 
holographic display and this was not the case for the stereovision display. In other 
words, participants showed a better performance in holographic display compared to 
the stereovision display. As it is seen in figure 7, participants had significantly lower 
error rate for the holographic display, except in the ambiguous comparison condition 
(condition 4: DSDP). Furthermore, ANOVA result on the response time of the depth 
perception experiment also revealed a difference. The response time for the 
holographic display was significantly higher then the stereovision display for all the 
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conditions, see fig 8. One might interpret the competing result on accuracy and 
response time as speed-accuracy problem.  However this should not be the case for 
this experiment because participants were asked to respond when they are sure about 
the answer. Hence the difference in the error rates could not be due to the speed 
accuracy tradeoff. In the holographic display participants took more time by looking 
at different angles, therefore their response times are longer and they have higher 
accuracy rate. 

Subjective ratings on presence/immersion, external awareness, quality and 
enjoyment were satisfying for both of the 3D displays. However, subjective rating on 
the ergonomics was not satisfying for the stereovision display. Participants report 
muscle pain in the neck and discomfort due to the tiring for the eyes for the 
stereovision display. On the other hand, subjective rating on the ergonomics for the 
holographic display was satisfying.   

5 Conclusion 

This study focused on the assessment of surgeon’s accuracy and action/perception 
limit under different surgical operator interface with different 3D vision systems and 
how different vision system and haptic could increase patient safety. A statistical 
comparison was done on the quantitative measures of the two distinct displays. A 
comparison of 3D SV system of the da Vinci simulator and holographic visual system 
was performed. As expected our result showed that using haptic feedback and 
holographic display resulted in better task performance and presence hence it would 
increase the patient safety. 
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Abstract. This paper describes an innovative methodological approach devel-
oped within the SAFROS European project (Patient Safety in Robotic Surgery,
FP7) that allows to identify a set of metrics for the evaluation of patient safety
during the pre- and intra-operative phase of robotic interventions. This method-
ology enlarges the focus of the evaluation: safety is assessed not only through the
analysis of features and limitations of the technological solutions involved in the
execution of target surgical interventions (product safety) but also in terms of the
effects of their interaction within the surgical scenario (process safety). Moreover
potentialities and obstacles emerging from the introduction of such technologies
into the operating room and the hospital as systems (organizational safety) are
evaluated. The proposed method has been applied to the analysis of one gold
standard and two benchmark procedures. The output of the analysis is a com-
plex set of key metrics addressing safety at the above described levels. This paper
reports the most relevant and interesting subset of the obtained results. The ex-
tendibility of the method to the analysis of other interventions will be verified
with suitable experiments in the next future.

Keywords: patient safety, robotic surgery, safety metrics, surgical workflow,
SAFROS project.

1 Introduction

Patient safety is defined by the World Health Organization (WHO) as the absence of
preventable harm to a patient during the process of health care. The discipline of pa-
tient safety is the coordinated effort to prevent harm to patients, caused by the process of
health care itself [1]. During the last 10 years the relevance attributed to the prevention
and management of errors raised considerably within both the American and European
medical community. The publication of [2] [3] by the Institute Of Medicine (IOM) and
of [4] by the Quality Interagency Coordination Task Force (QuIC) demonstrated the
willingness to face the considerable number of medical errors that negatively affect pa-
tient outcomes and the performance of the medical staff in general. The introduction
of robotic surgery marked a turning point for the surgical practice in the context of
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patient safety [5]. It enhanced the benefits introduced by minimally invasive technolo-
gies (reduction of intra- and post- operative blood loss, shortening of patients recovery
time etc) and solved some of their limitations providing the surgeon with high quality
stereo vision and 7 degrees of freedom tools, thus enabling them to perform extremely
precise and dexterous movements [6]. Despite the ability of surgeons in using surgical
robots and the precision of such machinery, no study has looked at all aspects of safety
in robotic surgery. As of today, the analysis of the effects due to the introduction of
robotic technologies has been conducted by evaluating the requirements for a proper
preoperative diagnostic, for the performance of the intervention and for the training of
surgeons separately (e.g. in [7]). In addition, the evaluation of the performance qual-
ity of these phases does not involve the use of metrics that specifically address patient
safety. The SAFROS project (Patient Safety in Robotic Surgery, EU 7th Framework
Programme) aims at developing technologies and methods for the enhancements of
patient safety in surgical procedures extending the analysis to the whole surgical work-
flow. The SAFROS project addresses the complete planning-execution loop in surgical
robotics, to ensure a seamless data flow and consistent accuracy in all phases of robotic-
assisted surgery. The project aims at demonstrating that the introduction of assistive
technologies improves patient safety during the performance of surgical intervention
with respect to their current way of execution. To this extent the identification of a set
of metrics for the objective assessment of patient safety is required.

2 Objective

The aim of this paper is to describe the methodological approach introduced in the con-
text of the SAFROS project to define the metrics that will enable the assessment of
patient safety in robotic surgery. The analysis has been extended to the whole surgi-
cal workflow, starting from the pre-operative phase to the execution of the operation.
Moreover it took into account all the aspects concurring to the complexity of the system
and to patient safety, including technological, procedural, environmental and patient re-
lated factors. This methodology has been developed to identify a list of metrics related
to both technical and medical aspects as indicators for a safe surgical performance.
The described method has been applied to the analysis of a standardized robot-assisted
procedure such as the Robot-Assisted Radical Prostatectomy (RALP) [10] and of two
case studies, namely pancreatic tumor enucleation and the Abdominal Aortic Aneurysm
(AAA) repair [8] [9]. Positive results obtained from the application of the method in the
selected case will be the base for its wider usage.
The first part of the paper reports the methodological framework as it has been devel-
oped within the SAFROS project. The description follows the subdivision of the method
into the three levels of the analysis: namely product, process and organizational safety.
Then the paper reports the results obtained for the specified surgical procedures. Finally,
conclusions are drawn and possible extensions proposed.

3 Methods

The methodological approach applied within the SAFROS project includes three in-
creasingly complex levels of analysis: product safety analysis, process safety analysis,
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and organizational safety analysis. This allows to assess the safety of the applied tech-
nologies considering them first singularly, then analyzing their interaction into a sur-
gical process and finally integrating them into a wider organizational context (Fig. 1).
Such a schema makes possible to reengineer the surgical process through the introduc-
tion of technological innovations and to extract patient safety indicators to assess the
impact of these solutions.

Fig. 1. Schema of the whole methodological approach

Literature researches [7] [11]–[16] and interviews to expert surgical teams and ex-
pert robotic surgeons allowed the identification of the most relevant limits affecting
commercial surgical robots specifically related to their use in the considered surgical
procedures [14] [15]. It has been pointed out that four are the main categories in which
robotic features could be grouped (mechanics, imaging, surgical workflow and operat-
ing room (OR) environment and patient), each of them bringing benefits and limitations
when introduced into a surgical environment. As example, referring to mechanics, the
possibility to have accurate tools with scaled movements and extra degrees of freedom
represents a great advantage but on the other side robots are cumbersome, with time
consuming to set-up.

3.1 Product Safety Analysis

The product safety level aims at evaluating the features of SAFROS technological so-
lutions, some of which are already existing whilst other are being developed within the
project. SAFROS products have a potential to increase patient safety, possibly over-
coming the current limitations of robotic surgery. The analysis focuses on virtual and
synthetic organ models, virtual simulator for training and planning, pre-operative plan-
ning technologies, operating room monitoring system and robotic simulator. The speci-
fications of SAFROS technological products were outlined with a set of technical safety
metrics to understand their impact on patient safety during surgical interventions and
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to assess their potentiality. The product safety analysis has been supported by the Goal-
Question-Metric (GQM) model [17] [18], a goal-driven measurement system for soft-
ware development, where each goal triggers the identification of appropriate metrics.
We adapted this approach in the context of SAFROS project (see Fig. 2) defining its
specific Goal: “analyze SAFROS products for the purpose to improve the Patient Safety
from the view point of medical and robotic experts in the context of robotic surgery”.

Fig. 2. The GQM approach applied in SAFROS

In order to satisfy the SAFROS objectives, we outlined SAFROS main Questions
and the corresponding technical safety metrics. For each solution we pointed out what
evaluation criteria have to be investigated and which laboratory evaluation tests we
have to perform. As a result, a list of 55 Technical Safety Metrics and related evaluation
methods has been obtained. An excerpt of them is provided in the Table 1.

3.2 Process Safety Analysis

The process safety level expands the focus of previous analysis through the application
of a systems approach, that evaluates the effects of the interaction of the above mentioned
products and their integration into the different phases of surgical procedures. The scope
of this research is to identify and select the criticalities in the surgical process in order to
design the ways in which SAFROS technologies could reduce them and improve benefits
for the patient. At this level the analysis comprises the robotic and the surgical proce-
dures, also including the factors influencing patient safety such as the operating room
environment and patient related information. The conclusions of this level of the study
conducted to the identification of a list of medical safety metrics related to each element,
starting from the study of the risks embedded in the whole surgical scenario.

For this purpose we exploited a simplified version of the Failure Mode and Effects
Analysis (FMEA) [19] as risk assessment tool to study the gold standard robot-assisted
radical prostatectomy (RALP), and the two SAFROS benchmark procedures (vascular
and abdominal). Preliminarily we identified the procedural steps of the pre- and intra-
operative phases for each procedure. FMEA helped in identifying all the procedure-
related risks, considering also the respective causes and effects. In close collaboration



Patient Safety Measures in Robotic Surgery 159

Table 1. Example of Technical Safety Metrics resulting from the product safety analysis

Technical Safety Metrics
Products Criteria

Virtual and synthetic organ models
Realism of physical model dynamic be-
haviour

Force deviation from actual in dynamic
experiments (%, mN)

Mechanical properties Measured Youngs modulus [Pa], devia-
tion from target [Pa], stress-strain curve
acceptability: yes/no

Surgical Planner
Error between real and reconstructued
environment

Linear errors (m), yes/no (task depen-
dant)

Reduction in cognitive load/ time when
facing adverse events in simulation

Ratio between trained completion time
and untrained completion time %, ratio
<1 significantly

Pre-operative planning technologies
Error between real/registered environ-
ment

Linear error (mm), if ¡1cm = yes

Stability of the estimated registration
transforms

Variance of the transform parameters, if
<5% = yes

Quality of obstacle detection and human
tracking

mm, <10cm

Time delay between real world motions
and update of the virtual scene

<500ms

Robotic system simulator
Cartesian positioning accuracy mm, rad
Accurate torque measurement N, Nm

with OR personnel (e.g. qualified surgeons, anesthetist, nurses, . . . ) through site visits
and interviews, the risks have been ranked according to a Criticality Index (CI). This
parameter is obtained by multiplying the estimated frequency of occurrence (O, from 1
to 4) of the risk by the expected severity (S, from 1 to 5) of the damage caused to the
patient in the event the risk converts into reality Fig. 3.

As example, in Table 2 is reported some of the highly ranked risks selection for
the most representative procedural steps of the robotic surgical workflow, referring to
RALP. From the risk analysis it was possible to deduce a set of medical safety metrics
addressing the criticalities of the procedures taken into account. This will enable the
qualitative and quantitative assessment of the improvement in patient safety provided
by the introduction of SAFROS solutions.

The other determinant factors influencing the safety in surgical theatre are related
to patient and the OR environment. Criticalities due to patient-specific clinical and
anatomical characteristics, e.g. pathology and comorbidities, outlining the individual
risk profile have also been collected by reviewing clinical documentations and informed
consents forms and by collecting surgeons opinions. We also encompassed the charac-
teristics of the operating scenario in terms of ergonomics and the role of human factors
related to the internal dynamics of the surgical team [20]. The results of the Process
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Fig. 3. Risk Matrix used to rank the procedural risks

Table 2. Analysis of the risks related to the robot-assisted procedure

Process Step Related Risks Causes Effects

Pre-operative planning
Not adequate evalu-
ation of the surgical
strategy

Incomplete/inaccurate
evaluation of the
pre-operative tests

Prolonged surgery De-
viation from planned
operation Not prompt
reaction of the surgeon
to complications

Surgical steps execu-
tion: First Surgeon

Partial or missed visu-
alization of the robotic
instruments as they are
positioned in the pelvis

Technical malfunc-
tions in the optical
tool/camera Improper
check of the tools (e.g.
camera out of focus)
Surgeon’s inattention

Prolonged surgery
Damage to anatomical
structure Collisions

Surgical steps execu-
tion: First Assistant and
the rest of the surgical
team

Improper changing of
the instruments

First assistants skill
(e.g. insufficient con-
fidence with robotic
devices) Missed com-
munication between
OR staff Lack of
knowledge of inserting
the robotic instruments

Prolonged surgery
Damage of the anatom-
ical structures

safety analysis collected in Fig. 3 are the Medical Safety Metrics obtained from the anal-
ysis of the different factors influencing patient safety previously discussed (procedure-
related risks, patient-specific data and operative environment).
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Table 3. Risk Matrix used to rank the procedural risks

3.3 Organizational Safety Analysis

The organizational safety level addresses the potential impact of the application of new
technologies on a higher level environment: the operating room system and the hospital
as an institution. It’s relevant to evaluate which are the determinants for a successful
possible introduction of SAFROS system in this complex organizational environment.
In fact, high reliability in healthcare is founded on the context in which care is deliv-
ered, called organizational culture, and that has important influences on patient safety
[21]. At the day of the publication of this paper the work concerning the Organiza-
tional safety analysis is still in progress. It requires considerable efforts and time as it
involves different categories of professionals, including lawyers, sociologists, surgeons
and members of hospitals management.

4 Results

SAFROS project aims at developing technologies and methods in order to enhance
patient safety and proving their effectiveness when introduced in the robotic surgical
environment. The analysis conducted to the definition of a set of technical and medical
safety metrics for the evaluation of SAFROS solutions applied to pre or intra-operative
phases of the robotic-assisted surgical procedure. In Fig. 4 is presented an extract of
the result of the entire analysis. SAFROS solutions are reported together with their
Technical Safety Metrics. The focus is on the benefits that their introduction imply in
the context of patient safety. In the last column are finally referred the Medical Safety
Metrics that each solution is addressing to and that will help to evaluate how effectively
the patient safety is improved by their introduction.
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Table 4. Extract of the SAFROS patient safety analysis results

5 Discussion and Future Perspectives

The application of the proposed method to the considered surgical procedures led to the
identification of several metrics for the assessment of patient safety. The complexity of
the obtained metrics and their wide focus, embracing not only single components but
whole processes and systems, suggests the necessity of a holistic approach for patient
safety analysis. Another important outcome of the performed work is the definition of
a set of key aspect that should be taken into account for the development of new tech-
nological solution for robotic surgery. The application of the proposed protocol to the
targeted pancreatic and vascular procedures may be considered as the main limitation
of the current work. In fact as for today these interventions are not routinely assisted by
robots, since their high complexity of execution has hampered an extensive use of tech-
nology. Despite this, their adoption as test-beds for the SAFROS method was grounded
on the belief that patient safety, as a systemic notion, could be better addressed in un-
explored fields where no consolidated practices exist. The extendibility of the proposed
methodological approach to other medical or surgical specialties will be soon analyzed.
In fact safety must drive the development of technological solutions in the early de-
sign phase and not introduced when already established design constraints can impede
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further improvements. The correctness of the defined metrics for the assessment of pa-
tient safety levels will be verified. Tests on benchmark procedures and selected surgical
tasks, e.g. comparing task execution with and without the examined technological solu-
tions, will allow to verify the reliability and consistency of the identified Safety Metrics.
Testing activities will be devoted firstly to evaluate if the proposed methodological ap-
proach is useful to represent the different aspects of patient safety in robotic surgery.
Secondly the experimental phase will validate whether the proposed solutions bring an
improvement in patient safety compared to traditional procedures. In addition we will
check the results of our analysis comparing them with real data derived from robotic-
surgery experience [12]. The definition of the testing protocols and the set-up of the
testing activities requires time and resources and will be finalized in the coming period
within SAFROS framework. The organizational safety analysis will be completed in the
next future, exploring the field of human factors toward the environment of safety cul-
ture. The last phase of the study aims at analyzing the existence of possible correlations
between the Technical Safety Metrics and the Medical Safety Metrics through execu-
tion of test and experiments based on well defined statistical protocols. Confirming the
existence of such correlations will demonstrate the proposed method to be suitable for
the objective and coherent with the underlying assumptions.
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Abstract. The introduction of robot assistance into the surgical process yields 
beside all desired advantages also additional sources of potential risks. This is 
especially due to the fact that the working space of the robot system is 
overlapping with the patient and the surgical personnel in a narrow environment 
around the situs. To enable the usage of partially autonomous robotic system in 
this field, we propose a novel approach which combines an algorithm for 
guaranteed collision-free path-planning with a real-time monitoring system of 
the workspace. This paper details the concept as well as the integration plan, 
showing first results for both components. 

Keywords: robot assistance, monitoring, safety, collision avoidance, trajectory 
planning, sensing, registration. 

1 Introduction 

Nowadays, robot assisted surgery is (again) an upcoming technology for the operating 
room [1]. For comparatively simple surgical treatments, a robot/manipulator system 
and some manual support are often sufficient. As treatments grow more complex, 
there is need for support by additional tools. However, the optimal integration of these 
tools into the OR set up is cumbersome and time consuming. To make the systems 
more operable, capable and timesaving for the usage in the OR they would benefit 
from autonomous execution of some of these functions. This approach will in turn 
help to introduce robotic systems as routinely used assistance systems. For this 
reason, the Medical Robotics Group of IPR (MeGI) developed a modular platform for 
robotic surgery called OP:Sense [2] as depicted in Figure 1. This frame is the basis for 
research on the complete workflow of the different phases of a surgical treatment. 

Based on patient data from multiple sources such as imaging and electronic health 
record (EHR) an individual planning model shall be established. The first phase will 
be the pre-operative surgical planning which is independent of the tools that will be 
used during the actual intervention. This plan will then be instantiated and the task 
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planning for the specifically chosen modules can be performed. An especially 
important part for robotic surgery is the motion planning of the robotic instruments. 
This contains trajectories to and from the instruments region of interest. In partially 
autonomous minimally invasive robotic surgery, these could e.g. be used to 
automatically position the robot instruments near the trocars and then give full manual 
control to the surgeon. 

In order to plan and guarantee safe robotic trajectories, constraints have to be 
defined that will lead to a safe execution with included exception handling. This will 
include supervising the scene for detecting obstacles to be included in the trajectory 
planning. Path planning itself has to take into account all detected obstacles in order 
to plan a reliable safe trajectory which doesn’t pose any threat to either the patient or 
the medical staff. The combination of both measures as proposed here leads to robotic 
movements which are both safe and applicable to the live situation in the operation 
theatre with many different people and devices interacting in a dynamic way.  

 

 

 

Fig. 1. OP:Sense platform for robot assisted surgery with two light-weight robots and the 
operation room supervision system (OSS) 

2 Planning 

2.1 Surgical Planning 

In the pre-operative planning of the intervention, several medical decisions have to be 
made. These include the type of intervention (open surgery vs. minimally invasive 
surgery) as well as decisions more specific to the patients and their anatomy like the 
position and size of the incision(s) [3]. The latter have to take into account the 
properties of the surgical robot system being used such as its workspace, degrees of 
freedom and joint lengths, resulting in a robot configuration optimized for the actual 
intervention. 

During the intervention, the robots positions at the operation table as well as the 
patient can be assumed to be static, i.e. both the patient and the robot bases are  
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non-moving. Thus the patient can be regarded as a static obstacle which we propose 
to initially assess directly before the intervention. 

2.2 Intra-operative Planning of Safe Zones 

To initially asses the patients geometry and calculate the resulting safe zones in which 
the robots might work, the sensing system as detailed in III. will be used. After the 
patient is fully prepared, directly before the intervention itself begins with the first 
incision, the complete environment is captured by all cameras. This results in a 
(partially colored) point cloud showing the patient on the OP table which can then be 
used to build a volumetric model of the scene. Based on the color information the 
patients surface can be segmented into an interaction zone (that the robot might 
collide with) and a safe zone which can’t be violated. By combining the zone 
segmentation with the volumetric model, a safe volume can be constructed which will 
then be used as an obstacle for trajectory planning. 

2.3 Trajectory Planning 

Based on the information given by the paths defined above, we use an automatic path 
planning algorithm that combines a deterministic local planning algorithm (A*) with a 
probabilistic global planning algorithm (PRM) in detail presented in [4]. This 
combination allows to compute collision-free paths in free wide spaces (e.g. from 
initial position of the robot to the target position) and is especially suited for cluttered 
and narrow environments (e.g. near the situs). In this connection we use a collision 
checking approach based on distance computations which allows detecting collisions 
reliably. This approach is explained in the following.  

2.4 Collision Checking 

As stated before, it is crucial for the targeted application to verify that 
movements/paths of the robot are collision-free. Typically obstacles detection and 
movement execution are handled in two different spaces: 

• Work space (W-space): is the space where the robot and the obstacles exist as 3D 
geometry model. 

• Configuration space (C-space): is the mathematical space spawn by all 
independent joints (only active joints). 

Most approaches concerning collision checking of motion paths of robots rely on spot 
tests which are calculated at discrete positions along the path in C-space. This 
requires a pre-calculated step-size depending on the minimum size of the expected 
obstacles. But even if this size is given or can be calculated discrete collision tests 
can’t guarantee that a robot path is collision free (s. Fig. 2). To overcome this 
deficiency we use an approach to map W-space distances to C-space areas that are  
collision free [5] (s. Fig. 2) also efficiently used in path planning algorithms [6]. The 
proposed method eliminates discretisation and resolution based problems when 
testing a path for collisions. 
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(a) (b) (c) (d)

 

     

Fig. 2. (left two images) discrete collision checks can fail to detect collisions even if fine 
sampled, (right two images) our approach transforming W-space distances to C-Space can 
guarantee that a tested path is collision free 

The idea can be summarized in generally determining how much a joint Ji of a 
robot can be moved before any affected link collides with an obstacles. To exemplify, 
consider an obstacle and a device with two rotational joints as shown in Fig. 3. Before 
moving the device, the minimal distance dmin between the device and obstacles is 
computed. The distance consumption table translates dmin to a joint value ∆ϕ1. After the 
device moves the joint J1 by ∆ϕ1, the distance between device and obstacle tends to be 
0. Due to the fact that J1 can be moved by ∆ϕ1 on both directions, a collision free 
region of 2∆ϕ1 along the J1 axis is set (s. Fig 3 (b), C-space). Similar behaviour is 
observed if only J2 is actuated. If J1 and J2 are rotated at the same time, the joint values 
are smaller than the ones calculated when moving only one joint (ϕ1 < ∆ϕ1 and ϕ2 
<∆ϕ2). All joints movements inside the rhombic region are guaranteed to be collision 
free [BH1]. Based on that, a parameter-free recursive path test can be implemented that 
is able to securely detect obstacles of arbitrarily size (s. Fig. 3 (right)). 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. (a) W-space and C-space of a robot with two rotational joints (J1 and J2). Minimal 
distance between device and obstacle is computed; (b) only joint J1 is moved on ∆ϕ just before 
it collides; (c) same effect moving joint J2; (d) All robot poses inside the rhombus, in C-space, 
are collision free. 
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2.5 Collision Prediction and Avoidance 

The previous two sections describe how collision-free path-planning and safe collision 
checking of these paths during execution is done. During manual control this concept 
has to be operator. So during manual control every p cycle of the robot controller 
(p*4ms–p*12ms), the future position of the robot is estimated based on the input given 
by the operator and the current velocity and acceleration (s. Fig. 4). 

 

 

 

 

 

 

 

Fig. 4. Left to right: Based on the current input and velocity the future position is estimated at 
cycle t=t+p; based on the maximum possible deccelaration the estimated stop position is 
computed; based on the distance at this position, the robot can be freely moved, is slowed down 
or – if necessary – stopped 

Fig. 5. demonstrates this approach with two KUKA-LBR. The predicted positions 
are shown in transparent. Between the these virtual robots a distance computation is 
done. Based on the calculated distance, an appropriate strategy is chosen (emergency 
stop, reduce velocity, change gear ratio of telecontrol, etc.) .  The same principle can 
be used to emulate virtual fixtures (e.g. guiding channels or virtual workspaces, 
preventing a tool to leave a defined area). In the proposed approach we favor the use 
of distance calculations over pure collision checking, offering much more flexiblity, 
even though collision-checking is typically 15 times faster. 

 

 

 

Fig. 5. Example of two LBR tested for collision in real-time with predicted position 
(transparent robot) using the approach explained in Fig. 4. In this setup the distance calculation 
takes ~1ms. For comparison: a pure collision test would only take 0.089 ms. 
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3 Sensing System 

3.1 Tasks and Requirements 

The task of the operation room sensing system (OSS) is to provide real-time scene 
information of the surroundings of the robots. As the situation in the operation theatre 
can be highly dynamic and various people surround the operation table, occlusions are 
a problem which is encountered very often. In the initial phase of an operation, the 3D 
surface of a patient has to be detected and segemented to determine safe zones, in 
which the robot might interact with the patient. For laparotomy, colored 3D 
information is necessary to detect the safe zone where the incision will be performed 
based on the parts of the patient that are put under medical cloth. In the case of 
minimally invasive robotic surgery, the locations of the trocars need to be determined. 
Independent of the type of operation, this step has to be performed only once and is 
thus not time-critical. During the intervention, the OSS has to provide real-time 
information about the current environment of the robots for path-planning with 
collision avoidance (free W-Space). Also, the robots pose has to be redundantly 
supervised in order to guarantee the correct execution of the planned trajectories and 
quickly detect deviations. This, of course, should also run in real-time. 

3.2 Configuration 

The OP:Sense setup currently integrates 13 cameras monitoring the scene from 
different angles, alllowing for the supervision of a large working space even with 
occlusions caused by obstacles and robots. Three different types of cameras are in use 
to meet the requirements listed above: 

• Industrial-standard time-of-flight cameras are used for real-time acquisition of 
scene information from seven different perspectives. While these offer a high 
configurability and low latencies, the resulting images only feature a low 
resolution and no color information. 

• A marker-based tracking-system in a six camera configuration  provides accurate 
information for the poses of up to 20 different rigid bodies fitted with spheres. 
These e.g. include the end-effectors of the robots and other instruments. 

• MS Kinect cameras offer high-resolution colored 3D-images (RGB-D) at the cost 
of a comparatively high latency and a lack of configuration options. Currently, the 
OSS is expanded to integrate four Kinect cameras into the OP:Sense setup. 
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Fig. 6. Configuration of the OSS with six PMD S3 cameras (green pentagons) and six 
ARTtrack cameras (blue circles) ceiling-mounted around the workspace as well as one PMD 
CamCube 2.0 directly over the patient (green rectangle); left: S3 group 1 is triggered, right: S3 
group 2 is triggered (different beam colors correspond to different frequencies) 

While the combination of these sensors offers many advantages and can thus fulfil 
the requirements listed above, there are also drawbacks to be dealt with. As all 
systems rely on active IR signals, it has to be guaranteed that no crosstalk between the 
cameras distorts the measurements. According experiments showed that the 
simultaneous usage of multiple PMD S3 cameras leads to major distorsions. Thus a 
shared time- and frequency-multiplexing control mechanism has been developed and 
implemented. The spatial configuration of the cameras as well as the principle of the 
multiplexing approach is depicted in Fig. 6. 

3.3 Results 

Due to the time-multiplexing control for the S3 cameras, not all cameras can be 
triggered at their nominal speed, resulting in a lower achievable framerate. In practice, 
two groups of S3 cameras only run at 10 Hz each instead of their maximum refresh 
rate of 20 Hz. As all information from the cameras are integrated into one central 
representation of the scene, this model is nevertheless still with a frame rate of 20 Hz. 
As in each timestep information from different cameras is integrated, we call this an 
“interlaced” update rate of 20 Hz. Table I shows the detailled results of the current 
setup. 

Table 1. OSS update rate 

Sensor / system 
Update rates 

Maximum nominal 
frame rate 

Frame rate achieved in 
OP:Sense 

PMD S3 20 Hz 10 Hz 

PMD CamCube 20 Hz 20 Hz 

ARTtrack 2.0 60 Hz 20 Hz 

Full scene 
representation 

- 20 Hz 
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In a preliminary step for integration of the collision-free path-planning, a voxel 
carving algorithm has been applied to the scene model. This results in a free space 
configuration representation which will serve as the input for the collision-free path-
planning algorithm. The prototype implementation is running at 4 Hz in a voxel grid 
of 40 x 20 x 20 cubes as depicted in Fig. 7. 

 

   

Fig. 7. (left) Registered point cloud, (right) resulting voxel space inside the supervised working 
volume (green) 

4 Integration/Plan Execution 

The OP:Sense platform contains currently two KUKA LWR4 light weight robots and 
one Staeubli RX90 robot. The integration of the robotic systems, sensor systems and 
other embedded devices is done by a high-level control based on Matlab/SimuLink. 
This central RAS supervision system consists of several modules that each control 
one part of the intervention, e.g. the OR workflow or the haptic input devices (s. Fig. 
8). It will be expanded based on the concept detailed in this paper by the path-
planning module which directly interfaces with the sensing system.   

 
 RAS supervision system

Path-
planning

Sensing 
system

 

Fig. 8. Schematic view of the RAS supervision system featuring several components including 
the new path-planning algorithm and the sensing system 
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5 Summary 

The OP:Sense platform offers the opportunity of fast prototyping of surgical robot cells 
with sensing. Every state during a treatment could be monitored and a decision support 
is given to the physicians. The paper describes a novel approach for the integration of a 
path-planning module for collision free trajectories into the platform which is closely 
coupled to the sensing system, resulting in a reliable and safe human-robot interaction 
inside the operation room. 
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Abstract. Domestic service robots are currently powered by the mains electric-
ity. The growing multiplication of such devices negatively impacts our environ-
ment. In this study, we show the feasibility of harvesting energy from natural light
in an indoor environment. The design of the harvester is carefully carried out us-
ing an experimental characterisation of several solar panels, while the boost con-
verter is optimised to operate at low-light intensities and the robot is enhanced for
low-power operations. The resulting harvester is then thoroughly characterised.
Finally, a phototaxis experiment is conducted, proving the feasibility of recharg-
ing the robot solely by using this form of energy. The possibility of embedding
energy harvesting in indoor mobile robots radically changes the potential impact
of this technology in our society.

1 Introduction

Domestic service robots are a rapidly growing market. In 2010, at least 1.45 million
units have been sold, mostly vacuum cleaners [1]. This is roughly a 40 % increase com-
pared to the previous year. The total population can be estimated at around seven million
units, even if this figure is subject to uncertainty.

All these devices are powered by batteries. In the best case, the robot can recharge
itself using the mains electricity and a docking station. In the worst case, primary bat-
teries must be periodically replaced. If these robots are in use only 1 % of the time,
given the mentioned population, this equals 600 million hours of activity per year. If
we take a reasonable power consumption of 10 W, this represents 6 GW h per year, or
510 Tonne of Oil Equivalent (TOE). Our long-term goal is to replace most of this power
with renewable energy, for example by harvesting the energy from the surrounding
environment.

In a previous study, we considered several types of energy, and showed how some of
them are highly promising, such as indoor solar energy or mechanical work produced by
humans [14]. The indoor environment is, however, demanding. Compared to outdoors,
the house is protected against environmental phenomena, leading to scarce energy re-
sources. In the case of a robot performing periodic tasks at a low duty cycle—like
cleaning, watering the plants or patrolling—renewable energies can however account
for a fair part of the total energy budget. This is what we want to assess in practice.

In this study, we present the results achieved using a prototype of a photovoltaic robot
for indoor use. This energy was chosen for its high potential, especially near windows
and other bright places exposed to the sun. A power density of at least 300 W m−2

behind a window was assessed during good weather in September using a solarimeter
(46° of latitude). This is two orders of magnitude above the indoor lighting.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 175–183.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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There are a number of challenges when scavenging the solar energy directly from
a mobile indoor robot. In this study, we address the mechatronics integration, with the
main purpose of efficiently moving and orienting the panel, so as to maximise the col-
lected energy. Another problem is the localization of the best spots for being recharged.
We show here a simple solution based on phototaxis. More complex situations will be
addressed separately.

The key points of our design are first introduced. The prototyped harvester is then
validated under well-known conditions. Finally, we prove the feasibility of recharging
the robot, using an indoor experiment.

2 Prior Works

A number of outdoor robots are effectively using solar energy, the most notable ones
being the three Mars rovers—Sojourner, Spirit, Opportunity—as well as the Antarctic
rover ”Cool Robot”. The Mars rovers were fitted with expensive GaAs/Ge and triple-
junction solar panels, placed horizontally on top of the robots and providing the neces-
sary power for a few hours per day [12,13]. The operating point of the solar panels is
approximated using environmental conditions and a priori knowledge.

“Cool Robot” is designed to operate in Antarctic conditions [7,8]. The power budget
has been carefully modelled, including the snow-reflected component, providing a good
margin for long-term polar experiments [6]. Such experiments, however, have yet to be
conducted.

In the case of indoor robots, there exists only a few rigorous designs. Results are of-
ten restricted and inconclusives. Testing conditions are not always well defined, leading
to non-reproducible experiments. Worthy designs include the miniature legged inch-
worm of Hollar [5]. It was able to move forward 3 mm in 30 minutes under the light
provided by an optical fiber. The miniature robot “Alice” was also fitted with solar
panels, operating under a 3000 ANSI lumens beamer [2]. Power densities of 7.1 and
27.8 W m−2 were achieved using crystalline silicon and thin film amorphous silicon
cells. The overall power balance is, however, unknown.

The problem of the panel’s orientation is often not considered by researchers, sim-
plified to a horizontal placement. The tracked robot of Hartono is fitted with a fixed-tilt
panel and four photodiodes at each corner [4]. These inputs are fed into a neuronal net-
work, which controls the driving motors and switches between several survival strate-
gies. This setup has been tested for 33 hours in uncharacterised outdoor conditions.

In summary, a rigorous design, validated by by a proof a concept experiment, was
not yet demonstrated in the literature. We propose to fill in the gap in this study, using
a simple approach to locate the energy source.

3 Design

Our design was driven by several key points. First, the system should minimise the
consumed energy, while being able to move in an indoor environment. It should also
maximise the illumination on the solar panel and efficiently convert the incoming power
into usable energy.
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(a) (b)

(c)

Fig. 1. The complete marXbot robot (a) and its stripped-down photovoltaic version (b). The pho-
tovoltaic marXbot during the efficiency test (c).

Table 1. Experimental cell characterisation

Light Illumination Cell Power Area Efficiency
Source G Pcell Acell ηηηcell

(W m−2) (W) (m2)

Suna 150 0.36 2.43·10−2 0.099
Artificialb 148 0.30 2.43·10−2 0.083

a Behind a window b OSRAM 60 W incandescent “daylight” bulb
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We are using the small marXbot robot as the mobile platform [3]. It is a highly-
modular, low-power mobile robot. Subsystems can be put into sleep when unused, and
we are thus able to minimise the wasted energy when recharging. Its rich set of sensors
provides the robot with advanced navigation capabilities, like a low-cost range scanner
and an embedded ARM-based computer [9] (Fig. 1(a)). For our experiments, we will
solely use the mobile base, as pictured in Fig. 1(b).

The characterisation of solar panels is performed by the manufacturers under the
Air Mass (AM) 1.5 model, with a standard illumination of 1000 W m−2 at sea level.
Our conditions are far from this norm: low light intensity and a spectrum filtered by a
window can heavily influence the efficiency, as shown by [11]. For our design, we have
compared four photovoltaic panels, two made of monocrystalline silicon and two made
of thin film amorphous silicon.

During the characterisation process, the I/V curve was recorded using a variable
resistive load. We considered two light conditions: the sunlight, as received behind a
south-oriented window, and an artificial light. The monocrystalline cell AH508480G
(Sunways) outperformed the others. Table 1 shows the efficiency of this cell under the
two test conditions.

This single cell is providing a high current (8 A under AM 1.5) at low voltage (VOC =
0.63 V). Due to space limitations, we were unable to mount several ones in a serial
configuration. A boost DC/DC converter has been specially optimised for low-light
conditions, based on a model of the prevalent losses at the operating point (150 W m−2).
As shown in Sec. 4, the measured efficiency is above 85 % at low light intensity.

To control the photovoltaic subsystem, we are using a two-layer architecture. A
low-power 8 bits microcontroller is controlling the DC/DC converter to perform the
Maximum Power Point Tracking (MPPT). A 16 bits microcontroller is in charge of the
high-level control during the experiment, able to put itself and the robot into deep sleep
when appropriate. By using the event-based framework Aseba [10], we can easily pro-
totype behaviours and log data.

The alignment of the cell with the light source is crucial to maximise the collected
power. While most designs neglect this point, we addressed this issue by adding a ro-
tational Degree of Freedom (DOF) to the panel, leading to a total of five DOFs, when
taking into account the mobility of the system. Several mechanical solutions have been
evaluated, based on the energy required to orient the panel. The efficiency of the me-
chanical transmission appears to be the limiting factor. The final system is shown in
Fig. 1(b). The rotation axis is placed closed to the centre of mass, in order to minimise
the gravitational couple on the motor. A stepper motor is in direct drive with the axis.

Four photodiodes were placed at each corner, to allow the localization of the light
source using a gradient ascent strategy.

4 Results

An experimental power model of the marXbot was introduced in [3]. For our stripped-
down version, the idle consumption is 0.9 W with modules enabled. The total power
consumed when moving can be expressed as a quadratic function of the speed.
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Fig. 2. Simple model of the harvester

The electronics have been further improved during this study to enable a deep sleep
state. The power supply of each module can be actively turned off, decreasing the total
power consumption to 40 mW.

4.1 Harvester Characterisation

A simple model of the harvester is shown in Fig. 2. The system was characterised using
a halogen light of 60 W at a variable distance (Fig. 1(c)). The illumination is measured
with a solarimeter at the centre of the cell. The power produced by the cell Pcell, as well
as the power at the output of the converter PDC/DC, are plotted against the illumination
G in Fig. 3(a).

Pcell appears to be linear (R2 = 0.9996), as shown by the linear regression

Pcell = acell G+ bcell = 3.02 ·10−3 G+ 7.4 ·10−3(W) . (1)

This implies a constant cell efficiency on the studied range, which equals

ηcell = acell/Acell = 0.124 . (2)

On the other side, PDC/DC depends on the efficiency of the DC/DC converter

PDC/DC = ηDC/DC Pcell = ηharvester Pin . (3)

Efficiencies ηDC/DC and ηharvester are plotted in Fig. 3(b) and 3(c), respectively.
The achieved efficiency is especially good at low illumination. The harvester’s ef-

ficiency is above 10 % in the range from 30 to 110 W m−2. At higher illuminations,
the high current delivered by the cell increases the Joule losses inside the self and the
high-side transistor of the DC/DC converter.

4.2 Phototaxis Experiment

In order to show the viability of our design, a phototaxis experiment was conducted
using the setup of Fig. 4(a). A halogen lamp is placed in one corner of the arena, with a
fixed tilt angle. The distribution of the light’s intensity, as measured by the solarimeter,
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Fig. 3. Experimental results of the solar harvester under halogen illumination
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Fig. 4. Phototaxis experiment. (a) Experimental setup. (b) Light intensity distribution. (c) Energy
harvesting: maximisation phase. (d) Energy harvesting: recharge phase.



182 F. Vaussard et al.

is shown in Fig. 4(b). There is a peak, with a value of 161 W m−2. According to the ef-
ficiency of our harvester, we should be able to extract 0.37 W under optimal placement.

A simple P controller was implemented using the photodiodes to control the heading
of the robot, while moving autonomously towards the source. When the derivative of
the cell’s power flattens out, the robot stops its progress and orients the panel towards
the light.

The results are shown in Fig. 4(c) and 4(d), using two different time scales. At small
scale, the power used to move forward is around 2 W, whereas it uses up to 5 W when
turning on spot. This is due to the poor efficiency of the tracked robot when turning on
a carpet. The power delivered by the cell increases as the robot is reaching its goal. The
power delivered by the DC/DC converter reaches a maximum of 0.297 W after 44 s.
This is 80 % of the theoretical maximum.

At a larger time scale, the embedded charge counter first begins to decrease, due
to the energy required to move, reaching its minimum at 45 s; 100 J have been used
for this part. Then, the battery starts charging. The energy equilibrium is reached after
ten minutes. Thereafter, the battery starts gaining energy compared to its initial state.
At the end, after 40 minutes of experiment, we have a net gain of 547 J. A total of
130 hours would be needed to recharge the robot, given a battery of 40 W h, for an
autonomy of eight hours when moving. Thus, for one hour of autonomy, we need 16
hours of recharge, about one week under reasonable assumptions. This matches our
design target of a domestic robot operating a few hours per week. It is close to the
theoretical conclusions we draw in [14].

5 Conclusion

We have shown the possibility of autonomously recharging our robot using an indoor
experiment and a phototaxis strategy. The chosen light’s intensity is what we are ex-
pecting from the sun entering the house through windows.

The next step is to test our design in a less synthetic setup, using the real sunlight. In
this case, a simple phototaxis strategy might not be enough, and we are planning to inte-
grate the energy-mapping problem inside the Simultaneous Localization And Mapping
(SLAM) framework.

As pointed out, a tracked robot is rather energy inefficient when moving, especially
when turning on spot. An adequate platform is also very important, considering the
targeted environment. An efficient locomotion principle has to be adopted when moving
indoor. Simple wheels are not a good solution, as they usually get stuck in carpets and
other similar obstacles. This will also be a focus of our future researchers.

Acknowledgement. This research was supported by the Swiss National Science Foun-
dation through the National Centre of Competence in Research Robotics.
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Abstract. Disease diagnostics based on medical imaging is getting popularity 
day after day. Presence of the arthrosclerosis is one of the causes of narrowing 
of carotid arteries which may block partially or fully blood flow into the brain. 
Serious brain strokes may occur due to such types of blockages in blood flow. 
Early detection of the plaque and taking precautionary steps in this regard may 
prevent from such type of serious strokes. In this paper, we present automatic 
image segmentation and decision making technique for carotid artery 
ultrasound images based on active contour approach. We have successfully 
applied the automatic segmentation of carotid artery ultrasound images using 
snake based model. Intima-media thickness (IMT) measurement is used to form 
a feature vector for classification. Five different features are extracted from 
IMT measured values. K-nearest neighbors (KNN) classifier is applied for 
classification of the images. Qualitative comparison of the proposed approach 
has been made with the manual initialization of snakes for carotid artery image 
segmentation. Decision is made based on the feature vector obtained from IMT 
values. Using the proposed approach we have obtained 98.30% classification 
accuracy. Our proposed approach successfully segment and classify the carotid 
artery images in an automated way to help radiologists. Obtained results show 
the effectiveness of the proposed approach. 

Keywords: Plaque detection, Snakes model, Image segmentation, IMT 
measurement, KNN classifier.  

1 Introduction 

Carotid arteries are main blood supplies to the brain. Narrowing the carotid artery 
may block the blood flow into the brain and causes a serious brain stroke. Early 
detection of the plaque in the arteries may prevent from such types of strokes. Non-
invasive natures of diagnostic techniques in medical profession are invaluable. 
Ultrasound imaging is an attractive technique due to its non invasiveness. However, 
ultrasound images are of the poor quality due to the presence of spackle noise and 
waves interferences. As a result, carotid artery ultrasound images need considerable 
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efforts from radiologists to detect the plaque. Hence, a computer aided diagnostic 
(CAD) technique for segmentation of carotid artery ultrasound images is highly 
desirable. It may help the radiologists extract significant information about the plaque 
and in determining the stage of disease [1, 2]. 

Most of the CAD techniques require user intervention at certain level. Sometimes 
inexperienced user intervention may leads toward false results. Snake based method 
[3]; dynamic programming [4] and combination of both [5] are used for automatic 
IMT measurement. In [6] authors have proposed a semi-automatic snakes based 
method for segmentation of carotid artery images. In their approach, a proper seed 
point is essentially required from the user to segment lumen of the carotid artery. 
Since, the basic drawback of snake based method is its initialization. Further, 
inappropriate snakes’ initialization may leads toward misleading results. IMT 
measurement is one of the effective methods for detection of plaque in carotid 
arteries.  In this paper, we have employed automatic initialization of snakes to 
segment the carotid artery ultrasound images.  Five different features are extracted 
from the IMT measured values. KNN is used for the classification of the segmented 
images. Obtained results show the effectiveness of the proposed methodology.  

Rest of the paper is organized as follows. Section 2 describes the proposed 
approach; section 3 presents the method of automatic segmentation of ultrasound 
images. Classification of carotid artery ultrasound images is included in section 4. 
Section 5 elaborates the experimental results and discussion. Conclusion and future 
work is described in section 6. 

2 The Proposed Method 

The proposed scheme of automated carotid artery image segmentation and decision 
making system consists of the following steps. Its graphical representation is shown in 
Fig. 1. 

 

Fig. 1. Flow chart of the proposed approach 
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2.1 Image Preprocessing 

The major drawback of ultrasound images is its poor quality due to the presence of 
spackle noise and wave interferences [7, 8]. To obtain better segmented image, noise 
must be removed. For this purpose, we have used median filter for noise removal as 
image pre-processing step. It is a non linear filter and preserves the image detail in 
better way.  

2.2 Snakes Initialization 

The major disadvantage of active contour model is the initialization of snakes [9, 10]. 
The initial selected window greatly affects on segmentation results. In this paper, 
snake initialization window is selected in an automatic way to segment the carotid 
artery ultrasound images. Snakes initialization in an automatic manner is one of the 
main contributions of this research work. The input to this step is pre-processed 
image. Automatic window selection methodology is described in detail in the 
following subsection. 

2.3 Object Separation from Background 

First of all, we find the objects in the carotid artery ultrasound image. For this 
purpose, we employ Otsu’s method [11] to separate the objects from the background. 
The Otsu’s method is an automatic method of histogram based thresholding.  Further, 
it is a non parametric and unsupervised threshold selection method. The main 
objective is to separate out the objects from image background considering it as a two 
class problem (background and the objects). The algorithm calculates the optimal 
threshold to separate the objects from background so that the intra-class variance 
becomes minimal by using the following equations. 

 ( ) ( ) ( ) ( ) ( )2 2 2

1 1 2 2
t t t t t

ω
σ ω σ ω σ= +

 (1) 

where, 2

i
σ is the class variance, 

i
ω are the probability of the classes separated by 

threshold t . Expression (2) is used to maximize the intra-class variance. 
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The objects and the background are separated from the carotid artery ultrasound 
images. Some isolated and noisy patterns may remain there. These noisy patterns 
have been removed through morphological opening operation using expression (5). 
The opening operation is usually used for smoothing the object contours and for 
elimination of thin protrusions [12].  

 ( )f b f b b= Θ ⊕
 (5) 

After the opening morphological operation, the area inside the artery walls needs to 
be intelligently identified. For this purpose, negative of the Otsu’s segmented image is 
obtained using the expression (6).   

 1s r= − (6) 

where, s  is the resultant negative binary image and r  is the segmented image by 
Otsu’s approach.  

The advantage of image negative is that we are interested to find out the area inside 
the artery walls. After finding the area inside the artery, the algorithm intelligently 
decides the location and size of the window for snakes’ initialization.   

The location of the window may vary from image to image depending upon the 
objects in the carotid artery ultrasound images. Once the window is determined the 
active contour method may be applied to segment the carotid artery ultrasound images 
successfully. The algorithm for automatic snake initialization window is described as 
below: 

Algorithm 1 
Begin % this algorithm initializes the snakes for carotid artery. 

1. Input to the algorithm is pre-processed image. 
2. Object separation from background using Otsu’s method. 
3. Use morphological opening operation for noisy pattern removal. 
4. Take Negative of Image for finding area inside arterial walls.  
5.  (a) Find the distance between upper and lower arterial wall. 

 (b) Find the length of the carotid artery in ultrasound image.  
6. Place the window for snake initialization between upper and lower 

arterial wall, keeping in view the fact that the area encompassed is 
maximum.  

End 

3 Ultrasound Carotid Artery Image Segmentation 

In our study, we have employed active contour method to segment the carotid artery 
ultrasound images. Active contour model is proposed by [13] and is being 
successfully used in computer vision applications. It is based on the energy 
minimization function. The advantage of using active contour model for segmentation 
is that the snakes are autonomous and self adapting in search for a minimal energy 
state and can easily be manipulated. The active contour model can be used to track 
objects in both spatial and temporal domains. 
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The governing equation of the snake is based on the internal and external energy 
components. The expression (7) is used as the governing equation of the active 
contour model. 

 
( ) ( ) ( )

( )

( )
22 2

2

0

L

S

E s s ds P
s s

α β
∂ ∂

= + +
∂ ∂


v

v v
v v


 (7) 

The parameters α  and β  are used to control the internal energy ( )S v , contour 

stiffness and elasticity. The gradient of image is calculated to find the external 

energy ( )P v . The minimum energy is obtained when contour approaches the edge of 

interests.  
To assemble the contours, N piecewise polynomials are used. Each of which is built 

with a space–independent shape function like B-Spline [14] weighted by the node 
parameters. The energy function, expression (7) is minimized corresponding to Euler 
Lagrange partial differential equations (PDE). 
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dt dt
+ + =

u u
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(8) 

where u(t) is the vector containing N nodes, M represents mass matrix, C shows the 
damping matrix, stiffness matrix is described by K and external forces are represented 
by q [15]. 

The motion equations (8) are solved by replacing time derivatives with their discrete 
approximations. By discretizing time variable t results in the following difference 
matrix equation.  

1 1 2 2 1ξ ξ ξ ξ− − −
= + +Fu A u A u q

 (9) 

where, 

( ) ( )2

1
2 / / ,t t= Δ + ΔA M C (10) 

( )2

2 / ,t= − ΔA M (11) 

1 2
= + +F A A K (12) 

The computational cost of expression (9) is very high because of F inverse calculation. 
But an alternative formulation has been proposed by Weruaga et al. [16] for translation 
of the energy function (7) into frequency domain. Matrix inversion is avoided through 
this procedure because it becomes a point-wise inversion in frequency domain. Initially 
it is valid for closed contours; however, with the help of hidden extension it can be 
applied to open contours as well. The following equations are used for the 
implementation of open active contours in frequency domain: 

1

1 1 2 2 1
a a

ξ ξ ξ ξ
η −

− − −
= + +z u u q (13) 



190 A. Chaudhry et al. 

{ } ,
ξ ξ

= Γd z (14) 

[ ]{ }{ }[  ]  .e IDFT DFT
ξ ξ ξ

−u z d h (15) 

where, 
ξ

u  is N snakes vector, 
1ξ −

q  external forces vector, global mass is represented 

by η , hidden snake rule is implemented using {}.Γ , 
ξ

d is the N-node snake 

extension, e is dummy residual vector, h  is the low pass filter of discrete Fourier 
transform (DFT).  

To get the final solution smoother, B-splines are used as a shape function [15], and 
at each update of the contour some additional calculations are performed. To get better 
execution time ratio, we use cubic B-splines in this study [17] and interpolate node 
parameters u using cubic B-splines to achieve active contour v in the image plane.  

4 Classifications 

Carotid artery disease diagnosis greatly depends upon accurate artery image 
segmentation. After segmentation the classification step is applied. The images are 
classified as normal or abnormal. In this study, we have applied KNN classifier for 
classification of the carotid artery images. Five different features are extracted from 
the IMT values obtained from carotid artery segmented images to train and test the 
KNN classifier. 

4.1 Features Extraction 

Five important features are extracted from the IMT measured values which are being 
used in classification [18]. Extracted features are scaled down into [0-1] and are given 
to KNN classifier as an input. Mathematical description of each feature is as under:  
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4.2 K-Nearest Neighbor Classifier 

Nearest Neighbor (NN) is a supervised learning algorithm. It is used to classify the 
objects on its nearest neighbor training examples. Class is assigned on the basis of 
minimum Euclidean distance. If K=1 the algorithm becomes simply a nearest 
neighbor classifier and classify the objects based on its neighbor. For training and 
testing the KNN classifier, we have used 10-fold cross-validation. The expression 
(21) is used to find Euclidean distance: 

 ( )
( )

.
(  ) 1  ( 1, 2, ..  )i

i

X X
S i N

X X
= − =iX, X

 (21) 

The minimal Euclidean distance can be calculated by the following expression. 
 ( ) ( ) ( ){ }

1 2
( ) min , , ......

N
S i S S S=X, X X, X X, X X, X

 (22) 

where X .Xi represents the dot product of X and Xi vectors and modulus are 
represented by ||X|| and ||Xi|| respectively. The sample under consideration is assigned 
the class corresponding to the training sample Xk. 

4.3 Classification Performance Measurements 

In statistical prediction, to check the effectiveness of method different types of cross 
validation techniques are in practice. We have used 10-fold cross validation 
technique. The class of the test pattern is predicted by the classifier based on the N-1 
training samples. The sampling process is repeated for N times and the class of each 
sample is predicted. The true positive (TP) and true negative (TN) are the number of 
correctly classified positive and negative classes. The false positive (FP) and false 
negative (FN) are those images which are incorrectly classified. To evaluate the 
performance of the classifier the following measures are used. 

4.3.1   Accuracy 
This measure is used to assess the overall usefulness of the classifier. It can be 
calculated using the following equation.  

 
*100

TP TN
Accuracy

TP FP TN FN

+
=

+ + +  
(23) 

4.3.2   Matthews Correlation Coefficient 
MCC is used as a measure of classification in binary classes and having values from  
-1 to +1. The value +1 means perfect pattern prediction (classifier never commit a 
mistake), zero means a random prediction and -1 means that classifier never predict a 
correct label. It can be obtained using the following equation: 
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4.3.3   F-Score 
F-score considers precision and recall to measure the accuracy of the test. It is ranging 
from 0 to 1 is a weighted average of the precision and recall. Whereas 0 shows worst 
score and 1 shows best score. The F-measure can be calculated by the following 
formula: 

 TP
precision

TP FP
=

+  (25) 

 TP
recall

TP FN
=

+  (26) 

 
. 2

precision recall
F Score

precision recall

×
= ×

+  (27) 

5 Results and Discussions 

The carotid artery ultrasound images used in this study are obtained from Shifa 
International Hospital, Islamabad, Pakistan. The Color Doppler ultrasound machine is 
currently being used for this purpose. We have converted the images into grayscales 
and further processing has been done on grayscale images. With the help of medical 
expert, the images are labeled into two classes, i) normal and ii) abnormal. A dataset 
of 100 images for different patients of different ages has been tested through our 
proposed approach. All computations have been performed on Intel Core i7 PC with 
Matlab 7.12.0 (2011a).  

Fig. 2 (a) shows one of the original carotid artery ultrasound images. The region of 
interest (ROI) is selected from the original image. Fig.2 (b) shows the selected ROI. 
To reduce the spackle noise and wave interferences, median filter is applied on the 
original image. 

A suitable and accurate window has been determined using the procedure 
described in section 2.2. The selected window for snake initialization is shown in Fig. 
2 (c). The carotid artery ultrasound image is segmented using active contour approach 
is shown in Fig. 2 (d). From Fig. 2 (d), it may be observed that the image is 
segmented accurately using the active contour method which greatly depends upon 
the snakes’ initialization. If initialization is done well, one can get significant results 
using active contour technique. As described earlier, manual initialization may lead to 
false segmented results. Hence, there is need of such a mechanism in which minimum 
interaction form user is required. In our proposed approach, we have developed a 
technique for automatic initialization of the snakes for carotid artery ultrasound image 
segmentation. It segment out the carotid artery ultrasound images in an automatic way 
and does not require user intervention. 
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Fig. 2. a). One of the original carotid artery ultrasound image, b) the cropped median filtered 
ROI, c) the automatically selected window for snake initialization, d) the segmented carotid 
artery ultrasound image using active contour method 

A comparison of manual and our proposed approach of automatic snake 
initialization have been made for segmentation of carotid artery ultrasound images. 
The proposed approach shows promising segmentation results for carotid artery 
ultrasound image segmentation. Fig. 3 (a) shows the carotid artery image of a patient 
segmented by our proposed approach using automatic initialization of snake window 
and Fig. 3 (b) shows results through manual snakes initialization. From Fig. 3, it can 
be observed that image segmented by the proposed approach of automatic 
initialization and manual initialization approaches do not make any difference, which 
shows the effectiveness of our proposed approach. 

IMT measurement is one of the effective techniques for the detection of the plaque 
into the carotid artery. One of the normal carotid artery IMT measurements is shown 
in Fig. 4, which is obtained from the image segmented by our proposed scheme of 
automatic snake initialization. We have measured the IMT of every normal and 
abnormal image. Five features, namely, the average, variance, standard deviation, 
skewness and kurtosis are extracted from measured IMT values. These features are 
used to train and test the KNN classifier. 

Table 1 shows the KNN classification results using five IMT features. It can be 
observed from Table-I that carotid artery image classification based on the above 
mentioned features show significant performance. 
 



194 A. Chaudhry et al. 

 

a). Proposed approach      b) Manual initialization 

Fig. 3. Segmentation results using our proposed approach of automatic snake initialization and 
manual initialization of snakes 

 

Fig. 4. Graphical representation of IMT measurement of a normal carotid artery ultrasound image 

Results obtained through the proposed technique are compared with others based 
on overall accuracy. Santhiyakumari et al. [19] used MLBPNN for classification and 
reported a maximum of 96% classification accuracy. In their approach, IMT 
measurement is used to train the neural networks. Further, they do not mention 
features extraction strategy and it may be difficult to reproduce the results. While we 
have used a straight forward approach to classify the segmented carotid artery 
ultrasound images and obtained the 98.30% classification accuracy. The statistical 
results show the effectiveness of the proposed approach. 
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Table 1. Classification Performance Measure of KNN 

Classification Validity Measures Performance 

Accuracy 98.30% 

MCC 0.9520 

F-Score 0.9760 

 
Countries like Pakistan, where there is lack of health facilities to the people living 

in remote areas. The proposed approach may become helpful to test the possible 
plaque status in the carotid artery in the absence of a skilled radiologist. Further, the 
proposed approach can be used as an initial diagnosing tool for the carotid artery 
diseases and this early detection of plaque in artery may prevent from serious brain 
strokes.  

6 Conclusions 

This paper proposes an approach for automated segmentation and classification of 
carotid artery ultrasound images using active contour model and KNN respectively. 
The basic problem with the snake model is its initialization. To overcome the problem 
of manual initialization, we have proposed automatic initialization of snakes for 
carotid artery images. Carotid artery ultrasound images are segmented by our 
proposed approach in an automatic way. Performance comparison in terms of window 
selection is carried out with the manual initialization of snakes. Using manual 
initialization, window is set empirically and it may be placed at right location. 
However, if user has less experience and initializes the window at improper place; he 
may not get accurate segmented results. IMT measurement is used to form a feature 
vector. Five different features are extracted from IMT values and KNN is used for 
classification. Based on five different features, we have obtained 98.30% 
classification accuracy using KNN. While using the proposed approach, the user 
interaction is minimized and user experience may not affect the results. Segmentation 
based on minimal user interaction and statistical measures show the usefulness of the 
proposed approach. In our future work, we intend to extend the feature set and 
develop an intelligent carotid artery ultrasound image segmentation and classification 
system. 
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Abstract. This paper presents a tele-control system comprised of a
robot hand/arm and an operator. In our system, the angle of the fin-
ger of the robot hand is controlled according to the angle of the oper-
ator’s finger, and the position of the robot arm is controlled according
to the position of the operator’s arm. Simultaneously, the operator feels
the environmental force as detected by the touch sensor attached to the
robot hand, resulting in so-called bilateral master/slave control. To date,
there have been a few studies of bilateral master/slave systems that use a
multi-fingered humanoid robot hand in communication networks with de-
lay caused by physical distance. The purpose of our study was to achieve
tele-operation with bilateral master/slave control between the operator’s
hand/arm and the multi-fingered humanoid robot hand/arm using the
Internet with delay caused by distance. For our experiment, the opera-
tor was in the USA, and the multi-fingered humanoid robot hand/arm
and object were in Japan. Using our system, the operator could success-
fully grasp and move an object while he felt the reaction force from the
object. This technology can applicable to tele-operation such as feeling
the hardness and weight of the stone which exist in the moon, on the
ground etc.

1 Introduction

The robot with which an operator can operate satisfactorily the object, which
exists in a remote place, has been strongly expected, because an operator can
work with a robot in a dangerous zone by remote control from a place of safety.
Such systems would have a wide field of application such as rescue activities in
hazardous environments, the disposal of explosive substances, and the repair of
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nuclear power plants [1,2,3,?] . In addition, a medical specialist can perform an
operation on the robot from a remote place, and he can help a patient life at the
place in which a doctor is not present[4].

However, in order to realize this function, it is insufficient to operate a robot on
a target from a remote place unilaterally. If a robot’s vision, hearing, a tactile
sense, reaction force from the object, etc. are not fed back to an operator, it
leads to a serious accident. Actually, the patient who’s organs were pressed by
the remote operation robot ”Da Vinci” died in Japan[5]. Probably, the accident
was able to be prevented, when the reaction force from patient’s organs was fed
back to the operator, and operator ceased to push it. Thus, bilateral control, in
which operator manipulates a robot from a remote place and feels the detected
forces of a robot, is very important technology in tele-operation.

The conceptual diagram of the experiment conducted in this paper is shown
in Figure 1. The purpose of our study was to achieve an unprecedented bilat-
eral tele-control, in which the multi-fingered humanoid robot hand is operated
according to the motion of the operator’s hand, and the fingertips of the oper-
ator receive the reaction force measured by the sensor at the fingertips of the
multi-fingered robot hand via a communication network with a delay because of
physical distance. As far as authors get to know, there is no paper in which the
object in a remote place is grasped and maneuvered by the robot hand using
the commercial Internet, while an operator directly feels the reaction force from
the robot as shown in Figure 1.

Fig. 1. Conceptual figure of conducted experiment

In this system, we achieved force-position tele-operation, which ensures the
accurate positioning in the actual Internet communication with large packet
losses. In experiments to test the system, the operator was able to grasp and move
the object using a multi-fingered humanoid robot hand/arm by master/slave
control feeling fingertip force by tele-operation between the USA and Japan.

2 Bilateral Master/Slave System

A schematic diagram of the master/slave system based on the multi-fingered
humanoid robot hand/arm is shown in Figure 2. This system is a bilateral
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master/slave system using angle and reflected force data. The operator wears a
data glove, a haptic-feedback interface, and a 3D tracking system on the right
hand.

This data glove is a CyberGlove from CyberGlove Systems Inc. It has 22
sensors to measure each joint angle of the fingers. Additionally, the operator
wears a haptic-feedback interface CyberGrasp exoskeleton. This exoskeleton is
attached to the back of the hand and guides the force applying tension to the
operator’s fingertips. The tension in the tendons is controlled by the actuators
located in the actuator enclosures. This exoskeleton is able to provide up to
approximately 12 [N] force-feedbacks, with the feedback occurring by means of
transmitted force data from the robot hand via the Internet. Additionally, the
operator wears a FASTRAK 3D tracking system. This FASTRAK is made up
of a magnetic field source and a magnetism measurement part, and it measures
the relative position between the magnetic source and the measurement part.

The multi-fingered humanoid robot hand is shown in Figure 3. It has 4 fingers
with 13 joints. The 1st finger (thumb) has 4 joints, and the 2nd to 4th fingers
have 3 joints each. They are arranged like those of the human hand. The thumb
is opposable and redundant. The hand is 203.9 [mm] long and 222.2 [mm] wide,
which is approximately 1.2 times larger than an adult man’s hand. The actuator
for the robot hand is a small AC servo motor. Each servo motor provides up
to approximately 0.7 [Nm] and has an integrated harmonic gear (1/80) and
encoder, directly driving each joint. In the present study, the servo motor was
controlled using the torque mode of the servo driver. The input torque τ is
calculated by the algorithm in Sec.II.A. Each finger can provide approximately
15 [N] of fingertip force. The fingertip force of the robot hand can be measured by
a fingertip type of 6-axis force sensor, covered with an aluminum cap. By using
this sensor, we can measure three components of force (Fx, Fy, Fz) and three
components of momentum (Tx, T y, T z). We use only the force of the X-axis for
the CyberGrasp’s tension to present force-feedback. The articulated robot arm
on the right side of Figure 2 has seven degrees of freedom, the same as a human
arm. This robot arm is 1.3 [m] long, and it can carry weight up to about 10 [kg].

In Figure 2, the angular data of fingers and the position data of the hand
are transmitted from the master site to the slave site via the Internet. The tele-
operator is a multi-fingered humanoid robot hand/arm. It has force sensors and
detects the fingertip forces from the environment. The force data are transmit-
ted from the slave site to the master site via the Internet and are presented to
the operator. This system is a bilateral master/slave system using angle and
reflected force data. However, the control of the robot arm is a unilateral mas-
ter/slave system because the robot does not have a sensor allowing it to detect
environmental force.

2.1 Controlling the Robot Hand

A block diagram illustrating the reference angle of the robot hand is shown in
Figure 4, and the layout of the sensors is shown in Figure 5. Although the data
glove outputs qr[rad] of each articular angle, we must reconstruct the suitable
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angular data, qm[rad], with data mapping, because of the different structure
between the operator’s hand and the multi-fingered humanoid robot hand. The
data glove detects two data sets, i.e., the angle qrIM [rad] between the index
finger and the middle finger, and the angle qrMR[rad] between the middle finger
and the ring finger. However, the robot hand has 3 motors arranged at the base
of the 2nd (qm05), 3rd (qm08), and 4th fingers (qm11), respectively. Therefore, we
must determine 3 reference values for each servo motor from 2 detected values.
The equations from the angular data, qr, to the reference value, qm, are shown
in Eq.(1) and (2), where qm is a reference value to control the robot hand of the
slave site, and suffixes refer to the motor and sensor numbers, respectively.

At the master site, the operator can also feel the reaction force, fr(t), where
fr(t) = fe(t − T2), according to the detected force, fe, and the communication
delay, T2, from the slave site to the master site, as shown in Figure 2.
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The following is the general dynamic equation for each robot finger:

τ = M(qs)uq + ĥ(qs, q̇s) (3)

ĥ(qs, q̇s) = h(qs, q̇s)+ g(qs)+ f(q̇s) (4)

uq = q̈ds +Kpe+Kdė (5)

where qs is the joint angle of each servo motor and M(qs) is the inertia matrix.

Here, ĥ(qs, q̇s) refers to the Coriolis, gravity, and centrifugal terms. The PD
servo controller is shown in Eq. (5), where qds is an angular reference and denotes
qds(t) = qm(t−T1) according to qm and communication delay T1 from the master
site to the slave site. In Eq. (5), e denotes the fingertip angular error, qds− qs as
shown in Figure 6. When robot fingers hit something, i.e., when they encounter
the environment, the sensors detect fe.
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Fig. 6. Control diagram of the robot hand

2.2 Application of a Scattering Matrix

This system applies a scattering matrix. Then, the closed loop can be stabilized
by satisfying the following equation from the small gain theorem in Figure 7[6]:

||Gmm(s)Wm(s)||∞||Gss(s)Ws(s)||∞ ≤ 1 (6)

where Gmm(s) is the transfer function of the master site from vm to um, Gss(s)
is the transfer function of the slave site from us to vs,Wm(s) is a weight function
of the master site, and Ws(s) is a weight function of the slave site.

Each finger is controlled by the block diagram in Figure 7. That means our
system consists of 4 closed loop system. Although, each closed loop system works
independently, they interfere each other through the gripped object. In order to
minimize the interference, we chose a soft sponge as the object.
Pm(s) is the dynamic characteristic of the operator’s finger, fr is the tension of

wire that acts on a finger, fh is the fingertip force from the operator’s intention,
Ps is the dynamic characteristic of the robot hand’s finger in Eq. (3)-Eq. (5).
Although the identification of Pm(s) is difficult due to its nonlinearity, Eq. (6)
is proved by the method described in the next section.
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Fig. 7. Block diagram of the master/slave system with a scattering matrix

3 Teleoperation between the USA and Japan

To conduct our experiments, we asked for the cooperation of American Cy-
berGlove Systems Inc. The operator in the USA wore a CyberGlove and used
the CyberGrasp interface and a FASTRAK workstation. The operator in Japan
operated the humanoid robot hand/arm at Toyohashi University of Technology.
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The operator grasped and moved an object in Japan by operating the humanoid
robot hand/arm. The staff in Japan gave oral operation instructions to the op-
erator in the USA during the experiment. The operator in the USA manipulated
the robot according to the voice instructions.

There is a time difference of eight hours between the USA west coast and
Japan. Therefore, we experimented from 2AM to 9AM, Japan standard time,
i.e., from 10AM to 5PM, American standard time.

3.1 Experimental Result of Teleoperation

A picture of the tele-operation between the USA and Japan using a humanoid
robot hand/arm is shown in Figure 8. In the experiments, the operator grasped
an object using a multi-fingered humanoid robot hand/arm by master/slave
control, feeling fingertip force by tele-operation between the USA and Japan.

USA side (USA side (CyberGloveCyberGlove Systems)Systems) Japan side (Toyohashi Univ. of Tech)Japan side (Toyohashi Univ. of Tech)

PositionPosition
and and 

PosturePosture

ForceForce

InternetInternet

MasterMaster SlaveSlave

GraspingGrasping

Reflection
Force

Fig. 8. Experimental situation between Japan and the USA

The round trip time (RTT) during the experiment was about 0.48 [sec], and
the establishment of the packet loss was 0.03 [%]. The variation in RTT was
small and almost constant.

The experimental result of bilateral master/slave control of the humanoid
robot hand is shown in Figure 9, where qm is a joint angle of the operator’s
finger, qds is a reference value of control the robot hand of the slave site, qs is a
joint angle of the robot hand’s motor, fr is the reaction force presented to the
operator, and fe is the fingertip force of the robot hand that was measured by
a fingertip type of 6-axis force sensor. As shown in the Figure, the robot hand
followed the movement of the finger of the operator. The operator grasped the
object from 160 [sec] until 200 [sec], and the fingertip force increased during this
period. Then, the operator’s finger at the master site presented a reflection force
of about 2 [N], corresponding to the value of the fingertip of a 6-axis force sensor.

As shown in the upper part of Figure 9, the motion of the robot appears 0.48
[sec] later than that of the human hand due to the delay of the Internet. The
reason for this delay is that all of the data is collected at the master site before
it is transmitted, although the actual delay between the master and slave sites
is half of RTT. RTT is about 0.48 [sec].
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The experimental result of unilateral master/slave control of the robot arm
is shown in Figure 10, where xm, ym, and zm are the positions of the operator’s
hand in global coordinates, and xs, ys, and zs are the end point positions cal-
culated from each joint of the robot arm. As shown in Figure 10, the X axis, Y
axis, and Z axis coordinates of the robot arm follow the movement of the hand
of the operator.
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4 Conclusions

In this study, a bilateral master/slave system using a data glove, an exoskeleton,
and a humanoid multi-fingered robot hand/arm was studied. First, the stabil-
ity of the bilateral feedback system was investigated, and we concluded that
this system did not satisfy Nyquist stability. Therefore, we installed a scattering
matrix and designed wave filters to satisfy the small gain theorem for stabiliza-
tion. In the experiments, the operator grasped an object using a multi-fingered
humanoid robot hand/arm by master/slave control, feeling fingertip force by
tele-operation between the USA and Japan. The experimental results showed
that this system could grasp and manipulate objects stably, despite the RTT of
0.48 [sec].
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of the Technical University Munich.
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Abstract. In this paper, time domain passivity approach is extended for stable 
rate mode bilateral teleoperation, which often violate closed-loop passivity. Re-
cently proposed energy based framework is implemented to make the closed-
loop system passive under variable time-delay. A rate mode teleoperation expe-
riment with mobile robot is conducted to show the feasibility of the proposed 
idea. Rate mode teleoperation with proposed idea showed much better perfor-
mance than without case in many aspects. 

Keywords: teleoperation, haptic, rate mode, passivity, time domain passivity, 
mobile robot. 

1 Introduction 

Teleoperation is one of the oldest research areas in robotics since Ray Goertz has 
developed the first master/slave manipulator in order to handle radioactive material at 
Argonne National Laboratory in 1940. However, there are still many issues to solve 
for making this technology available in real application, such as, time-delay [1], 
transparency [2], collaboration [3] et al. In teleoperation, human operator controls a 
slave robot at remote site through a master device. Recently teleoperation is getting 
more attention due to many interesting application areas such as, surgery [4], satellite 
maintenance [5], underwater application [6] et al.  

Rate mode bilateral teleoperation has been known more difficult to stabilize than the 
normal mode bilateral teleoperation. In rate mode teleoperation, displacement of the 
master is mapped into the velocity command of the slave while displacement of the 
master is mapped into the displacement command of the slave in normal mode. This 
position based velocity commanding cause intrinsically non-passive closed-loop archi-
tecture. Farkhatdinov et al. [7] showed the feasibility of time domain passivity ap-
proach for mobile robot teleoperation, and introduced problems and possibilities in  
rate mode bilateral teleoperation. Park et al. [8] proposed stable rate mode bilateral 
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teleoperation for vehicle velocity control using energy bounding approach. Lee and Xu 
[9] presented feedback γ-passivity to guarantee passivity of master-position/slave-
velocity coupled teleoperation system with constant communication delay.  

Time Domain Passivity Approach (TDPA) has been proposed by Hannaford and 
Ryu [10], and it is recently extended by Artigas and Ryu [11] including general de-
layed network architecture. This paper investigated how architectures with ambiguous 
causalities, which are hard to have effort and flow power pair, can be modeled with 
network and how they can be made passive for any communication channel characte-
ristic, such as time-delay and pack-loss. 

In this paper, we implement the recently proposed TDPA framework [11] to rate 
mode bilateral teleoperation system to make the closed-loop system passive. The pro-
posed architecture is tested with a mobile robot. Rate mode bilateral teleoperation with 
proposed approach allow us to control the speed of mobile robot much easier and 
smoother without unstable behavior. 

2 System Description 

The architecture of mobile robot teleoperation is shown in Figure 1. The operator 
controls the mobile robot by changing the position xm of master device. In rate mode 
teleoperation, the position of the master is scaled by gain K and sent to the slave, 
where it is used as a rate command ( ).  is then become the reference velocity to 
control the mobile robot moving with the rate .  

svhv

hf

mx
sdv

sf
sv

kf
 

Fig. 1. Mobile robot teleoperation system with rate mode bilateral control architecture 

In this research, the haptic feedback which helps the operator feel system will also 
be considered. Operating in rate mode, the velocity of slave is sensitive with the 
change of master position. Therefore, neither noise nor small vibration in manipulator 
device will lead to the bad performance in slave side. In order to minimize the effect 
of noise in master side to the performance of teleoperation system, we propose the 
force feedback (denoted by ) which is generated base on the mismatch between 
command and actual velocity of mobile robot. With this type of force feedback, the 
position of master device will just be able to be changed only when operator apply 
enough intent force. In order to minimize the time delay of force feedback, mobile  
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robot rate is sent back to the master and used for generating the force  which is 
applied on the master device. The force feedback is generated as the following formu-
la: 

 (1)  
 

Where G is the force feedback gain and K is the scale for velocity command. 

3 Stable Rate Mode Teleoperation With TDPA 

This Section shows the way how TDPA is implemented to a rate mode mobile robot 
teleoperation system to make the closed-loop system passive.  

3.1 Time Delay Power Network (TDPN) 

In [11], Artigas and Ryu proposed a framework to represent any communication chan-
nel, even with ambiguous causalities, as 2-port networks characterized by the force and 
velocity (at each port) conjugate power signals to travel from one terminal to the other, 
and they defined Time Delay Power Network (TDPN), which separates source and 
delay by shifting the source to its undelayed location and attaching it to a transport 
network. 

In this paper, TDPN frame work is used to represent above mentioned mobile robot 
rate mode teleoperation architecture as 2-port network systems with proper causalities. 
It is essential for applying TDPA since energy flows with proper causalities should be 
known for formulating TDPA [12].  

sv

kf

sf

mKx
sdv

hv
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sv
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Fig. 2. Augmented TDPN representation of mobile robot teleoperation system with rate mode 
bilateral control architecture. Delayed signals are defined as: ; 

 and T1=T2. 
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Fig. 2 shows augmented TDPN representation of mobile robot teleoperation system 
with rate mode bilateral control architecture.  The original architecture can be sepa-
rated into two TDPNs: velocity command and velocity feedback.  

Based on the sign of power in each port, it is also possible to separate input and out-
put energy from observed total energy as follows:  

 (2)  

Note that k means the  step sampling instant ( ).  If the sign of power flow at a port 
is positive, energy is defined to be flowing into the system and vice versa. 

In each channel, it is sufficient to calculate only input energy at the source port and 
only output energy at the other port since output energy modification at the source port 
does not make any difference [13].  

Input energy in velocity command channel is calculated at the master side (source 
port) as follows: 1 · · ∆ · 01 · 0  (3)  

While output energy at the slave side is updated as follows: 1 · · ∆ · 01 · 0  (4)  

Note that in equation (4), . 
In contrast to velocity command channel, in velocity feedback channel, the infor-

mation (velocity) is sent from slave to master, then, slave is considered as source port 
and input energy is updated in slave side while output energy is from master side: 1 · · ∆ · 01 · 0  (5)  

  1 · · ∆ · 01 · 0  (6)  

3.2 Passivity Analysis  

The tool used for stability in this paper is TPDA which mentioned that the system is 
passive only if the energy which flow into the system is always greater than the one 
flow out of the system. The stability condition of TDPN above can be represented 
mathematically for each channel as in equation (7), (8). 

Velocity command channel: 0 (7)  

Velocity feedback channel: 0 (8)  
The above equations cannot be used straightforward in delayed network system since 
energy at both ports is not available at the same time because of the communication 
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time delay. In [13], Ryu et al. proposed a method to make the above conditions become 
observable. The idea was that, it is sufficient to satisfy non-delayed conditions, (7) (8), 
if the delayed input energy, calculated at the source port and transmitted to the other 
port with delay, is greater than the output energy at the other port.  0 (9) 0 (10) 

3.3 Passivity Controller for Mobile Robot Teleoperation 

As mentioned in [10], the Passivity Controller works as a variable damper, which is a 
function of observed energy flow, that responsible for dissipating the amount of active 
energy reported by Passivity Observer. Passivity Controller is introduced to dissipate 
active amount of energy at each delayed network channel.  

kfsf
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Fig. 3. Passivated TDPN with passivity controllers 

Fig. 3 shows passivated TDPNs with passivity controllers. In velocity command 
channel, the damping element β is adjusted to satisfy (9), which bound the output ener-
gy of slave below the delayed input energy from master side. 

∆0                              
, 0 & 0 , 0 0 

(11)  

In velocity feedback channel, the damping element α, is adjusted to make the output 
energy in master side below the input energy in slave side to satisfy (10) as in equation 
(12).   

   ∆0                              
, 0 & 0 , 0 0 

(12)  
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4 Experiment 

In this Section, the proposed method was experimentally evaluated. Fig. 4 showed the 
experimental configuration. Mobile robot rate mode bilateral teleoperation experiment 
was conducted with PHANToM Premium 1.5A as a master and Pioneer P3DX as a 
slave. All the system is implemented based on Robot Operating System (ROS).  

svmx
sdv
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sv
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Fig. 4. Experimental Setup 

 

Fig. 5. Velocity tracking without TDPA 
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Fig. 6. Force tracking without TDPA 

Fig. 5 and 6 showed mobile robot speed and force tracking in case of without 
TDPA. Around 1.6 sec single trip delays existed including wireless communication 
lag. In this case, operator felt difficulties to control the speed of mobile robot due to 
the delayed feedback information. Especially, it was not easy for the operator to stop 
the motion since the delayed velocity feedback produce delayed force feedback, 
which keep pushing the operator and it makes the operator confuse. Therefore, the 
velocity of the mobile robot was oscillating even though the operator was intended to 
stop the motion. 

 

Fig. 7. Velocity tracking without TDPA 
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Fig. 8. Force tracking without TDPA 

In contrary, thanks to the TDPA (Fig. 7 and 8), the operator can control the speed 
of the mobile robot with ease. He/she can repeat the stop and go motion without any 
oscillation. 

5 Conclusion 

In this paper, recently proposed TDPA framework is implemented to a rate mode mo-
bile robot teleoperation system to make the closed-loop system passive and stable.  
Experiments with mobile robot were done and showed that the TDPA helps operator 
easier to control the mobile. 

In this preliminary study, we concentrated on the feasibility of applying Time Do-
main Passivity Approach to stabilize the mobile robot teleoperation system with time 
delay. Further study on various kind of force feedback and their feasibility will be 
conducted in the future research. We are also trying to generalize this approach in-
cluding variable force feedback gain [14] and velocity-position switching teleopera-
tion strategy [15].  
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Abstract. We propose a novel exponentially-stable backstepping trajectory
tracking control law for unmanned aerial vehicles (UAVs), consisting of trans-
lational dynamics and attitude kinematics on SE(3), with one thrust force and
two angular rates along three orthogonal axes as control inputs. Its application to
the recently-proposed UAV Internet teleoperation control architecture [1] is ex-
plained, with a new dynamic-extension filter to avoid discontinuity in the control
implementation. Experimental results using a real indoor quadrotor-type UAV are
also presented to show the efficacy of the proposed theory.

1 Introduction

Unmanned aerial vehicles (UAVs) are promising to achieve many useful applications
with the cost associated to the onboard human pilots removed: landscape survey, enter-
tainment and games, suveillance/reconnaissance, remote repair, and precise unmanned
attack, to name a few. In particular, quadrotor-type UAVs have recently received much
attention, due to its agility, (relative) easiness of control, and availability [2]. Teleopera-
tion of such quadrotor UAVs would even further expand the application horizon of this
versatile flying robotic platform [1].

In the first half of this paper, we propose a novel exponentially-stable backstep-
ping trajectory tracking control law for “mixed” quadrotor-type UAVs, which can be
modeled as a combination of translational dynamics in E(3) and attitude kinematics in
SO(3), with the thrust force λ ∈ ℜ and the angular rates w ∈ ℜ3 as the control input.
This system is under-actuated (i.e., only 4 control inputs for 6-dimensional SE(3) mo-
tion). To address this under-actuation issue, we utilize the backstepping technique on
top of the passivity property of the UAV’s translation dynamics [3].

Here, we focus on the “mixed” UAVs (i.e., with translation dynamics and attitude
kinematics), since many commercially available UAVs, including our laboratory sys-
tem, Asctec Hummingbird �, being shipped with a high-performance low-level attitude
control-loop already in place, allow us to directly send angular rate command. Due to
this, our control law is much simpler (thus, easier to implement) than other backstepping
control laws, that are derived for “dynamic” UAVs (i.e., with translation and attitude dy-
namics [4,5,6]). Our backstepping control also: 1) exploits the geometry of SE(3), thus,

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 217–225.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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is free from the singularity due to the SO(3) parameterization (e.g., [7,8]); 2) has trans-
parent control parameters (e.g., damping/spring gains; convergence time constant, etc),
thus, can be tuned intuitively (cf. [9,10]); and 3) is flexible in the sense that other kinds
of control laws designed for the point mass dynamics would be incorporated into our
backstepping framework (e.g. path following, distributed coordination [11]).

We then apply this backstepping trajectory tracking control to the recently proposed
UAV Internet teleoperation control architecture of [1]. In particular, we utilize our back-
stepping control to drive the real quadrotor UAV to follow the trajectory of the (kine-
matic) Cartesian virtual point (VP), which is teleoperated by a remote human user over
the Internet. This UAV-VP coordination problem was only alluded in [1] and, in this
paper, we fill that gap. More specifically, 1) we propose a dynamic-extension filter
to circumvent the problem of using (potentially discontinuous/unbounded) high-order
derivatives of the VP’s position in our backstepping trajectory tracking control for the
UAV-VP coordination; and 2) provide complete stability/collision-avoidance proof of
the combination of the dynamic-extension filter and the VP’s kinematic evolution, with
the (bounded, yet, arbitrary) master set-position command received from the Internet.
Similar to [1], we also apply passive set-position modulation (PSPM [12]) to passify the
master side with unreliable/imperfect Internet (with the master position then guaranteed
to be bounded), and prove the combination of the master-passivity and slave-stability
over the Internet. We also present some pilot experimental results, obtained with Asctec
Hummingbird�, VICON Bonita motion capture system�, and Sensable PHANToM
Omni�, for the trajectory tracking and the Internet teleoperation.

The rest of this paper is organized as follows. Sec. 2 presents the modeling of the
“mixed” quadrotor-type UAV. Our backstepping control is derived and detailed, and its
robustness analyzed in Sec. 3. We apply it to UAV teleoperation over the Internet in
Sec. 4. Some concluding remarks are given in Sec. 5.

2 Underactuated Quadrotor-Type UAVs

We consider the following quadrotor-type UAV, evolving on SE(3) according to the
translation dynamics and attitude kinematics [9]:

mẍ =−λ Re3 +mge3 + δ (1)

Ṙ = RS(w) (2)

where m > 0 is the mass, x ∈ ℜ3 is the Cartesian position w.r.t. the NED (north-east-
down) inertial frame with e3 representing its down-direction, λ ∈ ℜ is the thrust along
the body-frame down direction, δ ∈ ℜ3 is the Cartesian disturbance, R ∈ SO(3) is the
rotational matrix describing the body NED frame of UAV w.r.t. the inertial NED frame,
w := [w1,w2,w3] ∈ ℜ3 is the angular velocities of the body frame relative to the inertial
frame expressed in the body frame, g is the gravitational constant, and S(�) : ℜ3 → so(3)
is the skew-symmetric operator defined s.t. for a,b ∈ ℜ3, S(a)b = a× b.

The control inputs for (1)-(2) are the thrust force λ ∈ℜ and the angular rates w ∈ℜ3.
This “mixed” UAV (1)-(2) can capture many commercially available UAVs shipped
with a manufacturer’s low-level attitude control servo-loop implemented (e.g. Asctec
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Hummingbird�). These control inputs (λ ,w) obtained for (1)-(2) can also be often
applied to “dynamic” UVAs as well (i.e., with translation and attitude dynamics). This
is because, with the UAVs’ attitude dynamics typically fully-actuated and passive, it is
straightforward to design angular torque control to track this target angular rate w. Note
also that the UAV (1)-(2) is under-actuated, with only 4-DOF control for 6-DOF SE(3)
motion.

In the next Sec. 3, we utilize backstepping technique [3] to overcome this under-
actuation of (1)-(2) and to drive its Cartesian position x(t) to track a smooth desired
trajectory xd(t). This backstepping trajectory tracking control will then be combined to
the teleoperation control framework of [1] and analyzed together in Sec. 4.

3 Backstepping Trajectory Tracking Control of UAVs

Following [11], we first design the desired trajectory tracking control ν ∈ ℜ3 s.t.

λ Re3 =−mẍd +mge3 + bė+ ke︸ ︷︷ ︸
=:ν

+νe (3)

where xd(t) ∈ ℜ3 is the smooth desired trajectory with all ẋd(t), ẍd(t),
...
x d(t) bounded,

e(t) := x(t)−xd(t) is the tracking error, b,k> 0 are damping/spring gains, and νe ∈ ℜ3

is the control generation error due to the under-actuation of (1)-(2). In general, νe �= 0,
since the last column of R (i.e. Re3) is not necessarily aligned with the desired control
ν . Here, to derive our “nominal” control, let us temporarily assume δ = 0 in (1). Effect
of non-zero disturbance δ will be reported in a future publication.

We can then write the closed-loop dynamics

më+ bė+ ke =−νe (4)

for which we define

V1 :=
1
2

mėT ė+mεeT ė+
1
2
(k+ εb)eT e

where ε > 0 is a constant to be chosen below. Differentiating this V1 with (4), we then
have

V̇1 =−(b−mε)ėT ė− εkeT e− (ė+ εe)T νe =−ζ T Qζ − (ė+ εe)T νe (5)

where ζ := [ė;e]T ∈ ℜ6 and

Q :=

[
b− εm 0

0 εk

]
⊗ I3, P :=

[
m εm

εm k+ εb

]
⊗ I3

with V1 = ζ T Pζ/2, where ⊗ is the Kronecker product and I3 ∈ ℜ3×3 is the identity.
Both P and Q will then be positive-definite (i.e. P � 0 and Q � 0), if we choose ε > 0
s.t.

0< ε < b/m (6)

with the condition for Q � 0 always implied by that for P � 0 with k > 0.
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If νe = 0 in (5), we would have (ė,e)→ 0 exponentially. To address the term with νe

in (5), let us augment V1 s.t.

V2 =V1 +
1
2γ

νT
e νe

where γ > 0 is a constant. Differentiating this V2, we then have

V̇2 =−b
2

ėT ė− εkeT e+
1
γ

νT
e (ν̇e − γ(ė+ εe))

which suggests the backstepping update law for ν̇e s.t.

ν̇e = γ(ė+ εe)−ανe (7)

so that, with α > 0, we can obtain

V̇2 =−b
2

ėT ė− εkeT e− α
γ

νT
e νe

implying exponential convergence of e, ė and νe. Here, we assume ε is chosen according
to (16), therefore, known.

Control design for (λ ,w) is in fact embedded in the update law (7) and needs to be
decoded. For this, using (3), we rewrite (7) s.t.

[(λ̇ +αλ )R+λ RS(w)]e3 = ν̇ +αν + γ(ė+ εe) =: ν̄ (8)

which can be reorganized as ⎛
⎝ λ w2

−λ w1

λ̇ +αλ

⎞
⎠= RT ν̄ (9)

where ν̄i ∈ ℜ is the i-th element of ν̄ ∈ ℜ3, and ν̇ for ν̄ can be computed by

ν̇ =−m
...
x d − bẍd + kė+

b
m
(−λ Re3 +mge3) (10)

to avoid the usage of ẍ. We can then compute the control inputs (λ ,w1,w2) from (9): 1)
compute w2,w1 from the first and second rows of (9) as long as λ �= 0; and 2) update λ
by solving the differential equation in the last row of (9).

Assuming λ �= 0 (to obtain w1,w2) is typical for other UAV controls as well (e.g.,
[4,5,6]), which anyway seems to unlikely happen in practice (e.g., no free fall). Note
from (9) that, for the Cartesian position control, we only need λ ,w1 and w2, not w3. This
is again typical for UAVs control [4,5,6], and we may simply set w3 = 0 or use it for
other purpose (e.g., coordinated observation). Since the control parameters b,k,α have
clear physical meanings, their tuning can be done intuitively for our control (unlike, e.g.,
[9]). Due to considering only attitude kinematics, the control decoding equation (9) is
also substantially simpler than that in [5,6], which is based on the attitude dynamics.
The relation (9) also shows that any (smooth) desired control ν can be incorporated into
our backstepping control design, as long as it produces a relation similar to (9) and its
computation is implementable similar to ν̇ in (10) here. We now summarize some key
properties of our backstepping trajectory tracking control.
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Theorem 1. Consider the UAV (1)-(2) under the backstepping control (8)-(9) with w3

and ẋd , ẍd ,
...
x d all being bounded. Suppose that ∃ ελ > 0 s.t. λ (t) ≥ ελ ∀t ≥ 0. Then,

(ė,e,νe)→ 0 exponentially; and (ẍ, ẋ,λ ,w) are bounded.

4 Application to UAV Teleoperation over the Internet

In this section, we show how the backstepping control, designed/analyzed in Sec. 3,
can be used for the UAV Internet teleoperation within the recently proposed framework
of [1]. Following [1], consider a (first-order kinematic) Cartesian virtual point (VP),
evolving according to

ṗ = ηq(k)− ∂ϕT
o

∂ p

where p ∈ ℜ3 is the VP’s position, q(k) ∈ ℜ3 is the master device’s position q(t) ∈ ℜ3

received via the Internet at the (slave) reception time ts
k, η > 0 is to match different

scales between q(t) and ṗ, and ϕo(||p− po||) is the obstacle avoidance potential, which
produces a repulsive force when p approaches the obstacle at po. The command ηq(k)
in (11) enables the user to tele-control the VP’s velocity ṗ by the master device’s posi-
tion q(t), addressing the problem of master-slave kinematic dissimilarity (i.e. stationary
master with bounded workspace; mobile VP with unbounded workspace [13,14]). The
kinematic VP is also chosen here as in [1], since it greatly simplifies the stability and
collision avoidance analysis as shown below.

The UAV position (1)-(2) then needs to track this VP’s position with (x, ẋ)→ (p, ṗ).
To apply our backstepping control (9) for this trajectory tracking, as can be seen from
(10), we need to compute not only p, ṗ, but also p̈ and

...
p . This requirement of higher-

order derivatives of the desired trajectory is in fact true for most of the UAV trajectory
tracking control schemes (e.g., [4,5,6,9,10]). Yet, since q(k) switches at each data re-
ception time ts

k from the (discrete-time) Internet, its time-derivative is not well-defined,
and so are p̈,

...
p .

To remedy this problem, we adopt a dynamic-extension filter and use its (continuous-
time/smooth) output q̄(t) to control the VP instead of q(k). More specifically, we simu-
late the VP’s position s.t.

ṗ = η q̄(t)− ∂ϕT
o

∂ p
(11)

where q̄(t) is defined from

¨̄q(t)+ 2b′ ˙̄q(t)+ k′q̄(t) = k′q(k) (12)

with b′,k′ chosen s.t. the second-order filter is critically damped. Here, note that, if q(k)
is bounded, ¨̄q(t), ˙̄q(t), q̄(t) are all bounded and well-defined. Then, we can compute p̈
and

...
p s.t., from (11),

p̈ = η ˙̄q(t)−Hϕo(p)ṗ (13)

...
p = η ¨̄q(t)−Hϕo(p)p̈− dHϕo(p)

dt
ṗ (14)

where Hϕo(p) :=
[

∂ 2ϕo
∂ pi∂ p j

]
∈ ℜ3×3 is the Hessian of ϕo.
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Now, to analyze the combined stability and obstacle avoidance of the VP dynamics
with the dynamic extension filter (12), define

Vp(p, q̄, ˙̄q) := ϕo(p)+
1
2
|| ˙̄q||2 + ε̄ ˙̄qT q̄+

1
2
(k′+ ε̄b′)||q̄||2

where ε̄ > 0 is small to make the part of Vp with q̄ and ˙̄q to be positive-definite. Then,
we can show that, from (11) (with q(k) replaced by q̄(t)) and (12),

dVp

dt
=−ξ T Q̄ξ − uT ξ ≤−σ [Q̄] · ||ξ ||2 + ||u|| · ||ξ || (15)

where σ [Q̄] is the minimum singular value of Q̄, and

Q̄ :=

⎡
⎣ 1 −η

2 0
−η

2 ε̄k′ 0
0 0 b′ − ε̄

⎤
⎦⊗ I3

with ξ :=
[

∂ϕT
o /∂ p; q̄; ˙̄q

]
, and u := k′q(k) · [0; ε̄ ; 1

]⊗ I3.
Thus, if we choose ε̄ > 0 to satisfy the following conditions, Vp will be positive-

definite w.r.t. ˙̄q, q̄ and also Q � 0:

ε̄2 − b′ε̄ − k′ < 0, ε̄ < b′, ε̄k′ > η2/2

which can be further simplified as

η2/(2k′)< ε̄ < b′ (16)

since the second condition in the first set of the conditions is implied by (16). The
inequality (15) then implies that, similar to the case of ultimate boundedness, if ||ξ || ≥
||u||
σ [Q̄]

, we will have V̇p ≤ 0. Based on this observation, we have the following Prop. 1.

For that, we assume that ϕo is constructed s.t. 1) there exists a large enough M̄ > 0 s.t.
V (t)≤ M̄ implies no collision with obstacle po; and 2) if ϕo(||p− po||) gets very large,
so does ||∂ϕo/∂ p||.
Proposition 1. Suppose q(k) is bounded, i.e., ∃qmax ≥ 0 s.t. qmax ≥ ||q(k)||, ∀k ≥ 0.
Suppose further that, if ϕo(||p− po||)≥ M̄,

||∂ϕo

∂ p
|| ≥ k′qmax

√
1+ ε̄2

σ [Q̄]
. (17)

Then, ϕo ≤ M̄ ∀t ≥ 0 and q̄, ˙̄q, ¨̄q are bounded. Suppose further that ∂ϕ2
o/∂ pi∂ pi and

∂ϕ3
o/∂ pi∂ pi∂ pk are bounded if ϕo ≤ M̄. Then, ṗ, p̈,

...
p are all bounded.

With ṗ, p̈,
...
p all well-defined, the backstepping control of Sec. 3 can then robustly enable

the UAV to track the trajectory of the VP. Here, we assume the obstacle perception
potential ϕo is designed s.t. it rapidly increases when the VP p approaches very close
to the obstacle po to produce high repulsive force to prevent collision; while gradually
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converge to zero as ||p− po|| → 0 so that the effect of obstacles can smoothly emerge
when they gets close to the VP. An example of such ϕo is

We feedback this obstacle avoidance force along with the UAV’s velocity to the
human users so that they can perceive the presence of the obstacle over the Internet
and/or the state of the UAV. For this, we design the haptic feedback signal y(t) ∈ ℜ3 to
be sent to the master, s.t.

y(t) :=
1
η

(
ẋ+

∂ϕT
o

∂ p

)
(18)

where the two terms, ẋ/η and (1/η)∂ϕT
o /∂ p, are typically complementary, i.e., during

the free cruise flying, ∂ϕT
o /∂ p ≈ 0, whereas for the contact with the obstacle, ẋ ≈ 0.

This y(t) is then sent to the master over the Internet. Let us denote by y(k) its recep-
tion by the master side over the Internet at the (master) reception time tk. We incorporate
this y(k) into the PD-type teleoperation control τ for the master device s.t.

τ(t) :=−Bq̇−K1q−K(q− ȳ(k)) (19)

for t ∈ [tk, tk+1), where B,K1,K � 0 are diagonal gain matrices, and ȳ(k) is the
PSPM-modulation of y(k) (to be defined below). Here, K1 is included to provide haptic
feedback of y(t) (i.e. perception of UAVs velocities or presence of obstacles) while K
attempts ||q(t)− ȳ(k)|| → 0. B is used to avoid oscillatory behavior.

If we use y(k) directly received from the unreliable Internet for (19) instead of ȳ(k),
the PD-coupling (19) can become unstable. To address this problem, as proposed in
[1], we also adopt here passive set-position modulation (PSPM) [12], which is more
flexible (e.g., passive feedback of y(k)) and less conservative (i.e., selective activation of
passifying action only necessary) than conventional time-invariant passivity-enforcing
frameworks (e.g., PD-based or wave-based techniques). More precisely, at each tk, ȳ(k)
in (19) is computed s.t.

min
ȳ(k)

||y(k)− ȳ(k)||

subj. E(k) = E(k− 1)+Dmin(k− 1)−Δ P̄(k)≥ 0

where the second line is to enforce passivity, which would likely be violated if we
directly utilize (switching) y(k) in (19) without any remedy. Here, E(k) ≥ 0 is the
virtual energy reservoir; Δ P̄(k) := ||q(tk)− ȳ(k)||2K/2 − ||q(tk)− ȳ(k − 1)||2K/2 with
||x||2A := xT Ax; and Dmin(k) := 1

tk+1−tk
∑3

i=1 bi(q̄i(k)− q
i
(k))2, with bi > 0 being the ith

diagonal element of B, qi the ith element of q, and q̄i(k)/qi
(k) the max/min of qi(t) dur-

ing [tk, tk+1), i = 1,2,3. Note that this PSPM is implemented only for the master side.
Also, since the human operator usually keeps injecting energy into the master, E(k)
may keep increasing as well. To avoid excessive energy accumulation in E(k), we ceil
off E(k), by discarding any energy over a certain threshold Ē . See [12] for more details
on PSPM.
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Theorem 2. 1) The master device with PSPM-modulated control (19) is closed-loop
passive: ∃ c1 ∈ ℜ s.t.,

∫ T
0 f T q̇dt ≥ −c2

1, ∀T ≥ 0, where f , q̇ ∈ ℜ3 are the human force
and velocity. Moreover, if the human user is passive (i.e. ∃ c2 ∈ ℜ s.t.,

∫ T
0 f T q̇dt ≤ c2

2,
∀T ≥ 0), the closed-loop VPs teleoperation system is stable, with q̇, q, q− ȳ(k), and ṗi

all bounded.
2) Suppose further that q̈, q̇ → 0, E(k) > 0 ∀k ≥ 0, and (x, ẋ) = (p, ṗ). Then, (a) if
∂ϕo/∂ p= 0 (e.g. no obstacles), f (t)→ K1

η ẋi (i.e. UAV velocity perception); or (b) if ẋ=

0 (e.g. stopped by obstacles), f (t)→ K1
η ∂ϕo/∂ p (i.e. collective obstacle perception).

Notice the flexibility in designing/using the haptic feedback y(t) (18) provided by
PSPM (e.g. other forms of y(t) can be used without jeopardizing passivity). Such a
flexibility is usually not achievable by other passivity-based schemes (e.g. wave/PD).
The item 1) of Th. 2 and Prop. 1 essentially establishes master-passivity/slave-stability
of our closed-loop teleoperation system, which, we believe, is less conservative and
more suitable for UAV teleoperation than conventional master-slave (energetic) passiv-
ity (e.g., humans need to continuously overcome wind drag or other physical dissipa-
tions of UAV - see [15]). Experimental results are shown in Fig. 1, where we can see
that: 1) obstacle avoidance is activated and prevents the VP and UAV to collide with the
obstacle (4-8 sec.); and 2) the human can haptically perceived the velocity of the UAV
(2-4, 8-15 sec.) or the presence of the obstacle (4-8 sec.), with y(k) (18) complementar-
ily switching between these two modes on its own.
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Fig. 1. Teleoperation with haptic perception of obstacle avoidance and flying velocity
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5 Conclusions

In this paper, we propose an exponentially-stable backstepping trajectory tracking con-
trol law for the quadrotor-type UAV with E(3) dynamics and SO(3) kinematics. Robust-
ness analysis is given. Its application to the UAV Internet teleoperation according to the
framework of [1] is explained. Some pilot experiments are performed to validate the
theory.
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Experiments on Intercontinental Haptic Control

of Multiple UAVs
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2 Department of Brain and Cognitive Engineering,
Korea University, Seoul, 136-713 Korea

{martin.riedel,antonio.franchi,prg,hhb,hyoungil.son}@tuebingen.mpg.de

Abstract. In this paper we propose and experimentally validate a bi-
lateral teleoperation framework where a group of UAVs are controlled
over an unreliable network with typical intercontinental time delays and
packet losses. This setting is meant to represent a realistic and challeng-
ing situation for the stability the bilateral closed-loop system. In order
to increase human telepresence, the system provides the operator with
both a video stream coming from the onboard cameras mounted on the
UAVs, and with a suitable haptic cue, generated by a force-feedback
device, informative of the UAV tracking performance and presence of
impediments on the remote site.

In addition to the theoretical background, we describe the hardware
and software implementation of this intercontinental teleoperation: this
is composed of a semi-autonomous group of multiple quadrotor UAVs,
a 3-DOF haptic interface, and a network connection based on a VPN
tunnel between Germany and South Korea. The whole software frame-
work is based upon the Robotic Operating System (ROS) communication
standard.

1 Introduction

Unmanned Aerial Vehicles (UAVs) represent a promising robotic platform for
a large spectrum of current and future applications such as, e.g., indoor and
outdoor surveillance, exploration of hazardous areas, search and rescue, and
transportation [1]. In recent years, considerable research efforts have been spent
towards the use of multiple UAVs for addressing some of the aforementioned
scenarios. In fact, use of multiple flying robots results in increased flexibility
and robustness to single robot failures [2]. However, designing decentralized al-
gorithms for the control of multiple robots with high degree of autonomy is still
a challenging task both from the theoretical and actual implementation side,
although there have been big achievements from this perspective [3,4].

Especially, a major difficulty is the realization of full autonomy in unstruc-
tured/unpredictable environments. The use of bilateral teleoperation (see, e.g., [5]
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for a review) represents in this sense an interesting possibility for improving the
performance of a multi-UAV system with the contribution of the human opera-
tor’s intelligence, i.e., exploiting the human-in-the-loop control. Recently, in this
context, there have been several works aimed at developing different bilateral
teleoperation algorithms to control multiple robots in an efficient and robust
way [6,7,8].

In an intercontinental bilateral teleoperation scenario, very large time delays
(usually, in the range of 100ms) between the operator and slave sides represent
one of the major difficulties for both theoretical (i.e., stability) and practical
issues (e.g., quality of visual feedback, safety and easiness of maneuvering). The
first intercontinental tele-surgical operation (without force feedback) was estab-
lished between New York, USA, and Strasbourg, France, in 2001 [9]. Recently [10]
proposed a protocol to bilaterally teleoperate various haptic devices and slave
robots located in different countries.

In long-distance teleoperation, the transmission of visual data is usually more
delayed than the transmission of position/force data, because of the large size of
video packets. This problem has been investigated in [11] by simulating a visual
feedback in the operator site through an intercountry experiment. To the best
of our knowledge, however, there was no result in the bilateral teleoperation of
multi-robot UAV systems which were truly communicating over an interconti-
nental Internet connection.

In this paper, we aim at illustrating a software platform and experimental
testbed that provides a standardized interface for the bilateral teleoperation of
multiple robots (UAVs in our case). The UAVs autonomously keep a desired
formation and avoid obstacles while being stably tele-operated by a the remote
user. The theoretical framework used in this work, related to the one presented
in [7], is then verified through a real intercontinental experiment between Ger-
many and South Korea, thereby stressing in real conditions the robustness of
our theoretical claims and software design.

The paper is organized as follows. The haptic teleoperation control framework
is reviewed in Sect. 2. In Sect. 3 the proposed software platform is presented
with a detailed description of hardware setup for the experiment. Following this,
experimental results are reported and discussed in Sect. 4. Finally, the concluding
remarks and directions for future research are presented in Sect. 5.

2 Haptic Interaction with Multiple UAVs

In the presented framework the human operator is provided with three kind of
interfaces: i) a console used to supervise the group of UAVs (e.g., to switch
between different UAV control algorithms/behaviors), ii) a screen providing
the video streams of the remote environment from different perspectives (e.g.,
onboard vs. fixed to the wall), and iii) a haptic device in order to intervene
on the overall motion of the group and to receive a force feedback informa-
tive of the presence of obstacles and other environmental (e.g., aerodynamical)
disturbances.
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The haptic device is a generic 3-DOF mechanical system:

M(x)ẍ+ C(x, ẋ)ẋ = τ c + τ h (1)

where x ∈ R
3 is the configuration vector,M(x) ∈ R

3×3 the positive-definite and
symmetric inertia matrix, C(x, ẋ) ∈ R

3×3 represents Coriolis and centrifugal
terms, and (τ c, τh) ∈ R

3×R
3, are the control/human forces acting on the device,

respectively. We assume, as usually done, that gravity is locally compensated.
The UAVs considered in this work belong to the quadrotor family: these rep-

resent a popular choice for a large number of research groups mainly because of
their structural simplicity and mechanical robustness. A quadrotor can be con-
veniently modeled as a 3D rigid body with 3 torques and one force (the thrust)
serving as control inputs, with the thrust being always oriented vertically in
the body frame. Therefore the quadrotor is an underactuated system since only
4 inputs are available for controlling its 6 DOFs pose. Nevertheless the center of
mass of the i-th quadrotor pi ∈ R

3 and its yaw angle ψi ∈ S
1 can be shown to be

flat outputs [12], i.e., algebraically defining (with their derivatives) the state and
the control inputs of the quadrotor [13]. This makes it possible for quadrotor to
track any smooth trajectory in the flat output space by using a suitable flight
controller, see, e.g., [12,14]. Owing to this property, every quadrotor of the group
will be treated as a yaw-orientable 3D point in space (pi, ψi).

In order to let the human interact with the quadrotors while ensuring a safe
an cohesive navigation of the UAV group, we assume that pi can be driven at
the kinematic level by the sum of 3 velocity components, uh

i , u
g
i , u

e
i . These

represent the human, group, and environmental control components of the total
velocity command, respectively, thus resulting in:

ṗi = uh
i + ug

i + ue
i . (2)

The human control is set as uh
i = λhx if i ∈ M and uh

i = 0 if i �∈ M , where
λh ∈ R

+ is a scaling factor and M is the set of UAVs in communication with
the human operator. The group control term ug

i is chosen in order to enforce
the desired UAV formation as much as possible, e.g, by keeping desired inter-
distances or relative bearings, and ue

i has the role of ensuring obstacle avoidance,
e.g., by resorting to artificial potential approaches. The term ue

i can also account
for other environmental-related features, such as avoiding dangerous zones or
being attracted by promising areas.

Every quadrotor may carry a camera onboard whose optical axis is paral-
lel to the quadrotor frame. In these cases, we assume the yaw angle ψi to be
autonomously regulated so as to let the camera optical axis match with the
horizontal direction of motion, e.g., by using the proportional controller:

ψ̇i = Kψ

(
atan2(ṗiy , ṗix)− ψi

)
(3)

where Kψ is a positive gain. This allows to provide the operator with a forward
view of the remote environment in case of quasi-horizontal motion.
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Fig. 1. Signals exchanged in the intercontinental teleoperation system. The relevant
signals are labelled as follows: (A) human-commanded velocity at the local site; (B)
delayed velocity input received by the i-th UAV at remote site; (C) state of the i-th
UAV determined by motion-capture system; (D) delayed states of all UAVs utilized in
the calculation of the appropriate haptic force; (E) actual commanded UAV velocity
calculated from human-commanded velocity and artificial potential (obstacle avoidance
and formation control); (F/G) videos transmitted/received from the remote to the local
site.

In order to render to the human operator a haptic perception of the remote
environment, we set the control torque as

τ c = −Bẋ+K

(
1

|M |
∑
i∈M

q̇i − λhx

)
(4)

where B,K ∈ R
3×3 are a positive semidefinite damping matrix and a positive

gain matrix, respectively, and q̇i is the velocity of the real i-th quadrotor UAV.
Apart from the stabilizing role of the term Bẋ, the behavior of τ c is meant to
represent the mismatch between the commanded velocity and the average veloc-
ity of the UAVs in M . This way, any external disturbance (e.g., wind gusts) can
be perceived by the operator, as well as the presence of any obstacle obstructing
the commanded direction of motion.

Several techniques have been proposed in the literature in order to ensure a
stable behavior in presence of delays, packet losses, or other non-idealities in
the communication channel between the master and slave sides of a bilateral
teleoperation channel. In our transcontinental experiments, we made use of a
conservative yet simple and effective method, namely, an appropriate tuning of
the damping term B in order to dissipate any energy excess. The application of
more sophisticated techniques such as [15,16] could provide less average percep-
tual degradation and their use is left as a future extension of this work.
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Fig. 2. Representation of the default packet routing and average delays between the
MPI of Biological Cybernetics, Tübingen, and Korea University, Seoul. Some local hops
were omitted to increase clarity.

3 Experimental Setup

Our experimental setup is made by two environments, namely, the remote (UAV),
and the local (human operator) sites, see Fig. 1. These two environments are both
located in a building at the Max Planck Institute for Biological Cybernetics, in
Tübingen (MPI) but are connected exclusively by means of a real interconti-
nental Internet channel which passes through a machine located at the Korea
University, in Seoul (KU). Tracing packets between both endpoints, revealed
a route over the North American continent containing 25 hops resulting in a
raw IMCP travel time of about 295ms, as depicted in Fig. 2. We established a
site-to-site OpenVPN1 connection (dev: tap, proto: udp) between a subnet at
the MPI and the machine at KU in order to allow for secure communication,
without sacrificing performance (raw single-trip time over the VPN: 305ms).

On the remote site we use 2 quadrotors2 as UAVs, for which we developed a
custom-made software and hardware setup, see Fig. 3, right. A motion capture
system3 with six cameras monitors the remote-site flight area of 3× 4× 3 m and
provides position and orientation of each UAV with a frequency of 120Hz with
about 10ms of delay. Almost all the computation on the remote site is done on a
six-core Intel(R) Xeon(R) PC and communication to the UAVs is provided by a

1 openvpn.net
2 mikrokopter.de
3 vicon.com

openvpn.net
mikrokopter.de
vicon.com
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Local site Remote site

Fig. 3. A representative experiment of intercontinental bilateral teleoperation with
2 quadrotor UAVs. Left column: the local (human operator) site. Right column: the
remote (UAV) environment. Each row represents a different time instant. The human
operator is provided with a haptic interface in order to control the overall motion of the
UAVs and 3 video streams: an onboard view, a global view, and a 3D representation
of the UAV states. The two sites are connected through an intercontinental channel
implementing a full Germany-South Korea roundtrip.

wireless serial connection XBee-PRO 802.15.4. A separate Intel(R) Pentium(R) 4
gateway PC with 1Gb optical fiber connection to the Internet and 1Gb Ethernet
to the local network provides routing, firewall and VPN capabilities. One of the
UAVs is also equipped with a Q7 board holding an Intel Atom 1.6Ghz CPU
to wirelessly transmit image data from an onboard camera, or to run the flight
controller without the explicit need of a base station. In addition to the onboard
camera we capture the remote site arena also using a wall-mounted fixed camera.
Both cameras send a low-resolution MJPEG-encoded video stream (160x120) at
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10 fps to the operator site. A standard USB gamepad is used as console in order
to control the experimental flow (e.g., liftoff, operate, land, emergency. . . ).

On the local site we use an Omega4 as haptic device, which provides 3 actuated
DOFs. For our remote setup, an Asus WL-500gP with customized TomatoUSB5

enables us to establish a site-to-site VPN between the router and our local
network from any valid IPv4 Internet connection. We are also able to initiate a
road-worrier connection directly from a client computer.

We control the 2 quadrotors over the Internet by implementing the approach
described in Sec. 2. Both the UAVs keep a formation by following an independent
reference trajectory that is a result of the tele-operators input velocity and an
artificial potential (providing connectivity preservation and obstacle avoidance),
as expressed in (2). UAV State information (position, orientation velocity, and
angular velocity) is transmitted over the Internet to the haptic device in order
to compute the force feedback (4) which is informative of the remote UAV per-
formance. In addition, we provide the remote operator with a 3D visualization
of the quadrotors body-frames in the world frame and two video streams, trans-
mitting an overall view of the flying area and a first-person representation along
the axis of one UAV, see Fig. 3, left. By using (3) the optical axis of the camera
is able to naturally follow the direction of the user-commanded motion.

We developed a custom framework based on the Robot Operating System6

(ROS) that simplifies the implementation of multi-robot control algorithms by
abstracting all necessary functionality into distinct user-loadable modules. This
results in versatile applications, like the intercontinental bilateral control of mul-
tiple UAVs. As in ROS, algorithms, drivers and sensors are split into distinct
programs, that provide or receive information from and to the rest of the infras-
tructure.

The software setup is divided into local processes, passing from Germany
through the gateway in South Korea and back, and remote processes that are
solely executed in the remote subnet, which are schematized in Fig. 1 from the
perspective of the i-th UAV.

Locally, the ROS tool rviz provides the video streams and presents a 3D Inter-
face to the human operator. Moreover, the haptic device control process, running
at 3 kHz, sends the desired velocity commands at a rate of 100Hz and receives
state information at about 80Hz from both UAVs to calculate an appropriate
haptic feedback (these messages are also used to refresh the 3D Interface).

At the same time, on the remote site, one instance of a custom closed-loop
controller for each UAV implements the formation control algorithm and pub-
lishes the state information to the other processes at the local site. We interface
our quadrotors with a process abstracting the serial communication into the
ROS infrastructure. Dedicated applications map the console inputs as well as
the video streams into ROS.

4 forcedimension.com
5 tomatousb.org
6 ros.org

forcedimension.com
tomatousb.org
ros.org
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Fig. 4. Boxplots describing the (round-trip) delay times for all messages passing over
the gateway at Korea University. Middle bars indicates the median values, while boxes
and and whiskers denote the two median quartiles and the maximum-minimum values
respectively. Bilateral control-loop messages, i.e., the commanded velocity (Cmd Vel)
and the states of both UAVs (State QC0 and State QC1) are transmitted with an
average delay of about 350ms. Video streams are transmitted with the higher average
lags of 650ms and 1 s for the wall-mounted camera (Cam Room) and onboard camera
(Cam QC0) respectively. The delay of the onboard camera stream is larger compared
to the room video because of the additional wireless link.

4 Results and Discussion

We describe now the results of a representative experiment whose main phases
are illustrated in the sequence of Fig. 3. At the beginning of the experiment
the UAVs are steered by the human operator toward a wall, the first UAV then
immediately stops, thus generating a haptic feedback to the operator. By con-
tinuing to apply the desired velocity against that force, the UAVs rearrange
and the centroid of the formation is able to move closer to the wall. This
event gets fed back to the human by means of a releasing of the set force. A
video summary of our intercontinental teleoperation experiment is located at
http://antoniofranchi.com/links/2012-IAS12-InterContTeleOp.html

As explained in the previous sections, the human operator transmits velocity
commands to the remote site by setting the appropriate position on the haptic de-
vice. The commands are received by the flight controller of each UAVwith varying
delay of around 350ms (see Fig. 4) and added as in (2) in order to calculate the
actual UAV velocity reference (see Fig. 1). Fig. 5(a) direclty compares sent and
received commands, where the delay is clearly visible. The flight controller then
computes the appropriate UAV propeller speeds in order to track that velocity
reference with good performances, as shown in the comparison of Fig. 5(b).

http://antoniofranchi.com/links/2012-IAS12-InterContTeleOp.html
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Fig. 5. A representative experiment of intercontinental bilateral teleoperation with 2
quadrotor UAVs. (a): velocity commanded by the human operator uh, sent (solid) and
received (dashed) with delay; (b): desired velocity velocity ṗ (solid) versus actual UAV
velocity q̇ (dashed); (c): commanded velocity uh (solid) versus actual UAV velocity q̇
(dashed); (d) actual UAV velocity q̇: sent (solid) and received (dashed) with delay: (e):
force feedback τ c.
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On the local site the haptic device is constantly receiving state information
of both UAVs at a rate of 80Hz with still a time-varying delay of 350ms on
average (see Fig. 4 for a statistical analysis of the delay and Fig. 5(d) for a
direct comparison between sent and received state signals for one of the two
UAVs.). The desired velocity passed to the flight controller ṗ is compared to
the one commanded by the operator uh in Fig. 5(c), where it is possible to ap-
preciate the mismatch caused by the influence of the additional contributions
given by the formation control and obstacle avoidance terms in (2). That er-
ror is used to implement a proportional force feedback, depicted in Fig. 5(e),
which therefore has a dual functionality: first it informs the user about the UAV
inertia and delay of the communication system, and second it indicates the influ-
ence of environmental factors on the UAV dynamics, e.g., presence of obstacles,
turbulence, etc.

The transmissions of both video streams suffer of higher latencies compared
to the control/haptic-related messages, as clear in Fig. 4. The video stream from
the wall-mounted camera has an average delay of 650ms while the video from
the onboard camera experiences an average delay of about 1 s, because of the
additional WiFi link. Both video streams have also a much wider variability in
the delay when compared with the other signals, with peaks reaching 2.5 s.

In conclusion, the experimental results demonstrate the advantages provided
by the use of a haptic feedback beside the visual one in the following way: (1)
velocity commands and state messages are transmitted faster and more reliably
compared to a video stream and (2) the view angle of 3D environments and
camera setups does not always give an accurate representation of distances,
which can instead be provided more promptly by the use of suitable haptic cues.

The interested reader can find additional videos concerning the teleopera-
tion of multiple UAVs in different scenarios at http://www.youtube.com/user/

MPIRobotics/videos .

5 Conclusions and Future Work

In this notes, we presented experiments on the intercontinental bilateral control
of a group of UAVs, by relaying packets between Germany and South Korea,
forwarding velocity commands to the remote site and sending state information
for haptic feedback and visualization purposes back to the local operator. Ad-
ditionally, we transmitted two video streams to give the operator a complete
representation of the remote site. With a average delay of about 350ms we were
able control the UAVs in a stable and reliable manner.

In the future we would like to apply our implementation of intercontinental
teleoperation to other teleoperation algorithms and evaluate their performance
and robustness in real-world conditions. Our scenario implements a round-trip
teleoperation between Europe and Asia, effectively doubling the delay compared
to a direct communication channel. We plan to demonstrate our setup with a
more standard single-trip delay in a live demo at IAS-12 in South Korea.

http://www.youtube.com/user/MPIRobotics/videos
http://www.youtube.com/user/MPIRobotics/videos
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Abstract. In this paper we focus on the affect detection of the short text 
pervasively used in human computer interaction. The research intends to render 
the interaction more emotionally expressive. In order to estimate the affect in 
the short text, we construct an affect lexicon firstly. Then a set of extraction 
rules (ERs) is built to extract the semantic representation of each word. Finally, 
the affect state of the short text is represented with PAD values and computed 
through the manually made affect generation rules (AGRs). The evaluation of 
the results corresponds with the human subjective appraisal.  

Keywords: textual affect, semantic, PAD values. 

1 Introduction 

Short text is an important medium in human computer interaction. In the computer-
mediated communication world, people are prone to use short text to maintain their 
social relationships. Researchers argue that online communication may stimulate 
rather than inhibit social relations, and chat users find it a medium for rich, intense 
and interesting experiences [1]. If the computer can sense the underlying emotion in 
the short text and make corresponding reactions, the interaction would be more 
intelligent and vivid. Consequently textual affect detection has been a rising research 
branch integrating natural language processing and affect computation. 

Nowadays, natural language processing mainly focuses on the long text and has 
developed relatively mature techniques. For the long text such as document and essay, 
machine learning methods have distinct advantages due to the presence of statistical 
features [2][3]. These approaches, however, fail in processing the short text due to the 
lack of sufficient features. 

We propose a semantic approach to analyze the short text and identify the 
emotional information. The overview of our approach is as follows. Firstly, we 
construct an affect lexicon based on a Chinese knowledge system. Then, a rule-based 
method is employed to extract the semantic representation of each word. Finally, the 
emotional information can be acquired through a set of emotion rules. 

The rest of this paper is organized as follows. Section 2 introduces the related 
work. In Section 3 the approach is thoroughly illustrated. Section 4 presents the 
experiments and discussion. Finally, Section 5 gives the conclusion and the future 
work.  
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2 Related Work 

Many advanced methodologies for textual affect computation have been developed. 
Reference [4] developed a real time text-to-emotion engine for expressive internet 
communications. It employed the keyword spotting techniques and only analyzed the 
emotional words referring to the person himself/herself and sentences in present 
continuous or present perfect continuous tense. Reference [5] proposed an approach 
involving a large-scale real-world commonsense knowledge source: Open Mind 
Common Sense (OMCS) [6], which enabled the detection more accurate and robust. 
Reference [7] analyzed the affect of online texts in five steps: symbolic cue analysis, 
syntactical structure analysis, word-level analysis, phrase-level analysis and sentence-
level analysis. The approach took account of the online language features and 
distinguished the emotion effectively. Reference [8] addressed the problems of 
emotional expressions extraction and tagging of English blog sentences with emotion 
tags and intensities. Support Vector Machine based supervised framework was 
employed using different word and context features.  

The existing approaches only address the emotion recognition of English. A 
psychologist noted that, just as with the rest of commonsense, the recognition of 
emotion in language depends on traditions and cultures [9]. Nowadays, emotion 
recognition for Chinese mainly focuses on the polarity recognition and ignores the 
further analysis of the emotion. So the approach put forward in this paper entails the 
notion that the accurate recognition of Chinese short text should emphasize the 
analysis of the short text and Chinese language habits. 

Besides, the short text has inherent characteristics: (1) sparse information, (2) lack 
of rigorous syntax, (3) the present of the injection, onomatopoeia and modal particle. 
So the approach in this paper principally focuses on the extraction of informative 
words and does not involve complicate syntax. Also, we try to incorporate the 
function of some auxiliary words. Moreover, we utilize an on-line Chinese common 
sense knowledge: HowNet [10] which contains a large number of words and idioms.  

Though in this paper, our approach is introduced and implemented in isolation of 
other approaches, it should be noted that our approach is aimed at Chinese and 
different languages need to be processed distinctively. 

3 Approach 

The overall framework of the research is illustrated in figure 1. Firstly, the short text 
is parsed using the natural language techniques and the redundant words are removed. 
After the processing, a set of informative words is collected. Then the words are 
indexed in HowNet to locate the concrete definition. Through the prescribed 
extraction rules (ERs), each word can find the semantic representation in the Affect 
Lexicon. Finally, with these information and affect generation rules (AGRs), the 
affect information in the short text can be estimated. 
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Fig. 1. Framework of the affect computation approach 

3.1 The Linguistic Resources 

In this paper we use two linguistic resources: HowNet and Affect Lexicon. Here we 
give a brief introduction to the HowNet and the construction of the Affect Lexicon. 

HowNet is an on-line common sense knowledge base unveiling inter-conceptual 
relations and inter-attribute relations of concepts as connoting in lexicons of the 
Chinese and their English equivalents. There are two important elements in HowNet: 
sememe and concept. Generally speaking, a sememe refers to the smallest basic 
semantic unit that cannot be reduced further. Concept is one kind of description of 
vocabulary’s semantic. Concept is described by the “Knowledge Dictionary Mark-up 
Language (KDML)”, which use sememes as its “vocabulary” [11].In Table 1, we give 
some examples of KDML. HowNet covers most of the common expressions in 
Chinese and so in our research we only address the short text which is used in  
daily life.   

Table 1. An example of KDML  

Concept POS KDML 

赌徒|Gamble N human,*gamble,undesired,crime 

救援|Rescue V Help 

阴险| insidious ADJ aValue,behavior,evil,undesired 

 
There are about 1500 sememes in HowNet (2000 edition). For the construction of 

the Affect Lexicon, we selected the sememes in the following categories: Event, 
Entity, Attribute, Attribute Value, Secondary Feature. Besides the sememes, HowNet 
uses some signs to describe the concept, such as * in Table 1. 

To measure the affect information of the sememes, we selected PAD(Pleasure, 
Arousal, Dominance)[12] model as the emotion model. Three independent annotators 
familiar with the PAD theory were asked to manually label the sememes with PAD 
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values. The reliability of annotations was measured using Fleiss’ Kappa statistics. The 
calculated Kappa coefficient is 0.96, showing great labeling reliability. Each 
dimension of PAD values ranges from -1.0 to 1.0 as shown in figure 2.  

 

 

 

 

 

 

Fig. 2. PAD model 

Here we briefly explain the three dimensions of PAD model. Pleasure denotes how 
pleasant an emotion may be. Arousal represents the level of mental alertness and 
physical activity. Dominance indicates the controlling and dominant nature of the 
emotion. 

Besides the sememes in HowNet, we also incorporated auxiliary words such as 
injection, onomatopoeia, modal particle. For each of them, we manually decided 
which dimension of PAD it belongs to and assigned a degree factor. An example of 
the Affect Lexicon is shown in Table 2. 

Table 2. The example of the affect lexcion  

Name Category PAD values 

激动|excited Event 0.6/0.8/0.2 

香|scent Attribute Value 0.5/0.6/0.2 

嗜好物| addictive Entity -0.6/0.6/-0.5 

哇|wow Modal Particle <1.5,A> 

3.2 Sememe Extraction 

From the description of HowNet, we already know that the definition of a word 
consists of a set of sememes. So the selection of the appropriate sememe implying the 
affect information needs a thorough analysis of the KDML. We will state the 
extraction rules from four aspects: noun, adjective, verb, set phrase. 

For nouns, we select the sememe with signs: #, %, *, @ due to their high appearing 
frequencies in HowNet and strong relevance with the affect information. In KDML, 
their implications are shown in Table 3. 
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Table 3. The implication of certain signs 

Sign Implication 

# Denote relevant with something 

% Denote being part of something 

* Denote being able to do some actions or used to do some actions 

@ Denote being the space or time of some actions 

Considering the case of co-occurrence, we set priority for the signs: #> %>*> @. 
For most of adjectives in HowNet, they belong to the class of aValue, so we make 

a general rule for them: selecting the third sememe in the definition. 
For the verbs, the event roles&features are significant. Although KDML contains 

88 roles&features, only certain of them are relevant with the affect information. The 
roles and their implication are shown in Table 4. 

Table 4. Roles and implication 

Roles Implication 

Patient The object of the action in a sentence 

Content Content of certain thing 

Isa Generic reference 

Descriptive Describe certain action 

ResultEvent Result of certain action 

ResultWhole The final result of certain action 

Cause Cause of certain action 

Cost The cost of certain action 

StateFin Final state of certain action 

Manner Manner of certain action 

Degree Degree of certain action 

Purpose Purpose of certain action 

State The state denoted by certain action 

In addition to the event roles&features, we also need to address the negation 
problems. In HowNet, Unwilling|不愿 and Unable|不能 are two commonly used 
sememes to signify negation. 

Set phrase is a unique phenomenon in Chinese. It can use the fewest words to 
express abundant information. In HowNet, set phrases are mainly classified to 
adjectives and verbs, so extraction rules of the above two categories can also be 
applied to the set phrases. 

Also, if none of the mentioned sememes is detected in the definition of a word, the 
first sememe is the default sememe. But if the first sememe is a sememe category, 
then the second sememe is selected as the default sememe. 
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3.3 Affect Computation 

The affect computation should consider the characteristics of the short text. We 
propose that the short text can be divided to two categories according to the property 
of specific words. 

For a short text consisting of only pronoun, noun and adjective, we characterize it 
as subjective text. In this case we take the PAD values of the adjective word as the 
affect ground. The whole text’s affect can be computed through formula (1). 

0.3
0.7 ( )

1

N
SA AA O AiiN

= × + × 
=

                             (1) 

Where SA depicts the PAD values of the short text, AA denotes the PAD values of 

the adjective, O Ai is the PAD values of the  ith word except the adjective, 

N represents the number of words ( except the adjective) in the short text. Here the 
parameter 0.7 and 0.3 are self-defined and may need optimization and seek more 
theoretical support in the future work.  

If the verb is present in the short text, we refer to it as the appraising text which is a 
state of certain event. Here we select the verb and noun as the origins of affect 
information. Firstly, the PAD values of the noun are adjusted with the corresponding 
adjective. The final values of the noun are the average values of the noun and 
adjective. For the verb and noun, the affect generation rules are shown in Table 5. 

Table 5. Affect generation rules for appraising text 

PAD values 

of Verb 

PAD values of 

Noun 

PAD values of Short Text 

Positive Positive Positive with the average absolute value of the two 

Positive Negative Negative with the average absolute value of the two 

Negative Positive Negative with the average absolute value of the two 

Negative Negative Positive with the average absolute value of the two 

After the above processing, each short text’s PAD values should be modified 
according to the auxiliary words’ degree factor. 

4 Experiments and Discussion 

To show our approach’s effectiveness, we select three short texts in the actual 
conversation. 

(1)可见其名声之糟糕( shows the reputation is terrible) 
(2)我也爱莫能助( I also cannot help it) 
(3)我打碎了那个漂亮的花瓶( I broke that beautiful vase) 
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Here we use the ICTCLAS[13] (2011 Edition) as the parser. To make the examples 
more clear, we only give sememes in English and ignore the original Chinese. 

For the first short text, the parsing result is as follows: 

可见(shows)/c 其(the)/rz名声(reputation)/n 之(is)/uzhi糟糕(terrible)/a 

Where c denotes conjunction, rz is demonstrative pronoun, n is the noun, uzhi refers 
in particular the 之， a means the adjective.  

Then the redundant processing is performed to eliminate 可见/c, 其(the)/rz and 之
/uzhi.  

Indexing in the HowNet, the definitions of the remaining words can be acquired: 

名声:attribute, reputation, &human, &organization, 
糟糕:aValue, GoodBad, bad, undesired. 
According to the ERs, each word has the corresponding sememe: 
名声(reputation) -> reputation, 
糟糕(terrible)-> bad 

The PAD values of each sememe are: reputation:0.3/0.1/0.1，bad: -0.6/-0.3/0.2. 
According to our rules, they are also the PAD values of名声(reputation) and糟糕
(terrible). 

According to the AGRs, this short text belongs to the subjective text. Its final 
values can be computed as follows: 0.3*(reputation)+0.7*(terrible) and the result is -
0.33/-0.18/0.17. The PAD values indicate that this short text expresses a negative 
emotion and the speaker’s low mental alertness and low dominant of the environment. 
The result shows good correspondence with the human judgment. 

For the second sentence, the parsing result is as follows: 

我(I)/rr也(also)/d 爱莫能助(cannot help it)/vl 

Where rr refers to the personal pronoun, vl means the verb. 
The redundant information is也/d. Here爱莫能助 is a set phrase and its definition 

in HowNet is :  

BeUnable, content=help.  

So the sememe of it can be represented as follows: - help. “-”indicates the PAD values 
of help should be reversed. The PAD values of the help are 0.5/0.3/0.6, so the values 
of the short text are -0.5/-0.3/-0.6. Here the value of D is -0.6 implying low 
dominance of the environment. It appropriately reflects the underlying meaning of the 
set phrase. 

For the third, the parsing result is as follows: 

我 (I)/rr 打碎 (broke)/v 了 /ule 那个 (that)/rz 漂亮 (beautiful)/a 的 /ude1 花瓶
(vase)/n 

The words了/ule，那个/rz，的/udel are redundant information. And the remaining 
words’ definitions are: 

打碎(broke):bump, StateFin=OutOfOrder|, 
漂亮(beautiful): aValue,  GoodBad, good, desired, 
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花瓶(vase): tool, cubic, *put, #FlowerGrass. 
The sememes of the words are: 
打碎(broke)->OutOfOrder, 
漂亮(beautiful)-> good, 
花瓶(vase)->FlowerGrass. 

According to our definitions, the short text is the appraising text, so we can get the 
final values of花瓶(vase) are 0.6/0.5/0.1. While the values of the word OutOfOrder 
are -0.6/-0.1/0.2, so the short text's values are -0.6/-0.3/0.15. The final PAD values 
indicate that the sentence express a negative emotion and the speaker’s mental 
alertness is also negative. According to the meaning of the sentence, the PAD values 
are reasonable to evaluate the emotion of the sentence.  

The PAD values of these short texts reflect the affect information of the speakers. 
In human computer interaction, we can use the information to make the interaction 
more vivid and interesting.  

Because researchers adopt different evaluation criterion for affect in text, it’s a 
little difficult to compare with other approaches. 

5 Conclusion and Future Work 

In this paper, we present a semantic approach to compute the affect in the Chinese 
short text through the extraction of sememe and text classification. To illustrate the 
approach, we also present a detailed description of the ERs and AGRs. We believe 
our approach offers a different view in relation to other textual affect computation 
methods found in the literature. Our approach is feasible and coherent. The 
computation results conform to the human judgments reasonably. 

However, our approach can be further improved in certain aspects. We plan to use 
the PAD values to drive the lifelike agent to show corresponding expressions and test 
our approach in other fields to clarify the extent of its application.  
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Abstract. This paper presents a novel method for face alignment under
unknown head poses and nonrigid warp, within the framework of markov
random field. The proposed method learns a 3D face shape model com-
prised of 31 facial features and a texture model for each facial feature
from a 3D face database. The models are combined to serve as the unary,
pairwise and high order constraints of the markov random field. The fa-
cial features are located by minimizing the potential function of markov
random field, which is solved with dual decomposition. The main contri-
bution of this paper is composed of three aspects. First, Random Project
Tree is utilized to learn the manifold structure of the facial feature ap-
pearance under different view points. Second, a 3D face shape model
is learned to capture the linear part of face shape distribution due to
the change of identity and expression, which is served as the high order
constraints. Third, Markov random field is introduced to model the non-
linear part of the face shape distribution, and also to deal with occlusion
of facial features due to head pose variation or ornaments. Experiments
was taken on the Texas 3D face database and face images downloaded
from the Internet, results shows capability of adapting large head pose
variations of the method.

1 Introduction

Face alignment is essentially a kind of image registration problem, which means
finding the corresponding facial features in the face image. It is substantially
important for many face related tasks like face recognition, video surveillance,
human robot interaction, etc.. There are a numbers of methods that have been
developed [6] [1]. However, it is still full of difficulties, because of the vast variance
of face appearance, related to the illumination, identity, head pose and facial
expressions. The main challenge is adapting the alignment algorithm to various
conditions.

Roughly, the face alignment methods can be divided into three classes: model
based method, holistic method, and feature based method. Model based method,
which learns shape and texture models to capture the main pattern of human
faces, is considered to be prior to the others. Three most important models
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including Active Shape Mode (ASM) [16] [14], Active Appearance Model(AAM)
[15] [4] [7], and 3D morphable model [3] is reviewed briefly below.

ASM is one of the early approaches that attempt to fit the input data with
a model which can deform in ways consistent with the training set. ASM works
well to the near frontal face image with reasonable initialization. Numerous
extensions including multi-view ASM have been proposed [19] [12] to adapt the
method to more rigorous conditions, like extreme head poses, etc.. AAM is one
of the most important extension of ASM, which learns the texture model of the
whole face based on shape free face textures. Multi-view AAM similar to Multi-
view ASM is proposed to adapt to appearance changes [13]. Both ASM and AAM
learn the shape model and texture model based on PCA, with the hypothesis
that both shape and texture is linear distributed in the space respectively, which
means they can not adapt to the nonlinearity of 2D face shapes and textures.

Another extensively studied model is 3D morphable model [3], which can
thought to be the 3D edition of AAM. Benefited from the 3D face shapes with
lower degree of nonlinearity compare to the 2D face shape, the model is well-
adapted to head pose variations. However, large computation increases the ma-
chine time due to the operation on densely sampled 3D face surface, and good
initial pose is usually required for practical implementation.

The most related work to our methods is [11], which represents a graphical
model including a linear texture model for each facial features based on Geometry
blur and a 2D face shape model as the high order constraints. For both texture
and shape model are learned on frontal face images, the method can not adapt
to severe head pose changes, and occlusion is not handled.

In this paper, we present a model based face alignment method to align the
face and locate the facial features even under extreme head poses. First, a 3D
face shape model is learned by applying principle component analysis (PCA) to
the face shapes from the 3D face database. Second, a texture model for each
facial features is learned for each facial features based on random projection
tree to catch the manifold structure of each facial feature appearance. Third,
markov random field is introduced to represent the linear and nonlinear part
of face shape distribution based on pairwise constraints and pattern constraints
and deal with occlusion, while the 3D face shape model is served as the high
order constraints of face shapes.

The rest of this paper is organized as follows. Section 2 and section 3 explain
the 3D face shape model and the texture models of facial features respectively. In
section 4, markov random field with occlusion treatment is introduced, together
with the algorithm of dual decomposition which minimizes the potential function
of markov random filed. Section 5 gives the experimental results with some
discussions. Section 6 concludes the paper.

2 3D Face Shape Model

The 3D face shape model is constructed based on the Texas 3D face database [10]
[9], which provides 1149 3D face samples and their corresponding color images,
as shown in Fig. 1.
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Fig. 1. 3D sample faces and the corresponding color faces in Texas 3D face database,
the gray ones are the range images, in which brighter mean closer to observer, the color
ones are color image. The range image and color image are corresponded pixel to pixel.

Previous work [16] [14] [11] usually adopt tens of facial feature points, includ-
ing the points locate on the face edge, to represent the face shape. However,
the edge points are easily occluded with pose variants, and the texture of them
is not discriminative. In this paper, 31 facial features which are mainly located
around eyes, eyebrows, nose and mouth are selected to represent the face shape,
as shown in Fig. 2.

(a) (b) (c)

Fig. 2. Facial features and 3D face shape model. (a),Facial features on sample face.
(b), Average shape of 3D shape model and the neighborhood. (c), Rotated 3D face
shape, yaw=−20◦,pitch=−30◦

Let Xi = {xi1, yi1, zi1, · · · , xin, yin, zin} be the i − th 3D face shape in the
database, where {xij , yij , zij |j = 1 · · ·n}is the 3D coordinate of the j − th facial
feature in the i − th sample face. Applying PCA to all 3D face shapes, the 3D
face shape subspace expanded by k most significant eigenvectors is found. Face
shapes lie in the subspace can be expressed as equation (1).

X3D = X3D +Q3D × b3D (1)
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X3D is the mean face shape, Q3D is the matrix comprised of k significant eigen-
vectors, b3D is the parameter vector with it’s component limited in [−3

√
λi, 3

√
λi]

to ensure the synthesized face shape X3D is a ”face shape”, and λi is the eigen-
value corresponding to the i− th eigenvector.

The parameter of the 3D face shape model is estimated based on the 2D co-
ordinates of facial features in face image. Assuming the affine projection camera
model, the 3D face features are projected into 2D image according to equation
(2).

X2Di = P [sR(X3D +Q3Db3D)|i + t] (2)

where the subscript i means the i − th facial features, X2Di is the projected
coordinates of corresponding facial features, P is the affine projection matrix,

and P =

(
1 0 0
0 1 0

)
in this paper, s is the scale factor,R is the rotation matrix, and

t is the translation vector. By minimizing the projection error Errproj according
to equation (3), shape parameter b3D, and transformation parameter including
s, R and t can be estimated in an iterative way.

Errproj =

n∑
i=1

‖(X2Di − P [sR(X3D +Q3Db3D)|i + t]‖2 (3)

In order to construct the 3D face shape model, the Texas 3D face database is
label semiautomatically. First, ASM is applied to color images of frontal face
to locate 31 facial features. Second, the error labeled face samples are rejected
manually. Third, the 3D coordinates of the labeled facial features are obtained
with the corresponding 3D face data. In the experiment, 108 ’good’ labeled
samples are used to construct the 3D face shape model.

3 Texture Models

To represent the distribution of face texture under pose variations, the structure
of the distribution should be learned. Some works [17] [8] [5] about face recogni-
tion based on manifold learning announced that face texture is a nonlinear low
intrinsic dimension manifold which is embedded into the high dimension space.
Based on the observation, an affine invariant texture model is established by
learning the manifold structure from training set, with the algorithm of random
projection tree (RPTree) [18].

Sampling the texture around facial features under different head poses is not
an easy job. In this work, we take the advantages brought by the 3D face database
to sample the texture automatically. With the 3D face database, the texture
around a given facial feature point with variant head poses can be synthesized
by rotating the 3D face surface.

As mentioned before, Active Shape Model is efficient to locate facial features
on frontal face image. Here, ASM is applied to the frontal face to locate the
facial features, and then textures under different head poses are synthesized
automatically, as shown in Fig. 3. In this paper, rotations with yaw of [0◦,+60◦]
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(a) (b) (c)

Fig. 3. Synthesized face image and the corresponding facial features under different
head poses. For (b) and (c), only the visible half facial features are displayed. (a),
yaw=0◦,pitch=0◦. (b), yaw=−30◦,pitch=15◦. (c), yaw=45◦,pitch=−30◦.

and pitch of [−45◦,+45◦] with a step of 5◦ are applied to the 3D face data, and
considering the symmetry of face, only the left half facial feature textures are
extracted. The right half facial feature textures are obtained by mirroring the
right ones. The texture is described by geometry blur [2].

For each facial feature, the textures around it under different head poses form
a manifold. The manifold is approximated by an RPTree, which is the texture
model of the facial feature. After the RPTree is constructed, PCA is applied to
the leafs to approximate the linear structure of the subsets.

let T be the set of texture models(the set of RPTrees), T = {Ti|i = 1 · · ·n},
n is the number of facial features, and the j-th leaf of Ti is described by PCA:
Xgij = Xgij +Qgijbgij .

Given a texture t, the distance between t and texture model Ti is estimated.
First, the corresponding leaf of t is established by search along the RPtree(suppose
to be the j-th leaf). Second, the texture parameter bt is calculated as equation
(4).

bt = (QT
gijQgij)

−1QT
gij(t−Xgij) (4)

then the distance dtj is calculated according to equation (5).

dtj = bTt Σ
−1bt + γ‖X∗

gij − t‖2 (5)

where X∗
gij = Xgij +Qgijbt, γ is a constant weight, and Σ is a diagonal matrix

with the eigenvalues of the j-th leaf as it’s diagonal elements. The distance dtj
is comprised of 2 parts, the similarity of t to the texture model evaluated by
bTt Σ

−1bt, and the distance from t to the subspace of the nearest leaf evaluated
by γ‖X∗

gij − t‖2.
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4 Markov Random Field for 2D Face Shape
Representation

Markov random field is a kind of undirected graph model which models the
neighbor dependence of the nodes. In this paper, the markov random field is
used to capture the nonlinear part of face shape by modeling the 2D projection
of the 3D face shape, assuming that each facial feature only depends on its
neighbors.

Given a markov random field G(V,E). V is the vertex set, and E is the edge
set. Let X be the set of random variables of V , and Y be the observation, ac-
cording to the Hammersley-Clifford theorem, the posterior probability P (X/Y )
can be calculated as equation (6).

P (X/Y ) =
1

Z

∏
c∈C

e−φc(xc) (6)

Z is the normalizing factor, φc(xc) is the potential function, c is the clique, and C
is the set of all cliques. Then maximizing the posterior probability is equivalent
to maximizing the potential function φc(xc).

For face alignment, the nodes of MRF represent the facial feature points, and
the random variables of nodes are set to be the offsets of the node position. Face
is then aligned by minimizing the potential function φc(xc).

Given the neighborhood system of face shape, φc(xc) is calculated according
to equation (7).

φc(xc) =

n∑
i=1

φixi +
∑
e∈E

φe(xe) (7)

where e ∈ E is the edge, φixi is called the unary potential, and φe(xe) is called
the pairwise potential.

4.1 Unary Potential

Unary potential which models the likelihood is calculated as the similarity of
textures. Given xi, and the texture descriptor at corresponding position f(xi),
the unary potential is the distance between f(xi) and the texture model Ti, as
shown in equation (8) according to equation (5).

φi(xi) = bTt Σ
−1bt + γ‖X∗

gij −Xgij‖2 (8)

4.2 Pairwise Potential

The pairwise potential models the smoothness of neighborhood, which means
the offset of each node should be similar to its neighbor nodes. The pairwise
potential is given in equation 9.

φe(xe) = β × e
‖xi−xj‖2

ε2 , i, j ∈ c. (9)

β and ε are parameters of the MRF.
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Fig. 4. Unary potential with different parameter values

4.3 Occlusion Handling

Occlusion can be handled easily within the framework of MRF by rewritten the
unary potential to be equation (10).

φi(xi) = − ln((1− e) exp(−|dtT |
σ

) + e) (10)

where dtT = bTt Σ
−1bt + γ‖X∗

gij −Xgij‖2. Fig. 4 shows the shapes of φi(xi) with
different parameter values.

4.4 Incorporating the MRF with the 3D Face Shape Model

As described above, 3D face shape model and MRF model the linear and nonlin-
ear part of the face shape respectively. For 3D face shape model, it only models
the linear part, and can not adapt to the face shape which is not consistent
with it. For MRF, it is defined on a 2D graph model, and it does not contain
any 3D information to adapt the 3D pose variations, which means, when the 2D
face shape differs greatly from the initial 2D shape, the pairwise energy will be
resistance to the true facial feature locations.

In order to model the entire face shape variations, 3D face shape model and
MRF are incorporated in an iterative way. Given initial location of facial features
MRF is applied to estimate the location of features. Then the location of facial
features given by MRF is used to estimate the parameters of the 3D face shape
model. With the estimated parameters, the 2D coordinates of facial features are
calculated and again used as the initial facial features locations of the MRF.
Face image is then aligned when the algorithm converges.

5 Experimental Results

To illustrate the performance of the method, the method is applied to align
face with variant head poses, to locate the facial features. The Texas 3D face
database [10] [9] including 1149 3D face samples and the corresponding color
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images is used to train model and test the method. Experiments are implemented
on a laptop with Intel i5-2410M 2.3 GHz CPU, and 2G RAM, it takes about 3
seconds to align a face image.

5.1 Experiment on Texas 3D Face Database

The face images with different head poses from Texas 3D face database are
synthesized for testing. In the experiment, 20 frontal face images are used to
synthesize 100 face images with randomly chosen head poses, which are limited
to [−60, 0◦] of yaw, and [0, 45◦] of pitch. The number of correctly aligned face is
counted manually, and the average location error of facial features are calculated
based on the non-occluded features. The test face images are divided into 2
groups according to the yaw with 60 test images each group, and the result is
shown in Table 1.

The average location error is calculated according to equation (11).

Errloc =
1

|Vno|
√ ∑

i∈Vno

‖xi − xir‖2 (11)

where Vno means the vertex set of non-occluded facial features, |Vno| is the size of
|Vno|, xi is the location of facial feature i, which is estimated with the proposed
method, and xir is the ground truth.

Table 1. Experiment Result of Face Alignment

Nc
a Errloc (pixels)

Head poses Our
method

ASM Our
method

ASM

−30◦ < yaw ≤ 0◦ 54/60 28/60 4.3 4.1b

−60◦ ≤ yaw ≤ −30◦ 43/60 0/60 7.6 NA c

a Nc means number of correct aligned face image
b The Errloc of ASM is smaller than the proposed method,for
the group −30◦ < yaw ≤ 0◦ contains 20 frontal face images

c ASM failed to align face images with large head pose

Some additional experiments on the synthesized face images, which are aligned
with ASM and the proposed method, are shown in Fig. 5. The results shows that
the proposed method can locate the facial features more precisely, while the ASM
method failed on pose variations, as shown in Fig. 5(e) which failed to converge,
and Fig. 5(f), 5(g), which do not locate the feature points precisely.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5. Results of face alignment on Texas 3D face database. First row: results of our
method, second raw: results of ASM. Green point means occlusion, while red point
means visible feature. (a),(d): yaw = −30◦, pitch = 0. (b),(e): yaw = 30◦, pitch =
15circ. (c), (f): yaw = −15◦, pitch = 0◦.

5.2 Experiment on Face Images from the Internet

At last, additional experiments are taken on images downloaded from the In-
ternet, and the result of the proposed method and the ASM is shown in Fig.
6. The results show that the proposed method can handle occlusion caused by
hair or glasses as shown in Fig. 6(b), 6(c). Fig. 6(f) means ASM failed to get
a result. Further more, the face images are downloaded from the Internet, and
they are captured with unconstrained illuminations and are independent with
the training set, so the results also shows generalization capability of the models
learned from training set.

More experimental results are shown is Fig. 7.
The proposed method is not compared to the multi-view ASM methods for

the lack of source code, the comparison should be done in future work.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Fig. 6. Results of face alignment: face images downloaded from the Internet.First row:
results of our method, second raw: results of ASM. Green point means occlusion, while
red point means visible feature. (e) means ASM failed to get a result.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Fig. 7. Some experimental esults of face alignment: face images downloaded from the
Internet
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6 Conclusion

This paper represents a method for face alignment under pose variations. PCA
based models and markov random field are combined to model the linear and
nonlinear part of the face shape respectively. The 3D face shape model, which
models the pose variation explicitly, reduces the nonlinearity degree of face
shape, while the markov random field handles the occlusion and nonlinearity.
Further more, a texture model for each facial features is learned with random
projection tree. Experiments shows that the method can adapt to pose variations
and occlusions robustly.

For future work, the potential facial feature locations should be pre-detected
to accelerate the algorithm by reducing the search space of MRF, and the com-
parison of this method and multi-view ASM methods should be implemented.
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Abstract. In this paper, we propose a method for spontaneous facial
expression recognition by fusing features extracted from visible and ther-
mal infrared images. First, the active appearance model parameters and
head motion features are extracted from the visible images, and several
thermal statistical parameters are extracted from the infrared images.
Second, a multiple genetic algorithms-based fusion method is proposed
for fusing these two spectrums. We use this proposed fusion method to
search for the optimal combination of a similarity measurement and a
feature subset. Then, a k-nearest neighbors classifier with the optimal
combination is used to classify spontaneous facial expressions. Compara-
tive experiments implemented on the Natural Visible and Infrared Facial
Expression database show the effectiveness of the proposed similarity
measurement and the feature selection method, and demonstrate the
fusion method’s advantage over only using visible features.

Keywords: facial expression recognition, thermal infrared, visible,
fusion, genetic algorithm.

1 Introduction

Facial expression recognition has attracted more and more attention in recent
years. Although, considerable progress has been made in the field of facial expres-
sion recognition using visible images [1], it is not robust enough for deployment
in uncontrolled environments, such as illumination changes. Furthermore, most
existing research has been based on posed expression databases. These artifi-
cial poses are usually exaggerated. Spontaneous expressions, on the other hand,
may be subtle and differ from posed expressions both in appearance and timing.
Therefore, for practical applications, it is important to study natural expression
recognition.

Illumination changes can hinder visible expression recognition. However, ther-
mal infrared images, which record the temperature distribution formed by
facial vein branches, are not sensitive to illumination conditions. Thus, a few
researchers begin to pay attention to thermal expression recognition [2][3][4].
To the best of our knowledge, little attention has been paid to facial expres-
sion recognition by fusing images from the visible and infrared spectrums except

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 263–272.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Yoshitomi et al. [5]. Here, we propose spontaneous facial expression recognition
by fusing visible and thermal infrared images.

Spontaneous expressions are often accompanied by body gestures and head
motions [1]. Only few studies have investigated fusing information from face and
head motions to improve recognition performance [6][7][8].Some of these gestures
are random and others are performed depending on personal habit. Yet, in either
case, meaningful information for affective states can be extracted. For example,
nods and shakes can be extracted for recognizing agreement and disagreement.
Therefore, we extract both head motion features and facial appearance features
from visible images. We define the velocity and rotational speed of head mo-
tions as features of head motions. Additionally, the active appearance model
(AAM) features are extracted because they capture both facial geometric and
appearance information.

Considering the temperature changes of the environment and the tempera-
ture drift of thermal infrared cameras, we use differential temperatures between
the apex and the onset infrared images instead of their absolute temperatures.
Then, we extract several thermal statistical parameters from this differential
temperature matrix.

Next, the k-nearest neighbor (KNN) is used as the classifier. A multiple Ge-
netic Algorithms (GAs) is proposed as a feature-level fusion method to search
for the optimal combination of a similarity measurement and a feature subset.

We have evaluated the proposed fusion scheme through comparative experi-
ments on the Natural Visible and Infrared Facial Expression (NVIE) database
[9]. The experimental results illustrate that fusion improves recognition perfor-
mance, especially for negative expressions. Head motion features are confirmed
to be useful for recognizing spontaneous facial expressions. Moreover, the pro-
posed multiple GAs-based fusion method is verified to be effective at selecting
a optimal similarity measurement and a feature subset. This method may pro-
vide a general framework for fusing different types of features using similarity
measurement-based models.

Compared to the existing literature, our main contributions are the following
items:

a. We propose a method for spontaneous facial expression recognition by fusing
features from both the visible and infrared spectrums. To our best knowl-
edge, combining head motions, facial appearance, and facial temperatures
to recognize spontaneous facial expressions is novel.

b. We propose a feature-level fusion method that uses multiple GAs to search
for an optimal combination of a similarity measurement and a feature sub-
set. Although both similarity measurement and feature selection have been
deeply and widely researched [10][11], few researchers have made attempts
to simultaneously consider similarity measurement selection and feature se-
lection, as a problem of combinatorial optimization [12], and apply it to
feature-level fusion.
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2 Method

Figure 1 shows the framework of our method. After the visible and thermal
infrared expressional images are obtained, visible features and thermal infrared
features are extracted. Then, a multiple GAs-based fusion method is adopted on
the training set for similarity measurement and feature selection. Last, the KNN
classifier with the selected similarity measurement and feature set is evaluated
on the test set. Every component of our method is described in detail in this
section.

Fig. 1. Framework of the proposed method

2.1 Thermal Infrared Feature Extraction

Four points (the centers of the eyes, the tip of the nose, and tip of the jaw) on
the onset and apex infrared expression images are labeled by Ji’s methods [13].
Then, the apex and onset infrared images are rotated, resized, and cropped into
M×N images according to these points. Afterwards, the differential temperature
matrix, Ms, is obtained by using equation (1).

Ms =Ma −Mo, (1)

where Ma is the temperature matrixes of the apex infrared image, and Mo is
the temperature matrixes of the onset infrared image.

Owing to the opaqueness of infrared light to glass, the area around the eyes
is not taken into consideration here. We divide the facial area into four subareas:
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the forehead, nose, cheek, and mouth, as shown in Figure 1. Then, each subarea
is further divided into several w×w grids. Afterward, several statistical param-
eters in each grid of Ms are calculated. These parameters include the minimum,
maximum, standard deviation, and mean value of temperature are termed as
the sequential difference grid features (SDGFs).

2.2 Visible Feature Extraction

Firstly, the subject’s eyes are located in the image sequence using an OpenCV
implementation of a Haar-cascade detector and the three parameters proposed
in [14]. Then, three features, i.e. the velocity of the head’s motion in the x-
and y-axis and the rotational speed of the head, are calculated according to the
coordinates of the pupils using equations (2), (3), and (4).

V elocityx =
Capex

x − Conset
x

frameapex − frameonset
, (2)

V elocityy =
Capex

y − Conset
y

frameapex − frameonset
, (3)

V elocityr =

∣∣∣arctan(Rapex
y −Lapex

y

Rapex
x −Lapex

x
)− arctan(

Ronset
y −Lonset

y

Ronset
x −Lonset

x
)
∣∣∣

frameapex − frameonset
, (4)

where, (Lx, Ly) represents the coordinates of the left pupil, (Rx, Ry) represents
the right pupil, and (Cx, Cy) represents the center of two pupils.

Geometric and appearance features are commonly used in visible facial ex-
pression recognition [1]. Because the AAM features capture information about
both appearance and shape [15], we use AAM here to extract visible features
from the apex expression images. The am tools [16] are adopted.

2.3 Multiple GAs-Based Fusion

Both sensitive features and similarity measurements are important to classifiers,
especially for KNN. KNN performs well in facial expression recognition [17].
Usually, Euclidean distance or a fixed measurement is adopted in KNN. How-
ever, the optimal similarity measurement to use with the selected features is
uncertain. Thus, we consider similarity measurement selection and feature se-
lection simultaneously as a problem of combinatorial optimization problem and
apply GAs. A set of combinations of candidate similarity measurements and
feature subsets are used to construct the original evolution space. During the
evolution process, the similarity measurement of two patterns is computed using
the selected similarity measurement and the feature subset. The classification
rate of a KNN classifier on the validation set is used as the fitness value in the
GA. At the end of the evolution process, the final surviving chromosome, which
contains an encoded similarity measurement and a feature subset, shows the
optimal combination.



Spontaneous Facial Expression Recognition 267

To avoid local optimal solutions, especially when the dimension of the primi-
tive features is high and the relevant features only account for a small portion of
the primitive features [18], multiple GAs are used, as shown in Figure 1. We use
GAs to search for the optimal combination of similarity measurement and rele-
vant features multiple times, and the final combination is found by statistically
analyzing the nearly optimal solutions from multiple GAs.

Each GA is terminated when the highest fitness achieves the target fitness, or
when the number of generations reaches its maximum value. We refer to the best
chromosome in the last generation of the GA as a positive chromosome (PCH).
This chromosome is saved for subsequent statistical analysis. After a certain
number of PCHs have been obtained, the similarity measurement and feature
selection are performed based on a statistical analysis of these PCHs. First, the
selected frequencies of the candidate similarity measurements among all PCHs
are counted. Empirically, a similarity measurement with a higher selected fre-
quency is more suitable for data measurement. After the process of similarity
measurement selection is complete, the selected frequencies of all features among
the PCHs, for which similarity measurement is equivalent to the previously se-
lected similarity measurement, are counted. The value of the selected frequency
of a feature reflects its importance to classification. All features are ranked based
on the selected frequencies in descending order. With this method, a feature will
not be selected if it is accidently selected once in the course of the GA. These
PCHs may not be the best solution. However, the process of feature selection
could be made more robust through the use of voting.

Three distance functions, i.e. Euclidean, Manhattan and Chebyshev distance,
and two coefficient functions, i.e. cosine and relative coefficient, are investigated
as similarity measurements in our experiments. A small distance or a higher
coefficient between two samples indicates a higher degree of similarity.

2.4 KNN Classifier

The KNN classifier is implemented to recognize expressions using the selected
similarity measurement and the features subset that are obtained from the mul-
tiple GAs.

3 Experiments and Analysis

3.1 Experimental Conditions

To evaluate the effectiveness of our method, experiments are implemented on
the data chosen from the NVIE database [9]. The NVIE database contains both
visible and thermal infrared spontaneous facial expression images of more than
100 subjects. All of the visible expressional sequences were labeled by five stu-
dents on the intensity of the six basic facial expressions (happiness, sadness,
surprise, fear, anger, and disgust) with a three point scale (0, 1, and 2). The
expression with the highest average intensity is used as the expression label for
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the visible and thermal infrared image sequences. For our experiments, a sample
was selected under the following criteria. First, the average intensity associated
with the labeled expression must be greater than 1. Second, samples with one
of three expressions, i.e., happiness, fear, and disgust, were chosen. Third, the
data must consist of both visible and thermal infrared image sequences. A total
of 535 samples were selected.

The size of the original thermal infrared images was 304 × 230, and the size
of the located facial region was normalized to 84 × 80 before the SDGFs were
extracted. The size of grids was set to 4 × 4. In total, there were 1120 thermal
features: 240 from the forehead, 160 from the nose, 480 from the mouth, and
240 from cheek subarea. In the training phase of the AAM, 61 landmark points
were manually marked on each visible apex image, as shown in Figure 1. Half of
the samples were used to train the AAM. The left samples were automatically
marked with the previously learned AAM. With the automatically marked land-
mark points, the AAM features of all samples were extracted. In total, there
were 33 visible features including 3 head motion features and 30 features ex-
tracted via the AAM. After feature extraction, all features were normalized to
the interval between 0 and 1 using minimum-maximum normalization.

In the GAs, each chromosome consisted of a code, S, that represented simi-
larity measurement and 30 serial numbers of 30 distinct features selected from
the primitive features. The five similarity measurements were selected when the
value of S was in the interval [0, 20), [20, 40), [40, 60), [60, 80), and [80, 100).
Elite strategy and roulette-wheel selection were adopted. Every surviving chro-
mosome was selected for mutation in the next generation. With a probability of
0.1, its similarity measurement code was added to a random number between 0
and 30 and set to the remainder of the value modulo 100. Between 1 and 5 of
its feature codes were randomly replaced by serial numbers of some other uns-
elected features from the primitive features with probabilities of 0.53125, 0.25,
0.125, 0.625, and 0.03125, respectively. The maximum number of generations
was 50, and each generation contained 80 chromosomes. For each GA, 100 sam-
ples were randomly selected from the training set as validation set to evaluate
chromosomes. The target fitness value was set to 0.62. In KNN, the parameter
K was set to 7. The GA was independently run 1000 times.

Two comparative experiments were performed to verify the effectiveness of
our method. First, a method with the fixed Euclidean distance function was
performed to show the effectiveness of the proposed multiple GAs-based fusion
method. Second, to analyze the effect of the thermal infrared facial features,
we compared the recognition performance of the fusion method to that of only
using visible features. All experimental results were yielded using a 5-fold cross-
validation.

3.2 Experimental Results and Analysis

Analysis of Similarity Measurement and Feature Selection. The selected
frequencies of the five candidate similarity measurements across the 5 folds are
shown in Figure 2(a). It is obvious that the orders of the candidate similarity
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measurements’ selected frequencies across the 5 folds are consistent in most cases,
which shows the robustness of our method. The Manhattan distance resulted in
the highest selected frequency, closely followed by the Euclidean distance. From
the experimental design intent, the Manhattan is the most appropriate similarity
measurement among those investigated for our data.

(a) (b)

Fig. 2. (a)Selected frequencies of the candidate similarity measurements;(b)Average
selected frequencies of the primitive features.

Figure 2(b) shows the average selected frequencies of the primitive features
when the Manhattan distance is selected. A few features’ selected frequencies
are particularly prominent, illustrating the importance of feature selection. The
top 33 selected features consist of three head motion features, several AAM
features, and several SDGFs extracted from the mouth and cheek subareas.
This set of features verifies the importance of head movement to spontaneous
facial expression and the complementary effect of thermal infrared images.

Owing to the AAM features performed by principal component analysis (PCA),
features in the front contain more useful information. This reasoning is an expla-
nation for why the selected frequencies of AAM features are gradually declining
from front to back, as we can see from Figure 2(b). This also confirms the effec-
tiveness of our feature selection approach.

Fig. 3. Recognition rate curves of our method and the fixed Euclidean method



270 S. Wang and S. He

To verify the advantage of the similarity measurement selection, a comparative
experiment is performed. We set the similarity measurement to the Euclidean
distance, which is the most commonly used distance, to determine whether the
selected similarity measurement is most suitable for the data. Figure 3 shows the
average recognition rate curves of two classifiers with different similarity mea-
surements using a different number of most optimal features. We find that the
proposed method generally outperforms the comparative method. In 28 of the 33
experiments involving different numbers of most optimal features, our methods
are at least as good as the methods with the Euclidean distance. The experimen-
tal results show that the proposed multiple GAs-based similarity measurement
and feature selection method is efficient.

Fig. 4. Recognition rate curves of (a) overall; and of (b) disgust, (c) fear, and (d)
happiness

Analysis on Effectiveness of Fusion. To specifically analyze the effect of
selected thermal infrared features, we compared results from the fusion method
with results from the method using only visible facial features. Here, the Man-
hattan distance is used as the similarity measurement. The features’ selected
order that is used for the method using only visible facial features is the same as
the order of visible features in the fusion method. The overall recognition rate
curves and those of different facial expressions with different numbers of selected
features are shown in Figure 5. Apparently, the overall performance is improved
by adding the thermal infrared features. The highest overall recognition rate for
the fusion method is 63.2%, while it is 62.1% for the visible features-only method.
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As the number of selected features increases, the results of fusion method are
more robust than those of the method using only visible features method. From
the recognition rate curves of different expressions, it is obvious that the recog-
nition rates of negative expressions (disgust and fear) are improved by the fusion
method. Although the recognition rate curve of happiness is lower than that of
the visible features-only method after some thermal infrared features added, the
curve has not declined so much. When only one feature (the velocity of head
motion in the y-axis) is selected, the recognition rate of fear is much higher than
that of other expressions. However, the recognition rate of fear falls for a larger
number of selected features. After carefully checking the experimental samples,
it was find that people often have violent head motion when expressing fear.
Thus, the velocity of head motion in the y-axis can distinguish fear well, and
it becomes relatively important compared to other features. This might be the
best explanation for the downgrade of the fear recognition rate curve. Among
these top selected features, select SDGFs extracted from the mouth and cheek
part are included. These appear to indicate that the temperature variations of
the mouth and cheek part are the most reliable sources for spontaneous facial
expression recognition compared to other facial regions.

4 Conclusions and Future Work

In this paper, we propose fusing features extracted from visible and thermal
infrared images for spontaneous facial expression recognition. First, the AAM
features and three head motion features are extracted from visible images, and
the proposed SDGFs are extracted from the differential temperature matrix
between the apex and the onset thermal infrared images. Then, a multiple GAs-
based fusion method is proposed to determine an optimal combination of the
similarity measurement and feature subset for the classifier. Experiments on the
NVIE database show the effectiveness of the proposed similarity measurement
and feature selection method. Experiments also show the fusion method’s ad-
vantage over only the method using visible features only. By adding thermal
infrared features, the overall recognition rates are improved, especially for neg-
ative expressions. The information of head motions is confirmed to be useful
for spontaneous facial expression, especially for distinguishing fear. The results
also seem to indicate that the temperature variations of the mouth and cheek
are the more reliable sources of information for spontaneous facial expression
recognition relative to other facial regions.
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Abstract. In this paper, we present a wearable plantar pressure measurement
system for locomotion mode recognition. The proposed system is implemented
with four force sensors in each shoe to measure different given position pressure.
By phase-dependent pattern recognition, we get reliable classification results of
the six investigated modes for a below-knee amputee subject. The satisfactory
recognition performances show the prospect of the integration of the proposed
system with powered prostheses used for lower-limb amputees.

Keywords: Plantar pressure, locomotion mode recognition, wearable system,
below-knee amputee.

1 Introduction

Since the plantar pressure refers to pressure between the plantar surface of the foot
and a supporting surface, the distribution of the pressure may reveal important aspects
of human gaits, e.g. gait in patients with diabetes. In addition, the plantar pressure
differs during different gait phases, which may be used for gait pattern recognition.
Thus, increasing studies have been made to measure and analyze the plantar pressure
during different locomotion modes.

The existing plantar pressure measurement systems contribute to a variety of appli-
cation fields [1–3]. As an example, plantar pressure is taking an important role in the
studies on prostheses and exoskeletons, e.g. [4–6]. However, plantar pressure device
just serves as a footswitch to judge whether the foot is in the phase of stance or swing.
Other attempts of utilizing plantar pressure are expected to provide human body with
feedback of lower-limb prostheses for dealing with gait asymmetries [7–9].

If plantar pressure is applied in the field of locomotion mode recognition, which few
have attempted to do yet, kinds of advantages will appear. Firstly, plantar pressure is a
very important variable during locomotion with reasonable physical significance, which
makes it easy and traceable to analyze locomotion modes. Secondly, since plantar pres-
sure signals are much stronger than electromyography (EMG), it shows high signal to
noise ratio (SNR). It means that more simple processing is requested for than EMG sig-
nals do. Thirdly, wearable plantar pressure measurement devices are always installed
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with friendly man-machine interface such as force sensors integrated insole [10] and
sole [11] of a shoe. Furthermore, in consideration of the control of lower-limb pros-
theses, gait phase is important information. Taking example of finite-state control [12],
each gait phase means a unique control strategy. Fortunately, plantar pressure [13] is ca-
pable of detection of gait phase. This makes it possible to achieve a simple but complete
control of lower-limb prosthesis in next research.

In this paper, a wearable plantar pressure measurement system is developed for loco-
motion mode recognition as well as pilot study of control of powered lower-limb pros-
thesis. The system consists of sensing subsystem and transmission subsystem. Plan-
tar pressure, measured by force sensors integrated insoles, is employed to classify
six tested modes when transferred from measurement insole to a host computer. By
phase-dependent pattern recognition, we get reliable classification results of the six in-
vestigated modes for a below-knee amputee subject, which shows the prospect of the
integration of the proposed system with powered prostheses used for lower-limb
amputees.

The rest of this paper is organized as follows. In Section 2, we describe the design
specifications of the proposed system. Section 3 presents the classification methods.
Experiments with an amputee are shown in Section 4. We conclude in Section 5.

2 Plantar Pressure Measurement System

2.1 Sensing Subsystem

Design concept of a plantar pressure measurement system is measurement of pressure
distribution between the plantar surface of the foot and the supporting surface. There
are two aspects to consider about. First, force sensors need to be selected in accordance
with the system requirements. Second, the amount and positions of sensors need to
be resolved. Selection of force sensor should mainly take measurement range, size,
thickness and transduction into consideration. Measurement range of a force sensor has
to cover the weight of a human and a plus in case of impulse. The size of force sensor is
limited by foot. If the size is too large, there will be not enough space to distribute such
sensors; On the contrary, if the size is too small, the contact between foot and sensor will
be instable during locomotion. Thus, a coin size force sensor may be appropriate. Since
contacting sole of foot directly, force sensors are thinner, feeling is better. In addition,
simple transduction from force signals to electrical signals will contribute significantly.

Under above consideration, we selected FlexiForce A401 (Tekscan, Inc.,). Measure-
ment ranges of 0-1 lb and 0-7000 lb are achievable by utilizing different circuitry. Sens-
ing area is a circle with 1 inch in diameter. The thickness is as thin as 0.208 mm. The
sensor is a kind of force sensor resistance (FSR), whose resistance output depends on
force.

Sensing unit is implemented in a insole in consideration of generality and conve-
nience. A certain amount of selected force sensors are to distribute in the insole. [14]
selected six positions to install the sensors: half at heel and the others at metatarsal ar-
eas. One reason why they distributed so much sensors in a area was the small size of
the sensors. [15] chose four positions: one at heel and the other three at metatarsal and
toe area. Anyway, the three sensors are installed much closely.
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(a) (b)

Fig. 1. Positions of sensors research. Locomotion process was illustrated by an artificial foot
skeleton to select sensors most reasonable positions. (a) Locomotion process. (b) positions of
sensors.

In order to decide the positions, we studied [16] plantar pressure distribution during
the phase of stance. We selected four regions of peak force to be the positions to place
sensors. To illustrate visually, we utilize an artificial foot skeleton (Fig. 1(a)) to show
the selected positions. During locomotion, a foot goes through gait events and phases
of heel-contact, stance, toe-off and swing. The selected positions showed maximization
of locomotion information and minimization of amount informative. Taking right foot
as an example, the regions in Fig. 1(b) distribute: (1) under calcaneus tuberosity; (2)
between the fourth and fifth metatarsal bones; (3) under the first metatarsal bone; (4)
under hallux toe.

2.2 Transmission Subsystem

The transmission subsystem is developed to collect, process and transmit the plantar
pressure sensor signals to host computer. The main subsystem consists of a data acqui-
sition module and a wireless transmission module. The data acquisition module is made
up of an operational amplifier (OP), an analog to digital converter (ADC) and a micro-
programmed control unit (MCU), as is shown in Fig. 2 The FlexiForce sensor acts as a
force sensor resistance in the electrical circuit and its conductance is proportional to the
applied force. Thus, when the force sensor is connected to the noninverting interface of
OP, the OP outputs an analog voltage proportional to the applied force. A 14-bit ADC
then converts the analog voltage to digital signals and sends the signals to the MCU for
processing and encoding. The wireless module transmits the digital force signals to PC.
It communicates with the MCU via a serial port whose baudrate is programmable. The
wireless module operates at a frequency of 434 MHz with a data rate of 250 Kbps. The
transmission subsystem is installed on a printed circuit board (PCB), as is shown in Fig.
3(a). The proposed plantar pressure measurement system is implemented as Fig. 3(b).
A sensor box containing battery and transmission subsystem is attached to outboard
vamp. The other shoe is implemented in the same way.
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Fig. 2. Structure of transmission subsystem and signal-flow graph

(a) (b)

Fig. 3. Implementation of the proposed plantar pressure measurement system. (a) PCB of trans-
mission subsystem. (b) Sensor box

3 Locomotion Mode Recognition

3.1 Classifier

As we know, human locomotion is a representative rhythmical motion. Movements of
feet are alternated rhythmically during locomotion, while plantar pressure varies accord-
ingly periodically. For a certain locomotion mode, obviously, plantar pressure shows sim-
ilarity at the same phase among different periods. As a consequence, phase-dependent
classifier mentioned in [17] is available for the classification. Instead of additional imple-
ment named footswitches employed in [17], plantar pressure owns a inherent capacity
to detect gait phase [13]. Simply put, the sum of pressure measured by the four force
sensors indicates different gait phases. Gait events of foot contact (FC) and foot off
(FO) were defined for gait phases. FC was determined when the sum of pressure as-
cended to a given threshold, while FO occurred when the sum of pressure descended
to the threshold. Four event-dependent phase windows were defined: (1) Pre-FO meant
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the phase prior to FO, (2) Post-FO meant the phase after FO, (3) Pre-FC meant the phase
prior to FC and (4) Post-FC meant the phase after FC. The phase windows as classifier
analysis windows were 200 ms in width.

3.2 Classification Strategy

Selection of feature set played a significant role in classification. Features were expected
to reflect as much information as possible in analysis windows. An analysis window
contained eight channels of two feet plantar pressure signals. Firstly, for a channel of
signals, the most prominent property was stable curve change. Cubic regression model
was made for every independent channel of signals. Four regression coefficients from
each channel made up thirty-two features in total. Secondly, it was reasonable to sup-
pose that the correlations between channels of signals were outstanding identification
among locomotion modes. The correlations here were expressed simply by inner prod-
uct of channels of signals vectors. Feature set owned twenty-eight more features. Lastly,
when it referred to locomotion modes recognition, sitting and standing were different
from the others because of the stillness. We calculated range of every signal channel in
an analysis window. The summation was named stillness feature separately.

Selection of classification methods was another significant choice. Decision tree
analysis (DTA) with one node was applied to start classification. We utilized the still-
ness feature as decision parameter to divide modes into two catalogues: sitting and
standing modes and the other modes. Then linear discriminant analysis (LDA) was in-
dependently used for locomotion recognition in every catalogue.

3.3 Performance Evaluation

Leave-one-out cross-validation (LOOCV) was employed for a convincing evaluation
of classification error. The whole feature sets were divided into five sets. Four sets
was used to train the classifier, while the rest one was used to evaluate it. Then the
procedure was repeated five times to ensure that every sets was used once as testing
data. Quantification of classification performance was represented by classification rate
(CR) calculated by

CR =
Ncor

Ntotal
× 100% (1)

where Ncor was the number of testing data that were classified correctly and Ntotal meant
total number of testing data.

To detail classification performance between the certain targeted modes and the es-
timate results, we defined a confusion matrix by

C =

⎛
⎜⎜⎝

r11 r12 ... r1n

r21 r22 ... r2n

... ... ... ...
rn1 rn2 ... rnn

⎞
⎟⎟⎠ (2)

where elements were defined by

ri j =
ni j

ni•
× 100%. (3)
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ni j referred to the number of testing data in mode i estimated as mode j. ni• meant total
number of testing data in mode i. ri j indicated the rate of targeted mode i estimated as
mode j. Especially when i = j, rii was the accuracy rate of task mode i.

4 Experiments with An Amputee

4.1 Participant and Experiment Protocol

This study was conducted with the informed consent of a below-knee amputee subject,
who was free from neurological pathologies. The amputee subject was 45 years of age,
1.70 m in height and 71.0 kg in weight. He usually ambulated without external assistive
device except his own prosthesis (a 0.25-m Ottobock 1S90 foot). The prosthetic foot
was a kind of solid ankle cushion heel (SACH). Namely, there was no freedom in the
ankle. In the experiment, the amputee subject wore a system shoe in the healthy foot,
the other in the prosthetic foot. The subject was supposed to practice the tasks several
minutes prior to experiment to fit in with the system.

Six locomotion modes were investigated: (1) sitting, (2) standing, (3) normal walk-
ing, (4) stepping over obstacles, (5) ascending stairs, (6) descending stairs. For the task
of sitting, the amputee subject was instructed to sit on a 65 cm high chair for the conve-
nience of his prosthesis. During standing task, the subject was required to stand still in
every trial. For normal walking task, the subject was encouraged to walk straight at his
daily walking speed. Obstacles were 40 cm wide, 25 cm deep and 18 cm high for the
amputee subject for the sake of safety. The distance between two adjacent obstacles was
70 cm. The subject climbed a obstacle with amputated leg first according to his prefer-
ence. The other leg followed to climb the same obstacle. A four-stair staircase was used
for the task of ascending and descending stairs. The stairs were 75 cm in width, 40 cm
in depth and 15 cm in height. Fig. 4 shows the ascending stairs by amputee subject. The
subject performed one type of locomotion modes in each trial in the experiment. Each
task was repeated. The locomotion mode would not change until 150 complete stride
cycles were recorded. Rest periods were allowed between trials.

Fig. 4. Ascending stairs. The amputee subject takes the task of ascending stairs on a four-stair
staircase.
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4.2 Results

Results were achieved in the test processes mentioned above. The accuracy rates of clas-
sification in the four phases (Pre-FC, Post-FC, Pre-FO, Post-FO) were 99.05%, 99.01%,
98.64%, 96.82%, respectively. Overall classification results defined by confusion ma-
trixes are shown in Fig. 5. As can be seen from Fig. 5, recognition performances in sit-
ting and standing modes are remarkable to gain a classification accuracy 100%. Among
the investigated locomotion modes, sitting and standing obviously differ from the oth-
ers. As stillness modes, the signals of sitting and standing are time-invariant in a sense
compared with the other modes signals. As a consequence, we defined the stillness fea-
ture to separate stillness modes from the others using decision tree analysis. It is so
identifiable that the recognition performances in the two modes are perfect.

(a) (b)

(c) (d)

Fig. 5. Bar chart of confusion matrix indicating detailed recognition performance using plantar
pressure signals in four phases. (a) Phase of Pre-FC (b) Phase of Post-FC (c) Phase of Pre-FO (d)
Phase of Post-FO.

5 Conclusion and Future Work

In this paper, we have proposed a wearable plantar pressure measurement system to
provide a new approach for locomotion mode recognition. The system showed compet-
itive performances in recognition of daily locomotion modes for an amputee subject.
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It was comparable to, if not better than, any other approach such as EMG based recog-
nition [17].

In the future, continuous locomotion mode recognition based on plantar pressure
analysis will be studied first. Control of powered prosthesis will be the following re-
search core.
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Abstract. Intention reading has been considered as one of the essential issues in 
the field of human-robot interaction (HRI). Specifically, for the cooperation 
between human and robotic system a robot should be aware of a given situation 
and human intention, which necessarily requires high-level knowledge and 
balanced interaction. For the disabled and elderly peoples not familiar with 
manipulating robotic system, intention sharing between two different agents is 
preferable to accurate intention reading. In this paper, we focused on the 
intention sharing of human and robot assistant to improve the cooperation. 

Keywords: component, Intention sharing, human-robot interaction, human-
robot cooperation. 

1 Introduction  

Increasing the population ratio of elderly people, assistant robot that complements 
human’s disability becomes the popular issue in robotics as an extension of 
rehabilitation robot.  Considering premature development of robotic system, assistant 
robot has been focused on its functional purposes: robot-aided guiding for blind 
people, robot manipulator for disabled people, and so on.  

In this paper, we focused on the robot aided vehicle for human walking. As 
described in Fig. 1, a walker is a common auxiliary device for elderly people who feel 
difficulty of walking by themselves. Its passive mechanical frame assists human in 
standing and walking. While the walking of a conventional walker device is human 
powered, the proposed system named Smart Walker has four motorized wheels and the 
active mechanism is controlled by force-feedback joystick and touch-based input 
command. The active actuation is designed for medical purpose of rehabilitation: 
lifting human from a bed and holding up human’s weight during walking.  
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On the other hand, this robotic walker operates by human command and the 
uncertainty from human’s hand becomes more important than typical passive typed 
devices. The misunderstanding of user intention and unnecessarily repetition of 
command changes are definitely more harmful with regarding to safety issues. In 
addition, elderly people are not familiar with informatics devices and the user group is 
physically handicapped persons. Thus, the robotic walker is a good example for an 
assistant robot through human-robot interaction (HRI) [1]. The robotic walker totally 
cooperates with human operation while it provides refined information considering the 
difficulty of user group.  

In the proposed system, the feedback of a given command is divided into two areas. 
One is informative modalities such as visual, haptic, and auditory feedback, which are 
common in general robotic system. The other is physical movements of a robotic 
walker by controlling the motor driven wheels. With informative feedback, the 
cooperation in the robotic walker system enables an elderly people to reach where he 
wants to go. 

Most elderly peoples who were born before 1950 feel difficulty of man-machine 
interface. They are not familiar with a computer-based operation and furthermore 
elderly people have less concentration for robot control owing to cognitive impairment. 
We assume that robot’s intelligence and its smart behavior is absolutely preferable for 
elderly people. Moreover, human intention is not instantly observed. The human 
intention about where to go depends on the series of joystick commands. However, a 
robot only recognizes which direction a user wants to go. From the viewpoint of a 
robotic system, human’s intention about where to go is not explicitly observed by 
joystick command and intention reading is achieved by understanding the relationships 
among a given situation. Furthermore, the interaction period is another issue. For 
instance, human feels surprise at sudden environmental changes while his happiness 
slowly changes during long term period. 

Considering the cooperation between an elderly people and a robotic walker as 
described in Fig. 1, it is desirable that a robot system reads human’s intention and 
automatically compensates human’s control inputs in consistent way. This paper 
focused on intention reading by situation awareness and its sharing by extension of 
HRI method. Instead of autonomous locomotion problem [2], an assistant robot should 
understand which goal human heads, and it also estimates human intention properly. 
Thus, human preference about surrounding objects and rule-based user model are 
considered as landmarks for human’s intention about where to go.  

Reminding that the functionality of the robotic walker is the assistance of human 
locomotion, the frequent changes of human commands implies that two agents do not 
share the common intention. The control inputs from joystick correspond to local 
intention however an ultimate goal is not revealed in every instances. From the results 
of reasoning process during interaction, the robot system tries to estimate human 
intention. Additionally, assuming that elderly people are novices to visual feedback, 
the human friendly dialogs are designed to share the reasoning result by confirming 
human’s intentional goal. 

As a result, the goal of this approach is evaluated by the number of input commands 
that human changes his direction. The reduction of command changes implies that two 
agents cooperate with each other for moving toward equal goal positions by sharing 
intention respectively. 
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Fig. 1. Overview of the robotic walker 

2 Intention Reading 

The intention reading of the robotic walker is designed by rule-based reasoning model 
in the domain of locomotion behaviors [3~5]. An elderly people and a walker have 
several tasks such as approaching to other human or a specific position, going out of 
home, and doing exercise for rehabilitation. This domain covers the daily life of elderly 
peoples. In the Table 1, the keywords in the proposed domain are described. The 
keywords describe the symbolic representation that is possibly recognized by robot 
sensors with the help of position, emotion detection, touch sensors, and vision system-
based object detection. For instance, going out task increases mental refreshment 
however also increases the possibility of getting cold. The objects at home include pet, 
cellphone, bed, and table of which each is related to other features. A cellphone 
induces more talking, which implicitly increases refreshment and reduces boring. A pet 
contributes to human’s happiness while it requires laborious works that affects health. 
The network among keywords is directly or indirectly connected in complex manner 
and its effect for human’s preferences is calculated by following connections. In this 
case, about one hundred rules are applied to describe the proposed domain. 

Each rule increases or decreases designed factors such as emotion and preference. 
The exercise supports for better health however elderly people do not prefer it. In the 
proposed model, elderly people feel the highest preference from family keyword and 
the lowest from hunger. Every rules are defined for inducing other cases between [-1, 
1], and minus one is the maximum negative value and one is the maximum positive 
value. While the direct relationship of keywords has the value between -1 and 1, the 
indirect relationship diminishes as in the manner of probabilistic network model. These 
rule sets are recursively calculated for estimating which and how much each keyword 
induces other keywords. In Fig. 2, the role of direct and indirect relationship is 
described. The health directly increases the preference and the exercise respectively 
while the exercise itself decreases the overall preference. In other words, the health is 
one of the preferable keywords for elderly people however the exercise decreases the 
preference even though the health increases the exercise. In our experiments, the left 
side of the table in Fig. 3 has a set of keywords and the right side corresponds to the 
queue for describing the current situation. For example, the keywords of home, pet, 
and friend indicates the preference over 4. 
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Table 1. Keywords defined in the proposed domain 

Keywords

cellphone, talking, friend, pet, labor, dirt, touch, hit, 
friend, son, family, health, approach, collision, anger, 

hunger, boring, passenger, wallet, bed, sleep, table, wait, 
hunger, consumption, wealth, going out, refresh, 

satisfaction, tv, cold, home, happiness, exercise, fatigue, 
meal, noon, evening, supper, breakfast, lunch, 

 

 

Fig. 2. Examples of rule sets about “going out” and “preference” 

 

Fig. 3. Icon-based intention reading software environment 
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3 Intention Sharing 

In the right part of Fig. 3, the robotic walker estimates the current intention of the user 
by observing surrounding situation. The observed keywords are stored into reasoning 
queue for estimating the current preference value. In an actual case, the effects of the 
symbolic keywords gradually diminish by passing away the given environment. While 
the robotic walker moves by keeping pace with a human, the roles of surrounding 
symbols are dependent on elapsed time and observation as they are forgotten at human 
brain. 

The time constant has the maximum value when symbols are observed. As the robot 
walker moves, the observed symbols are added into the queue and their time dependent 
effects are also estimated by reasoning process. When the symbol disappears, its effect 
starts to decrease. The effect of time constant is multiplied by the positive and negative 
value of keywords. The lower time constant implies that the less effect of keywords 
stored in reasoning queue. Thus, the keyword meal has the longest time duration and it 
slowly increases hunger. 

Assuming that the radius of observation is limited as described in Fig. 4, the 
surrounding symbols are related to the distance metric. The control inputs by joystick 
controls the moving direction of the robotic walker and the preference value from 
observed symbols are calculated for estimating the current human intention. As 
depicted in this example, the preference within observation bound indicates that the 
human intends to move toward pet by avoiding collision with the table. In this manner, 
the robot system estimates the user’s current intention from the surrounding objects 
and situations, and finally the maximum value is estimated to be the user’s intention.  

  

Fig. 4. Observation bound with respect to the relative distance from human to surrounding 
symbols 

As a result, the user’s command is affected by the results of intention reading 
estimated for maximizing preference. Our basic assumption implies that the frequent 
meaningless command can be reduced by intention sharing. When an obstacle is  
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detected, the robotic walker determines to avoid it slowly by reasoning process. The 
abrupt changes of trajectory increase user’s confusion so that the direction vector is 
gradually changed toward higher position. It is suitable condition because human and 
walker system are designed for slow locomotion. For the walking toward far position, 
the small effect of avoidance is being continuous before near the target positional 
symbol. However, it is the shortcoming that the intention reading is restricted within 
the observation bound. Our intention reading depends on the observation queue that 
stores the order of symbol appearance. It indicates that the intention within long-term 
operation cannot be estimated. For example, if the friend in Fig. 4 is the ultimate goal, 
the proposed intention reading does not explain the long-term locomotion. 

On the other hands, intention sharing is designed for improving interactivity 
between both agents [6]. The vector difference between human’s intentional direction 
and robot’s estimated direction implies the disagreement of intention. When human 
starts going out task in order to meet his friend, the goal of the task cannot be exactly 
estimated owing to the limitation of unseen observation. Thus, the vector difference 
becomes larger when both agent’s intention grows much disagreement. In the proposed 
rule-based model, the going out keyword induces the positivity of friend, exercise, 
health, and collision. Therefore, the reasoning model creates queries about what the 
real reason of the current task is. The candidates are chosen by user’s additional input, 
and then its preference model is reconstructed by considering the friend in remote site 
and the objects in local site. The subtask that generates query of the hidden intention, 
contributes to reduce the difference of vector direction related to disagreement of 
intention. It is described in Fig. 5. 

The reasoning of the long-term task is related to the history of the state transitions. 
Thus, in many cases the reasoning of symbolic queue in the proposed method is not 
sufficient for history-based reasoning. However, the superiority of reasoning in long-
term period is still being questionable. Considering that the major purpose of the 
walker is not carrying people but assisting their walking, thus the interaction at the 
local site seems to be more desirable for practical purpose. 

  

Fig. 5. Query example for sharing real intention. The current task “going out” induces the 
above four candidates. 

4 Experimental Results 

The experimental systems are composed of PC-based architecture for controlling the 
robotic system and reasoning a given environment. The movement of the robotic 
walker is controlled by touch-based joystick inputs. For convenience, the motion is  
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changed by up, down, left and right command. In addition, Android-based small tablet 
that provides touch, display, and sound generation is used for displaying dialog and  
transferring user’s command input. These two different types of systems are connected 
with USB cable and TCP/IP-based network connection is used with the help of bridge 
function.  

The reasoning process about metaphysical features is estimated as described in 
Table. 2. In this case, the keyword family has the maximum preference. Among a 
hundred of rules, the keyword family is the most positive thing to induce happiness, 
talking reducing boring, and so on.  

In table 3, many keywords for positive and negative preference are introduced. It is 
suitably matched with the people’s common sense such that the keyword going out 
increases refreshment and possibility of meeting friend however it also increases 
diseases and consumption. In the rule set, the hunger induces the anger and decreases 
the health. Therefore, it has the lowest preference in this domain. 

In table 4, the effect of intention sharing is testified. When the overall moving area 
is not so large and the area is nearly same with the observation area, the effect of 
intention sharing is not evidently shown. However, in the case of three times larger 
than the observation area, intention sharing shows better performance for estimating an 
ultimate goal. Considering that our test does not guarantee the global locomotion, the 
effect of querying the ultimate goal contributes to reduce the occurrences of 
disagreement.  

Unfortunately, in this preliminary research the role of time elapsing is not clearly 
shown. In our guess, the working period with a given test space is too short for the 
time-based interaction to make sufficient effects for intention reading. 

Table 2. Reasoning Result 

Keywords Most Positive Most Negative 

Preference Family(3.1) Hunger(-3.1) 

Happiness Home( 7.8) 
Dirt (-0.7) 
Consumption( -0.7) 

Health Meal( 6.2) Hunger( -2.0) 

Exercise  Going out ( 3.0) 
Sleep( 0.4) 
Wait (0.4) 
Fatigue(0.4) 

Boring Home (5.2) 
Goingout (0.5) 
Pet (0.5) 

Hunger Going Out ( 6.4) Wealth( -1.0) 

Talking Home(5.6) 
Sleep( 0.4) 
Wait (0.4) 
Fatigue(0.4) 
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Table 3. Preference Result 

Keywords Preference 

Friend 1.34 

Goingout  -0.53 

Exercise -2.24 

Talking 0.49 

Pet 0.74 

Family 3.06 

Hunger -3.1 

Home 1.99 

Table 4. Reasoning Result 

 

Average Number of 
Abrupt Input Changes 

In Local Area 
(Within Observation 

Bound) 

Average Number of 
Abrupt Input Changes 

in Wide Area 

Intention Reading 
w/o sharing 

13/100 42/100 

Intention Reading 
w/ sharing 

9/100 19/100 

5 Conclusion 

In this paper, we focused on the effect of intention reading and sharing issues. The 
human intention is estimated by the typical rule-based reasoning process of the 
surrounding observed objects. The result of recognized situation is shared by query 
system in order to confirm walking direction. In many cases, intention reading is the 
proper solution for a robot to aware the current situation. Therefore, a robot is eager to 
understand human’s real intention and a robot determines the better interaction way.  

In the proposed experiment, we focused on the intention sharing and how it 
improves the interaction performance. The disagreement between two agents is 
evaluated by counting the abrupt command changes. The comparison between the 
human command and robot’s estimated direction easily indicates the interaction 
failures. We tried to improve the interaction and focused on when both agents disagree 
to each other.  

As expected, intention sharing is more efficient method for specifically cooperative 
behaviors. This system still has the possibility of amplifying the user’s confusion 
caused by robot autonomy. Moreover, in further works, the intention sharing in 
multiple stages becomes the interesting issues for determining what questions will be 
more effective during overall interaction.  
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Abstract. The human tracking problem is a hot issue in human-robot 
interaction, in which a conventional algorithm sample-based joint probabilistic 
data association filters (SJPDAF) is widely used. In this paper, the algorithm is 
first extended to the situation of multi-sensor fusion and then accelerated to 
promote the real-time performance. The simulation and experiments on robots 
both show good results, reflecting the robust and the accuracy of our improved 
SJPDAF. 

Keywords: human tracking, multi-sensor fusion, SJPDAF. 

1 Introduction 

In the field of human-robot interaction, human tracking is a hot issue which has wide 
application in domestic service and military robots.  

Human tracking mainly consists of human detection and tracking, both attracting 
the focus of the research. Schulz and Burgard proposed a sample-based joint 
probabilistic data association filters (SJPDAF) to realize the multi-targets tracking, 
which had been applied to human tracking successfully [1]. In [2], Gockley and 
Hemachandra achieved human detection by detecting legs of target human. To make 
the tracking behavior of a robot more like the human, Erwin Prasler presented a 
method to compute the trajectory by combing the motion ability of robot and 
predicted target location [3]. In [4], the trajectory was computed using artificial 
potential field. The sensors in these methods are all single laser scanner, which is 
vulnerable to objects with a similar geometric appearance with human, leading to 
tracking failure. The performance of human detection with laser scanner and camera 
are compared in [5], but the sensor information fusion is not investigated. 

In this paper, the sensor detection models are added into SJPDAF to unify the 
measurement framework, realizing the multi-sensor fusion in human tracking. 
Besides, the efficiency of the multi-sensor SJPDAF is improved as well as the 
accuracy of tracking.  

                                                           
* Corresponding author. 



294 N. Liu et al. 

The remainder of the paper is organized as follows: the SJPDAF algorithm is 
introduced in Section 2. The main contribution, multi-sensor fusion and efficiency 
improvement, is proposed in Section 3 and 4. In Section 5, the experimental on a 
domestic service robot is shown, followed by the conclusion in Section 6. 

2 Background 

In general, there may exist some disturbances besides the human, which should all be 
regarded as targets to track, in order to avoid confusion. To realize this goal, the joint 
probability density function (pdf) of all targets, i.e. disturbances and human, should be 
estimated. Based on the joint probabilistic data association filters (JPDAF), the 
SJPDAF was developed with its crucial step finding the association between 
measurements and targets [1], [7]. Here for fluent explanation, the JPDAF is first 
introduced. 

Suppose there are nt targets and mt measurements at time t. The set of all targets is 
defined as X(t)={x1(t) … xnt(t)}, where xi(t) indicates the ith target at time t. 
Z(t)={z1(t) … zmt(t)} denoted as the set of measurements from time 0 to t, where zj(t) is 
the jth measurement at time t. The association set is then defined as θ. In JPDAF, the 
association probability βji is computed as 

 
( , )

[ ( ( ) | ( )) ( ( ) | ( 1)) ( )]
ji

ji j i i i
j i

p z t x t p x t Z t dx t
θ θ

β α
∈Θ ∈

= − ∏   (1) 

where Θji is the set of all possible events that associate the measurement j with the 
target i while α, the normalizer. Based on the association probability, the posterior pdf 
of target i can be estimated. 
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In SJPDAF, the particle filter Si(t) is employed with K particles at time t for target i. A 
particle is denoted as si

k(t) (k = 1…K). Then the algorithm is given with three steps as 
follows: 

1) Predict the particles in previous time step. 
2) Compute the association probability βji using (3). 
3) Estimate the target at current time step using (2). 

The sample-based association probability is computed as: 

 
1( , )

1
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At time t, the kth particle of target i has a weight ωi
k(t) defined by: 
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The SJPDAF shown above only considers the measurement model of the sensor p(zj(t) 
| xi

k(t)), while the detection model is not combined. In the case of multi-sensor, 
especially different kind of sensors, (3) is obviously inappropriate, inspiring us to build 
a unified framework for better modeling of the multi-sensor result fusion, extending 
the SJPDAF to a more general situation. 

3 Sensors Detection Model and Fusion 

For single sensor, conventional SJPDAF algorithm is enough, regardless of the 
detection model. When it comes to the multi-sensor situation, the detection cannot be 
ignored as they are not the same for different sensors. In this section, human detection 
with laser scanner and depth camera are first presented, followed by the analysis on 
detection model. The fusion method is given finally. 

3.1 Human Detection Techniques 

Detection with laser scanner is realized by detecting a part of the human body, such as 
legs and breast. Methods dealing with these problems mainly include baseline 
detection, curve fitting and machine learning [8]. We propose an arc fitting method as 
follows: 

1) Sort the raw data from laser in the order of measurement angle and filter them by 
median filtering, acquiring a data set L. 
2) Search the W-neighborhood of each data point: if a point l(i) satisfy 

a. there exists a point l(j) such that l(j) - l(i) > lsup 
b. for any point l(k) such that l(j) - l(i) > linf 

then label it in L. Here lsup and linf are thresholds while W, determined by the scale of 
human. 

3) In L, search point sequences that are labeled continuously. It was considered as a 
human if the number of points in sequence N(C) satisfy 

sup inf( )N N C N> >  

where Nsup and Ninf are thresholds. Generally, Nsup can be set to 2W. An illustration of 
the method is shown in Figure 1. 

To realize the detection with depth camera, we apply the face detection method based 
on AdaBoost proposed by Viola [6] to the head and shoulder detection of the target 
human. 
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Fig. 1. Human detection with the laser scanner 

3.2 Sensor Detection Model 

It was shown in [9] that the detection probability is related to the intensity of the sensor 
signal. Denote the signal intensity at target xi(t) as I. The received signal of sensor α is 
then denoted as Iα(xi(t)). In practice, the intensity of the received should be Iα(xi(t)) + 
εα(t) where εα(t) is the noise in N(0,σ2

t,a). Now the sensor detection model is defined as 
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where Ta is the threshold of the sensor. Define E(xi(t)) = Iα(xi(t)) - Ta, the probability of 
successful detection can be evaluated as 
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For target Xt, the likelihood of detection model is 
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and 

 ( ( ) 1| ( )) ( ( ))a i a iL D t x t p x t= =  (8) 

In the case of laser scanner, the width of detected human N(C) can be regarded as the 
intensity of signal, i.e. Iα(xi(t))= N(C). Then, the difference between N(C) and 2W is in 
Gaussian distribution, where 2W = k/L with L and k being the distance between robot 
and human and a constant. So the likelihood of laser scanner is 
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In the case of depth camera, the likelihood is defined as L(D(t) = 1 | Xt) = 1, since the 
probability of results given by each classifier in AdaBoost are all 1. 

3.3 Multi-sensor Fusion 

The sensor returns the measurement when a target is detected, i.e. Da(t) = 1. And the 
detection and measurement are independent. When no target is detected, the sensor 
returns Da(t) = 0. So the likelihood of the measurement returned by sensor a is 

 ( ( ) | ( )) ( ( ) | ( ))a i a iL z t x t p z t x t=  (10) 

the likelihood of response returned by the sensor a can be defined as 

 ( ( ) 1, ( ) | ( )) ( ( )) ( ( ) | ( ))a a i a i a iL D t z t x t p x t p z t x t= =  (11) 

At time t, the detection results D(t)={D1(t) … DA(t)} are returned by A sensors , their 
corresponding measurements are z(t)={z1(t) … zA(t)}. As the sensors are independent, 
the fusion likelihood can be computed by multiply all likelihoods together, shown as 
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Based on (12), (3) can then be modified to 
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which completes the derivation of the multi-sensor fusion based on the likelihood. 

4 Algorithm Acceleration 

The joint pdf computation in SJPDAF is relatively complex. For the sake of 
acceleration, we improved the methods to compute the association probability βji. 
Suppose the number of targets is H, a permutation matrix P with dimension H!×H is 
computed, of which each row is a combination of measurement and target. Then an 
association probability matrix B is introduced, defined as 
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where m and n are the abbreviation of mt, the number of measurements in current time 
step, and nt-1, the number in previous time step. bnm is the association probability 
between measurement m and target n. b1out … bnout are the probability that a target is 
missing currently. b1in … bmin are the probability that a new target occurs. Note that 
b(m+1)(n+1) is meaningless, need not to be computed. Based on the permutation matrix 
and association probability matrix, βji can be computed when multi-sensor are 
implemented by following steps: 

1) Suppose there are two sensor a1 and a2 with number of measurements being na1 and 
na2, the total number of combinations will be na1×na2×(na1-na2+1). Denote the set of 
combination as Y, the likelihood of each combination y, y∈Y can be computed by (9). 

 ,
1 1

( ( ) | ( )) ( ( ) | ( ))
ji ji

A A

P i a i P a i
a a

p L D t x t L z t x t
= =

= ∏ ∏  (15) 

2) For each combination, the corresponding target should be found. For Pji, when i ≤ n 
and Pji ≤ m, the corresponding probability in B is bPjii. When i > n and Pji ≤ m, the 
corresponding probability is bPjiin. And when i ≤ n and Pji > m, the corresponding 
probability is piout. Based on (12), a combination pmax with maximum probability can 
be obtained by comparing the product pPj of each row of P. 
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3) An sensor combination with maximum probability Pmax,y can be found by comparing 
sensor combinations c and corresponding pPmax,y, determining the association between 
targets and measurements and combination of sensors. 

By computing βji, the particle set of each target i is associated to a measurements, and 
can be updated by (11). The goal of the robot is to keep tracking the main target, which 
may disappear for a moment due to the occurrence of disturbances. So when the main 
target disappears, the corresponding set of particles is saved for future determination 
that whether a new target is the main target. 

5 Experimental Results 

5.1 Complexity Analysis 

Suppose the maximum number of target to track is H. Computation of p(z | x) takes 
time t1, computation of product of each row of P takes time t2 and searching the 
combination with maximum probability takes time t3. Denote K as the number of 
particles. Then the conventional SJPDAF takes time T1 to update the weight of 
particles, where T1 is 

 2
1 1 1!T H K t H t= × × + ×  (17) 

Denote the time taken by the proposed SJPDAF as T2 

 2
2 1 2 3 1! ( ! 1)T H t H t H t H K t= × + × + − × + × ×  (18) 
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When H > 1 
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According to (19), in the situation of multi-target tracking, it can be found that the 
efficiency promotion is obvious when the number of targets (H) or the number of 
particles (K) is big. The time consumed by conventional SJPDAF is K times than that 
taken by proposed SJPDAF when the number of particles is K based on (20). 

In the case of multi-sensor, take 2 sensors for example, the number of targets 
detected by the first sensor is denoted as H, while the second, H1. Suppose that H > H1, 
the total run time of conventional SJPDAF is 

1 1 1 1( ) ( 1) ( 1)Td H H H H H T≈ + × + − × × + ×  

2 1 2( 1) ( 1)Td H H H H Td= × − × × − + ×  

Apparently, the proposed SJPDAF shows a better performance in efficiency according 
to (20). 

5.2 Simulation 

The simulation of conventional SJPDAF and improved SJPDAF are conduct on 
MATLAB. The indicator of comparison is RMS, which is defined as 

 2 2

1 1

1
ˆ ˆ( ( , ) ( )) ( ( , ) ( ))

M T

m t

RMS x m t x t y m t y t
MT = =

= − + −  (21) 

where M is the number of simulations, T is the number of time steps, ˆ( , )x m t and 
ˆ( , )y m t are the least square estimation of target at time t in Mth simulation. x(t), y(t) are 

the true position of the target at time t. The configure of the simulation are M = 50, T = 
150, H = 6 and K = 20. The sensing region of laser scanner is set as a semicircular 
region with a radius 10m cantering on the robot. 

The results shown in Table 1 indicate that the SJPDAF combined with detection 
model is better than the conventional SJPDAF at all tested velocities. Especially when 
the human motion is slow, the improvement is obvious. As the human motion is 
usually random walking with velocity ranging from 0m/s to 1m/s, the improved 
SJDAPF is better. The simulations above are implemented on the single laser range 
finder. Here goes the simulation of fusion of laser scanners and depth camera. 
Compared to the former, the latter has a lower detection precision. The effective 
distance of the detection is set to 4m with perspective about 20 degree. Here a  
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confidence parameter λ is added to represent the error detection. The confidence of 
laser scanner is λl = 0.5λm while the depth camera, λm. And the error parameter is εl = 
0.5εm while the depth camera, εm. 

Table 1. The average results of the experiment 

 v=0.4m/s v=0.4m/s v=0.4m/s 

With fusion model 29.2593 11.1841 3.0153 

Without fusion model 6.4935 5.5135 2.8564 

 

Fig. 2 shows the comparison between the case of single sensor and multi-sensor 
including the trajectories of the robot in tracking. The accuracy is lower due to the 
missing of the target when only laser scanner is used. The corresponding indicator, 
RMS = 10.9984. When for multi-sensor, the precision seems to be slightly bigger, but 
the accuracy is much better, leading to a smaller corresponding indicator, RMS = 
5.2974. 

 

Fig. 2. Performance comparison among multi-sensor fusion and single sensor 

5.3 Robot Experiments 

The indoor human tracking system is implemented on our robot named ZJUPanda. The 
laser scanner and depth camera are both equipped as the input sensors. The laser 
scanner is HOKUYO UTM-30LX on the breast of the robot with an effective range of 
30m and an angular resolution of 0.25 degree. The curve fitting method introduced in 
Section 3 is employed for human detection. The depth camera is MESA SR4000 on the 
head of the robot to realize the head shoulder detection of human. Besides, a laser 
scanner SICK-100 with an effective range of 8 and an angular resolution of 0.5 degree 
is employed for obstacle avoidance. As the data rate of depth camera is slower than 
that of the laser scanner, the fusion algorithm is triggered when a new frame of depth 
data comes. Otherwise, the target is detected only based on the range data. 

The test is shown in the figures. The map of the environment is not built and there 
exists disturbances. Obstacles on the ground are chairs, desks and so on. The pillars in 
the environment have impact on the detection. When the target human walks near the 
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pillar, it will fail with high probability. So the multi-sensor fusion is significant. The 
Fig. 3 shows the human tracking and obstacle avoidance. During the tracking, there are 
disturbances walking across the robot and target human, which is overcome with 
SJPDAF. The multisensory implementation improves the detection rate and robust to 
noise. As shown in figures, the robot can track a human in a narrow space. Because the 
depth camera is employed, the front and side of the human can both be tracked. 

 

 

Fig. 3. Human following in populated environment by ZJUPanda robot 

6 Conclusion 

In this paper, the SJPDAF is investigated and extended to the situation of multi-sensor 
fusion. The laser scanner and depth camera are set as the example to show the 
feasibility of our improved scheme. Then an acceleration method is proposed to 
promote the efficiency by using the permutation matrix and association probability 
matrix. The simulation and robot experiments both show satisfactory results. 
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Abstract. An algorithm for extracting emotional drive parameters, as well as a 
prototype system for avatar which applied in the intelligent teaching based on 
user’s interaction behavior have been posed, according to the multi-layer fuzzy 
comprehensive evaluation rule and Weber-Fechner law. It has been proved that 
the personalized emotional drive model would be beneficial to improve the 
user’s experience in PAD Dimensions during the process of teaching 
interaction, by comparing the statistical score of PAD emotional scale in 
Chinese Express Edition. 

Keywords: Human Computer Interaction, affective model, fuzzy comprehensive 
evaluation, Weber-Fechner law, PAD Dimensions. 

1 Introduction  

With the improvement of the computer, network, and multi-media technique, it enables 
that HCI shifts from the mode that human accommodates to machine to the mode that 
machine accommodates to human gradually, namely to provide the sufficient liberty to 
users. The requirement for the system should not only be suitable for the human’s 
operation, but also meet the demands of human’s aesthetic appreciation and cognition, 
as well as possessing the abilities such as listening, reading and speaking. Furthermore, 
the user should be able to communicate with the computer with the natural methods 
such as language, words, image, gesture and expression, like natually comminicating 
with another people. Therefore, the research on the avatar has been becoming the focus 
that has been paid more attention to by the researchers, various system based on HCI 
have been developed and been used in the domain of e-commerce, cyberchat, E-
learning, games, tour conductor, online help, etc. One character of the avatar is that it is 
able to communicate with the real people via the humanlike natural style. However, 
one of key technologies of the natural interaction is the ability to supporting Affective-
based HCI. It is well known that the comunication and interaction among the human is 
natual and rich in emotion, however, the computer does not have the ability of 
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emotion, and it hardly has the intelligence which is similar to the human’s. Thus, HCI 
would hardly function in real harmonious and natural. Therefore, during the processing 
of HCI, it would be expected that the computer has the natual harmonious and 
emotional interaction abilities[1].  

In the past 20 years, the various emotional or affective models that be used to 
support HCI such as A Control Model Based on Artificial Emotion for 
Anthropomorphic Robot[2], Formal Model of Emotional Agent[3], the comprehensive 
computable modeling method for virtual agents[4], modeling method forlearning 
system of the affective robort in multi mechanism[5], the autonomic Agent—Petra 
emotional model based on multi-layer Emotional process theory[6], etc, have been 
proposed by many researchers in various domains, such as cognitive science, artificial 
intelligence, HCI, robort, computer game, and so on. However, with the continuing 
research on the questions for emotional modeling, some ‘confusions’ have been 
emerged. Just as Eva Hudlicka said that the current questions for emotional modeling 
lacked of the fundamental clearness and the veracity, during the design processing, 
there was nearly no order could be followed. Meanwhile, she also mentioned that the 
artificial emotional model should care about 2 prime attributes, namely, the activation 
of emotion and the influence of emotion. By acknowledging and analyzing the 
multimode attribute of emotion objectively, she proposed to adopt the emotional 
psychology theory into artificial emotion modeling, among this, there should be 
quantity job be accomplished by the researchers in the domain of artificial affection. In 
addition, the relationship between the external stimuli and the activation emotion 
should be one of the major research contents[7]. 

In this paper, the related factors of the external stimuli signals which could influence 
the emotion driving have been discussed. Meanwhile, the mapping relation between 
stimuli and activation emotion has been expressed with HMM. according to the multi-
layer fuzzy comprehensive evaluation rule and Weber-Fechner law, a kind of 
algorithm for extracting emotion activation parameter based on HCI character has been 
posed. The parameter would be used as the input for affective model in HMM, in order 
to generating affective feedback during interaction, and being adopted into avatar 
prototype system of the inteligent teaching. By the psychological physics experiment 
based on PAD (pleasure-displeasure, arousal-nonarousal, dominance-submissiveness), 
it is clear that the designed affective model in the paper enables to promote the user’s 
positive emotion, arousal degree, and dominance during the process of intelligent 
teaching interaction.All these enable to provide a kind of design method in theoretical 
for humanizing HCI. 

2 Extracing Parameter for Affective Drive 

The humanizing HCI requires the machine is able to recognize the various kinds of 
natural behaviors initiatively, according to the context and the  user’s characteristics, 
as well as to figure out the user’s interaction, further, to respond intelligently, since the 
affection is one of the major factors of the intelligence, the machine ought to possess 
the ability for affection interaction, in another word is that the machine must be able to 
extract the characteristic factors which would influence the interactive affection, from 
the natural behaviors of human. All these parameters would be accumulated, then to 
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generate affective impress and affective response. The behavior factors that could 
effect the interactive affection are abundant. According to the different application, 
their range of values would be reduced from a certain extent; however, these are still 
sophisticated.  

Fuzzy comprehensive evaluation is a kind of efficient decision-making method in 
multi-factor for comprehensively estimating object which influenced by different 
factors. The feature of this method is that the estimated result would be stated as a 
fuzzy set  instead of providing the result in absolutely affirmative or absolutely 
negative. This is beneficial to describe the characteristic of imprecision of affection. 
Thus, the method for extracting parameter of affection drive based on fuzzy 
comprehensive evaluation rules has been proposed. 

In the sophisticated HCI system, there are many influence factors of affection that 
need to be considered, and among the factors, there are some hierarchical layers. To 
avoid the problems that caused by the values of the evaluation matrix are in relatively 
less, such as less prominent of the key factors and the parametric equalization, the 
various factors would be classified into different layers according to their 
interdependences. Each layer would acquire an estimated result according to the fuzzy 
comprehensive evaluation method of the monolayer, then, the various results of 
different monolayers would be evaluated comprehensively, namely, to adopt the multi-
layer fuzzy comprehensive evaluation. Firstly, it is neccessary to determine and 
partition the evaluation factors set and the comments set. 

The evaluation factors set is consisted of all factors that could influence the 
interactional behavior attributes, which is expressed as },,{ 21 nUUUU = ,                            
U could be partitioned into k  factors kUU ,,1  ),,2,1( ki =   according to the 
attributes, and meet that UUUU k = 21 ; for the arbitrary ji ≠ ， Φ=ji UU  , inter 
alia, }{ 1 iniii UUU = , namely, each primary indicator is composed with various 
secondary indicators which are in same interdependence. According to the special 
application, the key factor of the dynamic user’s behavior would be captured at all 
times via implicit way, and be used as the primary indicator or secondary indicator. 

The comments set is formed by m kinds of comment levels which are used as 
evaluation criterions, and expressed as },,,{ 21 mVVVV = .. The influence that the 
evaluation factor acted on interactional behavior attribute, would be embodied in 
its weight. The weight distribution of evaluation factor comes from the expert 
committee. The weight set contains the weight of each factor, then it forms the 
weight vector. The vector that is consisted of k  sub-factors is ),,( 1 kaaA = , 

1
1

=
=

k

i
ia ; The weight vector of sub-factor }{ 1 iniii UUU =    could be indicated 

as ),,,( 21 iniiii aaaA = ,and ),,2,1(,1
1

kia
in

j
ij ==

=

. The top-level fuzzy evaluation 

matrix for the sub-factor 
iU   could be expressed as  

iR  
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 str   is the score relative to grade t   that the interactional behavior attribute 
acquired under factor s  . By adopting model ),( +M   , the top-level fuzzy 
comprehensive evaluation vector of the sub-factor iU   could be computed as   

  ),,,( 21 imiiiii bbbRAB  ==      ),,2,1( ki =                    (2) 

To treat sub-factor iU  as the single factor, and its top-level comprehensive 

evaluation vector iB  as its criteria, the secondary fuzzy evaluation matrix R  could 
be gained. By adopting model ),( +M   again, the secondary fuzzy evaluation vector 
could be worked out as      

),,,( 21 mbbbRAB  ==                             (3) 

The score of overall evaluation could be written as TVBW =  , then the evaluation 
result of the user’s behavior attribute could be calculated by fuzzy membership 
function. Furthermore, the value of evaluation result would used as the parameter of 
affection drive, which expressed as the stimulus intensity I  . Since the functional 
relationship between quantity of human reaction and quantity of stimulation from 
objective environment has been described and quantitated from psychological 
perspective by Weber-Fechner law, while using will as the quantity of psychological 

stimulation, bw as constant ( set as 1/2), the relationship of the evaluation result 

between quantity of psychological stimulation and user’s behavior attribute could be 
expressed as 






=

−1n

n
b I

IwWill                               (4) 

The result would be adopted as the motivator for HMM affective model[8], then to 
drive the machine to generate affective response. 

3 The Application of the Interactional Model Based on 
Behavior Driving Used in Intelligent Teaching 

The English teaching prototype system of the affective avatar has been designed to 
express its intention and affective response via voice and expression, meanwhile, the 
interactional model based on behavior driving has been embedded into the system as 
well. 
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3.1 The Construction of the Interactional Teaching System in Multimoding 
and the Confirmation of the User’s Behavior Attribute 

The face modeling of the avatar has been achieved with the model CANDIDE-3 under 
MPEG-4 standard. The function of animation is based on FAP parameters. By 
adopting Speech SDK SAPI 5.1 provided by Microsoft, the TTS voice synthesis and 
phonetic recognition has been achieved, as well as the lip reading model based on 6 
basic mouth shapes. This enables the function in lip synchronization during the avatar 
speaking. In addition, the system integrated eye tracking program, which is able to 
acquire the user’s sight coordinates. To send the coordinates to avatar by using socket 
module, it could achieve the function with sight tracking. All these enable the HCI 
more naturally. 

In the application, the user’s behavior attributes could be classified into cognitive 
attribute and mood learning attribute, then the affective influence factor of interaction 
could be reduced according to the two attributes. 

The primary indicator is 

{ }initiativeraspingknowledgegencystudyfrequUUUU n ，，== },,{ 21            (5) 

The secondary indicator is 

{ }ncyweekfrequetimetimesUUUU ，，== },,{ 1312111                    (6) 

{ }ion comprehens aural},,,,{ 25243222122 ，，，， readinggrammarphrasewordUUUUUU ==    (7)
  

 { }onstudyemotieearningtimeffectivelencyqueryfreququerytimesUUUU ，，，== },,{ 3323133
   (8)   

In order to facilitate processing, the value of the evaluation result in [０,１] would be 

defined as 1, then [1,100]R∈ , [ 1,1]will ∈ − . By adopting the value of will as the initial 
stimulation type and intension criterion, to drive the psychological mode of the teacher 
based on HMM, the runtime interface of the system could be shown as Fig. 1. 

 

Fig. 1. Interface of affective model based on user’s behavior driving 
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3.2 The Evaluation of  Experience of Interactional Emotion with Affective 
Model that Used PAD Affection Scale  

In the research, it is expected to gain the qualitative conclusion by quantitatively 
analyzing affective response. If the purpose of the task is just to compare the 
differences of emotional experiences while users using the various systems, the 
‘internal experience method’ could be adopted merely. Since the concrete application 
does not require to measure the affection status in really precise, the disadvantages of 
‘internal experience method’ could almost be cancelled out by comparing two sets of 
data that composed with a large number of samples, rather than considering the 
measurement of the physiological variable. Therefore, the research adopted the 
psychophysics method based on affection scale as the experimental method. Since the 
target user of the system is Chinese, PAD affection scale in Chinese Express Edition 
which is most suitable for estimating affection of Chinese has been adopted. The 3 
dimensions in this PAD affection scale (pleasure-displeasure, arousal-nonarousal, 
dominance-submissiveness) would be measured in 4 items( totally in 12 items) 
individually. The scale is the 9 points semantic differential scale. Each item is 
composed with a pair of adjectives which stands different affection statuses. 
Furthermore, there are 9 points between the space of each pair of words, each value of 
the affection that expressed by each pair of words is different in its own dimension, 
however, is approximately same in the other 2 dimensions. The score range of each 
item is ]4,4[−  . 

70 students in grade 7 (33 males and 37 females), who’s mother language is 
Chinese, has been selected as the volunteers in this testing. They have been divided 
into two groups with 35 in each, and randomly experienced one of the two intelligent 
teaching prototype systems of avatar (affection edition, non-affection edition). The 
testing content was chapter 8, the testing term was two weeks. The PAD values have 
been recorded after using the testing system each time, and evaluation data of the two 
groups have been sorted after the entire testing. The scores of 4 items in each 
dimension P, A or D of each testee have been achieved, the average value of the 4 
scores has been used to stand for the score in each value. Moreover, the statistical data 
of each group in dimension P or D have been computed with average value. However, 
while analyzing the score in dimension A, since the Chinese are normally not quite 
used to be evaluated in emotional activity, as well as the data volume that acquired in 
the test are not adequate enough, the skewed distribution is appeared in the score of 
dimension A. Therefore, by adopting median, the data for vocabulary testing in the 
intelligent teaching system based on both affection edition and non-affection edition in 
PAD are shown as Fig. 2. 
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Fig. 2. Comparation of testing data in PAD in two groups 

Thus, the difference of statistical data in dimension PAD between two groups could 
stated as  

)25.197.027.1()( == DDDD DAPX                      (9) 

The result revealed that the value in dimension P is obviously higher in affection 
edition than the one in non-affection edition, it proofed that the affection edition is 
beneficial to the user to acquire higher positive emotional status during interaction. The 
average values in dimension A and D in affection edition are all higher than the ones in 
non-affection edition. This show that the test process based on affective avatar could 
promote the user’s interest, then it enables the user to accomplish the interactional test 
in relatively aware and concentrated status, which leads to the higher activities and 
stronger sense of control to the circumstance. Since during operating task, the 
interaction based on the avatar is user centered, during interaction the user would be 
respected in affection, therefore, the feeling that the user felt to be controlled is 
relatively weak, user has higher dominance. Therefore, the testing confirmed that the 
user would acquire higher pleasure and dominance while experiencing the system and 
the user could be attracted well during the teaching process. 

4 Conclusion 

During the process HCI, the affection play a significant role, however, how to acquire 
the stimulation factor of affection during interaction process is the key point in 
establishing affective interaction system. The paper proposed to adopt the quantitative 
description method of the affective factor attribute based on the user’s behavior 
characteristics, to detect the user behavior signal, and to use these as the 
comprehensive evaluation factors. By adopting Weber-Fechner law, to generate the 
stimulus quantity of affection response in computer by using comprehensive evaluation 
result of the user behavior, this could be used as the drive parameter for HMM 
affective model. Moreover, HMM could also be used to reflect the corresponding 
relationship between stimulation from external user behavior and the affection 
expression. The influence that the personalized interaction model for behavior driving 
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in the affective teaching system acted on the user’s affection status in dimension P, A 
and D has been quantitatively described according to the experiment. The sensibility 
expression of the avatar system is presented in both linguistic way (the comprehension 
of natural language and voice synthesis) and non-linguistic way( facial expression and 
eye movement). The result of the test revealed that the model would be able to express 
affection in interactional teaching rationally and livelily, further to improve the level of 
the user’s affective experience in the dimensions P, A and D.  

With the rapid development in HCI, various HCI affective model for different 
applications has been emerging in endlessly, the personalized interaction model that 
been discussed in the paper would be able to provide a kind of theoretical design 
method for affective intelligent interaction. 
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Abstract. A novel closed-loop framework for multidimensional sequence 
processing is proposed in this paper. Traditional sequence-driven models are 
always forward, so no information is feedback to correct their outputs, which 
may deviate from the true values gradually due to the estimation error 
accumulating. To overcome the problem, the multidimensional vector in the 
input sequence is divided into two vectors based on its data attribute. One 
vector sequence generated from the original input sequence is considered as the 
new input sequence, and the other is considered as the measurement output 
sequence. The original output sequence is treated as the state sequence. Then, a 
closed-loop model in the state-space form is constructed, with which the states 
can be estimated online by filtering algorithms. The feasibility of the proposed 
framework has been verified by using the robot inverse kinematics. 

Keywords: sequence processing, closed-loop framework, state-space model, 
robot inverse kinematics. 

1 Introduction 

The data with a sequential structure are common in a variety of applications, ranging 
from written or spoken language processing, to the production of continuous control 
signals, to multivariate time-series prediction [1, 11]. Sequence-driven models are 
usually used to describe the behavior of the dynamic systems, while their physical 
models are too complex to be built. The black-box models commonly used to analyze 
the input-output sequence include Neural Network (NN) [2], Support Vector Machine 
(SVM) [3], and Hidden Markov Model (HMM) [4]. Recurrent Neural Network 
(RNN) with a memory mechanism can retain past information in a flexible way, 
which is significant for sequence processing [5]. However, no information is included 
to correct the outputs of the RNN, which may deviate from the true values gradually 
due to the estimation error accumulating. HMM is an alternative modeling method to 
process sequence through taking context in a flexible manner. Many extended 
versions of HMM, such as Input Output HMM (IOHMM), Gaussian HMM, and 
Autoregressive HMM, have been studied to extend the applications of the standard 
HMM [6]. Unfortunately, HMM, which only has finite discrete hidden states, cannot 
describe the systems with continuous states [4].  
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For many applications, constructing closed-loop models in the form of continuous 
state-space equations will bring advantages for sequence processing [1]. By 
combining filtering algorithms with a state-space representation, the main 
computations can be divided into: 1) process update, i.e., predicting the states with 
state equation, and 2) measurement update, i.e., correcting the predicted states with 
the measurement equation [7, 8]. Therefore, the recursive estimated states can be 
utilized to control systems online. 

In this paper, a framework based on modeling closed-loop models is proposed to 
process multidimensional sequence. The multidimensional sequence is preprocessed 
to be suitable for constructing state-space equation. The original output sequence is 
treated as the state sequence in the new framework. Every multidimensional vector in 
the original input sequence is divided into two vectors based on its data attribute, so 
two new sequences are generated from the original input sequence. One is considered 
as the new input sequence, while the other is considered as the measurement output 
sequence in the new framework. Therefore, a state equation and a measurement 
equation, which compose the complete state-space model, can be built with different 
modeling methods. The states, i.e. the outputs in the original sequence, can be 
estimated online, when the inputs is presented. The robot inverse kinematics is 
introduced to verify the feasibility of the proposed framework. The simulations show 
the improvement of the proposed modeling method comparing with the traditional 
numerical method. 

2 Pre-knowledge 

The models commonly used to process sequence are RNN and HMM, which take 
context into account in their model framework. Define [ ]1 2, , , nU u u u=   to be an 

input sequence, and [ ]1 2, , , nX x x x=   to be the corresponding output sequence. 

Each sample in U is a m-dimension vector, i.e., 1 2 ,, ,
T

k k k mku u u u =   . 

Correspondingly, the output is r-dimension vector, i.e., r
kx R∈ . The brief 

descriptions of RNN and HMM are presented below. 

2.1 Recurrent Neural Network 

Contrary to feedforward networks, recurrent networks can be sensitive, and be 
adapted to past inputs. A simple recurrent neural network with a time delay input is 
described in figure 1. 

If we define the function of the RNN to be ( )g ⋅ , then we have, 

( )1 ,k k kx g x u+ =  (1) 

Formula (1) describes a recursive open-loop model, which can be used to estimate 

1kx +  according to a given input ku  online if it has been trained. However, the 

estimated values may deviate from the true values gradually, because no information 
is introduced to reduce the estimation error. 
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ku

kx

1kx +

 

Fig. 1. The structure of Recurrent Neural Network 

2.2 Hidden Markov Model 

HMM can be viewed as a specific instance of the state space model, in which the 
latent variables (the states) are discrete. In figure 2, kx  is treated as the hidden state, 
and ku  is treated as the observation. 

kx 1kx +1kx −

1ku − ku
1ku +  

Fig. 2. Hidden Markov Model 

The hidden state at every time takes its value in the finite set { }1,2, ,Z L=  . 

HMM cannot describe the system with continuous states, so it is frequently used for 
sequence classification. 

3 General Closed-Loop Framework 

A general framework is proposed to overcome the problems existing in the traditional 
methods for sequence processing. With the novel framework, a continuous state-space 
model is constructed to process sequence. 

3.1 Preprocessing 

The multidimensional sequence needs to be preprocessed to be suitable for the closed-
loop framework. The multidimensional vector ku  in U is divided into two parts 

based on its data attribute, i.e., 

1

1 2 ( 1) 2
, , , , , , ,   1,2,...,

T k
k k k sk s k mk

k

u
u u u u u u k n

u
+

 
 = = =     

   

where 1
1 2 ,, ,

T

k k k sku u u u =   ,  2
( 1) ( 2) ,, ,

T

k s k s k mku u u u+ + =   , and s m< . 
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Then, two new vector sequences 1U and 2U  are generated from the original input 

sequence, where 1 1 1 1
1 2, , , nU u u u =   , 2 2 2 2

1 2, , , nU u u u =   , and 
1

2

U
U

U

 
=  
  

. 

In the closed-loop framework, 1U  is treated as the new input sequence, while 2U  
is treated as the measurement output sequence. The original output sequence X  is 
treated as the state sequence. 

3.2 Constructing the Closed-Loop Framework 

After the sequence has been preprocessed, two models can be built to form the closed-
loop framework. One is the state equation, which generates the state 1kx +  with the 

input 1
ku  and the state kx , i.e., 

1
ku

kx

1kx +

 

Model A can be constructed with arbitrary recursive model, such as RNN, 
Autoregressive Regression Model (AR). If we define the function of the Model A to 
be ( )f ⋅ , we can obtain, 

( )1
1 ,k k kx f x u+ =  (2) 

The other model is the measurement equation, which maps kx  in X  to 2
ku  in 2U , 

2
ku

kx
 

Model B can be constructed with black-box model (NN), or linear model. If we define 
the function of the Model B to be ( )h ⋅ , then we can have, 

( )2
k ku h x=  (3) 

Combining Model A and B with the form of measurement feedback, we obtain the 
general closed-loop framework, as described in figure 3. 
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1
ku

kx

1ˆkx +
2

1ˆku +

2
1ku +

1kx +
 

Fig. 3. The closed-loop framework 

where K is the time variant gain. The final state estimated by the closed-loop model is 
concluded, 

( )2 2ˆ ˆk k k kx x K u u= + ⋅ −  (4) 

In formula (4), ˆkx  is directly predicted by the Model A, and ( )2 2ˆk kK u u⋅ −  is the 

correcting information obtained from the Model B. If ˆkx  is inaccurate, the correcting 

information will pay an important role in the final kx  by setting K  to be a larger 

value. Conversely, if ˆkx  is accurate, the correcting information will pay a minor role 

in the final kx  by setting K  to be a small value, or 0K = . 

With the closed-loop framework, the estimated states cannot deviate from their true 
values, because the measurement is feedback to correct the estimated states real time.  

Another advantage of the closed-loop framework may be unobvious, but also 
important. In many applications, the multidimensional vector ku  includes redundant 

information. The redundant information may increase the computation complexity 
and decrease the models’ accuracy, while ku  has not been divided into two parts 

with traditional modeling methods. With the closed-loop framework, ku  is divided 

into two parts, and the redundant information 2
ku  is used as posterior knowledge to 

correct the predicted results, as in formula (4). Therefore, besides the computation 
burden is reduced, the redundant information can be utilized sufficiently. 

3.3 Recursive Algorithms for State Estimation 

In this section, we develop some recursive algorithms to calculate K , and estimate 
the state kx  online as well. 

1) Minimum measurement error 

The estimated state kx  by formula (4) can be input into the model B. Then K  is 

iteratively updated to minimize the measurement error, i.e.,  
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( )( ){ }2 2 2ˆ ˆmin k k k kK
u h x K u u− + ⋅ −  (5) 

where ( )h ⋅  represents the function of the model B. 

2) Filtering algorithms 

In fact, the model A and B, i.e. formula (2) and (3), compose a state space model. We 
can express the model in a general form, 

( )
( )

1
1

2

,k k k

k k

x f x u

u h x

+
 =

=




 (6) 

Thus, the filtering algorithm, such as the extend Kalman filter (EKF), unscented 
Kalman filter (UKF) [7], and particle filter (PF) [8], can be used to calculate K  and 
estimate the state kx  online. Note that the model A and B are usually built with 

black-box models (NN), so ( )f ⋅  and ( )h ⋅  may not be expressed by explicit 

mathematics equations. Therefore, UKF and PF, which do not have to calculate 
Jacobian matrix, are more suitable for online estimation in the closed-loop 
framework. 

4 Simulation 

In this section, we verify the closed-loop framework with robot inverse kinematics. 
The robot inverse kinematics is to find the joint variables in term of the end-effector 
position and orientation. The closed form solution and the numerical solution are 
commonly found in the inverse kinematics problem. Robots only with special 
structure have the closed form solutions. Here, we only consider the numerical 
solution. The traditional numerical solution has been described detailed in previous 
work [9, 10]. 

4.1 The Closed-Loop Model of the Robot Inverse Kinematics 

We construct the inverse kinematics model with the closed-loop framework. For a n-
DOF robotic arm, we define 1i

iT −   ( 1,2,...,i n= ) to be the homogeneous 

transformation of the coordinate frame 1i −  respect to the coordinate frame i . In the 

inverse kinematics, the end-effector position and orientation are known, i.e., 0
nT  is 

known. 

11 12 13 14

21 22 23 240 0 1 1
1 2

31 32 33 34

0 0 0 1

n
n n

r r r r
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Given 12 numerical values for 0
nT  (the other four are trivial), we can obtain 12 

equations, in which 3 equations relate to position, and 9 equations relate to 
orientation. There are only 3 orientation equations are independent. 

If we define the vector of joint variables to be [ ]1 2, , ,
T

nθ θ θ θ=  , we can obtain, 

( ) ,    1, 2,3; 1, 2,3, 4ij ijr i jϕ θ= = =  (7) 

( )ijϕ ⋅  can be obtained from the robot forward kinematics with D-H method. 

In inverse kinematics, we use the known vector [ ]11 21 31 14 24 34, , , , , ,
T

r r r r r r r=  to 

calculate the vector θ  of joint variables. 
With the proposed closed-loop framework, the input-output vectors have to be 

preprocessed. r  is divided into two parts, [ ]1
11 21 23, ,

T
r r r r=  and  

[ ]2
33 14 24 34, , ,

T
r r r r r=  (Much redundant information exists in r , so only part of r  is 

considered.) . Then, 1r  is treated as the input, and 2r  is treated as the measurement 
output. Besides, θ  is treated as the state. 

The state equation can be constructed by Newton-Raphson method, 

( ) ( ) ( )( ) ( )( )( )1 1 11k k J k r kθ θ θ ϕ θ−+ = + ⋅ −  (8) 

where ( ) ( ) ( ) ( )1
11 21 23, ,

Tϕ ϕ ϕ ϕ⋅ = ⋅ ⋅ ⋅   , 1J ϕ θ = ∂ ∂   is the Jacobi matrix, and 1J −  

is the inverse or pseudo-inverse matrix of J . k  is the sample time. 
The measurement equation is easily obtained, because the robot forward 

kinematics equation is primarily known. 

( )2 2r ϕ θ=  (9) 

where ( ) ( ) ( ) ( ) ( )2
33 14 24 34, , ,

Tϕ ϕ ϕ ϕ ϕ⋅ = ⋅ ⋅ ⋅ ⋅   . 

Combining formula (8) and (9), we build a state-space model of the robot inverse 
kinematics with the closed-loop framework, 

( ) ( ) ( )( ) ( ) ( )( )( )
( ) ( )( )

1 1 1

2 2

1k k J k r k k

r k k

θ θ θ ϕ θ

ϕ θ

− + = + ⋅ −


=
 (10) 

4.2 Simulation Results 

We verify the feasibility of our proposed closed-loop framework with the inverse 
kinematics of Puma560. Puma560 is a well known 6-DOF robot, and its six joints are 
all revolute joints. Table 1 lists the D-H parameters of Puma560 [10]. 
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Table 1. The D-H parameters of Puma560 

Link iα  ia  id  iθ  

1 90 0 0 1θ  

2 0 0.432 0 2θ  

3 -90 0.02 0.15 3θ  

4 90 0 0.432 4θ  

5 -90 0 0 5θ  

6 0 0 0 6θ  

The robotics toolbox (robot8) for matlab [10] is used in our simulation. The 
traditional numerical method to solve the inverse kinematics problem has been 
included in the toolbox. In fact, the numerical method is an iterative algorithm based 
on gradient descent method. When we solve the inverse kinematics problem with the 
proposed closed-loop model, i.e. formula (10), UKF is used as the recursive algorithm 
to estimate the states in real time. 

1) Generating simulation data 

A trajectory of Puma560’s joint variables, which starts at [ ]0,0,0,0,0,0
Tstθ = and 

ends at [ ]0.81, 1.82, 0.74,1.45, 0.58,0.66
Tenθ = − − − , is generated with the function 

( )jtraj ⋅  in robot8. The time step is 0.014s, and time length is 16s. The trajectory, i.e. 

the vector sequence of joint variables, is defined as Θ , which is input into the 
forward kinematics of Puma560 to generate the trajectory of the end-effector. We 
define the trajectory of the end-effector to be Γ , which includes the position and 
orientation information of the end-effector. 

2) Verifying feasibility of the closed-loopframework 

The trajectory Γ  of the end-effector is used to calculate the trajectory Θ  of joint 
variables. As discussed above, UKF is used to estimate the states in formula (10), 
which represent Θ  in our proposed framework. Figure 4 depicts the estimation 
errors. 

As can be seen from figure 4, the estimation errors of joint variables are convergent 
to zeros, which shows the feasibility of the proposed closed-loop framework. 
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Fig. 4. The estimation errors of joint variables with the proposed method 

3) Verifying improvement of the closed-loop framework for sequence with noise 
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Fig. 5. The estimation errors of joint variables by using the traditional numerical method, with 
the sequence including Gaussian noise 

In the second simulation, the input sequence, i.e. the trajectory Γ  of the end-
effector, is added Gaussian noise, whose mean is 0, and variance is 0.01. Then, the 
traditional numerical method and the proposed method are both used to estimate the 
joint variables with the input sequence, which includes Gaussian noise. The 
estimation errors are presented in figure 5 and 6, respectively. 
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Fig. 6. The estimation errors of joint variables by using the proposed method, with the sequence 
including Gaussian noise 

Because of the Gaussian noise, the estimation errors of joint variables ( 4 5 6, ,θ θ θ ) 

by using the classical numerical method are divergent, as shown in figure 5. However, 
the estimation errors by the proposed method are convergent to zeros, as shown in 
figure 6. The simulation shows that the measurement feedback in the closed-loop 
framework can improve the estimation accuracy. 

5 Conclusion 

In this paper, we propose a novel framework for multidimensional sequence 
processing. Based on the framework, a closed-loop model with the form of state-space 
representation can be built using the preprocessed input-output sequence. With the 
closed-loop model, the states can be estimated online by using recursive filtering 
algorithms. The estimated results cannot deviate from the true values because of 
measurement feedback. In additional, the redundant information included in the input 
sequence can be utilized sufficiently and properly with the proposed closed-loop 
framework.  

The feasibility of the proposed framework has been verified with the robot inverse 
kinematics. The simulations show the novel modeling framework is effective, and can 
provide more accurate estimation when the sequence includes noise. 
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Abstract. In this paper, a spontaneous facial expression recognition method us-
ing infrared thermal videos is proposed. Firstly, the sequence features are ex-
tracted from the infrared thermal horizontal and vertical temperature difference
sequences of different facial sub-regions. Secondly, a feature subset is selected
according to their F-values. Thirdly, the Adaboost algorithm, with the weak clas-
sifiers of k-Nearest Neighbor, is used to classify facial expressions in arousal
and valence dimensions. Finally, experiments on the Natural Visible and Infrared
facial Expression (USTC-NVIE) database demonstrates the effectiveness of our
approach.

1 Introduction

Facial expression recognition technology has a wide range of potential applications re-
lated to human-computer interaction and psychology. As a result, it has attracted more
and more researchers’ attentions in recent years. Among those, most researchers fo-
cus on the representation of visual information for facial expression. However, visible
light may change with the location and time, which can cause significant influence on
the image appearance and texture information. Infrared thermal images, recording the
temperature distribution formed by face vein branches, are not sensitive to lighting con-
ditions. Thus, thermal expression recognition is a crucial complementarity to visible
expression recognition [1,2,3].

In this paper, we propose a facial expression recognition method using infrared ther-
mal videos. Firstly, based on the feature points located by a semi-automatic algorithm,
the thermal face of each frame is marked off and divided into four regions of interest
(ROI), including the forehead, the nose, the left/right cheek (LC/RC), and the mouth.
Secondly, in order to avoid the influence of both the temperature change of the environ-
ment and the temperature drift of the infrared thermal camera, the proposed horizontal
and vertical difference data are calculated based on the original facial the temperature
data of each frame. Thirdly, each ROI of the difference data is divided into several grids,
and then four static statistic parameters ( i.e. minimum, maximum, standard deviation,
and mean) are extracted from each grid. For each statistic parameter vector constructed
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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by the corresponding statistical parameter of the same grid in each difference data se-
quence, four dynamic parameters are further extracted, which are sequence mean, stan-
dard deviation, maximum variation, and maximum gradient. After that, the F-value fea-
ture selection method is used to obtain an optimal feature subset. Then the Adaboost
algorithm, with the weak classifiers of k-Nearest Neighbor (KNN), is adopted as the
classifier to distinguish facial expressions into arousal and valence dimensions. Finally,
we experimentally evaluate the effectiveness of the proposed method on USTC-NVIE
database. The experimental results show that our method is effective for classifying
spontaneous expressions.

2 Related Work

Most present facial expression recognition research focuses on visible images. Recently,
a few researchers have paid attention to the outer facial expression recognition or inner
affective detection using infrared thermal images [3,4,5,6,7,8,9,10,11,12,13,14,15,16]
Here, we only give a brief review of facial expression recognition from thermal images,
listed in Table 1, together with features, classifiers and performance.

Table 1. Related work on facial expression recognition from thermal images/videos

Reference features classifiers
Performance

Expression
(posed/

spontaneous)

Modality
(image/
video)

category
Subject
number

Accuracy
rate

Masood
Mehmood

Khan[17][10]

Facial Thermal
Feature Points

(FTFPs)

linear
discriminant

(LDA)
posed images

happiness,fear,
sadness,disgust,

neutral
16

66.3%
- 83.8%

Masood
Mehmood
Khan [3]

FTFPs LDA spontaneous images
happiness,anger,
sadness,disgust,

neutral
10 72%

Sophie
Jarlier [12]

representative
temperature maps KNN posed videos

9 action
units(AU) 4 56.4%

Leonardo
Trujillo

[18]

representative
eigen-features

support vector
machine(SVM)

posed images
happiness,anger,

Surprise 30 77%

Yasunari
Yoshitomi
[13][15]

2D-DCT on thermal
difference images

neural network
(NN)

posed videos
anger, happiness,
neutral, sadness,

surprise
10 80.5%

From Table 1, we can see that most present research of facial expression from the
infrared thermal spectrum focuses on posed expressions, which are captured by asking
subjects to perform a series of emotional expressions in front of a camera. These posed
expressions are usually exaggerated. Spontaneous expressions, on the other hand, may
be subtle and differ from posed ones both in appearance and timing. Spontaneous ex-
pression recognition has very realistic and great significance for harmonious and natural
human-machine interaction compared with posed expression recognition [1]. Although
Masood Mehmood Khan et al. have studied the spontaneous facial expression recogni-
tion using thermal images and achieved good recognition rates, they did not consider
the temporal information in thermal images, which is a very important cue for sponta-
neous expressions. Besides, the previous studies are all based on a small scale infrared
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thermal database, ranging from 4 to 30 subjects, so further research of facial expression
recognition on a large scale database is very necessary. Thus, we propose a spontaneous
facial expression recognition method using temporal thermal information and evaluate
its effectiveness on a large scale database, which consists of a total of 177 subjects with
three illuminations selected from USTC-NVIE database.

3 Method

The framework of our proposed facial expression recognition using infrared thermal
videos is shown in Fig. 1, which consists of data preprocessing, feature extraction, fea-
ture selection and classification. Details of each module are described as follows.

Fig. 1. Framework of facial expression recognition from infrared thermal videos

3.1 Data Preprocessing

Firstly, the feature point tracking method proposed by Ji [19] is adopted here to track
points on an infrared facial image sequence based on the manually located feature points
of the first frame. Secondly, four ROIs ( i.e., the forehead, the nose, the left/ right cheek,
and the mouth) are divided according to four tracked points, including the centers of
two eyes, the tip of the nose and the tip of the jaw, as shown in Fig. 2. Thirdly, in
order to reduce the computation complexity, each of the infrared image sequences is
further re-sampled into a sequence with a constant length of n frames, in which the first
frame is the onset expressional frame and the last frame is the apex expressional frame.
Fourthly, each image is rotated and cropped according to Equations 1 and 2, and resized
into H ×W pixels using the bicubic interpolation method [20]:

angle = tan−1(
yr − yl
xr − xl

) (1)

⎧⎪⎪⎨
⎪⎪⎩
xLu = xl − a(xr − xl)
yLu = yl − b(yn − yl)
xRl = xr + a(xr − xl)

yRl = yj

(2)
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where angle is the angle of image rotation; (xl, yl), (xr , yr), (xn, yn) and (xj , yj) are
the coordinates of the centers of the left and right pupils, the tip of the nose and the tip of
the jaw, respectively; a determines the location of the left and right borders of this facial
mask, and b determines the top border location of the facial mask; and (xLu, yLu) and
(xRl, yRl) is the upper left and lower right vertex of the rectangle for image cropping,
respectively.

Finally, considering the temperature change of the environment and the temperature
shift of the infrared thermal camera, temperature difference data in both horizontal and
vertical directions of the facial space is computed according to Equations 3 and 4:

Dh(i, j) =

{
I(i, j) − I(i + 1, j) i = 1
I(i, j)− I(i − 1, j) 2 ≤ i ≤W

(3)

Dv(i, j) =

{
I(i, j) − I(i, j + 1) j = 1
I(i, j)− I(i, j − 1) 2 ≤ j ≤ H

(4)

where, I(i, j) is the temperature of pixel (i, j), Dh and Dv are the horizontal and the
vertical temperature difference data respectively.

Fig. 2. Scheme of feature extraction: i. Original thermal image sequence; ii. The four ROIs; iii.
The horizontal (left) and vertical (right) temperature difference data sequences; iv. The grid se-
quence of each ROI; v. The static parameter vector sequence of ROI r; vi. Final time-series
features of ROI r.

3.2 Feature Extraction

Fig. 2 shows the scheme of our feature extraction method. Firstly, after the Dh and Dv

have been calculated in step iii, for each ROI of each frame, the corresponding differ-
ence data (Dh and Dv) are further divided into several grids with grid size of w × w.
Secondly, four static statistic parameters, including minimum min, maximum max,
standard deviation std and mean m of each grid are computed. After that, the ther-
mal information of ROI r in the frame i can be represented by these static parameters,
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and be denoted as Xr
i = {minr

i1,max
r
i1, std

r
i1,m

r
i1,minr

i2,max
r
i2, std

r
i2,m

r
i2, · · · ,

minr
iNr

,maxriNr
, stdriNr

,mr
iNr

} as illustrated in step v, where Nr is the grid number
of the ROI r, and r = 1, 2, 3, 4, representing the forehead, nose, cheek and mouth
respectively.

Finally, the time-series features are computed based on each statistical parameter
vector that consists of the according statistical parameter of the same grid in each frame
of the difference data sequence, which is denoted as Y r = {Xr

1 ,X
r
2 , · · · ,Xr

n} as
illustrated in step vi of Fig. 2. Supposing xrik is the k-th static parameter of Xr

i , k =
1, 2, · · · , 4Nr. Then, four dynamic parameters are defined as follows:

M r
k =

1

n

n∑
i=1

xrik (5)

Sr
k =

√√√√ 1

n

n∑
i=1

(xrik −M r
k )

2 (6)

V r
k = max|xrjk − xrik| i, j ∈ 1, 2, · · · , n (7)

Gr
k = max

∣∣∣∣x
r
jk − xrik
j − i

∣∣∣∣ i, j ∈ 1, 2, · · · , n, i �= j (8)

Thus, for each grid sequence in the same location of the face space, four dynamic pa-
rameters (M , S, V andG) for each vector of four static statistic parameters (min,max,
std and m.) are calculated. There are a total of 16 combination features in each grid,
which could be named as Mmin, Mmax, Mstd, Mm, Smin, Smax, · · · , Gmin, Gmax,
Gstd, Gm.

3.3 Feature Selection

After the features have been extracted, a common used feature selection method, named
analysis of variance (ANOVA), is used here. Supposing the facial expression states are
given as c(c1, c2, · · · , cl), where l is the number of expression states; and the group of
thermal sequence feature k in expression states ci is Ci

k = {f i
1k, f

i
2k, · · · , f i

nik
}; f i

jk

is the k-th sequence feature of sample j in expression ci; j = 1, 2, · · · , ni; and niis
the number of samples in expression ci. The formula for the one-way ANOVA F-test
statistic for feature k is

Fk =
SB
SW

(9)

where, Fk is called F-value. SB is ”between-group variance”, and is given as

SB =

∑l
i=1 ni(f̄ i

k − f̄k)
2

l − 1
(10)
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SW is ”within-group variance”, and is given as

SW =

∑l
i=1

∑ni

j=1(f
i
jk − f̄ i

k)
2

n− l
(11)

where n is the number of total samples, f̄ i
k is the mean of Ci

k, and f̄k is the mean of the
k-th sequence feature of total samples.

The F-value is the ratio of the between-group variance to the within-group variance,
which represents the classification capability of the feature. So we can select the features
with large F-values in order to achieve more effective classification performance. In
this step, final sequence features are sorted according to their F-values, and the top Z
features with the highest F value are selected and used to classify the facial expressions
in the next step.

3.4 Classification

The Adaboost algorithm can train several weak classifiers to be a strong classifier, and
improve the overall classification performance, which has been widely used in visi-
ble facial expression recognition [21][22]. Here, we introduce the Adaboost algorithm
into infrared thermal facial expression recognition. Considering KNN is the simplest
classifier, which has been successfully used in some previous work [12], in this paper,
we used KNN as weak classifiers of Adaboost. The cross-validation strategy is used to
estimate its classification performance.

For each fold, the optimal features, which are obtained by the F-value feature se-
lection method, are used to train the Adaboost classifier. In the training procedure, a
sample subset is selected from the training data based on the weight distribution of all
the training samplesDt , and used to train the weak classifier Pt , and this classifier with
the minimum expression recognition error is selected in iteration t. The samples, which
are predicted into the wrong class by using this weak classifier Pt, will be selected with
greater probability into the next iteration. Thus, the weak classifier in the next iteration
can only focus on processing these error classification samples. After that, we used the
well trained Adaboost to classify expressions in the test set. The details of the Adaboost
algorithm used in our approach are summarized as follows:

– Given a training set, where each sample i is (ϕi, yi), ϕiis the sequence feature vector of
sample i, and y ∈ {±1}is the corresponding class label. The distribution of training samples
is initialized to be D1 = {1/n, 1/n, · · · , 1/n}, n is the number of samples in training set.

– For t = 1,· · · ,T iteration
• Select a subset from the training data using the distribution Dt.
• Train the weak classifier Pt in the selected subset.
• Test the Pt in all training samples, and estimate the error rate ξt of Pt.
• Compute the weight of Pt. weightst = log10

1−ξt
ξt• Update the distribution Dt+1 according to the following equations:

Dt+1 =

{
ξt

1−ξt
Dt Pt(ϕi) = yi

Dt Pt(ϕi) �= yi

(12)

Dt+1 =
Dt+1

sum(Dt+1)
(13)
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– The final classifier, H(ϕi), is a linear combination of these T weak classifiers.

H(ϕi) = sign(

T∑
t=1

Pt(ϕi) × weightst) (14)

4 Experiments

4.1 Experimental Conditions

To evaluate the effectiveness of our method, experiments are implemented on the USTC-
NVIE database, which contains both spontaneous and posed facial expression images
of more than 100 subjects. The spontaneous sub-database of the USTC-NVIE database
consists of image sequences from onset to apex, simultaneously collected by a visible
and an infrared thermal camera under front, left, and right illumination respectively. All
the visible apex images are labeled by 5 students with the intensity value of the six ba-
sic facial expressions (happiness, sadness, surprise, fear, anger, and disgust) on a three
point scale (0, 1, and 2), as well as the arousal and valence on -1,0 and 1 [23].

The sample distribution of the spontaneous sub-database on valance and arousal is
shown in Fig. 3. From Fig. 3 we can see that the intensity of samples’ valence dimension
ranges from -1 to 1, and the arousal dimension ranges from -0.7 to 1. Most samples’
arousal intensity is positive, and their distribution is not balanced. In order to get a sub-
database with the sample number of high level and low level expressions as balanced
as possible, the samples with arousal and valence intensities equaling 1, or with arousal
intensity less than 0 and valence intensity less than -0.7, are selected. Subsequently,
the partitioned group with the arousal or valence intensity equaling 1 is labeled as high
intensity expression and the arousal less than 0 or valence less than -0.7 is labeled as
low intensity expression. For our experiments, each sequence sample must have n − 1
frames before the apex frame, and the samples that don’t meet this condition shall be
discarded. Finally, a total of 177 subjects (365 samples) from three illuminations are
selected, which are grouped into 224 high arousal and 141 low arousal samples, as well
as 125 high valence and 240 low valence samples. Although we try to get a balanced
sub-database as best as we can, the numbers of high and low samples are still uneven
here. To construct a further balanced training set, we randomly select the samples with
the sample number U from these two classes respectively, in which U is the sample
number in the smaller class group of valence or arousal.

Fig. 3. The sample distribution on arousal and valence in USTC-NVIE database
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Table 2. Experimental conditions of feature extraction

Parameters a b n w N1 N2 N3 N4

Value 0.3 1.2 17 6 22 30 18 21

In our experiments, the resolution of the normalized facial image is set to be 84×80
pixels, and the parameters for feature extraction are shown in Table 2. A total of 2912
features are extracted from horizontal and vertical temperature difference data (Dh and
Dv) sequences, including 704 features in forehead (16 × N1 × 2), 960 features in
nose (16 × N2 × 2), 576 features in cheek (16 × N3 × 2), and 672 features in mouth
(16 × N4 × 2). As most of the subjects wore glasses, thereby masking the thermal
features of the eye region, the eye region is not taken into account in our experiment.
Finally, a 10-fold cross-validation is adopted, and the iteration number of the Adaboost
is set to be 7 here.

4.2 Experimental Results and Analysis

Classification Performance. The average recognition rate curves for classification of
high versus low level expressions with different numbers of selected features are shown
in Fig. 4. From Fig. 4, we can observe that the highest recognition rates for classify-
ing high versus low arousal and valence are 75.3% and 76.7% respectively. Here, the
numbers of selected features are 122 and 264 respectively. From Table 1, we can see
that Masood Mehmood Khan et al. have also done research on spontaneous expression
recognition from thermal images, and achieved a recognition rate of 72% for classify-
ing neutral and four basic spontaneous expressions [3] on a database of 10 subjects.
Considering that the sample complexity of a large scale database is higher than that of
a small one, the performance of our approach may be better.

Fig. 4. The mean results for arousal and valence classification

Feature Distribution. Fig. 5 shows the distribution of selected features on four ROIs
when the best recognition results on arousal and valence are achieved. From Fig. 5,
we can see that most of the selected features, with the highest classification accuracy
(in arousal or valence dimensions), are concentrated within the mouth and cheek re-
gions, which may be explained as follows: People express different facial expressions
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Fig. 5. The distribution of selected features on each ROIs when the best results are achieved

Fig. 6. Distribution of selected features on 16 kinds of basic sequence features when the best
results were achieved

often with complex facial motions in the mouth and cheeks [23], which may cause the
crumpling of the skin or changing of facial structures, for example, the opening and
the closing of mouth, the movement of the zygomaticus in cheeks. These movements
may cause a significant change of temperature in facial spatial dimension, and influence
the pattern of the temperature difference data. The big change may yield large F-values
of corresponding features according to equation 9. Thus, the features in these regions
would be selected with high possibilities. For the nose, the temperature change caused
by different expression states may be disturbed by the respiratory rate. Additionally,
as reported by some previous studies, the temperature variance of the forehead region
is very helpful for emotion analysis or expression recognition [8][9][24]. However, the
features of the forehead region are not as useful as the features in the other facial sub-
regions in this paper. The reason may be that the foreheads of some subjects used in our
experiments are covered by their hair, which is an obstacle to feature extraction. The
results of Fig. 5 indicate that the features in the mouth and cheek play an important role
in classifying facial expressions in arousal and valence dimensions, which is consistent
with some previous work [17][23].

On the other hand, as shown in Fig. 6, the selected features for the best classifica-
tion results are mainly composed of seven basic sequence features: Vmin, Vmax, Vstd,
Vm, Gmin, Gmax and Gstd. This shows that the maximum variation and gradient of
temperature sequence, especially maximum variation, play a significant role in our ex-
pression recognition experiments, which is consistent with previous work [12]. On the
contrary, the mean and standard deviation of temperature sequence are rarely selected,
so these two may be independent from the expression states, or play a minor role in the
classification task.
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5 Conclusion

In this paper, the spontaneous expressions in arousal and valence dimensions are classi-
fied based on the Adaboost algorithm by using the thermal videos. Firstly, the horizontal
and vertical temperature difference data are calculated from the semi-manually located
facial regions of each frame, in which four ROIs are also marked out, named forehead,
nose, mouth and cheeks. Secondly, for each grid in each ROI, four statistic parame-
ters are extracted, and then four dynamic time-series features extracted from each static
parameter vector are also obtained. Thirdly, the F-value feature selection method is
used to obtain an optimal feature subset. Finally, the Adaboost algorithm with the weak
classifier of KNN is used to classify expressions in arousal and valence dimensions.
Experiments are implemented on USTC-NVIE database to validate the effectiveness
of our method. The highest classification accuracies between high versus low arousal
and valence are achieved with 75.3% and 76.7% respectively, which indicates that our
method is effective for classifying expressions. Further analysis shows that the features
of the mouth region play the most important role in classification arousal and valence
compared with the features of some other facial regions.
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Abstract. This paper describes the design and development of a novel dual
manipulator system for table tennis as an application of Human-Robot Interaction
(HRI). To hit table tennis quickly, a method to obtain time-constrained trajectory
joining two way-points is developed and implemented. Because the quintic poly-
nomial trajectory is a smooth curve and can reduce jerk, it appears to be excel-
lent choice for hitting task. Five phase quintic polynomials are adopted to fit the
smooth trajectory in joint space under the constraint of robotic kinematics param-
eters. The boundary conditions of five phase qunitic polynomials used to compute
the trajectories are discussed under different initial kinematics conditions. Exper-
imental results of actual robotic system with dual manipulators and vision system
show that the proposed method works well.

1 Introduction

As one of the major effectors of a robot, HRI research is a multidisciplinary field with
contributions from human-computer interaction, artificial intelligence, robotics, natu-
ral language understanding and social sciences. A robotic ping pong player system is
a classic case of HRI, which involves the coordinated vision and arm movement to
execute a task. In this paper, a new dual manipulator system is developed to hit ping
pong ball, in which the vision system can predict the exact future trajectory of the ball
through four-dimensional space-time, and provide the position, velocity of the ball and
further direct the movement of the dual manipulator towards targets.

Andersson designed the first robot ping-pong player [1], which can play ping-pong
against humans and machine, and meet the robot ping-pong rules proposed by Billings-
ley. The mechanical part of the robot is composed of a six degree of freedom (DOF)
PUMA 260 manipulator with a paddle at the end of a 0.45m long stick. The 3D vision
system consisted of four video cameras is charged with the task of predicting the exact
future trajectory of the ball through four-dimensional space-time. Toshiba in Japan built
a seven axis direct-drive (DD) articulated robot for the purpose of playing Ping-Pong
[5]. The vision system consisted of two charged coupled device (CCD) cameras senses

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 335–344.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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the position and trajectory of the ball. The robot is prepared to play against a wall and
is able to return the ball up to four consecutive times. Differing from the above stud-
ies, Matsushima et al. at Osaka University developed a robot system with the minimum
number of degrees of freedom [9]. The robot is driven by four electric motors, two for
the motion in a horizontal plane and other motors for paddle attitude. Further, a stereo
vision system (Quick MAG System 3) extracts the ball’s location from the image.

An important problem in this filed is motion planning, which deals with the robotic
interception of moving objects with necessary velocity at a specific instant in time.
Kober et al. studied the hitting and batting tasks using the seven DOF Barrett WAM
robot [7]. Hujic et al. presented a novel active prediction planning and execution sys-
tem for the robotic interception of moving objects with the ability to intercept the ob-
ject anywhere along its predicted trajectory [6]. Buttazzo et al. described a real time
control methodology for catching a fast moving object adapting the prediction tech-
nique to compensate the time delays introduced by visual processing and by the robot
controller [3].

This paper is organized as follows. First, Section 2 describes the dual manipulator
system for table tennis, mainly focusing on the humanoid manipulator design, table
tennis serving equipment design. Section 3 illustrates the real time trajectory planning
for hitting task with continuous movement. In Section 4, an experiment is presented to
prove the motion planning method. Finally, in Section 5 the conclusion of this paper is
given.

2 Dual Manipulator System

So far, the developed robotic ping pong players including single robotic arm, dual
robotic arm or humanoid robot only take hitting and batting tasks, and can’t serve ta-
ble tennis ball using two arms, just as a human does. In this paper, a robotic ping pong
player with two arms is developed. The left arm (named serving arm) is used for serving
ball and right arm (named hitting arm) is used for hitting the ball. Fig. 1 illustrates the
robotic ping pong player system developed by us.

Vision system

Humanoid armsController

Fig. 1. Robotic ping pong player system
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2.1 Humanoid Arm Design

For the purpose of playing table tennis, we need control the position of the paddle center
and the normal vector of the paddle plane. Although Andersson stated that only five
DOF are required for the paddle to execute the table tennis task. A six DOF manipulator
was adopted to play table tennis [1]. Redundant manipulators with seven DOF were
used in [9, 11, 12].

A novel humanoid arm (hitting arm) with six DOF is built as shown in Fig. 2. The
three DOF in shoulder and one DOF in elbow control the position of the paddle, and
two DOF in wrist adjust the normal of paddle plane. Because rotating the paddle about
its normal vector can’t change the flying trajectory of the ball after hitting. In this sense,
we can see that the arm configuration is redundant. Moreover we can get the ideal
joint velocity through varying the pose of the paddle in the condition of keeping the
normal vector of the paddle unchanged. The serving arm has four DOF, which can
adjust position and pose of serving equipment. In addition, the configuration of shoulder
and elbow is same as the hitting arm.
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Fig. 2. Robotic ping pong player system

2.2 Table Tennis Serving Equipment

Fig.3 illustrates the table tennis serving equipment, which can serve five balls contin-
uously. The cam is mounted on surface of the cam drive mechanism which is driven
by a motor. When the cam turns, the cam follower moves down along the axis of the
ejection mechanism. Then the ball in the delivering tube runs into the ejection guiding
tube because of gravity. As the cam follower moves beyond the top point of the cam,
the follower quickly moves up along ejection mechanism, and fires the ball. Then the
ball flies out along the ejection guiding tube.
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Ejection

guiding tube

Cam

Ejection 

mechanism

Cam follower

Cam driver 

Delivering tube

Fig. 3. Robotic ping pong player system

2.3 Control System

A multi-level distributed control architecture is put forward in the hardware design of
the control system and a modular controller based on CANbus is designed to realize
real-time control among multiple joints [4]. The real-time operation system VxWorks
is adopted as the software platform of the control system.

2.4 Vision System

To track the ball, a vision system consisted of two CCD cameras (Point Grey) is built
by Zhejiang University. The system can find the position of the ball at the end of each
camera frame. After several frames, the observed trajectory fitted by the above data, is
used to predict the future trajectory of the ball after it bounces on the table.

In this paper, the vision system predicts the ideal hitting position pp, velocity vi of
the incoming ball and hitting time t f to guide the hitting arm to hit the ball at a specified
location in time.

3 Motion Planning

3.1 Table Tennis Task Description

In the human game play, the player serving the ball tosses the ball directly upward
and strikes the ball with the racket on the ball’s descent, then a play is commenced.
Simulating the game like the human being, the table tennis task consists of two tasks
including serving task and target-hitting task.

In the serving task, the left arm adjusts the position and pose of the table tennis
serving equipment to keep the ball flying out of the ejection guiding tube in differ-
ent direction. When the cam follower fires the ball, the ball is tossed upward without
spin, and the right arm hits the ball against the opponent at an ideal point which can
be estimated as a known parameter according to the position and pose of the serving
equipment. Then the game begins.
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The target-hitting task can be seen as a sense-plan-act cycle, in which the vision sys-
tem data trigger the controller to plan the motion trajectory and drive the motors. The
target-hitting task can be divided into three subtasks including waiting task, hitting task
and returning task [9]. In the waiting task, the data provided by vision system are em-
ployed to estimate the normal vector a of the paddle and hitting velocity vp associated
with the trajectory to return the ball to the opponent, at the same time, smooth jerk-
bounded trajectories in joint space are planned through the four way-points including
initial position p0, hitting position pp, final position pm, and position p0. The hitting
task is to return the incoming ball back at hitting position pp at the time t f , in which
time the velocity of the paddle gets hitting velocity vp. The returning task is to return
the paddle to the initial position p0 to prepare for the next hitting.

3.2 Motion Planning Algorithm

Several relevant trajectories were reviewed and compared in [1, 2, 10], such as trape-
zoidal velocity, quintic polynomials, cosine, and sinusoid on ramp. The advantage of
the quintic polynomial is that the acceleration doesn’t change to or from a finite value
instantaneously. To eliminate the jerk partly caused by acceleration, it is clearly that the
quintic polynomial approach appears to be an excellent choice for hitting task. How-
ever, when the initial and/or final speeds are non-zero, the resulting trajectory will be
slower and may have a number of undesirable oscillations in position, velocity and
acceleration among the way-points. For obtaining smooth jerk-bounded trajectories, a
concatenation of the quintic polynomial is used to provide a smooth trajectory between
two points [8].

Unlike Macfarlane’s algorithm, we aim to solve the time-constrained motion plan-
ning problem. The desired motion trajectory of each joint is given as a quintic polyno-
mial of time, and the basic equation is

p(t) = a5t5 + a4t4 + a3t3 + a2t2 + a1t + a0 , (1)

Where a0-a5 are real coefficients. The boundary conditions are

p(0) = pi,v(0) = vi,a(0) = ai

p(t f ) = p f ,v(t f ) = v f ,a(t f ) = a f (2)

Where, variable pi denotes the initial position; vi denotes the initial velocity; ai de-
note the initial acceleration. Similarly, variable p f , v f , a f light up as the final position,
velocity and acceleration respectively. t f denotes the duration time.

In this paper, five phase quintic polynomials are adopted to fit a smooth trajectory
joining two way-points for each joint, as shown in Fig. 4. The general boundary con-
ditions corresponding to the five phase quintic polynomials are shown in Table 1. The
acceleration ramp up and ramp down are symmetrical, and the speed ramp is also sym-
metrical about a straight line down from the start of the ramp to the end of the ramp [8].
The first phase is a acceleration trajectory and at the time t1 the acceleration reaches the
max value amax. The second phase is also a acceleration trajectory, but the acceleration
decreases from amax to 0. After the acceleration trajectory, a constant speed trajectory
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Table 1. Boundary conditions of five phase quintic polynomials

Node Time Position Velocity Acceleration

1 0 pi 0 0
2 t1 p2 0.5amaxt1 amax

3 2t2 p3 amaxt1 0
4 t f −2t2 p4 amaxt1 0
5 t f − t2 p5 amaxt1 −0.5amaxt2 -amax

6 t f p f v f 0
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Fig. 4. Robotic ping pong player system

follows. It is similar to the acceleration trajectory, the deceleration trajectory is divided
into two phases: in the forth phase the acceleration decreases form 0 to -amax and the
duration time is t2; in the fifth phase the acceleration increases form -amax to 0. In Table
1, the positions of the way-points are

p2 = pi + amaxt
2
1 (1/4− 1/π2)

p3 = pi + amaxt
2
1

p4 = pi + amaxt
2
1 + amaxt1(t f − 2t1 − 2t2)

p5 = pi + amaxt
2
1 + amaxt1(t f − 2t1− 2t2)− amaxt

2
2(1/4− 1/π2)+ amaxt1t2

p f = pi + amaxt
2
1 + amaxt1(t f − 2t1 − 22)+ amaxt

2
2 (3)

In the hitting task, the initial kinematics conditions of each joint are

vi = 0,ai = 0,a f = 0 , (4)

and the kinematics constraints are as following

− vmax ≤ vlim ≤ vmax,−amax ≤ alim ≤ amax , (5)
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Where vmax is the joint’s max velocity; vlim denotes the extreme value of the joint’s
velocity; alim denotes the extreme value of the joint’s acceleration.

When the initial parameters of each joint are

pi �= p f ,vi = v f = 0,ai = a f = 0 , (6)

One quintic polynomial can ideally draw the motion trajectory. But if the max velocity
or acceleration is beyond its own limit under time constraint, the motion trajectory
becomes unfeasible. Five phase quintic polynomials are used to represent the smooth
trajectory and the acceleration time t1 is equal to the deceleration time t2. By applying
the condition (6), we rewrite the equation (3) and obtain

p f − pi = 2amaxt
2
1 + amaxt1(t f − 4t1)

amax ≥ 8(p f − pi)/t2
f

vmax ≥ amaxt1 (7)

When the initial parameters of each joint are

pi �= p f ,vi = 0,v f �= 0,ai = a f = 0 , (8)

If the max velocity or acceleration is beyond its own limit, and v f /amax ≤ t f − (p f −
pi)/v f , the smooth trajectory is fitted by three phase quintic polynomials, and is con-
strained by the following conditions

p f − pi = at2
1 + at1(t f − 2t1)

v f = at1
a ≤ amax (9)

If the max velocity or acceleration is beyond its own limit, and v f /amax>t f − (p f −
pi)/v f , the smooth trajectory is fitted by five phase quintic polynomials, and is con-
strained by the following conditions

p f − pi = amaxt
2
1 + amaxt1(t f − 2t1 − 2t2)− amaxt

2
2 + 2v f t2

v f = amax(t1 − t2)

vmax ≥ amaxt1 (10)

We can easily computer the time variable t1 and t2 and get the boundary conditions in
Table 1 according to initial parameters. In our application, we can computer the joint
positions j0 and jp corresponding to p0 and pp. Similarly, we can calculate the velocity
vi based on vp. The final position pm is unknown, but it can be computed by jm in joint
space. For any joint i, the boundary conditions are

p(t f ) = jpi,v(t f ) = v ji,a(t f ) = 0

v(ts) = 0,a(ts) = 0 (11)

A straightforward attempt to compute the maximum acceleration as a function of an
arbitrary jmi, and then to minimize this maximum over jmi turns out to be feasible.
Applying the boundary conditions, we can obtain the final joint position

jmi = jpi + v2
ji/amax , (12)
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4 Experimental Result

To examine the method presented in Section 3, a series of smooth trajectory for all
joints are planned. A set of data provided by vision system is

pp=[55.990, 1545, 291.134]Tmm
vi=[0.0475, 2.5412,-0.8327]Tm/s

In addition, the hitting motion’s duration is 0.36s.
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Fig. 5 shows the smooth trajectories of each joint for one table tennis task cycle.
Fig. 6 shows the continuous velocity curves of each joint. As shown in Fig. 7, the
acceleration curves of each joint is continuous and at all interval points the acceleration
doesn’t change to or from a finite value instantaneously.

5 Conclusion

The paper addresses the design and build of a dual manipulator system for table tennis.
For hitting task, we have described a method to plan a smooth trajectory with jerk limit.
Five phase quintic polynomials are used to fit the joint trajectory according to initial
kinematics conditions. Comparing with Macfarlane’s work, we emphatically solve the
time-constrained trajectory problem. Experimental results have shown that at all inter-
val points the acceleration doesn’t change to or from a finite value instantaneously, and
doesn’t excite vibrations in the dual manipulator system.
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Abstract. To reach competent Human-Robot Interaction, robots
should be able to behave stably on uneven terrain in domestic environ-
ments. This paper addresses a technique, which integrates four balance
control strategies and is used on Nao robot to realize walking on uneven
terrain that is not modelled in advance. The most important two strate-
gies are “Closed Loop Gait Pattern Generator” and “Posture Control”.
The former one uses the filtered robot state based on Kalman filter. It
helps to improve joint tracking, which is important for model based ap-
proaches. The latter one helps to make the trunk vertical to the ground.
This strategy is very effective when walking on a slope. The other two
strategies are “CoG (Center of Gravity) Height Control” and “Ankle
Joint Control”, which are used to resist relatively large tilt and prevent
potential falling over motion. abstract environment.

Keywords: Biped Walking, Balance Control, Uneven Terrain.

1 Introduction

The biped robots need the ability to maintain balance on uneven terrain in order
to perform competent Human-Robot Interaction with human beings. However, it
is not a trivial task due to high dimensional control space and complex dynamic
model.

Recently, real time gait pattern modification techniques have been well stud-
ied. Tajima et al. [8] achieved a running motion by repeating compensation
process at high frequency where the shifted CoG and foot location and the ori-
entation are treated as initial conditions. Nishwaki et al. [7] made the robot be
able to walk on piled tiles by using preview control to suppress ZMP fluctua-
tion. Wieber [11] proposed a Linear Model Predictive Control (LMPC) scheme
to compensate strong perturbations in simulation. In the work by Diedam el
al. [3], an extended LMPC scheme considering foot step positions is employed.
When the disturbance is not allowed by the support polygon, the Capture Re-
gion [4] should be computed to take a step to avoid a fall. However, it may lead
the robot to undesirable behavior, especially when the terrain is uneven and
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Fig. 1. The Uneven Terrains and Our Robot Named Nao

not modelled in advance as shown in Figure 1. Indeed on the path of the new
trajectory, stronger disturbances may be waiting for the robot.

In our previous work [6] [5], we proposed a biped walking generator which is
able to plan smooth and flexible walking motions on rough terrains. It works
well in simulation environment, while in real case the robot fell over sometimes
because of the modelling errors of environment and robot itself.

Yusuke et al. [12] proposed virtual compliance control and posture control
strategies to realize a robot walking on slopes. In our work, the robot is not only
able to walk forward on the slope, but also able to rotate or sidle on the slope.
Moreover, the slope was not fixed but movable as shown in Figure 1.

The remainder of the paper is organized as follows. Section 2 will present the
four strategies one by one in detail. Experiments are shown in Section 3. We
draw our conclusions in Section 4.

2 Integrated Balance Control

2.1 Overview

This section describes the flow chart of the strategies to apply one by one in
each control cycle. If it is in the first control cycle of a walking step, we invoke
our gait pattern generator, which uses the latest robot state and simultaneously
plans the desired CoG trajectory (a series of robot state) and ZMP trajectory
for each control cycle of this walking step. Due to the delay of the joint sensors,
we can not simply use them to compute the latest robot state. In consequence, a
Kalman filter is introduced which is described in the next section. The following
step is “CoG Height Control”. It checks whether the tilt angle along lateral axis
is large. And it will modify the CoG height to eliminate it. Then “Ankle Joint
Control” is called to generate the compensations to the ankle joints, which will
be added to the original desired foot trajectories. This will move the CoP which
is at the foot edge to prevent potential falling over. All the joint trajectories are
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then computed via inverse kinematics. Before sending the joints trajectories to
the actuators, “Posture Control” is called to make sure the trunk is vertical to
the ground.

2.2 Real Time Closed Loop Gait Pattern Generator

In our previous work [2], we presented a gait pattern generator based on 3D-LIP
model [9]. Its ZMP trajectories are represented as a cubic polynomial. Taking

trajectory along X-Axis as an example, its function is : Px(t) =

3∑
i=0

ait
i, where

Px(t) is ZMP trajectories, ai is the coefficient, and t is the time. Note that, in
this paper, we set the sagittal direction (from the back to the front) as Y-Axis,
and lateral direction (from the left to the right) as X-Axis.

The dynamics based on the 3D-LIP model is well known: (shown only X-Axis,
Y-Axis is similar).

¨X(t)zh = (X(t)− Px(t))g (1)

whereX(t) is the CoG trajectory along X-Axis, zh is the height of the pendulum,
and g is the acceleration of gravity.

Its analytical solution is:

[
X(t)
˙X(t)

]
= A(t)

[
xi
ẋi

]
+ [I −A(t)]C +B(t) (2)

A(t) =

[
cosh(qt) 1

q sinh(qt)

qsinh(qt) cosh(qt)

]

B(t) =

⎡
⎢⎣

3∑
i=0

ait
i + 6a3t/q

2 − a0

3a3t
2 + 2a2t

⎤
⎥⎦

C =

[
a0 + 2a2/q

2

a1 + 6a3/q
2

]
, q =

√
g

zh

where [xi, ẋi]
T is the initial state, I is a 2× 2 identity matrix and “A(t), B(t)”

are called Time Matrices which are determined by the time t. Note that the
four coefficients ai, i = 0, .., 3 have been solved by simultaneously planning as
presented in our previous work [2].

Due to the delay of the joint sensors, we can not use the measured robot state
computed from them as the initial state ([xi, ẋi]

T ). Thus, we treat it as a single-
variable Kalman filter with no control component and no prediction algorithm.
We use a single variable tuned by hand to plan the best weight between the
desired robot state and the one measured from joint sensors. The measured CoG
position is denoted as CoGe and the desired one is treated as the guessed CoG
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denoted as CoGg . So the filtered CoG position denoted as CoGf = [xi, yi, zi]
treated as the initial state is:

CoGf = CoGg +KCoG ∗ (CoGe − CoGg) (3)

where KCoG is the coefficient determined experimentally.
The filtered velocity of CoG is its first derivative. Together with the filtered

position forms the filtered robot state (we also call it the planned robot state).
Note that, when we use this filter to calculate the initial state ([xi, ẋi]

T ), the
desired state is the one of the last control cycle. Moreover, we apply this filter
also in the other control cycles which helps to avoid jitter problem.

As shown in Figure 2 where the gait pattern is closed-loop, the robot is pushed
back at the very beginning. At the time of 850[s], the tilt angle was around
0.16[rad] and the measured CoG position is around -0.04[m]. The black line is
the planned CoG position, filtered from the measured CoG position and the
desired one (constantly 0[m]). The weight KCoG used here is set to 0.3. After
two double support phases (indicated as grey shadow), the robot managed to
resist the tilt. And then the attitude sensor output is between -0.02[rad] and
0.02[rad].

Fig. 2. The output of the attitude sensor around lateral axis, the planned and measured
CoG position, when the gait pattern generator is closed-loop

2.3 Robot Posture Control

A PD controller is incorporated to filter the raw trunk angles denoted as θx and
θy around X-Axis and Y-Axis respectively. The filtered trunk angle along X-Axis
denoted as TrunkRotx is: (Y is similar)

TrunkRotx = KTrunkPx ∗ θx +KTrunkDx ∗ θ̇x (4)

where KTrunkPx and KTrunkDx are proportional gain and derivative gain
respectively.
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We can not simply add the angles to hip pitch joints even if they have been
filtered. A large recovery value will make the robot jitter and a small one is not
effective. The algorithm shown in Table 2.3 is for front-back posture control.
The left-right one is similar. Compi is denoted as the compensation to the two
hip pitch joints in i-th cycle. KGyro and KAngle are denoted as the gains used
for gyrometer output Gyrox and trunk angle TrunkRotx respectively. Max is
denoted as the threshold for the angle to be recovered in one control cycle.

Table 1. Pseudocode for posture recovery around lateral axis

Posture Recovery

1 detGyro = KGyro ∗Gyrox ∗ 0.01
2 if (|detGyro| > Max) then
3 if (detGyro > 0) then detGyro = Max
4 else detGyro = −Max
5
6 detAngle = KAngle ∗ TrunkRotx
7
8 Compi = Compi−1 + detGyro+ detAngle

This algorithm calculates the compensation angle to be set to the total hip
pitch compensation of the control cycle. It first adds a certain percentage of
the gyrometer output to it (see line 1 to line 4) which is able to adapt to the
tilt speed. The faster the tilt, the larger compensation value or angle speed it
will set to the hip joints. Moreover, it adds a certain percentage of the trunk
rotation angle (line 6). This helps to gradually recover the posture. The two
parameters KGyro and KAngle are carefully tuned by hand to ensure an effective
recovery and not causing jitter problem. As shown in Figure 3, the blue line is
the compensation for hip pitch joints and the red line is the trunk angle. At the
time around 112[s], the robot was pushed hard to the back, resulting in a large
tilt angle around 0.2[rad] lasting 1[s]. Thanks to this algorithm the posture was
recovered. In this case,KAngle andKGyro were set to 0.01 and 0.008, respectively.

2.4 Robot CoG Height Control

When the robot is about to tip over, the planned “ZMP” where Mx = 0 and
My = 0 is outside the support polygon (FZMP). Its moment generated by gravity
and inertial force about the CoP equals to:

M = mẍz cos θ −mg(x− pCoP ) (5)

where θ is the angle that the robot tilts, pCoP is the position of Center of
Pressure. Note that, the height of CoG is controlled in a linear way, so it does
not involve the term z̈.
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Fig. 3. Nao was pushed hard to the back. It shows the attitude sensor output and the
compensation trajectory to the hip joint.

The CoG trajectory is generated according to the basic dynamic equation of
LIP which is:

ẍzh = g(x− px) (6)

where zh is the normal height of CoG. It is as the same as Equation 1. We rewrite
it for convenience.

Thus we have:

M = mg(x− px) cos θ
z

zh
−mg(x− pCoP ) (7)

In this equation, cos θ approximates to 1 and (x−px) approximates to (x−pCoP ).
Then, the sign of the moment M is governed by (z − zp). Therefore, the CoG
height (or pendulum height) can be controlled to generate recovery moment
which resists the robot from tilting over.

2.5 Ankle Joint Control

Many researches have employed ground reaction force control to generate a mo-
ment about the desired ZMP to compensate the disturbance [7] [10]. In our case,
the FSR sensors are not accurate, not to mention the measured ZMP computed
from them. The sensors only work when the CoP moves to the edge of the foot.
Therefore, we use this strategy only in emergency situation. Table 2 is the al-
gorithm for left foot recovery (right foot recovery is similar). Variable LCompi
and RCompi are denoted as the compensation values of i-th cycle for left foot
and right foot respectively. Note that both of them contain two elements since
compensation is needed around X-Axis and Y-Axis.

The algorithm first sets the compensation of this cycle as equal as the last
one (line 1). Two cases need to be considered to control the foot. The first
one is that both of the feet are contacting the ground (in double support phase).
The other one is that the left foot is the stance foot in single support phase. If the
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Table 2. Pseudocode for CoP control of Left Foot

Left Foot Recovery ( LCompi−1, Det)

1 LCompi = LCompi−1

2
3 if ((in double support phase) OR (stance foot is left))
4 {
5 if (ZMP near the front edge) then LCompi.y -= Det
6 else if (ZMP near the back edge) then LCompi.y += Det
7
8 if (ZMP at the left edge) then LCompi.x += Det
9 else if (ZMP at the right edge) then LCompi.x -= Det
10 }
11 else
12 {
13 if (LCompi.x > Det) then LCompi.x -= Det
14 else (LCompi.x < −Det) then LCompi.x += Det
15 if (LCompi.y > Det) then LCompi.y -= Det
16 else (LCompi.y < −Det) then LCompi.y += Det
17 }

foot needs to be controlled, we check the measured zmp and try to rotate the
foot both in X-Axis and Y-Axis in order to shift the ZMP back from the edge
(see line 3 to line 8). The rotation speed is “Det” degree per cycle.

If the foot is not contacting the ground, then the compensation is gradually
set to zero in the speed of “Det” degree per cycle (see line 9 to line 14).

3 Experiment

3.1 The Nao Robot

Robot Nao is manufactured by “Aldebaran-Robotics” [1] with its height of
0.57[m] and its weight about 4.5[kg]. It is equipped with two axis gyrometers,
three accelerometers and four FSR (Force Sensitive Resistor) sensors. The torso
orientation is computed by a built-in chip via those readings resulting a delay
around 70[ms]. The joint sensors have a delay around 50[ms].

3.2 Walking on Uneven Terrain

We conducted experiments of walking on uneven terrains as depicted in Figure
1. The green one is a 2[cm] thick hard board (80[cm] in length) covered with a
thin carpet. A 1.7[cm] height stick was put randomly under the board making
it a movable slope with average slope around 2.43[degree]. The yellow object is
1[cm] thick plastic which is a little bit soft and the pink one piled on it has the
same thickness and material. The robot was walking with step duration 0.5[s].
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The time for double support phase was 0.14[s] (28% of the step duration). It was
controlled via wireless to step across the two plastic layers and onto the movable
slope where the robot would walk backward/forward, sidle and rotate left/right.

We first turned off all our balance strategies, the robot was not able to step
across the plastics as shown in Figure 4. We also tried the walking engine pro-
vided by Aldebaran-Robotics (the standard walking engine coming with the
robot) and the robot was not able to step across the plastics too.

Fig. 4. The robot was unable to walk stably onto the steps when walking engine is
open-loop

We switched back to our own walking engine and turned all of the strate-
gies on and the robot accomplished the task successfully. It first walked onto
the plastics with good looking walking style. Then it stepped on the slope and
walked stably to the right. The tough part was when the robot was walking
on the spot right above the stick. The movable slope tilted either left or right
when the robot changed the support leg. Thanks to our new technique, the
robot was able to perform omnidirectional and stable walking as hinted and
shown in Figure 5. Video of these three experiments that available on line:
http://ai.ustc.edu.cn/en/demo/BalanceControlV2.php.

Fig. 5. The robot was able to walk stably onto the unstable board
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4 Conclusion

The main contribution of this paper are the technique that integrates four bal-
ance strategies, and the realization of walking on uneven terrain on Nao robot.

The key contribution of our work is showing that a model based approach to
omnidirectional humanoid walking can be effectively adapted by integrating dif-
ferent simple compensation strategies, that allow to effectively deal with different
kind of disturbances. While at the current stage we have defined the parameters
of the different strategies by hand, learning approaches can be applied to each
of the strategies independently, thus enabling for a very flexible and effective
development on different platforms.
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of China under grant 2008AA01Z150 and the Natural Science Foundations of
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Abstract. This paper proposes a model of metareasoning for Human-
Robot Interaction (HRI). Robots’ basic abilities for HRI—planning,
learning and dialogue—are characterized as three loops in the model,
with each spanning ground, object and meta-level. The model provides
a conceptualization of HRI and a framework for incremental development
of large HRI systems such as service robots by building meta-level func-
tions on top of existing ground/object level components. A case-study
focusing on meta-level control shows that the approach is effective and
efficient for some application domains. In particular, meta-level control
suggests a new opportunity to speed up planning while preserving com-
pleteness without any change to object level planners. The experiments
also show that, for some basic HRI tasks, there are simple meta-level
strategies with performances better than the common strategy in previ-
ous work.

Keywords: HRI, metareasoning, modeling, meta-level scheduling.

1 Introduction

This paper concerns service robots that work together with humans (hereafter,
service robots for short). It follows that human-robot interaction (HRI) is essen-
tial to these robots [15,9]. They should be able to understand users’ requests and
provide services for users accordingly by taking actions. The symbiosis of ser-
vice robots and humans suggests new opportunities and challenges to Robotics
and AI research. It has been observed that humans’ and robots’ abilities are
complementary in many aspects and thus they should help each other in order
to fulfill better services for humans [14,6,8]. One means to this end, which has
drawn increasing interest recently, is to make robots capable of asking humans
for help through human-robot dialogue [5,13,11].

Generally, service robots should possess three characteristics: autonomy, adapt-
ability and sociality. Accordingly, these robots must be equipped with three basic
abilities: planning, learning and dialogue (not necessarily through speech). For
instance, a robot is not autonomous if it cannot by itself generate (and execute)

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 355–367.
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a plan of actions for a task. A further and crucial observation is that the coor-
dination of all the three abilities is needed for robots with these characteristics.
For example, to show its adaptability to a new task, a robot may need to plan
its dialogue with humans, acquire knowledge/information through the dialogue,
and achieve the task with the acquired knowledge/information. This process has
to be realized by coordinating all the three abilities.

There have been a lot of research achievements regarding these abilities them-
selves. But their coordination has been less studied. This paper proposes a
model as a conceptualization for analyzing the research issues and a frame-
work of developing robots with the characteristics. The model consists of three
levels —ground, object, and meta-level—as proposed in Metareasoning litera-
ture [7]. Each component of the robots is cast as a function at some level and
each of the basic abilities, planning, learning and dialogue, is cast as a “loop”
spanning the three levels. The main idea is to model the coordination of the
three basic abilities as the interaction among the three loops at meta-level. This
way, we introduce metareasoning into HRI and put forth an alternative ap-
proach against the HRI challenges. The planning loop extends the traditional
perception-decision making-action loop with meta-level control and monitoring.
The other two loops are similar extensions. Therefore, our model allows one to
re-use various ground/object level components well developed in previous work,
while strengthen and coordinate the basic abilities with new functions introduced
at meta-level.

2 Issues of Metareasoning for HRI

2.1 Metareasoning

As proposed in [7] and well-accepted, metareasoning is captured by a three-level
model as shown in Figure 1. The ground and object level in the model constitute
the perception-decision making-action loop well known in AI. In this loop, an
intelligent agent perceives some stimuli from the environment and behaves to
achieve its goals according to the decisions it makes through reasoning. The
result of these actions at the ground level is perceived and fed back to the
object level, and the cycle continues. Metareasoning is defined as the process of
reasoning about this reasoning cycle and thus constitutes the top level of the
enlarged loop. In other words, reasoning controls actions at the ground level,
whereas metareasoning controls the reasoning at the object level.

Fig. 1. General Metareasoning Model
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Generally, metareasoning consists of the meta-level control and the introspec-
tive monitoring of reasoning. For a classical metareasoner, the goal of meta-level
control is to improve the quality of its decisions by making some computational
effort to decide what and how much reasoning to do as opposed to what actions
to do. For example with an anytime algorithm that incrementally refines plans,
an agent must choose between executing the current plan or further improving it
in order to get a better one. Given that the passage of time itself has a cost, the
metareasoner must judge which choice will lead to greater expected benefit and
make the choice accordingly. On the other hand, the goal of introspective moni-
toring is to gather sufficient information with which to make effective meta-level
control decisions. For instance, [4] maintains statistical profiles of past metar-
easoning choices and the associated performance, using them to mediate the
subsequent control and dynamic composition of reasoning processes.

2.2 The Model of Metareasoning for HRI

The model of metareasoning for HRI (MM-HRI) proposed here is an extension of
the General Metareasoning Model (GMM). The ground-level functions of MM-
HRI include three types of actions: perception (like vision), physical actions
(such as navigation and manipulation) and exchanging messages with users.
Note that there is at least one human user in an HRI setting and thus human-
robot communication is a necessary component of the robot. But the message
function in the ground-level does not cover the full communication function. For
example, ground level is not responsible for deciding what and when to say in
human-robot dialogue.

The object level of MM-HRI includes three functions: planning, learning, and
dialogue. A service robot that performs complex tasks must be able to plan its
behaviors in advance by a planner. The generated plans, courses of ground level
primitive actions (or, atomic actions for short), will be executed at the object
level. In accordance with this object level function, there is a planning loop
spanning three levels of MM-HRI, as shown in Figure 2 [7]. Both the plan gener-
ation and execution are controlled by metareasoning in order to meet following
requirements: 1) computational efficiency, so as to generate (suboptimal) plans
timely; 2) dynamic environment, which may cause replanning due to changes of
the environment and/or users’ intention; 3) incomplete knowledge, which brings
about various object-level operations, eg, postponing the decision of what to
do until the robot gains the information required for planning; 4) uncertainties,
which may also result in replanning when the robot perceives that its actions
did not reach the expected effects. Although some of these problems have been
tackled at object level (eg, [3]), we argue that our three-level model provides a
better framework for development of large-scale intelligent systems, particularly
intelligent service robots described in Section 1.

The learner is responsible for acquiring knowledge from outside, which can be
used by the robot later for problem-solving. Generally, the required knowledge
includes: 1) information about the state of the environment and the robot that
is necessary for planning and fulfilling the tasks at hand; 2) user models, e.g.,
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Fig. 2. Planning loop in MM-HRI

a model of the availability and accuracy of human observation providers with
which the robot can get help more efficiently [14]; 3) domain knowledge required
for the robot’s missions but missing due to the unpredictability of real-world
applications. Note that this kind of knowledge is usually expressed in natural
languages. So we employ the term “material” to cover all the forms received at
ground level. At object level, the robot extracts knowledge (learning results) or
needs for further learning from the material. The latter is processed by metar-
easoner to produce new learning goals for the next circle of learning process [7].
At object level, the learning goals create some form of “learning evocator”, such
as questions to the user, and the cycle continues. The learning loop is shown in
Figure 3.

Fig. 3. Learning loop in MM-HRI

Generally, a service robot has a dialogue manager that is responsible for run-
ning the dialogue process of receiving users’ service requests. This component is
abstracted as a function in the object level of our model. In this paper, however,
by “dialogue” we mean any information exchange between humans and robots,
not limited to those through speech. The dialogue loop in our model is expected
to produce human-robot dialogues not only for receiving service requests, but
also for various kinds of “help” from users and other external sources. Whatever
received from the human-robot communication at ground level is transformed
into some internal representation called “expression” in figure 4. Then a compo-
nent at object level tries to understand it and produce some “content” from it.
The real meaning of the content depends on not only the dialogue itself but also
what are going on in other MM-HRI loops. Anyway, the metareasoner will gen-
erate some “theme” for the next round of dialogue, with which some messages
are generated at object level and sent to ground level.
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Fig. 4. Dialogue loop in MM-HRI

These three loops must coordinate and interleave their running in order to
fulfill the overall performance of the robot. The interactions among the MM-
HRI loops mainly occur at meta-level, which is the basic role of the robot’s
metareasoner. Figure 5 shows the sketch of the interaction and the entire MM-
HRI. Note that Figure 2, 3, and 4 only show the internal nodes of each loop,
respectively. Actually, either planning or learning loop includes both users and
the environment as its external nodes, while dialogue loop includes users as the
only external node of it.

Fig. 5. Sketch of MM-HRI

2.3 Meta-level Interactions

Here we briefly describe meta-level interactions among MM-HRI loops, without
specifying the interaction mechanisms formally.

(1) Planning via Learning. Lacking knowledge or information causes planning in-
tractable or even infeasible. The difficulty can be reduced or even overcome when
robots gain more information and/or knowledge. For example, a robot can ob-
serve its environment with its sensors or acquire relevant information/knowledge
through dialogues with its users. Therefore, what is really needed is some mech-
anisms at meta-level with which the robot can coordinate its planning and learn-
ing loop. For instance, the metareasoner can identify missing information that
is necessary for the robot’s planner at object level and try to get the informa-
tion before planning. When the robot is required to response to a task-stream,
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i.e., a stream of tasks, it can plan for some of the tasks with complete informa-
tion and execute the plan first. Meanwhile during the execution, it can observe
the environment to collect information needed for other tasks. In this process,
interleaving of planning and learning loop is launched and controlled by the
metareasoner.

(2) Learning via Dialogue. There are various types of learning. In this paper,
we focus on knowledge acquisition through human-robot dialogue. [13] demon-
strates this kind of learning where the robot asks humans for help. In one of
our previous case-studies, robot KeJia successfully solved a problem, which it
had failed before, with knowledge it acquired through human-robot dialogue in
a limited segment of English [5]. In these cases, the Understanding component
also plays an essential role in learning. The basic topic in this type of learning
is about how to ask users’ help—what, when and where to ask [14], which re-
quires the coordination of all the three loops. We will present some meta-level
strategies of this type in Section 3.

(3)Dialogue via Planning. We have described some interactions between dialogue
and planning loop above. Besides, there are other ways of interaction between
them. Topics discussed a lot in the literature include dialogue generation by
planning, understanding by virtue of planning, etc. These are also covered by
our model. Moreover, our model covers some topics that are not so well studied
yet. A key issue of human-robot collaboration is about how to collaborate on
a common task jointly by humans and robots. The human and robot partners
should form joint intention and then carry out joint actions for the task [2].
Therefore, a robot partner must coordinate its behavior involving dialogue and
planning loop in the collaboration.

3 Case-Study: Meta-level Scheduling

The domain we chose, called eGPSR, is an enhanced variant of a test, called
General-Purpose Service Robot, of RoboCup@Home [12]. In this test, a robot
is given a set of tasks chosen randomly just before the test begins. These tasks
involve a set of behaviors (e.g., following a person, finding a person, grasping and
delivering objects), a set of portable objects (e.g., cans, cups and bottles) and a
set of locations in a house. Moreover, concepts (e.g., “drink”), which represent
classes of objects, are allowed to describe tasks. For simplicity, we identify any
concept c with the class of objects it represents by abuse of notation. Any object
in class c is called a c-object. When a concept c appears in the description of a
task, it refers to any c-object. Therefore, tasks may be partially specified. For
instance, the task give me a drink is understood as “give me anything to drink”,
without specifying which particular drink (an individual object) or its position
in the environment. Moreover, tasks from one task set may be related to one
another in a sense we will explain below.

We implemented a real robot KeJia [5,6]. In the case-study, three meta-level
scheduling strategies were realized in one and the same high-layer subsystem
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of KeJia, called sub-KeJia. It only contains object-level and meta-level func-
tions needed for the experiments, such as an object-level planner and a missing-
information detector that detects what information is missing from the descrip-
tion of a task. The planner can generate a plan (a course of atomic actions) that
achieves a task, only if the task is fully specified and there exists such a plan. For
simplicity, the experiments were conducted on a software test-bed that simulates
the domain, eGPSR, and KeJia’s ground-level functions needed.

The strategies are evaluated with following criteria, which in turn reflect some
prevalent requirements for HRI:

1. Cost of execution. A plan is of smaller cost of execution than another one
for the same set of tasks, if the former contains the less number of atomic
actions.

2. Efficiency of planning. Planning is time-consuming and service robots are
required to provide real-time responses to its users, which depends on the
efficiency of planning to a large extent.

3. Performance of asking. Previous experiments indicate that users would not
like to be asked too many questions [14]. Asking more also makes a robot less
autonomous. So ceteris paribus, asking less is better.

4. Completeness of resource-bounded deliberation. A resource-bounded metar-
easoner is complete, if it can solve all problems that can be solved under no
resource limitation.

The meta-level scheduling strategies tested in this case-study are described in-
formally below:

Eager-to-Ask strategy: For all input tasks, detect what information is missing;
generate questions about the missing information; ask these questions of the
users and complete the description of all the partially specified tasks with the
information from the answers. Fulfill the completed tasks one by one in the input
order by generating a plan for each completed task and executing the plan.

Lazy-to-Ask strategy: Fulfill the input tasks one by one in the input order. For
each task, detect what information is missing; generate questions about the
missing information if any; ask these questions of the users and complete the
description of current task with the information from the answers; generate a
plan for the current task; execute the plan.

Relevance-based-Ask strategy: Divide the set of input tasks into subsets, so that
they are not related one another. Fulfill the subsets one by one using Lazy-to-Ask
strategy, with each subset of tasks being taken as a (complex) task.

Each of these strategies contains operations at three levels. For instance, “gen-
erate a plan” is at object level and “execute a plan” ground level. Formal specifi-
cation of such strategies demands a formal language with level tags of operators.
Meanwhile, each strategy involves three loops. Asking is in dialogue loop, and
extracting information to complete original tasks belongs to learning loop. So a
meta-level scheduling strategy coordinates the three loops to achieve tasks. We
illustrate how sub-KeJia works under Lazy-To-Ask Strategy with a small task
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set T = { give Allen some drink; give Bill a bottle of coke}. Assume there are
only one bottle of coke and one cup of coffee in the environment and the robot
knows the facts but does not know the location of each drink in the beginning.
Suppose after the first task is analyzed by the missing-information detector, Ke-
Jia allocates the cup of coffee to the concept “drink” (perhaps the robot should
confirm this with question “how about coffee?” in real services. But we omit
this here). Then it generates a question about the location of the coffee. After
KeJia gets the missing information from user, it generates a plan of four atomic
actions for the completed task with its object-level planner. Then KeJia executes
the plan in the ground-level: move to the location of coffee, grasp coffee, move
to Allen and give the cup of coffee to Allen. Assume the robot get the missing
information of the second task, the location of coke, through its sensors during
it executes above actions. Thus the knowledge of the second task is completed
and the object-level planner generates a plan of it.

The main deference between the first two strategies is the time point when
the robot asks questions of users. With Eager-to-Ask strategy, the robot asks
questions before it plans for any task. It starts to plan only after it obtains
all missing information in original tasks. This is the common strategy used in
most of previous work [1]. One problem with it is that it fails to make use
of concurrency of a robot’s hardware and software components, as shown in
above example. Lazy-to-Ask strategy improves in this aspect and thus got better
performance of asking in the experiments (Section 4).

The first two strategies do little metareasoning except scheduling over lower-
level operations. In particular, they do not consider the relevance among tasks
and just try to fulfill them one by one in the input order. Consequently, the
completeness is violated—some tasks cannot be achieved just due to the over-
simplified meta-level strategies. Relevance-based-Ask strategy solves this prob-
lem with more metareasoning, mainly on the relevance among tasks.

The notion of “relevance” is technically complicated and defined as follows.
Without loss of generality, we assume that planning problems are specified in
PDDL [10] and each of them contains an initial state, a goal description (tasks),
and a domain description which includes specifications of effects and precondi-
tions of actions and other background knowledge.

Definition 1. Given a domain description, an initial state, and two tasks t1
and t2. We say that t2 is related to t1 if there exists a plan P1 that achieves t1
and there does not exist a plan P2 such that P1 appended with P2 could achieve
both t1 and t2.

If a task t2 is related to another one t1, then the tasks in the set {t1, t2} should
not be planned and executed separately in the order 〈t1, t2〉. As the robot may
choose a plan P1 to achieve t1, but after the execution of P1, t2 can no longer
be achieved without ruining t1. For example, suppose a robot as a bar tender is
given two tasks,

t1: give Jim some drink; t2: give Bob a can of Coke.
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Assume there is only one can of Coke in the environment. Then t2 is related
to t1, as after giving Jim the Coke, t2 can no longer be achieved. On the other
hand, if t2 is not related to t1, then a robot can solve {t1, t2} separately in the
order 〈t1, t2〉. The notion of relevance between two tasks can be generalized to
between two sets of tasks.

Definition 2. Given a domain description, an initial state, and two sets of tasks
T1 and T2. We say that T2 is related to T1 if there exists a plan P1 that achieves
all tasks in T1 and there does not exist a plan P2 such that P1 appended with P2

achieve all tasks in both T1 and T2.

Proposition 1. Given a domain description, an initial state, and a set of tasks
T = {t1, . . . , tn}. If for each 1 < i ≤ n, {ti} is not related to {t1, . . . , ti−1},
then T can be achieved if and only if each task in the sequence 〈t1, . . . , tn〉 can
be achieved one after another.

Proposition 2. Given a domain description, an initial state, and a set of tasks
T = T1 ∪ · · · ∪Tn. If for each 1 < i ≤ n, Ti is not related to T1 ∪ · · · ∪Ti−1, then
T can be achieved if and only if each set of tasks in the sequence 〈T1, . . . , Tn〉
can be achieved one after another.

Deciding whether a set of tasks is related to another is generally harder than
deciding whether a set of tasks can be achieved by a plan. However, the problem
can be greatly simplified in many domains, e.g., eGPSR. The relevance between
tasks in this domain only results from “the limitation of resources”.

Let c ⊂ c′ denote that c is a proper subset of c′. The set of all concepts
appeared in eGPSR is denoted by C and the set of all portable objects in C by
O. Then C under ⊂ forms a hierarchy (C,⊂). We assume that for any c and
c′ ⊂ C, if c and c′ do not disjoint, then it holds that c ⊂ c′ or c′ ⊂ c. We also
assume that the size of every concept c ∈ C, denoted by |c|, is fixed and known
by the robot.

Given a task set T , we use C(T ) to denote the set of concepts appeared in
T , n(c, T ) the number of occurrences of c in T (we do not consider any other
requirements on resource in this paper). C(T ) can be created from T in linear
time. In order to achieve all tasks in T , the planner must allocate to each concept
c ∈ C(T ) a c-object; in other words, each occurrence of c in T demands an
“occupation” of a c-object. A least efficient way of resource allocation for T1 is
to “run on” objects required by T2. That is, when there are concepts c ∈ C(T2)
and c′ ∈ C(T1) such that c ⊂ c′, the robot allocates only c-objects to every c′ in
T1, such that the c-objects may be used up unnecessarily for tasks in T1, causing
T2 unsolvable. This is possible since a robot cannot consider the requirements
by T2 when it plans for T1 before for T2.

The basic idea of our heuristic algorithm (Algorithm 1) is to test if this
least efficient way would cause T2 unsolvable. In the algorithm, o(c) records
the number of c-objects occupied so far in the estimate process. The algorithm
terminates in time O(n2), where n is the length of C(T1 ∪ T2).



364 X. Chen, Z. Sui, and J. Ji

Algorithm 1.

1: For each c ∈ C(T1 ∪ T2), o(c) := 0;
2: For each c ∈ C(T1) //occupation by T1//
3: o(c) := o(c) + n(c, T1);
4: For each c′ ∈ C(T1)
5: If c ⊂ c′ then o(c′) := o(c′) + n(c, T1);
6: If o(c) > |c| then return false; //T1 is unsolvable//
7: For each c ∈ C(T2) //occupation by T1 ∪ T2//
8: o(c) := o(c) + n(c, T2);
9: For each c′ ∈ C(T1 ∪ T2)
10: If c ⊂ c′ then o(c′) := o(c′) + n(c, T2);
11: For each c ∈ C(T2) //run on objects by T1//
12: For each c′ ∈ C(T1)
13: If c ⊂ c′ and o(c) + n(c′, T1) > |c| then return true;
14: Return false.

Formally, an allocation of objects for a task set T is an assignment of objects
to concepts in T , i.e., a mapping δ: C(T ) → O. Let |c|δ denote the number of
c-objects occupied by δ, for every c ∈ C. An assignment δ is called feasible, if |c|δ
≤ |c| for all c ∈ C. A domain is called resource-determined if for any task set T ,
there is a feasible assignment for T implies there is a plan for T . For example,
eGPSR is a resource-determined domain. We have the following proposition.

Proposition 3. Given any task sets T1 and T2 in a resource-determined do-
main. T2 is not related to T1 if Algorithm 1 returns ‘false’.

4 Experimental Results

The size of the environment is set as 10m× 10m and there are about 20 objects
including portable ones and furniture. Since a real robot’s perception ability is
limited, we simulate this feature approximately with “observation radius” (OR)
in our test-bed. We assume the robot can perceive the information of all objects
within the OR and no information of any object outside. The greater the OR is,
the more (missing) information may be perceived.

We conducted two tests with OR taken as 1m and 2m, respectively. Each test
consists of three groups and each group 20 task sets. All task sets in one group
contain the same number of tasks: there are 6 (8, 10) tasks in every task set
in group 1 (2, 3, respectively). The tasks in any task set are chosen randomly
under an additional restriction described later.

Table 1 shows the experimental results of test 1, where the observation radius
is set as 1m. Relevance-based-Ask strategy achieved all the tasks in each task
set, while the other two do not since they cannot deal with relevance between
tasks in the same task set. In particular, when two or more tasks in the same
task set are related, both strategies may fail to generate plans for and thus fail
to achieve some of these tasks, although they are not unsolvable in themselves.
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Table 1. The results of test 1

OR=1m Planning Time(s) #Ask #Atomic Actions #Task Achieved

Group 1: 6 tasks in each task set

Eager 1.01 8.70 22.55 5.55

Lazy 0.88 5.65 21.40 5.15

Relevance 1.21 5.70 23.50 6.00

Group 2: 8 tasks in each task set

Eager 1.16 11.00 29.95 7.40

Lazy 1.01 5.90 29.15 7.10

Relevance 1.38 6.35 31.15 8.00

Group 3: 10 tasks in each task set

Eager 1.68 13.45 37.40 9.25

Lazy 1.40 6.90 37.05 9.10

Relevance 1.82 7.45 38.55 10.00

The efficiency of planning among three strategies is of little difference in this
test. The first two strategies produced on average 2 fewer atomic actions than the
third strategy, because they achieved fewer tasks in some task sets. An obvious
deference is that Eager-to-ask strategy always asks notably more number of
questions than the other strategies, just because it obtains missing information
only through asking questions, while the other two obtain some through the
robot’s sensors. Relevance-based-ask strategy asks a little more than lazy-to-ask
strategy, as a tiny price for its completeness.

As the observation radius increases to 2m, we can see from Table 2 that the ask
times decreases about 40% with the second and the third strategy. The reason
is that the robot can perceive more missing information without any additional
effort or cost. This indicates that meta-level control affects the performance of
asking remarkably when robots possess powerful perception.

Table 2. The results of test 2

OR=2m Planning Time(s) #Ask #Atomic Actions #Task Achieved

Group 1: 6 tasks in each task set

Eager 0.96 8.70 22.85 5.65

Lazy 0.88 2.80 22.30 5.45

Relevance 1.38 3.90 23.75 6.00

Group 2: 8 tasks in each task set

Eager 1.16 11.00 30.10 7.45

Lazy 1.06 3.05 29.30 7.15

Relevance 1.55 3.90 31.25 8.00

Group 3: 10 tasks in each task set

Eager 1.58 13.45 37.25 9.20

Lazy 1.41 4.05 37.15 9.15

Relevance 1.94 4.90 38.65 10.00
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In above tests, a task set may be divided into several sub-sets under the
relevance-based strategy, where all tasks in each of these sub-sets are planned to-
gether. The additional restriction for selection of tasks is that any subset contains
no more than two (related) tasks. It is well-known that the computation time of
(object-level) planning will increase exponentially in the size of tasks (here the
subsets of tasks) if all the tasks are planned together, no matter whether or not
they are related. We did an additional test on planning for larger task sets with
the same sub-KeJia. It showed that planning for a 6-task set frequently needs
more than 1 hour. This provides strong evidence that it is necessary to reduce
the size of subsets of tasks using some meta-level control techniques, such as
relevance-based scheduling we used in the case-study.

5 Discussion and Conclusion

We draw following observations from this work, especially the case-study.
(1) Metareasoning provides an effective approach to HRI, particularly, the

coordination of basic abilities of a service robot. This coordination is of most
importance to HRI and reflected in our model as the coordination of planning,
learning, and dialogue loop. This is the reason why we focus on the coordination
in this paper while previous work on metareasoning focuses on internal process
of individual loops.

(2) The model MM-HRI supplies a framework with which one can advance the
performances of HRI by building meta-level functions on top of existing, well-
developed ground/object level components. We implemented meta-level schedul-
ing directly on previously developed low-level components and got new functions
and better performances. Particularly, meta-level control suggests a new oppor-
tunity to speed up planning while preserving completeness with reasonable price
for some application domains, without any change to the object level planner.

(3) The case-study shows that meta-level control affects the performances of
HRI remarkably in at least three aspects: planning time, performance of asking,
and completeness of resource-bounded deliberation. Compared to the common
strategy in previous work, the two strategies we proposed in this paper got higher
evaluation in the experiments. One important reason is that meta-level control
can make better use of concurrency of a robot’s hardware/software components.

One can draw more observations, e.g., asking is more desirable to acquire
knowledge or information that cannot be perceived easily through robots’ sen-
sors. These observations suggest a lot of future work along this line of research.
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Abstract. When learning abstract probabilistic decision making models for
multi-modal service robots from human demonstrations, alternative courses of
events may be missed by human teachers during demonstrations. We present an
active model space exploration approach with generalization of observed action
effect knowledge leading to interactive requests of new demonstrations to verify
generalizations.

At first, the robot observes several user demonstrations of interacting humans,
including dialog, object poses and human body movement. Discretization and
analysis then lead to a symbolic-causal model of a demonstrated task in the form
of a preliminary Partially observable Markov decision process. Based on the tran-
sition model generated from demonstrations, new hypotheses of unobserved ac-
tion effects, generalized transitions, can be derived along with a generalization
confidence estimate. To validate generalized transitions which have a strong im-
pact on a decision policy, a request generator proposes further demonstrations to
human teachers, used in turn to implicitly verify hypotheses.

The system has been evaluated on a multi-modal service robot with realistic
tasks, including furniture manipulation and execution-time interacting humans.

1 Introduction

Autonomous abstract decision making for multi-modal service robots needs models of
environment causality to generate action policies. Real world environments are partially
observable and not fully deterministic. Thus, partially observable Markov decision pro-
cesses (POMDPs) are a suitable representation of an action model. However, efficient
policy computation needs models which describe action and observation effects as well
as mission goals explicitly.

Comfortable acquisition of these complex models is difficult. Different learning
approaches exist: e.g. active learning by trial, interactive reinforcement learning or
learning from demonstrations of human teachers. Compared to the first two, the latter
approach is efficient as the human has extensive implicit and explicit domain knowledge
while natural demonstrations are an efficient way of information transfer.

A disadvantage is the need for a human teachers time, thus imposing the use of a
minimum number of demonstrations. Building on a simpler, previous system [1], we

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 369–382.
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present a methodology which tries to minimize demonstrations needed for the genera-
tion of probabilistic planning models by utilizing active model exploration and interac-
tive refinement.

Model representation, the learning process, generalization and request generation are
described in sec. 2. Evaluation of the method on a real robot is described in sec. 3, while
sec. 4 compares related work and sec. 5 gives a conclusion.

2 Model Generation

The aim is to generate a POMDP [2], a tuple (S,A,M,T,R,O), for a specific robot ser-
vice mission from a set of human demonstration sequences. Symbolic sets of states S,
actions A, observations M and transition probabilities p(s,a,s′) ∈ T as well as observa-
tion probabilities p(s,m) ∈ O and rewards r(s,a) ∈ R have to be compiled. Based on a
model, an execution-time policy can be computed by approximate value iteration, e.g.
SARSOP [3].

Below, the relation between model symbols and real world is discussed in sec. 2.1
and a learning process overview given in sec. 2.2. Subsequently, generalization is pre-
sented in sec. 2.2 and request generation in sec. 2.4.

2.1 Service Robot Mission Model Representation

State symbols S are related to real world characteristics by robot perception and cor-
responding models, reflected by measurement symbols M. S and M are linked by O.
Action symbols A are linked to actuator components.

A state s thus corresponds to a set of properties of the world p which can potentially
be observed by a set of perception components. On a robot with several perception
components, a state s ∈ S is a class defined over a distinct combination of property sets.
Each p results from a potential observation of a perception component, called modality
Dl . A symbolic modality state dl

j ∈ Dl covers a set of similar potential observations
pa, . . . , pz.

si ∈ S : d1
xi

1
∈ D1 × . . .×dn

xi
n
∈ Dn (1)

E.g.: {D1,D2,D3}: {robot position, human utterance, object poses},
si : robotAtTable×bringTea× teaOnTable.

While related to a factored representation, because of modality interdependencies in
T and O, it cannot be handled as such. An exemplary transition: p(si,ak,s

′
j) ∈ T = 0.6,

ak : FetchTea, s′j : robotAtHuman × thankYou × teaAtHuman . The granularity of S, A is
adjusted by discretization mode.

When learning models from demonstrations for both T and R, two main types of
model aspects can be distinguished. In T these are structural stochastic transitions
modeling agent independent characteristics of a mission on the one hand and robot
capability stochastic transitions on the other.

E.g p(robotAtHuman × noTeaPresent,GotoTable,robotAtTable × teaAtTable) = 0.4,
structurally modeling the chance to encounter tea at the table and p(robotAtTable ×
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Fig. 1. The process for generating probabilistic decision making models by learning from human
demonstrations (PMPM-PbD). Emphasis of this paper is highlighted.

teaAtTable,PickTea,robotAtTable × teaInRobotHand) = 0.8, modeling motion planning
and execution capabilities of the robot. In R, the types are mission goal positive rewards
and action cost negative rewards.

2.2 Process Overview

Major stages of Probabilistic mission planning model programming by demonstration
(PMPM-PbD) are depicted in fig. 1 with the focus of this paper highlighted.

Observation

Utilizes multiple sensors and perception processing components, either robot based - as
in the setup, presented in sec. 3 - or parts of a smart room. One or several interacting
humans perform natural demonstrations of a mission with differing courses of events.
Data of all components, e.g. object localization, is recorded.

Abstraction

Derives mapping P → S followed by segmentation. As a result, each demonstration is
represented as a state-action sequence (. . . ,st ,at ,st+1,at+1, . . .). Automatic discretiza-
tion techniques as clustering in continuous property domains may be used.

Mapping

Generates a preliminary (PO)MDP model based on several demonstrations. All s,a in
sequences are accounted for. Then, structural transitions TD and goal rewards are gener-
ated by analysis of sequences. Probabilities p(ti) are derived from occurrence frequen-
cies in demonstrations sets. More details about mapping can be found in [1].
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Generalization

Derives transition hypotheses for unobserved transitions related to those appearing in
demonstrations. The aim is to maximize information gathered from a limited set of
demonstrations as described in sec. 2.3.

Request generation

Takes generalization confidence to rate transitions on necessity to be verified as pre-
sented in sec. 2.4. Relevant transitions are assembled into potential courses of events.
Based on these sequences, human teachers are given requests to verify hypotheses. To-
gether, generalization and requests perform hypotheses expansion and pruning.

Refinement

Several model aspects cannot be learned from demonstrations including observation
model, action costs and robot capability transitions. PMPM-PbD uses background
knowledge, geometric analysis and learning in dynamics simulation to compute these
aspects, transforming a preliminary into a final model. Details are not further relevant
for generalization and requests.

Autonomous execution

Policy computation generates a policy from this model by approximate value iteration.
Finally, the policy is used for autonomous execution-time decision making of the robot
performing the mission. An exemplary architecture is described in [4].

2.3 Generalization of Transitions

Determining new structural non-zero transition probabilities in a preliminary T can be
interpreted as generating new hypotheses for causal effects, thus generalizing observed
effects. On the abstract level, modalities Di are the main structure suitable for gener-
alization. Modality states di

x ∈ Di, e.g. teaAtTable, teaInRobotHand ∈ Dob j : (ob ject poses)
and corresponding flat states (see eqn. 1) reflect this structure. To estimate probabilities
for T (si,ak,s′j) with previously assigned p(si,ak,s′j) = 0 - thus unobserved - similarities
within Di and thus S have to be exploited. There are three types of generalization:

1. Generalize origin: p(si,ak,s′j)→ p(sg,ak,s′j)
2. Generalize effect: p(si,ak,s′j)→ p(si,ak,s′g)
3. Generalize action: p(si,ak,s′j)→ p(si,ag,s′j)

The third type is not investigated further. The other two types imply that when observing
transitions for several similar si (1) or s′j (2), e.g when those states differ only in a single
modality, chances are high that transitions may be non-zero for further similar states.
To reflect respective transition similarities, a transition mask κ is defined:
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A∗ = A∪{∗},A∗(a∗i ) =

{
A if a∗i = ∗
ai else

(2)

D∗
l = D∪{∗},D∗

l (d
∗
i ) =

{
Dl if d∗

i = ∗
di else

(3)

S∗ = D∗
1 × ...×D∗

n (4)

κ(s∗,a∗,s′∗) = {s∗ ∈ S∗,a∗ ∈ A∗,s′∗ ∈ S∗} (5)

E.g.: κexample1 = κ(∗× bringTea,HandTea,robotAtHuman× thankYou)models from where
the robot got tea is irrelevant for effect s′∗, thus a wildcard ∗ represents the robot location
modality Drobotloc in s∗. κexample1 covers |Drobotloc| transitions. Masks are used to define
the scope of generalization κscope - e.g. type 1) has wildcards only in s∗, but not s′∗ -
and to describe the resulting, generalized hypotheses set κg.

Using masks, a set of hypotheses Tg for a set of transitions TI , can be computed,
given the following three elements:

1. A set of input transitions TI , generating the hypothesis.
2. A transition mask κscope(s∗,a∗,s′∗) defining the elements over which may be gener-

alized.
3. A transition mask Tg = κg(s∗,a∗,s′∗) containing the resulting generalized set of tran-

sitions.

Scope mask κscope is generated by analyzing onto which modalities actions have an
effect in the set TI in the types 1) and 2), as a is not generalized. For all t(s,a,s′) ∈
TI , p(t) > 0, each modality is checked for a change and in case di

j ∈ s �= d′i
k ∈ s′, a

wildcard is inserted in κscope for the respective Di in s∗ (1) or s′∗ (2).
The resulting set κg is derived by concept learning over TI with mask κscope, whereby

all t ∈ TI have to be considered as positive examples. Simply put, κg is the most specific
mask which covers all of TI with generalization (wildcards) only allowed, where defined
by κscope.

Each tg ∈ κg(s∗,a∗,s′∗) is a contender for being non-zero, thus generalization confi-
dence and estimated transition probability are calculated. Confidence is computed using
distances between transitions, based on modality state distances. Probabilities can then
be computed based on confidences and related transitions.

To compute distances between states c(s1,s2), modality specific distance metrics
dc(di

1,d
i
2) are used, e.g. denoting geometric distance between regions or similarity be-

tween utterances or objects. If no specific metric is available, a simple, general metric
dcgeneric can be used:

dcgeneric(d
i
j,d

i
k) =

{
1 if di

j = di
k

0 else
(6)

c(s1,s2) =
1
n

n

∑
i=1

dc(s1 : di
j,s2 : di

k) (7)

c(t1, t2) = c(s ∈ t1,s ∈ t2) type 1), c(s′ ∈ t1,s
′ ∈ t2) type 2) (8)

For each generalized transition tg ∈ κg, the nearest, observed transition, called base-
line reference transition tb is determined: c(tg,∗) = c(tg, tb) = min(c(tg, ti), ti ∈ T . To
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Fig. 2. Transition distance with two modalities A, B, each with three modality states and two
observed transitions (black circles with observed frequency) on the left. Sugeno negation for
some α parameters on the right.

compute basic generalization confidence gc ∈ [0,1], c(tg,∗) is coupled with a negation
function, e.g. Sugeno-Negation Ns(x) = 1−x

1+αx ,α ∈ (−1,∞):

gcbasic(tg) =

{
1 if t was observed

Ns(c(tg,∗)) else
(9)

Especially when using simple distance metrics, further aspects have to be consid-
ered when computing generalization confidence values. One such aspect, called non-
observation bias (nob), reflects a derived transition tg being less likely implied by a high
number of observations of a reference transition tb. Another aspect, called certainty bias
(ceb) considers that an observed transition tocc(si,ak,s′j) with the same origin state and
action as tg(si,ak,s′ �= s′j, has its effect probability reduced by including tg. However,
observed transitions are always a better model estimate, thus including a bias against
such tg. This results in a refined generalization confidence gcT (tg):

nob(tg) = (1−β )occ(tb),β ∈ [0,1] (10)

tg(si,ak,s
′
j),n = occ(t(si,ak,s

′
l)),ceb(tg) =

{
0 if n = 0

n
√γ else

(11)

gcT (tg) = gcbasic(tg)∗nob(tg)∗ceb(tg) (12)

Parameters α , β and γ determine the share of each aspect and have to be determined
empirically for a setting.

While gcT (tg) is also used directly in further processing steps (see sec. 2.4), its im-
mediate purpose is to calculate transition probabilities pT (tg) for hypotheses based on
the most similar observed transition and its confidence:
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p̄T (tg(si,ak,s
′
j))) = gcT (tg)∗ pT (tb), tb : baseline t (13)

pT (tg) =
p̄T (tg)

∑s′∈S p(si,ak,s′)
(14)

Generalization assumes that estimated model knowledge, which hypotheses are, is bet-
ter than always maintaining the zero assumption arising potentially from missing
demonstrations. This is a Bayesian way of handling lack of information, yet not without
pitfalls. Aggressively generalized transitions which do not reflect real world properties
might in the worst case lead to an unusable policy. Therefore, a verification stage as
described next is crucial.

2.4 Demonstration Request Generation for Verification

Request generation consists of two parts: relevance estimation of generalized transitions
tg and composition of demonstration requests. Relevance estimation ranks tg so that
requests are only generated to verify high impact tg.

Relevance estimation is performed individually for tg. Because evaluating all possi-
ble combinations of tuples (t1

g , . . . , t
n
g ) is infeasible, relevances arising only from multi-

ple tg added together, are not covered.
To evaluate a single tg, the original model TD generated from demonstrations without

any generalization is taken and tg added to form an evaluation model. For some further
steps, an initial state sinit is needed, which can either be the most frequent initial state in
demonstrations, be sampled from all initial states in demonstrations or defined by hand.
Next, a policy is computed from the evaluation model and a number of simulation runs
with that policy performed on the model. With these steps, all information has been
gathered to calculate a set of relevance aspects vi(tg). First, a subset, state relevance
aspects vi(si) are computed:

Freq. in demo. paths : vdemo(si) = |si ∈ demo|/|demo| (15)

Freq. in sim. paths : vsim(si) = |si ∈ sim|/|sim| (16)

In T : vin(si) =
|{(s̄,a,si)|T (s̄,a,si)> 0, s̄ ∈ S,a ∈ A}|

|S| ∗ |A| (17)

Prob. in transitions : vout(si) =
∑s̄∈S,a∈A T (s̄,a,si)

|S| ∗ |A| (18)

Rel. utility : vutil(si) =
u(b(p(si) = 1.0))−min(u(s ∈ S))

max(u(s ∈ S))−min(u(s ∈ S))
(19)

(20)

Total state relevance is empirically weighted:

w̄i,{demo,sim, in,out,util} : v(si) =
∑5

j=1 w̄ jv j(si)

∑5
j=1 w̄ j

(21)
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Relevance for tg(s,a,s′) can then be estimated:

Origin state relevance : vs(s,a,s
′) = v(s) (22)

Effect state relevance : vs′(s,a,s
′) = v(s

′) (23)

Freq. in sim. paths : vsim(s,a,s
′) = |(s,a,s′) ∈ sim|/|sim| (24)

Relative reward : vr(s,a,s
′) =

r(s,a)−min(r(s̃, ã))
max(r(s̃, ã))−min(r(s̃, ã))

(25)

Probability : vp(s,a,s
′) = p(s,a,s′) (26)

Generalisation confidence : vgc(s,a,s
′) = gcT (s,a,s

′) (27)

(28)

Total transition relevance is empirically weighted:

wi,{s,s′,sim,r, p,gc} : v(s,a,s′) =
∑6

j=1 w jv j(s,a,s′)

∑6
j=1 w j

(29)

Hypotheses tg can then be ranked for inclusion in interactive demonstration requests
which lead to verification of these tg. Interactive requests have to be be understood by
human teachers, should both include as many relevant tg as possible and be suitable for
a coherent demonstration sequence. First, suitable potential state-action chains have to
be generated, each containing a maximum number of relevant transitions. Then, this
chain has to be transformed into a request description which allows enough flexibility
for the human to include deviations is necessary.

A greedy algorithm is used which performs a path search from an initially chosen
generalized transition ta

g via observed transitions ti to a closest generalized transition tb
g .

The path search prefers likely transitions p(ti(s, ā,s′)) > p(t j(s,a,s′)), p(ti(s, ā,s′)) >
p(tk(s, ā, s̄′)) and short paths, using a breadth-first search. For ta

g , a path from a start
state sinit (as described above) to ta

g is searched first. If that path cannot be found, ta
g is

temporarily discarded. Next, paths ta
r → tb

r , t
b
r → tc

r , ... to closest transitions are incre-
mentally retrieved, added as long as one can be found.

A mechanism is necessary to detect t invalid
g which do never occur in the mission. If the

critical t invalid
g in the path cannot be bypassed in the demonstration, the whole request

is declined without the system getting to know where it failed. Hence, for each final
state-action chain request, a binary tree is formed with each level splitting the set of
remaining tx

g in the path in two halves. In case a t invalid
g is present in a segment, only the

longest chains in the tree without t invalid
g will be demonstrated. That way, the t invalid

g can
be identified after further demonstrations. Initially, the human teacher is only presented
with the request representing the root path and then successively with sub-nodes if
requests have to be declined because of t invalid

g (see fig. 3).
Next, the internal representation has to be transformed into a natural request. Four

techniques are suitable in principle:

1. State-action chains: unambiguous, but very complicated request descriptions and
inflexible.

2. Action sequences: compact request descriptions, but effects cannot be controlled.
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Fig. 3. Successive request generation for a path containing an invalid generalized transition which
will never occur in a demonstrated mission

3. State sequences: complicated request descriptions, actions ambiguous, limited flex-
ibility.

4. Sequences of modality changes: similar to state sequences, but compact request de-
scriptions.

In practice, a combination of modality changes and action sequences balances advan-
tages best. A sequence of modality changes is given with two special cases: a) in case
a transition has s = s′, only the action is given, b) for tg (but not other ti), the action is
given additionally to the modality change.

Then, the sequence is transformed into a graph visualization or natural speech, e.g.
"Begin in state top/Pos1. Change the modality Pos from Pos1 to Pos2. Change the modality Lane
from top to bottom and Pos from Pos2 to Pos3 by performing action switch." .

Finally, the resulting demonstrations are incorporated into the model generation
process.

3 Experimental Setup and Results

The process as described in sec. 2.2 has been implemented on a multi-modal service
robot including skills such as autonomous navigation, localization of small and large
(furniture) objects, natural speech processing, classification of human body movements
on top of NITE body tracking as well as autonomous motion planning (see fig. 4 and
5). The same skill components are used during both observation of demonstrations and
autonomous execution. A Kinect sensor was utilized for visual perception components.

3.1 Demonstration Stage

During demonstrations, the robot observes one human, robot actor (roAc), representing
the role of the robot and optionally a second human, representing an interacting human,
human actor (huAc). Classification of human activities translates a body movement
over time into symbolic activities MovementType as described in [5]. As a result, the
following tuple of recording modalities D1, . . . ,Dn is used:
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Fig. 4. Snapshot of a recording. Robot observing on the left, human actor in the center, robot actor
on the right.

(roAc.Pose, huAc.Pose, huAc.MovementType, huAc.Utterance, Obj.Poses)
And action a modalities: (roAc.MovementType, roAc.Utterance)

The recording system performs abstraction as mentioned in sec. 2.2 for each modality.
These modalities cover common aspects of multi-modal service robots, therefore, the
utilized system is a typical representative. The robot follows a roAc actively with its
head while the wide angled Kinect sensor allows to keep a large area around in the field
of view to track objects and a huAc in the vicinity. In case of dialog, however, head-
sets are used for clear distinction between roAc and huAc. Several demonstrations of
a pre-defined mission, representing differing courses of events and structural transition
probability frequencies in that mission are recorded and segmented, leading to a set of
sequences used for mapping and generalization.

3.2 Evaluation Missions

For evaluation of generalization and requests, a mission was chosen, serving a human
a chair discretely and proactively without any spoken dialog. Basically, the goal was
for the robot to learn which poses (distance and orientation) of the interacting human
reflected a high likelihood of a desire to sit down and with which manipulation actions
to pull a chair towards the human depending on the chair pose.

This mission contains several different types of uncertainties, present in the real
world execution in a compact sized model, suitable for evaluation. Structural transi-
tions representing human behavior and chair poses before pulling as well as the basic
state and action sets can be generated from demonstrations.
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Fig. 5. Execution snapshot. Interacting human on the left, robot performing the robot role. Manip-
ulation actions are executed using parameterized motion and grasp planning with online object
localization.

3.3 Generation Stage

Two missions were demonstrated, A) with a focus on generalizing initial human pose
(position and orientation) in respect to the likelihood of sitting down when presented
with a chair (high reward). Mission B) had a focus on position and orientation of the
chair and corresponding likelihoods of two different classes of motions (parameteriza-
tions of motion planning) being suitable for pulling the chair.

In mission A) the following modalities Di were used: DA
1 : RobotPosition, DA

2 : ChairPo-
sition, DA

3 : ChairOrientation, DA
4 : HumanPose and 3 different demonstration sequences per-

formed, each a different number of times, to achieve non-uniformly distributed proba-
bilities. The mapping lead to |DA

1 |= 4, |DA
2 |= 4, |DA

3 |= 3, |DA
4 |= 9⇒ |S = 432, |A|= 8.

A total of 1157 generalizations of non-observed effects (tg) were made, with 18 being
considered crucial by a human expert analysis to scale to non-demonstrated aspects of
the mission. Most non-crucial tg affected the idle action. A total of 20 tg were rated
above the general threshold of which 7 had to be declined as invalid. The rest could
be confirmed with demonstrations, again a different number of times to correct the
estimated frequencies to the desired mission values. For mission B) the same modal-
ities were used and 5 different demonstration sequences, again a different number of
times performed. The mapping lead to |DA

1 | = 4, |DA
2 | = 5, |DA

3 | = 5, |DA
4 | = 5 ⇒ |S =

400, |A| = 8. A total of 1273 generalizations of non-observed effects (tg) were made,
with 14 being considered crucial by a human expert analysis. Most of the other tg af-
fected the idle action. A total of 22 tg were rated above the general threshold and could
be confirmed. These examples show the necessity of relevance estimation and the first
one also the need for the binary tree request generation to decline false hypotheses.
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3.4 Execution Stage

During execution of the mission by the robot, the computed policy was used by the
online decision making system to autonomously select the next symbolic action when
the previous terminated. Robot motion planning actions are represented by manipu-
lation strategies (see [6] for details of the representation). All perception, processing
and actuation was running solely on board (see fig. 5). In the real setting, deviations
of perceived human and chair poses as well as in executed navigation and manipu-
lations actions occur regularly as considered by observation model probabilities and
error transition probabilities in the model. Deviations in real human poses and chair
poses, as considered by structural transitions, were applied in the same manner as during
demonstrations.

3.5 Evaluation Results

For evaluation, policies based on models generated from initial demonstrations and then
further demonstrations after requests were pitted against a hand modeled finite state
machine (FSM). To evaluate if the POMDP was able to consider the learned aspects
sufficiently, the mission was performed (no matter if POMDP or FSM were controlling
the robot) with human behavior and chair pose frequencies corresponding to the pre-
defined mission concept (the "real" probabilities). Execution time (average duration of
one main task performance within the mission) and failure frequency can be considered
the primary performance criteria of the decision making system. Both missions were
executed by the robot (and interacting human) and measured by a supervisor ten times
for each controller. It included courses of events which were not present in the initial
demonstrations, but only after generalization and request generation.

Mission Avg. dur. Fail. Avg. dur. Fail.
POMDP POMDP FSM FSM

A 4:30 min 2/10 4:50 min 3/10
B 4:35 min 3/10 4:45 min 4/10

Failures included pulling the chair when the human had no interest and failing to pull
the chair. Delays occurred when taking some time to interpret the human pose correctly,
looking again for the chair or retrying to pull the chair.

The results show that the learned POMDP was able to match and even slightly surpass
the performance of the hand-tailored FSM. The learned POMDP can achieve good per-
formance from an efficient number of natural demonstrations of non-technical experts.

4 Related Work

There exists work related to several aspects presented here. Many approaches to learn
symbolic task descriptions from human demonstrations are discussed in literature.
Learning models for probabilistic decision making has been tackled mainly without
using natural human demonstrations but still highlights important aspects for model
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generation. Generalizing task models for planning is also related. Finally, generation
of interactive requests to improve models has been applied successfully to task model
creation.

Popular low level imitation learning is quite distinct from the work presented here.
On the symbolic level, several different categories can be distinguished, among them
learning hierarchically organized sequences, learning finite state machines and learn-
ing planning models. A system to learn hierarchical representations of manipulation
tasks was investigated by [7], yet neither multi-modality, nor flexibility by planning are
covered. Learning finite state machines completely from the scratch, including basic
structure and transitions was presented in [8] and tested in the robot soccer domain.
Learning planning models, although not probabilistic ones, is discussed in [9].

Apart from using model-free policy learning, generating (PO)MDP models by means
of learning is the obvious approach to the challenge how to retrieve the model. A tech-
nique which uses active learning with meta-distributions has been developed in [10],
refining several aspects, e.g. transitions probabilities. Yet, it needs an initial state and
action space and also an initial model. A theoretically even more powerful framework,
BA-POMDPs, is explained in [11]. Because of complexity aspects, however, its plan-
ning horizon is very small in real settings, limiting its practicality. An imitation-learning
related approach, generating properties of an MDP model for specific robot tasks is pre-
sented in [12].

There is a multitude of work concerning generalization of task knowledge for plan-
ning. In the scope of this work, those techniques, considering observations of humans
are most relevant. A way to modify symbolic plans by analysis of observation of hu-
mans performing tasks was investigated in [13]. In that case, the application domain
on a multi-modal service robot is also very similar to the PMPM-PbD application. The
hierarchical PbD system in [7] was also extended by means of generalization over dif-
ferent, similar demonstrations, however, without further verification.

Interactive requests to a human by a robot to improve task models were used in a
work [14] also using a kind of relevance measure to guide efficient selection of requests.

5 Conclusions and Future Work

We present a process to extend a POMDP model of a multi-modal robot mission when
generated from a limited set of human demonstrations. It performs generalization of
observed causal effects with subsequent verification by rating and then generation of
requests for efficient further demonstrations. A strong emphasis was made on imple-
menting the concept on a real, complex, multi-modal service robot, including both
autonomous recording of demonstrations and execution to evaluate its suitability in
realistic applications.

Future work has to include multi-mission spanning background knowledge for more
fine grained generalization masks κscope, leading to even better selected hypotheses sets.
Concerning request generation, empirical weighting parameters wi could be learned
over many missions.

This work has been conducted within the german SFB 588 “Humanoid Robots”
granted by DFG.
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Abstract. One of the main features of social robots is the ability to communicate
and interact with people as partners in a natural way. However, achieving a good
verbal interaction is a hard task due to the errors on speech recognition systems,
and due to the understanting the natural language itself. This paper tries to over-
come such kind of problems by presenting a system that enables social robots to
get involved in conversation by recognizing its topic. Through the use of classi-
cal text mining approach, the presented system allows social robots to understand
topics of conversation between human partners, enabling the customization of be-
haviours in their accordance. The system has been evaluated in different contexts,
taking in account the quality and accuracy of the speech recognition syestem used
by the social robot.

1 Introduction

Social robots are system able to communicate and interact as real partners with
humans [1]. Communication between humans can be classified in two different kinds:
verbal and non-verbal. While non-verbal communication is based on gazing, pointing,
gesturing or changing of facial expressions, verbal communication is fully based on the
speech [2]. Consequently, human speech is a natural and intuitive interface for communi-
cating with robot. Despite of this, it is very difficult to achive good interaction with social
robots using verbal communication because the nature of the auditive patterns and the
nature of the human speech itself [3]. The auditive flow contains a lot of information that
is hard to manage: environmental conditions with noise and echos, are the first problem
to deal; a more complex matter to achieve is focusing the attention of the system on a
single talker among a mix of several conversation and background noise, problem yet
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Fig. 1. A sketch of the working environment of the system

described in literature as “cocktail party effect”. At last, the human speech itself encodes
several kind of information: who is the speaker, the speaker’s identity; what the speaker
is saying, the speaker’s speech; how the speaker said it, the speaker’s prosody.

Beyond these problems, that are all relative to the auditory recogition of the speech,
another issue concerns the human natural language itself [4]: linguists do not have a
complete understanding of the underlying rules of spoken languages because it seems
impossible to describe them only in terms of syntax, semantics or phonetics rules, as it is
possible to constructed language. The comprehension of the real meaning of the speech
becomes a very hard task due to its incompleteness, ambiguity and semi structured or
unstructured characterization.

Several studies tried to deal with these obstacles from both the speech recongition
side and from the natural language processing point of view. Researchs tried to im-
prove the accuracy of the speech recognition systems using a more detailed description
of phonemes or through triphones [5] or using larger vocabulary or by providing ad-
ditional constraints [6]. On the other side, researchs on natural language processing
tried to achieve a deep understanding of the spoken utterances improving parsers, using
stochastic models [7], context based ontologies or rich lexical databases that includes
semantic information, such as Wordnet [8].

From the point of view of the researches on verbal communication for social robots
many attempts have been performed. Simple command based based systems gave im-
portant results, but users should knows the commands or should be previously instructed
about the behaviour of the robot [9]. Dialogue based systems have also been success-
fully used [10], but also in this case it is very difficult to achieve a free conversation
speech, due to the dialogue system itself, that should be able to cover a wide spread
of possible conversation paths. Some systems tried to use ontologies to retrieve a com-
plete understanding of the conversation [11]. Other social robot systems tried to use
customized algorithms, such as Latent Semantic Analysis, to extract from the speech
some important characterizations, as well as the emotions [12] [13]. All these systems
soffer from the problem of having errors on the input speech utterance, due to mistake
of the speech recognition system[14].

The system presented in this paper allows social robots to get involved in conver-
sation with humans as shown in Figure 1, by recognizing the topic of the current con-
versation. The system will try to overcome the low recognition rate on the accuracy of
the speech recognition system by grounding conversation between people to its topic,
using only the relevant words.
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2 System Overview

The assumption made by this work is that it is difficult to obtain accurate and correct re-
sults from a speech recognition systems in real world applications. In order to avoid this
problem, the system presented in this paper will recognize topics of the conversation in
which a robot si involved by ignoring the details of the structure of each sentence, fo-
cusing only to the important words that will reveal what the the people is talking about.

The scenario considered by this system is a low-noise environment in which, as
shown in Figure 1, two (or more) human partners talk in turn about a closed set of topics.
The system has been supposed to be an efficent tool for several kind of application,
such as to interact in a customized way as robotic companion, or to suggest information
related to what people is talking about, as a robotic assistant, or as system able to profile
human partners according to their favourite topics.

The system is composed by several reusable modules capable to cooperate and ex-
change information, as shown in Figure 2. The framework ROS allowed the develop-
ment of these components to distribute the algorithms through several software units
following a modular top-down approach. In particular, two main modules have been
implemented: the speech recognition module and the topic classification module.

The speech recognition module is implemented through the use of Julius[15]. Julius
is a state-of-art large vocabulary continuous speech recognition system that is able to
perform in realtime. The system has been developed in a context of Japanese language
users, then Julius has been traineed using a Japanese language model composed by
20k words from newspaper articles and an acustic model based on triphones to assure
efficency and high performances.

The topic classification module carries out the recognition of the topic that emerges
from the speech utterance decoded by using a slightly modified version of the “Term
Frequency - Inverse Document Frequency” (TF-IDF) weighting, called “Term Fre-
quency - Inverse Topic Frequency” (TF-ITF). The output of this system will be the
set of probabilities related to each possible topic.

3 Topic Classification

The topic recognition system is based on a modified version of the TF-IDF ranking
function, often used in text mining and information retrival. Given a corpus of docu-
ments, the TF-IDF weight is a statistical measure that evaluates how much a word is
important to a document. The apporach chosen was to evaluate the TF-IDF weight for
each word in a corpus of documents related to several topics by calculating how much a

Fig. 2. A sketch of the ROS modules that compose the system
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word is relevant to each topic, rather than each document, realizing a “Term Frequency -
Inverse Topic Frequency” instead of the classical “Term Frequency - Inverse Document
Frequency”.

Given a corpus of documents labeled by their topic, the weight of the word W ac-
cording to a topic T is calculated by the formula:

T F-ITF(W,T ) =
f req(W,T )

∑w f req(w,T )
× log

∑w ∑ t
t �=T

f req(w, t)

∑ t
t �=T

f req(W, t)

The first part of the formula describe the term W using its frequency normalized by the
number of the words of the topic T. The important property of the normalized frequency
is that some words are more used in some contexts rather in others. Despite of this, the
term frequency weight is not enough because many words, such as particles or auxiliar
verbs, are used a lot in every context. The second part of the formula tries to overcome
this limit, penalizing the terms that are used in the other topics.

According to this approach, it is possible to recognize and discard all the negligible
terms by applying a simple thresholding to the TF-ITF: words with a higher TF-ITF
weight in a cosidered topic will be taken in account as meaningful for that topic.

After a normalization of the TF-ITF weight of each word by its weight in all the
topics, it is possible to analyze and classify complex sentences through the formula:

P(S,T ) = 1− ∏
∀w∈S

[
1−TF-ITF(w,T )

]

Through a sequence of products the TF-ITF weight of each word inside a sentence is
used to obtain the sentence probability to belong to a class T. For a given sentence, the
topic classification system will in this way produce the probabilities for each trained
topic.

4 Experimental Results

The system has been trained to recognize four different topics: “soccer”, “ski”, “base-
ball” and “swimming”. For each topic, a folder of documents has been selected from the
Japanese Wikipedia pages. Documents have been chosen in order to have about 20000
words for each category, equally distributed among the topics. The TF-IDF weight has
been calculated for each word according to each of the four category, then, experimen-
tally, a threshold for distinguish meaningless words, such as auxiliar verbs, particles,
and stopwords, has been found.

Tests of the system have been performed in three kind of situation, as shown in
Figure 3: using raw text from sport newspapers, without the use of the speech recogni-
tion system; using read speech in a controlled environment, through japanese television
sport newscasts captured from YouTube; using spontaneous speech, captured in real
conversation between people.

Experiments achieved have been evaluated in terms of accuracy, precision, sensitivity
and specificity.
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Fig. 3. Raw text, read text and free speech conversation

4.1 Raw Text

Raw text has been collected from japanese sport news websites. For each category a
set of 10 documents have been chosen to evaluate their main topic. In this case the
results obtained are free from the speech recogntion errors because the raw text is sub-
mitted directly to the topic classification system. Results shown the performances of the
classification system in an ideal scenario using an errorless speech recognition system.

Table 1. The confusion matrices related to the newspapers raw text classification. Data is ex-
pressed in percentage

Predicted class
Soccer Baseball Ski Swim

A
ct

ua
lc

la
ss Soccer 100 0 0 0

Baseball 0 100 0 0
Ski 0 0 100 0

Swim 0 10 10 80

Confusion matrix (see Table 1) and performances of the system shown an high reli-
ability of topic classification system. In particular, experiments reported 98% of accu-
racy, 95% of precision, 97% of sensitivity, 98% of specificity, as shown in Table 4.

4.2 Read Text

For each category, five videos from YouTube have been collected. Videos of about one
minute of length have been chosen from japanese television sport newscasts in order to
evaluate the performances of the whole system, that now includes also the speech recog-
nition system, in a controlled, noiseless, environment. Moreover, the use of newcasts
videos allows the evaluation of the system in a best-case scenario because anchormen
will talk using a formal diction.

Due to the use of the speech recognition system, a recognition rate performance
has been added to the measures collected. As shown in the confusion matrix in Table 2,
performances are still high, despite the recognition rate of the speech recognition system
of 25%. Experiments shown 93% of accuracy, 90% of precision, 88% of sensitivity,
96% of specificity, as depicted in Table 4.
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Table 2. The confusion matrices related to the read text classification. Data is expressed in per-
centage.

Predicted class
Soccer Baseball Ski Swim

A
ct

ua
lc

la
ss Soccer 60 0 20 20

Baseball 0 100 0 0
Ski 0 0 100 0

Swim 0 0 0 100

4.3 Spontaneous Speech

To obtain spontaneous speech samples, six persons have been involved in an exper-
iment. A video for each of the four categories has been shown to each person, then 3
couples have been formed. Each partecipant has been invited to describe and conversate
in turn about a single video, for about one minute and half. Experiments have collected
six audio samples for each of the four categories, a total of 24 audio samples of con-
versation. Spontaneous speech data set collected has been evaluated by the use of the
whole system.

Table 3. The confusion matrices related to the spontaneous speech classification. Data is ex-
pressed in percentage.

Predicted class
Soccer Baseball Ski Swim

A
ct

ua
lc

la
ss Soccer 100 0 0 0

Baseball 0 66 33 0
Ski 16 0 66 16

Swim 16 0 0 83

As it is possible to see in Table 3, the low recognition rate of the speech recognition
system of 13% affects the performances of the whole system. However, despite of this,
results are still very significative because their reliability. Experiments obtained 89% of
accuracy, 79% of precision, 81% of sensitivity, 93% of specificity, as in Table 4.

4.4 Results Comparison and Limitations

The Table 4 shown a comparison between the different scenarios in which the system
has been tested. Despite of the recognition rate of the speech recognition system, per-
formances of the classification system are still high. This is a direct effect obtained by
taking in account only some words classified as important in the considered contexts,
while forgetting about the details: the speech recognition system does not need to be
extremly accurate.

While achieving these performances, the system incur into several limitation. Inde-
pendence of the topics to be recognized can affect the performances of the system, due
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Table 4. Performances comparison in different scenarios. Data is expressed in percentage.

Raw Text Read Text
Spontaneous

Speech
Recognized

Speech
- 25 13

Accuracy 98 93 89
Precision 95 90 79

Sensitivity 97 88 81
Specificity 98 96 93

to the underlied naive independence assumption. While the system is able to distinguish
highly uncorrelated, independent classes, such as “baseball” and “swimming”, more er-
rors may occour while trying to separate more related topics, such as “swimming” and
“water polo”. In this case, many words can be used in both the topic considered, such
as “water” or “pool”, reducing the reliability of the final results. At last, as shown in
Figure 4, tests performed with chunks of conversation with different lenght shown that
the system is able to assess the topic in the 80% of the experiments during their first 20
seconds.

Fig. 4. Spontaneous speech performances among the time [sec]

5 Conclusion and Future Work

A natural language processing system for social robots involved in human conversations
has been developed and tested. The system was based upon a slightly modified version
of “Term Frequency - Inverse Document Frequency” weighting called “Term Frequency
- Inverse Term Frequency”, that allowed the system to forget about the details of the
sentences, while recognizing the topic of the current conversation occurring between
human partners. Experiments of the system performed in several scenarios shown the
benefits and the limits of the presented approach.

Results shown encourage to pursuit on the experimentation of this approach in new,
real, more complicated scenarios. While the presented system used Julius as state of
the art speech recognition system, more experiments should be performed by using dif-
ferent and more efficent systems. Moreover, in order to assure better performances, a
sound localization system will be used to try to deal with noisy environment and cock-
tail party effects. New experiments will try to capture relevant information from vocal
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interaction between robot’s human partners in order to adapt its behaviours according
to the occurring conversation, to profile them or to simply suggest them conversation
related information.
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Daniel Göhring, David Latotzky, Miao Wang, and Raúl Rojas
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Abstract. In this paper we present an approach to control a real car
with brain signals. To achieve this, we use a brain computer interface
(BCI) which is connected to our autonomous car. The car is equipped
with a variety of sensors and can be controlled by a computer. We imple-
mented two scenarios to test the usability of the BCI for controlling our
car. In the first scenario our car is completely brain controlled, using four
different brain patterns for steering and throttle/brake. We will describe
the control interface which is necessary for a smooth, brain controlled
driving. In a second scenario, decisions for path selection at intersections
and forkings are made using the BCI. Between these points, the remain-
ing autonomous functions (e.g. path following and obstacle avoidance)
are still active. We evaluated our approach in a variety of experiments
on a closed airfield and will present results on accuracy, reaction times
and usability.

1 Introduction

Autonomous cars play an important role in current robotics and A.I. research.
The development of driverless cars started in the late ’70s and ’80s. Ernst Dick-
mann’s Mercedes Benz achieved a travel velocity of 100 km/h on restricted
highways without traffic [3]. In the DARPA Grand Challenge 2005, autonomous
cars drove off-road on desert terrain, several of them reaching the finish line [9].
DARPA’s Urban Challenge of 2007 demonstrated that intelligent cars are able
to handle urban scenarios and situations with simulated traffic [10]. Lately, au-
tonomous cars have been driving through real world traffic for testing purposes
in urban and rural areas alike [8].

This research lead to the introduction of various driver assistance systems for
street cars. One key aspect for driver assistance systems is how the interface
between human and machine affects usability. This interface question is more
important for people without full bodily control. Brain Computer Interfaces
can be a solution here. Recently, BCI-systems have become relatively affordable
and allow people to interact directly with their environment [5]. Another big
field lies in human interaction within computer games, e.g. in the research game
“Brain Basher” [1] or in [6]. As a sub-field of BCI research, BCI using motor
imagination brain patterns has become popular, where the user has to think of a

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 393–408.
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motion instead of performing it physically [4]. In other work, users could control
mechanical devices with EEG patterns [7]. In this paper we want to present a
solution where a human controls a car just by using brain signals, i.e., without
need for any physical interaction with the car.

In a first application, computer-aided free driving allows the passenger to
claim steering- and speed-control in special areas. The car prevents traffic rule-
violations and accidents by reclaiming control before they happen. The second
application implements a semi-autonomous path-planning, where a car drives
autonomously through a road-network until it arrives at so called decision points.
Typically located at crossings, decision points require the passenger to choose
which way to drive next.

The paper is structured as follows: Section 2 introduces the autonomous car
“MadeInGermany” and the applied BCI hardware. In Section 3 we describe the
training process and the classification approach used. Section 4 presents the
developed usability interface which enables a human to easily and safely control
the car1 using brain patterns, followed by Section 5, which shows experimental
results of the presented approach. Section 6 summarizes the paper and suggests
future work.

2 Autonomous Car and BCI Hardware

2.1 Autonomous Car

Our autonomous car “MadeInGermany” served as a test platform c.f. Fig. 1: a
modified Volkswagen Passat, equipped with a variety of different sensors and a
drive by wire control via CAN bus. An introduction to these sensors is necessary
at this stage, as they are used in the here-described semi-autonomous mode. The
platform is equipped with six laser scanners, three at front and three at the back.
Additionally, on top of the car a rotating laser scanner from Velodyne scans the
near environment, c.f. Fig. 2. Further, the car has different radar sensors for
obstacle detection and cameras, which are used for 3D feature extraction, lane
and traffic light detection. The car actuators, i.e., gear shifting, motor and brake
control are manipulated via CAN bus.

A modular architecture allows separate software-components for the different
sensors and actuators on each car, while utilizing the same modules for decision-
making and other higher level functions. Besides GPS and CAN data, the car
relies on camera, lidar and radar sensors.

Besides, the authors want to mention, that the architecture described in this
paper is also applied to a semi-autonomous wheelchair, c.f. Fig. 3, but in this
paper we want to focus on the application to the semi-autonomous car.

2.2 Brain Computer Interface

The brain computer interface used in this approach is a commercial product,
the Epoc cap from Emotive. It has 16 EEG sensors which measure potential

1 BCI-car video here: http://www.youtube.com/watch?v=iDV_62QoHjY

http://www.youtube.com/watch?v=iDV_62QoHjY
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Fig. 1. The autonomous car “MadeInGermany”

Fig. 2. Sensor configuration of “MadeInGermany”
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Fig. 3. Autonomous wheelchair equipped with Kinect and lidar sensors

differences on the scalp. A contact fluid is necessary for good recognition. As a
first step, the device has to be trained to the brain patterns of a user. The 16
sensor readings are mapped to four different direction classes or to the neutral
class. Unfortunately we had no access to the sensor readings of the head sen-
sors, thus, the first classification process was not transparent. The classification
result is used by the controller module to generate throttle, brake and steering
commands.

3 Training and Classification

In the training phase the user can decide whether to control the steering only
(two classes) or to also control steering and velocity (four classes). The classifi-
cation program then asks the user to sequentially think of the different direction
schemes. Many users tend to think of different motions, i.e. they think of mov-
ing the right arm, without really performing those motions. Thus, certain motor
images do activate different regions in the brain, but not necessarily the same
regions as would be activated during real motions [2]. The corresponding electric
brain patterns are measured by the BCI. Usually, this method is called “Motor
Imagery”.

The training process must be executed every time the user puts the cab on his
head. After some time, a retraining can be necessary. After the training process,
the user can estimate the quality of classification by performing an evaluation
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Fig. 4. Epoc neuroheadset from Emotive. The cap is connected wirelessly to the
computer

test. If classification is not sufficiently correct, a retraining is necessary; some-
times the user must choose other patterns, e.g. to think of other motions or
images.

4 Interface Design

4.1 Requirements

With the free drive controller and BrainChooser alike, design of interface is
essential for BCI usability. Important aspects we focused on were

• stability and smoothness of executed actions,
• robustness to falsely classified brain patterns,
• safety of executed maneuvers with respect to physical limitations and to the
surrounding area,

• minimality of necessary actions for maneuvers.

Two solutions were developed and tested on the closed Tempelhof airfield, for
which we designed a demonstration course, see Fig. 5.
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Fig. 5. Test parcours on closed Berlin-Tempelhof airfield

4.2 Free Drive

In free drive mode the operator has access to steering and speed control. Acci-
dents are prevented by constantly monitoring the operator’s decisions. If a colli-
sion is imminent or if the car is about to leave the free drive zone, the computer
immediately stops the car. This application is interesting, because it demon-
strates how well the system can be used in an environment, where decisions via
BCI are time critical.

Control Actions. The four brain commands (“left”, “right”, “push”, “pull”)
are mapped to steer and velocity commands as follows: Commands “left” and
“right” increase or decrease the current steering wheel angle. Commands “push”
and “pull” increase or decrease the desired velocity. This solution proved superior
compared to giving direct throttle or brake commands, as it is easier to maintain
a certain speed. When none of the four commands is detected, the velocity stays
constant. The steering angle stays constant for one second, and then is reduced
(or respectively increased) towards zero position, in which the car moves straight.

Control Frequency. Steering a car requires the driver to be able to execute
steering motion with slow response times. To allow filtering of noisy brain signals,
we allowed only one steering command per second in earlier tests. Then, a large
steering angle was added to the current position. In this solution the driver had
problems to execute small steering angles, the response times were shown to be
too long. In further tests a control frequency of 5 Hz and a steer step of 0.6 rad
proved to be a good solution, meaning that one revolution of the steering wheel
takes about two seconds. The velocity can be increased or decreased by 0.15
m/s in each step. The steering angle is limited to ±2.5π. Velocities are cropped
between 0 and 10 m/s.
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Steering. When no “left” or “right” command is received for more than one
second, the steering wheel returns to neutral position. At higher velocities (>2
m/s), the steering wheel turns more slowly and the steering angle limits are
reduced. This prevents excessive centrifugal forces and allows the driver to stay
on a desired trajectory without causing oscillations. The steering angle ω, de-
pending on the velocity of the car v in m/s is limited to the following values (in
rad):

ω = 2.5π ∗min(1.0, 2.0/v) (1)

Accordingly, the steering angle change δω within each time step is:

δω = 0.6π ∗min(1.0, 2.0/v) (2)

When the driver is accelerating or decelerating (“pull” or “push” commands),
we also reduce the steering angle.

Steer Angle Smoother. Sending steering angle commands to the steering con-
troller with 5 Hz only causes non-smooth steering maneuvers. The steer con-
troller works with 100 Hz, therefore we implemented a steering angle smoother,
which linearly extrapolates 20 desired angle values (one value for each 10 ms)
for the controller. The result was a very soft turning steering wheel.

Fig. 6. Steer Angle Smoother, black dotted curve shows the raw angle values at 5
Hz; blue, red and green curves show interpolated values for interpolation frequencies
higher, equal or lower than 5 Hz.

Velocity Controller. The desired velocity is input to a PID-controller. The PID-
controller generates positive or negative output values. Positive outputs are
weighted and mapped to throttle commands, negative outputs are similarly
mapped to brake commands.
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As experiments will show later, staying on a given trajectory can be hard at
higher velocities, so an application on open traffic is far away. Therefore we im-
plemented and tested another solution for the BCI, in which it assists the human
in deciding which direction to take; all driving and safety relevant decisions are
made by the car.

4.3 BrainChooser

While the autonomous car usually plans the best trajectory through the road
network to reach its destination, the BrainChooser application allows the pas-
senger, by using the BCI device, to modify the route at certain decision points,
provided by the navigation module, e.g., at intersections.

The road network is presented as a directed graph of way-points which are
connected by lanes. Curved lanes are approximated by spline interpolation over
the way-points. Fig. 7 shows the spline interpolation of the road network graph
with the car at a decision point for two possible directions.

Fig. 7. A spline interpolation of the road network with a point cloud from the lidar-
scanner for detecting obstacles. A path along the right lane has been chosen at the
decision point in front of the crossroad, as indicated by the highlighted red-green line.
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To find a desired trajectory in the road network, weights are assigned to lanes
representing the distance, speed-limit and obstacles on the lanes, if necessary.
When the car reaches a decision point where an operator’s choice is required, e.g.
an intersection, the operator is requested to choose a direction. The request is
executed with the help of a synthetic voice recording. Once a choice was made,
the chosen trajectory on the road network is processed and executed by the
steering and velocity controller.

At decision points, the operator is requested by voice recording to input a
direction with the BCI. Since it’s usually not possible to hold a brain pattern
steady over a long period of time, messages with detected patterns arrive at
irregular intervals and include false positives. To robustly classify the brain pat-
tern into one of the four categories, four variables (one for each possible pattern)
accumulate the detection-probabilities. The variable which first passes a certain
threshold defines the operator’s decision. This method proved to be relatively ro-
bust to false detections. It also gives the operator the required time to enter the
desired direction. To prevent distraction, no audio-feedback is given during the
selection. However, a display presents the currently detected pattern, resulting
in faster decisions.

5 Experiments

5.1 Benchmarks

We conducted different experiments on the former Tempelhof airport in Berlin.

Experiment 1. At first we measured the accuracy of control. The first task was
to keep the car on an infield course, see Fig. 5, using “left” and “right” patterns
for steering only. The velocity was set to 2 meters per second. The driver had
to drive the track for three laps to see whether the accuracy remained constant
over time. The resulting traces are depicted in Fig. 8; the errors are shown in
Fig. 13.

Experiment 2. In the second experiment the driving person had to control throt-
tle and brake in addition to the steering commands for left and right. The car
was now able to accelerate from 0 to 3 meters per second. The resulting trace is
shown in Fig. 11, the errors are shown in Fig. 13.

Experiment 3. To check the lateral error to the lane at higher speeds, we designed
another track with long straight lanes and two sharp corners. The velocity was
fixed to 5 meters per second and like in the first experiments, the driver had
to steer left and right only, trying to stay at the reference lane. The resulting
trajectory is shown in Fig. 12, the errors in Fig. 13.

Experiment 4. We checked the response time of the test person. The test per-
son received different commands, such as “left”, “right”, “push” or “pull” from
another person and had to generate the corresponding brain pattern - this had
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Fig. 8. Experiment 1: Infield test course. The test person had to control the car with
two steering commands (“left” and “right”). Velocity was set to 2 meters per second.
The traces of all three driven laps are depicted (red). Reference trace of the original
track in blue.

to be recognized by the control computer. The time from the command until
the recognition within the control computer was measured. We also measured
falsely classified patterns.
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Fig. 9. Experiment 1: Lateral error of the car to the reference trajectory

Fig. 10. Experiment 1: Orientation error of the car to the reference trajectory

Experiment 5. In this experiment, we tested the second module, the Brain-
Chooser. Here, at intersections, the operator was asked to decide for the left or
the right route. Then the test person had about ten seconds to decide for left or
right direction. This long decision phase helps to filter out noise and ensures that
the test person was generating the desired pattern over a longer time, reducing
the risk of coincidentally generated patterns.

5.2 Experimental Results

Experiment 1. At the beginning of the first experiment we marked the desired
lanes on the airfield. As we found, on a flat surface those lanes are hard to see
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Fig. 11. Experiment 2: Infield test course. The test person had to control the car with
four commands (“left”, “right”, “push”, “pull”) to steer the car and to adjust the
velocity, 0-3 meters per second. The traces of the car (red) and of the original lap
(blue) are depicted.

from greater distances. Moreover, it is difficult for a human driver to estimate
his distance to the middle of the lane with centimeter accuracy. Therefore the
test person had access to a computer monitor, which displayed a model of the
car on the virtual track from bird’s eye perspective. The test person succeeded
in keeping a close distance to the desired trajectory, while only having to steer
the car. We performed three tests to observe the variance between different laps.
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Fig. 12. Experiment 3: Speedway test course. As in the first experiment, the test person
had to control the car with two steering commands. Velocity was set to 5 meters per
second. The traces of the car (red) and of the original lap (blue) are depicted.

σlateral

[m]
σangle

[rad]
Infield 2m/s, 2 DOF 1.875 0.200
Infield 3m/s, 4 DOF 2.765 0.410

Speedway 5m/s, 2 DOF 4.484 0.222

Fig. 13. Error measurements: Lateral distance to reference trajectory in meters and
orientation error in rad. 2 or 4 DOF refer to the two or four patterns, the test person
has to generate.

2s or
less

2 - 5 s
5 - 10

s
10 s or
more

falsely
class.

percent 26 % 36 % 10 % 9 % 20 %

Fig. 14. Experiment 4: Reaction times. The test subject is told to generate a certain
pattern. A pattern counts as recognized, when the computer recognizes the correct
class.
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The standard deviation of the lateral error function over time was 1.875 meters
for one lap, the error function is shown in Fig. 9. One lap lasted for about 10
minutes. In the following laps this error did not diverge by more than 0.2 m.
The angular error standard deviation was 0.20 rad. The traces of the driven laps
are shown in Fig. 8. Fig. 13 comprises the results of the first three experiments.

Experiment 2. The test person managed to control the car, controlling the ve-
locity and the steering wheel. However, the accuracy of steering control was
reduced, compared to Exp. 1, resulting in a larger standard deviation of the
lateral error, which was 2.765 m. The standard deviation of the orientation was
0.410 rad and, thus, larger as well.

Experiment 3. The lateral error became even greater on the speedway. The speed
was set to 5 meters per second and the test person tried to focus on heading in
the right direction (keeping the orientation error small) rather than reducing the
lateral distance. This is due to the fact that at higher speeds, the target point
for orienting the car is displaced forwards. The standard deviation of the lateral
error was 4.484, the standard deviation of the orientation error was 0.222 rad.
The results are contained in 13.

Experiment 4. In this experiment we measured the time it takes to generate a
pattern with the brain and to classify it. Results are shown in Fig. 14. Over
60 percent of the brain commands could be generated within 5 or less seconds,
about 26 percent even within two seconds or less. In 20 percent of all cases the
generated pattern was wrong. This was usually due to concentration problems
of the test person. After a while, at latest after one hour a new training of
the brain patterns is necessary. Further, after using the BCI for 90 minutes we
experienced some tiredness of our test subject, which results in longer response
times or higher inaccuracies.

Experiment 5. In this experiment for the BrainChooser the test person achieved
correctly classified directions in more than 90 percent of cases.

6 Conclusion and Future Work

Brain-computer interfaces pose a great opportunity to interact with highly intel-
ligent systems such as autonomous vehicles. While relying on the car as a smart
assistance system, they allow a passenger to gain control of the very essential
aspect of driving without the need to use arms or legs. Even while legal issues
remain for public deployment, this could already enable a wide range of disabled
people to command a vehicle in closed environments such as a parks, zoos, or
inside buildings.
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Free drive with the brain and BrainChooser give a glimpse of what is already
possible with brain-computer interfaces for commanding autonomous cars. Mod-
ifying the route of a vehicle with a BCI is already an interesting option for ap-
plications that help disabled people to become more mobile. It has been proven
that free driving with a BCI is possible, but the control is still too inaccurate for
letting mind-controlled cars operate within open traffic. The semi-autonomous
BrainChooser overcame this weakness, and decisions were performed with a high
precision. Improvements of the BCI device could have multiple positive effects.
One effect, of course, would be a more accurate control of the car, i.e., a more
accurate steering and velocity control in free drive mode. Further, it is desirable
to be able to distinguish more than four brain patterns in the future. This would
enable the driver to give further commands, e.g., switching lights off and on, or
setting the onboard navigation system to the desired location by thought alone.

More detailed experiments regarding this decline of concentration over time
and within the context of car driving will be future work as well.
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1 Graduate School of Engineering Science, Osaka University,
1-3 Machikaneyama Toyonaka Osaka, Japan

2 ATR Intelligent Robotics and Communication Laboratory,
2-2-2 Hikaridai seikacho sourakugun Kyoto, Japan
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Abstract. The present paper aims at a descriptive analysis of the main
perceptual and social features of natural conditions of agent interaction,
which can be specified by agent in human-humanoid robot interaction.
A principled approach to human-robot interaction may be assumed to
comply with the natural conditions of agents overt perceptual and social
behaviour. To validate our research we used the minimalistic humanoid
robot Telenoid. We have conducted human-robot interactions test with
people with no prior interaction experience with robot. By administrat-
ing our questionnaire to subject after well defined experimental condi-
tions, an analysis of significant variance correlation among dimensions in
ordinary and goal guided contexts of interaction has been performed in
order to prove that perception and believability are indicators of social
interaction and increase the degree of interaction in human-humanoid
interaction. The experimental results showed that Telenoid is seen from
the users as an autonomous agent on its own rather than a teleoper-
ated artificial agent and as a believable agent for its naturally acting in
response to human agent actions.

1 Introduction

Since humanoid robots are going to be part of the lives of human beings, specific
studies are oriented to investigating collaborative and social features related to
human robot interaction. The present research aims at a descriptive analysis of
the main perceptual and social features of natural conditions of agents inter-
action, which can be specified by agents in human-humanoid robot interaction.
A principled approach to human-robot interaction may be assumed to comply
with the natural conditions of agents overt perceptual and social behaviour.
To conduct our research, in order to understanding areas of human cognition,
which have not been tested or clarified until now, we used Telenoid (see.fig.1);
a humanoid robot, designed to appear and behave like a minimalistic human.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 409–421.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Telenoid, as a minimalistic human, was created following processes to remove
as many unnecessary features as possible choosing the necessary features for
communication from humans and discarding the unrelated ones. The result is a
robot endowed with some of perceptual and motor features of overt behaviour
synchronized to speech, head and arms movement of a human agent through a
Teleoperated system that allows us to study such perceptually accessible fea-
teures as meaningful clues for social interaction. Our aim was : To understand
how some features of perceptual behaviour work, such as distance and relative
positions of agents, face regions spotted as highly informative about emotion or
intention reading, the degree at which the space of the interaction appears to be
a shared environment; To assess the degree of Believability of interaction along
dimensions that can be reasonably taken as meaningful indicators of social inter-
action, both in free and task directed conditions. In order to prove our goals, we
have conducted a human robots interactions test with people who did not have
prior interaction experience with humanoid robots, though it was not excluded
that they possessed informations or informal notions of IA and robotics. After
every stage of interaction, each subject was asked to fill up a questionnaire whose
questions were finalized to retrieve information about the salient perceptual and
social dimensions of the interaction. Given the data analysis performed, we may
claim only to have individuated two interaction dimensions, that is the Percep-
tual behaviour and Believability that can serve for either assess the perceptual
and observable behaviour conditions of an humanoid agent, or to increase the
natural-looking-like of interaction behaviour in human-humanoid interaction.

2 Telenoid

The Telenoid is a robot specifically designed for communication. It was designed
to appear and behave like a minimalistic human. At first glance, is it possible
to recognize the human features in the robot, but it can be interpreted as being
either male or female, old or young. Due to this minimal design, the Telenoid al-
lows people to feel as if a faraway acquaintance were close to them. The Telenoid
has nine degrees of freedom. The provided DOF allow horizontal and vertical
motion for the left and right eyes, opening and closing the mouth, yaw, pitch
and roll rotations for the neck ,as well as motion for the right and left hand. The
Telenoid length is approximately seventy centimeters, and its weight is around
six kilograms. The skin is made of silicon, and the touch is similar to the human
one. The Telenoid is a teleoperated robot. The operator’s face directions, mouth
movements and facial expressions are captured by a face recognition system.
These face tracking results are used to create commands which are sent to a
server via TCP/IP. The video stream for the face recognition system is obtained
using a web camera attached to a laptop. Some spontaneous behaviors, such
as ’bye-bye’, ’happy’ or ’hug’ can be controlled by GUI buttons on the display.
Some spontaneous behaviors, such as breathing, are generated automatically to
create the sense that the robot is alive. The aim for the Telenoid was to create a
minimalistic human’s appearance, as such an appearance might allow any kind
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Fig. 1. Telenoid robot

of person to transfer their own presence to distant locations. Telenoid, as a mini-
malistic human, was created following a strategy to remove as many unnecessary
features as possible. Essential features that remained after this pruning process
might be helpful to create efficient telecommunication media which can be used
by all the types of people.

3 Related Work

The iCat, Poel et al.(2009)[1], is a user-interface robot able to exhibit a range
of emotions through its facial features and it is generally controlled by prede-
fined animations. ICub, Metta et al.(2008)[2], is a a child humanoid robot used
in embodied cognition research. In contrast to these typical humanoid robots,
Kanda et al.(2004)[3], Geminoid HI-1 is a humanoid robot with the external
appearance of its ideator,Prof. Hiroshi Ishiguro and it is thought of being in-
distinguishable from real humans at first sight. Repliee R1 and Repliee Q2,
Minato et al.(2004)[4] and Shimada et al.(2006)[5], are designed with the same
aim of Geminoid, and the use of these kinds of robot points towards Android
Science, Ishiguro(2007)[6].The uncanny sensation using android, as Shimada et
al.(2006)[5] showed in their work, is reduced when their behaviors complexity
is improved. A number of researches have investigated how human-robot inter-
action may be assumed to comply with the natural conditions of agents overt
perceptual and social behavior. In this paper we use Telenoid as testbed for
studying the social and perceptual abilities of robots copying with environment.
In particular, much relevant literature appeared on the features of natural char-
acter of agents interaction.Since 1970, the research of Argyle at al.(1973)[7] and
Argyle and Cook(1976),[8]was devoted to specify the different functions of gaze,
and to highlight the proxemic indicators that contribute to the organization and
to the dynamics of the interpersonal space that subserves social cognition and
behavior (the so-called equilibrium theory of Argyle and Dean,1965[9]). Tor-
res et al.(1997)[10] apply the empirical analysis of gaze behaviour in a dyadic-
conversation paradigm to show a meaningful relationship between gaze and
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information retrieval of discourse content in the communicative humanoid agent
proposed by Thorisson(1997)[11]. Vertegaal et al.(2001)[12] argue that evidence
of gaze function in coordinative behaviour comes from research on gaze direc-
tional clues as reliable non-verbal predictors of conversations in multi-agent,
multi-user environments. Mutlu et al.(2006)[13] study the extent at which gaze
contact frequency between a storytelling robot and its human listeners is cor-
related with story understanding and recall. They argue that results highlight
meaningful commonalities between human-human and human-robot communi-
cation. Jackson et al.(2004)[14] and Pietroni et al.(2008)[15] drew attention to
other features of overt behavior that play an informative role in understanding
other human agents purposive and intentional behavior.Furthermore neurophys-
iological research (Adolphs, 1999)[16] achieved consensus findings about the cru-
cial link among the perception of emotional features, gaze of interacting agents,
and the representation of emotional and social significance of salient stimuli by
tracking the coordinated activation in specialized cortical and subcortical sys-
tems (Adolphs 2002[17]; Phan et al., 2001[18]; Phillips et al.,2003[19]).Therefore
we reasoned that the emerging picture of natural interaction condition requires
a general description of the environment, where cognitive and social interaction
of agents with their surroundings obtains, which can be carved up at the level at
which environment look somehow like to agents. Indeed since Koffka(2001)[20],
Khler (1947)[21], Heider(1982)[22], and Lewin(1936)[23], cognition and behavior
is proposed to be analyzed at the scale of what agents themselves take as mean-
ingful units. Accordingly their environment can be decomposed in what they see
as directly or indirectly accessible objects sense properties, affordances, scaffolds
and proxies of other agents intentions and behaviors. Analytical treatment of
the behavioral environment as it looks like from an agents standpoint allows to
recover its qualitative structure that support cognition, agency and interaction
with other agents. As Chrisley(2009) [24] pointed out, there is no hindrance to
the definition of a synthetic phenomenology devoted to the research of percep-
tual qualities that carry out cognitive functions of an artifact such as a robot.
Agents behaviour is to be explained as organized and regulated by the cognitive
frames of reference that build up their environment.

4 Goal of the Experiments

From this theoretical framework and the relevant literature, we derived some
features of overt behaviour that qualify as parameters for efficacious interaction
given that they can work as perceptual and cognitive shared blocks of the en-
vironment where agents interact. We profited from Telenoid, a humanoid robot
endowed with some of perceptual and motor features of overt behaviour tuned
to speech and head movement of a human agent through a teleoperating sys-
tem, to study such perceptually accessible features as meaningful clues for social
interaction. A model of interaction was then set (1) to understand how some
perceptual features work, such as distance and relative positions of agents, face
regions spotted as highly informative about emotion or intention reading, the de-
gree at which the space of the interaction appears to be a shared environment;(2)
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to recover which perceptual features of overt behaviour among head movements,
gaze and eye contact search, presence or absence of lips movement are held as
salient by human agents to ascribe a meaningful conduct to the robot;(3) to
assess the degree of believability of such an interaction along dimensions that
can be reasonably taken as meaningful indicators of social interaction, both in
free and task directed conditions. Hence, the interaction setting and the research
methodology were modeled as followed.

5 Demonstration at Dinfo Department

5.1 Participants

Industrial Design Course students of the Faculty of Architecture (University
of Palermo) were recruited who did not have prior interaction experience with
humanoid robots, though it was not excluded that they possessed informations
or informal notions of AI and robotics. There was no selection process. They were
only informed of the possibility of taking part in a humanoids robot interaction
experiment, and those who freely declared to have an interest whatsoever in
joining it were selected. All participants (34 total, 12 male and 21 female with
average age 20.27) were introduced to the Telenoid, to the interaction setting
structure that required a two stage interaction with the robot and to fill up a
questionnaire. Each participant was asked to choose a partner for the interaction
and then to decide who will be interacting with the robot and who will be
teleoperating it. A small number of couples of participants was allowed to switch
their role in the two stages of interaction. Each couple was introduced to the
setting and the control box by one of the researcher who was appointed also
to tell the participants when each interaction stage was deemed to be over. All
interactions were videotaped.

5.2 Design

A two stage interaction with Telenoid was prepared. A first free interaction stage,
meant to allow subjects to adapt either to interact with the humanoid robot or
to acquire as early as possible the skills for operating the robot through the
control box. The subject that chose to teleoperate the robot entered a separate
room where the control box was located in order to make him not visible to the
other subject that interacted directly with to robot. A second interaction stage
was instead task driven. Participants were allowed to choose an interactions sce-
nario among a proposed range that spanned booking a hotel reservation, making
a phone call to a mobile company to get a contract or services information, to
matriculate or to enter his/her name or one of his/her fellows ones for a course
examination by talking directly with the robot. Those who were to tele- operate
the robot were asked to use all the knowledge acquired in one of these standard-
ized contexts of interaction to act as formally as possible. This second stage was
stopped as soon as the goal was attained. Before the first stage of interaction,
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each subject was asked to fill up a first part of the questionnaire whose questions
range over general information about his/her own interest and hobbies, his/her
interest in such fields as technology and robotics, his familiarity or knowledge
of such fields, and the implicit degree of acceptability of robotic artifacts. After
the first stage of interaction, each subject was given a free test that was as-
sumed to serve as a distractor in order to avoid that expectations arisen after
the adaptation interaction could distort the direct experience in the task driven
second stage. The free test consisted of a random presentation of humanoid and
not-humanoid robots pictures to whom each subject was asked to systemati-
cally couple an emotion name from a fixed set provided in a paper list. After
the second task guided stage of the interaction, subjects were requested to fill
up the second part of the questionnaire whose questions were about those very
constructs built to recover information about the salient perceptual and social
dimensions of the interaction. A few days later the interaction setting, a third
part of the questionnaire was administered only to subjects who tele-operated
the robot.

5.3 Methodology: Constructs and Item Analysis

The questionnaire was meant to cover two main constructs that according to
our theoretical assumptions could recover some perceptual and social aspects
of natural conditions of agents interaction, which were also hypothesized to rule
the human-humanoid robot interaction. We reasoned that those aspects mirrored
some salient ordinary cognitive abilities, which agents could specify in such cases
to improve the efficacy of interaction. The first construct is intended to cover
perceptual features of overt interactive behaviour. It is represented by items that
add up to three different but convergent aspects: (1) the apparent distance of
agents, and their sense of being sharing a common environment; (2) the percep-
tual attention to those parts of the robotic device that are perceived as more
likely displaying meanings and intentions; (3) the reliability of robots observable
behaviour given the degree of consistency among head and arms movements,
gaze, utterance synchronization. Groups of items (1) and (2) are provided also
with questions about the need to change some perceptual parameter in order
to improve the interaction. Questions about the perception of distance were de-
signed in order to cover in an ordinary and informal way findings about the
multiple functions that space regions have when endowed with perceptual and
motor interpretation to carry out or to detect meaningful action (neurobiological
evidence about the motor-cognition integration systems that decompose inter-
action space in multiple phenomenal maps is summed in Gallese 2005[25]). For
theoretical reasons, the perceptual awareness of sharing a common environment
with the robot is assumed to be of momentous importance for the interacting
subjects to ascribe intentions and actions to the robot itself and not to it only
as an apparent proxy of the teleoperating subject. This aspect of interaction
can prove to be the perceptual link with the second construct: believability. The
concept is defined in Dautenhahn (1998)[26], and Poel et al. (2009)[1] opera-
tionalise it designing a construct whose aspects are represented by items grouped
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according to the indicators of personality, emotion, responsiveness, and self mo-
tivation. We chose to construe believability along the following dimensions: (4)
valence, whose items cover the apparent robot capability to act due to inter-
nal or external (other agents, environment) causes; (5) motivation, whose items
cover the apparent robot capability to display interest in other agents requests
and goals; (6) value, whose items cover the coordination of robots behaviour
with human agents; (7) communication, whose items cover the coupling between
the robot overt behaviour and the intentions ascribed to it. These questionnaire
parts were administered after the second task driven stage of interaction. Hence
they are meant to represent the perceptual and social dimensions of the more
complex interaction since the impressions that struck subjects eventually in the
first free interaction had only an adapting subserving function for an efficacious
interaction to obtain. These two parts were given together with a third part of the
questionnaire was about the assessment of the overall interaction with the robot.
The third questionnaire, which was administered a few days later only to those
subjects who tele-operated the robot, was made up of questions that spanned the
assessment of the technical design of the control box, its usability as regards the
transmission of subjects own head movement, and of the delay between subjects
utterances with respect to their perception by users interacting with the robots.
Some eventual suggestions to improve usability were also included in order to
make subjects operating intentions clear to those who interacted directly with
the robot. Furthermore the technical features of the device were often traded
off with perceptual and cognitive constraints that were presumed to constrain
subjects task to drive the robot in such a way to interact effectively with other
subjects and at the same time to have it appear as autonomous as possible.

5.4 Questions Structure

We describe now four questions that may serve as examples of structures we
gave to items and of how they were expected to cover the different aspects of the
dimensions we hypothesized. 1) At which distance do you think that the per-
ception of Telenoid allows you to get a successful interaction? The answers were
presented in a forced choice list as follows: a. near to the face; b. near to legs and
knees; c. in the standard position(which was fixed for all subjects at 40 cm); d.
it is indifferent; e. I dont know. This question was meant to reflect the hypoth-
esis that space perception is codified in regions of interest and possible actions,
that is in motor terms relative to different action range capabilities of ones own
body parts. As Gallese (2005)[25] pointed out, space perception is decomposed
in multiple regions that maps to visual, tactile and motor neuronal receptive
fields, and the specialization of these regions subserves agents perceptual social
understanding, that is the ability to directly sense other agents sensations, in-
tentions, and actions. Hence, perceptual distances are to be taken as markers
of multiple frames of reference that maps agents phenomenal space to object
qualities and other agent intentions and actions. It is worth noticing that the
following question required subjects to state whether they needed to actively
modify the distance from the robot. 2) Does the coupling of robots utterances
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Table 1. Pearson Coefficient for the 2 sections of the questionnary

Believability section Perceptual behavior section

Pearson Coefficient 0.94 0.98

with its head movements allow to understand its behaviour and effectually in-
teract with it? Answers were to be given as ratings on a five points Likert scale.
That question is designed to group with items that cover the integration among
observable modules of robot behaviour. Since we assumed that meaningful de-
scriptive units of behaviour must be picked up at the meso-scale level of what
it is looking like to agents, we treated the perceptual features of interaction as
sensory qualities that appear to have a meaning in themselves only when appro-
priately fit to one another rather than appearing as mere proxies of intentions or
meanings to be retrieved beyond them (e.g. the robots supposed delivered mind
by tele-operating). Similar questions were about eye positions, lips, gaze and
their relationships with meaningful parts of the speech. 3) The following ques-
tion is a further example of how we tried to cover the perceptual basis of the
direct character of interaction with a robot that should appear endowed with a
natural-like presence: At what extent do the following statements describe your
perception of Telenoids behaviour during the interaction? Subjects were asked
to rate their agreement on the suitability of the following statements on a Likert
five points scale: - Telenoid looks like feeling the emotions it displays to have; -
Telenoid looks like simulating the emotions it displays to have; - Telenoid looks
like mimicking the emotions it displays to have; - Telenoid looks like playing
the emotions it displays to have; - Telenoid looks like replicate the emotions
it displays to have; - Telenoid looks like a screen on which some emotions are
displayed. 4) As social features are concerned, items tried to represent them as
directly observable as well such as in the following question with ratings on a
five point Likert scale: - Telenoid acts depend on what he appear to like/dislike;
- Telenoid acts depend on you appear to behave; - Telenoid acts depend on his
appraisal of surrounding environment; - Telenoid acts depend on its taking care
of my needs and requests. Please notice that how an agents tacit preferences,
appraisals and judgments are highlighted along with the attention paid to an
implicit sense of sharing a common environment where the interaction takes
place.

6 The Experimental Results Evaluation

Items were formulated in the form of a single forced or multiple closed choice
set, and as statements for which subjects were to rate agreement on a five-
point Likert scale. We assumed that the perceptual and social dimensions can be
reasonable represented as continua on a multiple items attitude scale. Standard
item analysis has been performed on the codified data. Split-half Spearmann-
Brown coefficient, Pearson Coefficient,and Cronbach alpha[27],showed in table1,



Perceptual Social Dimensions of Human - Humanoid Robot Interaction 417

were calculeted to test the reliability of the scales and the correlation among
the multiple items of each single construct. We found significantly high values
of reliability as regards the items correlation and the internal consistency of the
scales measuring the perceptual and social dimensions.But given the substantive
assumption the led to the design of our questionnaire and the high number of
items per scale, high reliability value may depend on their number and their
particular choice which fit the theoretical structure we wanted the interaction
model to have.

Subjects responses are likely to converge upon the possibility of seeing in
Telenoid an agent on its own only if some perceptual and social features of inter-
action are realized in the interaction setting. Subjects rate consistently as highly
informative as possible gaze, head movement, utterances synchronization with
motor behaviour, and are inclined to search for apparent qualities that perceptu-
ally contain the humanoid agent intentions profiting from their coordination and
locating it in the appropriate space region for optimal interaction. It is worth
noticing that all these observable aspects of interaction seem to comply with
general conditions of social behaviour, and that it can be the reason why they
fit well to the minimalist design of Telenoid that is reduced to essential traits.
The high rating values of correlation among perceptual conditions of interaction
seems to mirror an increase in the likelihood to see Telenoid as an autonomous
agent on its own rather than perceiving him as a teleoperated artificial agent
or as a screen for subjects feelings or thought to be simply conjured up on it.
And that may justifies the sense of sharing a common environment wherein hu-
man and humanoid agents interact in that it is appropriate to modify ones own
relative distances according to capabilities of motor behaviour in personal and
peripersonal spaces, in order to have such essential features as the upper part of
the face or the eyes appear in the right perceptual focus. The correlation with
the perceived coordination of such observable features as head movement and
gaze with speech parsing in meaningful units seems to indicate that perceptual
features qualify the basis for understanding in a shared environment, which is
not only physically defined but above all cognitively loaded. Responses to items
covering the social dimension of interaction may confirm that:
Subjects inclined to see Telenoid as a believable agent mainly due to the way
it appears to act in response to human agent actions, speech and request, the
way it displays its motivations and care in essential observable features of its
behaviour, the way it looks like to comply with emotions standardly support-
ing cooperative behaviour. Accordingly, believability degree seems to increase
thanks to degree of internal consistency of the perception of behaviour, with
the ability to display its purposive character in goal driven contexts. Further
research is needed to assess whether this consistency is coherent as well, that is
able to preserve itself across different contexts and changes happening to occur
in the common surroundings.
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Table 2. Contingency Table of the Questions:”At which distance do you think that
the perception of Telenoid allows you to get a successful interaction?” and ”What is
it the description of the best situation in order to have a perfect interaction with the
telenoid after you take him in your arms?”

A1a A2b A3c A4d A5e

Near to the face 5 2 2 2 1
Near to legs and knees 2 0 2 0 0
At arm length 2 0 1 1 1
In the standard posi-
tion

0 0 1 0 0

It is indifferent 0 0 0 0 1
I don’t know 0 0 0 0 1

a I preferred to get closer to Telenoid with respect to initial position
b I preferred to push away the Telenoid with respect to its closer initial
c I chose the distance of the Telenoid according to moment of dialogue
d No preference about distance with the Telenoid
e I don’t know

6.1 Contigency Tables

The tables 2, 3 and 4 show the contingency tables calculated for some of the
questions of the questionnaire. Our goal is to search if there are correlation
between the items of this questions that seem to be similar. In the first table
there is a correlation between the answers (represented as rows) of the users for
the Q1 question: At which distance do you think that the perception of Telenoid
allows you to get a successful interaction? with the answers (represented as
columns) of the users for the Q2 question: What is it the description of the best
situation in order to have a perfect interaction with the telenoid robot after you
take him in your arms ?. Every cell of the table2 is representative of the bivariate
frequency distributions of the items. And it is used to record and analyze the
relation between two questions. In particular it is possible to emphasize that 12
users answering Near to the face for the Q1 question they didnt give the same
answer also for the Q2 question. Five users answered I preferred to get closer to
Telenoid with respect to initial position, 2 answered I preferred to push away the
Telenoid with respect to its closer initial , 2 answered I choose the distance of
the Telenoid according to the moment and the topic of the current conversation,
2 answered No preference about distance with the Telenoid and only 1 didnt
give any answer. The same key to the reading is possible to be applied for the
comprehension of the value inside the other cells of the table.
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Table 3. Contingency Table of the Questions:”What is it the description of the best
situation in order to have a perfect interaction with the telenoid robot after you take
him in your arms?” and the answers at Question: ”At the start of the interaction on
which part of the face deliberately have you turned your gaze to understand how to
behave?”

In the upper half of
the face

In the lower half of
the face

I don’t know

A1 a 7 1 1

A2 b 2 0 0
A3 c 4 1 1

A4 d 1 1 1
A6 e 1 1 1

a I preferred to get closer to Telenoid with respect to initial position
b I preferred to push away the Telenoid with respect to its closer initial
c I chose the distance of the Telenoid according to moment of dialogue
d No preference about the distance with the Telenoid
e It is indifferent

Table 4. Contingency Table of the answers at the Questions:”At which distance do
you think that the perception of Telenoid allows you to get a successful interaction?”
and ”At the start of the interaction on which part of the face deliberately have you
turned your gaze to understand how to behave?”

In the upper half of
the face

In the lower half of
the face

I don’t know

Near to the face 8 2 2
Near to legs and knees 3 1 0
At arm length 3 1 1
In standard position 1 0 0
It is indifferent 0 0 1
I don’t know 1 0 9

7 Conclusion and Future Works

The present research aims at a descriptive analysis of the main perceptual and
social features of natural conditions of agent interaction, which can be specified
by agent in human-humanoid robot interaction. We maintain that such a de-
scriptive research can highlight dimensions that contribute to meaningful and
natural-like interaction with humanoid robots. The main upshot of our research
is the definition of two dimensions that can be taken to underlie human ex-
perience with interacting artifacts in ordinary and goal driven contexts. Those
dimensions are specified as perceptual and social features according to theoret-
ical assumptions on the level at which descriptive units of behaviour must be
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detected. We construed them as multiple items that can be taken as reliable
indicators to retrieve some of those perceptual and social behaviour skills agents
realize when faced with interaction contexts. As regards the current literature,
we focus mainly to perceptual features of agents and multiple spaces for interac-
tion behaviour, which can be perceptually specified in motor and action terms to
an effectual interaction to obtain. As social dimension is concerned, we construed
believability as more linked to some features of observable behaviour, which can
prove momentous for agents disposition to social coordination, than as they are
in the current literature, at least at the light of our current knowledge. Given
the data analysis performed, we may claim only to have individuated two inter-
action dimensions that can serve for either assess the perceptual and observable
behaviour conditions an humanoid agent is justifiably taken to comply with, or
to increase the natural-looking-like of interaction behaviour in human-humanoid
interaction.Further analysis and research are required in order to specify their
single meaning, that is to quantify over the degree at which they represent a
specification of unified conditions to which agents implicitly comply to find the
extent at which these dimensions mutually reinforce each other and give a joint
contribute for a successful and effectual interaction to obtain. By administrating
our questionnaire to subject after well defined experimental conditions, an anal-
ysis of significant variance correlation among dimensions in ordinary and goal
guided contexts of interaction may be performed. Furthermore, by coupling in-
teraction setting conditions with brain imaging techniques, or ERP registration
our descriptive analysis is likely to upgrade to a promising explanatory level.
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Abstract. Based on the emotional model described by 3-dimensional state space,
a complex emotional regulation model is proposed and applied to real-time dy-
namic emotional regulation process. Emotional stimulus (single basic emotional
state stimulus or complex emotional state stimulus) is converted into a field source
in the space by the vector calculation. So the potential scalar function of each
point can be calculated and normalized to a transferring probability matrix of ba-
sic emotional states. Finally, the complex emotional state is produced by hidden
Markov stimulus transferring model and an auxiliary matrix. The result shows
that a complex emotional regulation model in active field gets rid of the sim-
ple emotional control mode and generates a kind of complex emotion. It is more
in line with the demand of emotional regulation in a complex interactive
environment.

1 Introduction

The purpose of emotional model is to understand the objects emotional state via cogni-
tion and produces emotional state according to the changing external stimulus [1,2,3]. In
the human-robot interactive process, the most important party is the analysis and regula-
tion of human emotion, namely, cognitive-affective computing [4,5]. As the complexity
and multiple correlation of human emotion, cognitive-affective computing is gradually
developing with the deepening research.

Izzard, American well-known emotion psychologist, divides emotion into two cat-
egories: basic emotion and complex emotion. Basic emotion, which is congenital and
preformed, has an unaided explicit expression, an internal experience, a physiology
neural mechanism and a different adaptation function. It consists of 8-11 species of
emotional states, including interest, surprise, pain, disgust, happiness, anger, fear, sad-
ness, shyness, contempt, guilt. Complex emotion is divided into the following three
categories (Table I shows some representative complex emotions): (1) 2-3 basic emo-
tions mix to produce a complex emotion; (2) basic emotions and an inner impulse mix
to produce a complex emotion; (3) basic emotions and an affective-cognitive structure
mix to produce complex emotion [6].

In this paper, according to the spatial and temporal characteristics of the state space
and the relations of field sources, an active field emotional regulation process model,

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 423–432.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Table 1. Complex Emotion

Basic emotions mix Emotion-impulse mix Emotion-cognitive structure mix

Interest-happiness Interest-sex drive Pain-self abasement
Pain-anger Fear-ache Pain-distrust
Fear-shyness Disgust-weariness Quiet-shyness
Contempt-disgust-anger Interest-sex drive-pleasure Fear-guilt-distrust
Fear-guilt-pain-anger Fear-anger-ache Interest-anger-energy

which is combined the basic emotional state with the complex emotion state, is build
on the basis of Izzard emotion classification. Here we see each basic emotional state as
a field source; calculate the activation degree of it according to the species and intensity
of stimulus; present the activation degree in the form of field intensity; normalize the
activation degree as the state transferring probability matrix. The matrix assists the emo-
tional transferring calculation in hidden Markov stimulus transferring model, and then
complex emotional regulation process is implemented under the emotional stimulus.

2 Description of Emotional State Space in Active Field

As a classic emotional algorithm in human-robot interaction, the emotional model of
MITs facial expression robot, Kismet, has three emotion characteristics (arousal, va-
lence and stance) and they are mapped to the 3-dimensional emotional space [7]. Basic
emotions include the following 14 species: accepting, content, alert, fear, sorrow, tired,
unhappy, calm, soothed, anger, surprise, disgust, joy, stern.

Active field state space takes the impact of emotional change in the external envi-
ronment. First, a robots input stimulus spaceW = {w1,w2, · · · ,wn}is defined. n is the
number of the afferent stimulus including the basic emotion stimulus and the complex
emotion stimulus. The afferent state of interactive object changes in this space. We as-
sume the robots own basic emotional state space isS = {s1,s2, · · · ,s14}. S is the set of
robots basic emotional states. Complex emotions in this paper is only involved with
basic emotions mix, namely, 2-3 species of basic emotions mix to produce complex
emotion. Robots emotional state transfers in the basic emotional set and the complex
emotional set, and its initial state transferring probability is uniquely determined by the
scalar potential function in the active field. Based on the above description, the robot
dynamic emotional regulation process diagram is drawn, shown in Fig. 1.

3 Implementation of Complex Emotional Regulation Process

3.1 Attenuation Function and Threshold Function

Psychology emotion is instantaneous. The curve of emotion response is more similar
to exponential image with time, so the exponential function is used as the attenuation
factor of the emotional state [8]. The attenuation function of emotional state is shown
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in Fig. 2. Assumed that the emotional intensity begins to attenuate at t0 and there is no
new stimulus until t , the emotional attenuation function is:

Et = φ(E0) = E0e−β (t−t0) (1)

E0 is the emotional intensity at t0; Et is the emotional intensity at t; β is emotional
attenuation rate which controls the speed of emotional decline; t − t0 is the time during
the emotional attenuation.

For each basic emotional state, μ is defined as emotional activation threshold and ν
is defined as emotional saturation threshold. If the intensity of stimulus is lower than
μ , it has no effect on the robots behavior. If the intensity of stimulus is higher than
μ , this emotional state is activated. When the emotional intensity reaches the saturation
threshold ν , the emotional intensity reaches the maximum. ν ensures that the emotional
intensity cant overflow the boundary.

Depending on the personality, the threshold function of emotional activation is intro-
duced [9]. The image is shown in Fig. 3.

μ(x) =

⎧⎪⎨
⎪⎩

0 a< a0
1
2 +

1
2 · sin

[
π
(

x−a0
a1−a0

− 1
2

)]
a0 < a< a1

0.5 a> a1

(2)

3.2 Transferring Probability of Active Field Emotional State

According to the concept of the active field in physics, a specific stimulus is defined as
a field source in the emotional state space, and the strength of stimulus determines the

Fig. 1. The robot dynamic emotional regulation process diagram
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intensity of active field. In the emotional state space, the potential of the basic emotional
state is proportional to the intensity of the active field, and is inversely proportional to
the distance. When the stimulus is a complex emotion, the source is more than one
active field. On the basis of the stimulus type, model can be divided into the following
two situations:

3.2.1 Stimulus is a Single Basic Emotional State
When the only active field E exists in the emotional space, the potential at any point
M(x,y,z) is:

U(M) = μ ·Et · |
→
E −→

M | (3)

→
E is the vector from the origin of coordinate to the field source E;

→
M is the vector form

the origin of coordinate to point M; Et is the emotional attenuation function; μ is an
impact factor.

Fig. 2. The image of emotional attenuation function

Fig. 3. The image of emotional activative threshold function
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According to the intensity of the field, the potential surface can be calculated, shown
in Fig. 4.

3.2.2 Stimulus is a Complex Emotional State
When there are several field sources in the emotional space, namely the stimulus is a
complex emotional state, the potential at any point in the space is determined by the
sum of the each source potential.

When the active fields Ei(i = 1,2, · · · ,14) exist in the emotional space, the potential
at any point M(x,y,z) is:

U(M) =
NE

∑
i=1

μi ·Eit ·
→
(E−→

M) (4)

Multiple active fields can be transformed into a single one by vector calculation, and
then we could get the potential surface, shown in Fig. 5. Here each field source expresses
a basic emotional state. The sum of multiple active fields indicates that the stimulus is
complex emotion. This will be able to enrich the species of stimulus, and more close to
the real interactive environment.

Based on the stimulus, the potential scalar function of each basic emotion can be
calculated, and it can form the initial probability matrix of emotional state via the nor-
malization.

Random variable X represents the set of emotional states. pi j(k) is the step transfer-
ring probability from the state X(k) = si at time k to the state X(k+1) = s j at time k+1

and
N
∑
j=1

pi j(k) = 1, 0 ≤ pi j(k)≤ 1(i, j = 1,2, · · · ,N), N is the number of emotion states.

The proof is as follows:

Fig. 4. The potential surface of a single stimulus in the emotional space
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N
∑
j=1

pi j(k) =
N
∑
j=1

P{X(k+ 1) = s j|X(k) = si}

= 1
P{X(k)=si}

N
∑
j=1

P{X(k+ 1) = s j,X(k) = si}

= 1
P{X(k)=si}P

{
∪

s j∈X
({X(k+ 1) = s j,X(k) = si})

}

= 1
P{X(k)=si}P

{
( ∪

s j∈X
{X(k+ 1) = s j})∩{X(k) = si}

}
= 1

P{X(k)=si}P(ineviable event ∩{X(k) = si})
= P{X(k)=si}

P{X(k)=si} = 1

(5)

The step transferring probability from state X(k) = si to state S j is: p(1)i j (k) = P{X(k+
1) = s j|X(k) = si}= pi j(m).

Similarly, the n-step transferring probability from state X(k) = si at time k to state

S j is: p(n)i j (k) = P{X(k+n) = s j|X(k) = si}, and
N
∑
j=1

p(n)i j (k) = 1, 0 ≤ p(n)i j (k)≤ 1(i, j =

1,2, · · · ,N), N is the number of emotional states.
As time goes by, emotional state continuously tends to stability in the case of no other

stimulus. Namely, the transferring probability p(n)i j has a limitation lim
n→∞

p(n)i j = π j i, j =

1,2, · · ·N, when n → ∞.

3.3 Transferring Process of Emotional Stimulus in HMM

Hidden Markov emotional state stimulus transferring process can be described by λ =
(N,M,A,B,Π) in the probability space. N is the number of emotional states, M is the
total number of stimulus species, Π is the distribution of initial emotional state proba-
bility, A is the state transferring probability matrix, and B is the stimulus matrix [10,11].

Fig. 5. The potential surface of a complex external stimulus in the emotional space
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BM×N =

⎡
⎢⎢⎢⎣

B1

B2
...

BM

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎣

b1(1) b2(1) · · · bN(1)
b1(2) b2(2) · · · bN(2)

...
... · · · ...

b1(M) b2(M) · · · bN(M)

⎤
⎥⎥⎥⎦ (6)

When the stimulus is a basic emotion, M =N . When the stimulus is a complex emotion,
which is consist of basic emotions i, j, k , auxiliary matrix FN×N is introduced.

FN×N =

⎡
⎢⎢⎢⎣

F1•
F2•

...
FN•

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎣

f1(1) f2(1) · · · fN(1)
f1(2) f2(2) · · · fN(2)

...
... · · · ...

f1(N) f2(N) · · · fN(N)

⎤
⎥⎥⎥⎦ (7)

Row vector Fj•(1 ≤ j ≤ N) corresponds to the stimulus of the basic emotion j. The
species of the stimulus can be determined by the row vector, and the constraint condition
is:

N

∑
j=1

fi( j) = 1, (1 ≤ i ≤ N) (8)

Assuming fi( j) =

{
ς , i f i = j
σ , i f i �= j

, and ς ≥ σ , τ = ς
σ , τ > 1,we can put them into (7) and

get

{
ς = τ/(N − 1+ τ)
σ = 1/(N − 1+ τ) , τ > 1, thereby the auxiliary matrix F is obtained.

BM×N = [B1• B2• · · · Bi• · · · BN•]T(N−2)×N

=

⎡
⎢⎢⎢⎣F1• F2• · · · Fm•

m�=i
m�= j
m�=k

· · · (Fi•+F j•+Fk•) · · ·FN•

⎤
⎥⎥⎥⎦

T

(N−2)×N

(9)

Row vector Bi• is the complex emotional stimulus vector.

Because
M
∑

m=1
bi(m) =

N
∑
j=1

fi( j) = 1, (1 ≤ i ≤ N), the matrix B is still content with the

demand of HMM. Thus, we can get the value of emotional state in the stimulus trans-
ferring process by λ = (N,M,A,B,Π)

4 Simulation Experiment

4.1 A Single Stimulus

Based on the OCC cognitive-affective model, a field source with the emotional attenua-
tion function (1) and the threshold function (2) is set as a stimulus of content emotional
state at time 0. And at time 3 the stimulus disappears.The result is shown in Fig.6. The
experiment shows that when the robot receives a stimulus of content, the emotion of
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content is activated within a short time, and the content leads to other emotions like
joy and soothed. Thus, the content, joy and soothed quickly reach a certain intensity.
And without other new stimulus they gradually decrease, and tend to calm. This result
corresponds to the mechanism of human emotional regulation.

4.2 A Complex Stimulus

Based on the OCC cognitive-affective model, two sources with the emotional attenua-
tion function (1) and the threshold function (2) are set as an content-joy-mixed stimulus
at time 0. And at time 3 the stimulus disappears. The result is shown in Fig.7. The ex-
periment shows that when the robot receives a complex emotional stimulus of content
and joy, the content and joy emotional states are activated within a short time, and they
lead to other emotions like stern and soothed. Thus, the emotional states of content,
joy, stern and soothed quickly reaches a certain intensity. Then, in the case of no new
stimulus, the emotional intensity gradually decreases, and tends to calm. This result
corresponds to the mechanism of human emotional regulation.

Fig. 6. Emotional activation curves with a single content stimulus

Fig. 7. Emotional activation curves with the complex emotion stimulus
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5 Conclusion

On the basis of the affective computing model of facial robot Kismet, this paper pro-
poses an emotional state model with the description of the active field, which transforms
several field sources into a single one via the vector calculation of the potential energy
gradient, and analyzes the potential surface in the emotional space for determining the
transferring probability matrix. Then, we introduce the auxiliary matrix into HMM for
implementing the dynamic regulation process of robots emotion. This model has the
following characteristics: (1) under the premise of psychological significance, it en-
riches the species of the external stimulus and the emotional output and it reflects the
complexity of human emotional regulation; (2) personality caused by individuality is
reflected in the common of human emotional regulation by the active threshold func-
tion; (3) the saturation threshold ensures that the emotional regulation is effective in
stimulus of any intensity and species, and reflects the whole stability of human emotion
in flux.

Human emotional regulation process is very complex, so it demands many kinds of
impact factors including the internal factors and the external environmental conditions
in the interaction. Thus, it is difficult to fully consider. This paper only considers some
typical impact factors and basic-emotions-mixed states, but how to research the multiple
complex emotional regulation in more multiplex environment still needs further study.
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Abstract. Existing drawing robots draw pictures using robot-arm based on 
coordinates extracted from image processing. However, they draws pictures by 
presenting contours and brightness, they lacked the technique of stepped repre-
sentation of brightness and due to that, resulting pictures differed a lot com-
pared to its original version. This paper proposes art robot system that is  
capable of detection and extraction of brightness in images, along with dynamic 
representation of brightness lines that change with accordance to the value of 
brightness level. Proposed robot system analyzes and classifies the brightness 
by its density and based on this brightness levels, brightness and shade is drawn 
by repeated reproducing of overlapped lines. This representation of brightness 
method can draw pictures with various types of brightness by adjusting the 
number of brightness lines and leveling of brightness.  

Keywords: Brightness, Art Robot, Robot Arm. 

1 Introduction  

Art robot in professional robotic field is getting much attention lately, and various 
image processing and robot controlling techniques are emerging. In humanoid robotics, 
there are numerous of human portrait drawing robots that utilize arms. However, exist-
ing robots draw portraits using contours extracted from input face images. Moreover, 
those robots cannot represent the brightness and shade in various types of images.  

Therefore, this study designs and develops the art robot system that can represent 
brightness in images. In order to represent brightness and shade of images, proposed 
art robot manages fine controlling of arm, adjusts intervals between brightness lines for 
it. Also, addition of contours makes it possible to draw more real and solid looking 
images.  

                                                           
 * Following are results of a study on the "Human Resource Development Center for Economic 

Region Leading Industry" Project, supported by the Ministry of Education, Science & Tech-
nology(MEST) and the National Research Foundation of Korea(NRF). 

** This work was supported by the second stage of the Brain Korea 21 Project in 2012. 
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In order to achieve this, this study proposes methods to represent brightness and 
shade. Proposed method defines the levels according to density of brightness from 
input image and based on those levels, sets of coordinates extracted for each pixel by 
equalizing brightness density levels with neighboring pixels. Brightness is represented 
by using effective drawing technique, along with analysis and validation of the trajec-
tories from coordinate values to create robot arm’s moving paths.  

The rest of the paper is organized as follows. Section 2 discusses about the related 
works and section 3 describes the design of art this robot system. The next section 
proposes and describes the methods to represent brightness and shade for in this art 
robot system, and next one describes about the robot arm controlling algorithm for 
drawing in art robot system. Finally, section 6 draws the conclusion.  

2 Related Works 

The work of F. Yao and G. Shao on Chinese Painting Robot used real brush as drawing 
tool to represent width of the lines [1]. As an ink-painting robot, this research 
represents facets and lines by ink density and line thickness. However, it lacks the 
ability to draw pictures other than ink-painting, for its limitations on representing con-
tours separately and it is not compatible with drawing shades. 

P. Tresset et al., conducted Aikon robot project. This robot draws the portrait using 
the professional painter’s technique [2, 3]. But, drawing speed was slow and contour 
representation of human face was not accurate.  

The robot Hektor, developed by J. Lehni and U. Franke, used spray as drawing tool 
to represent thickness [4, 5]. Hektor draws by the Script algorithm that calculates the 
drawing paths from illustrator extracted vector values. Although, it draws relatively 
accurately with simple architecture, it has drawbacks of scattered and flowed paints on 
the image, caused by mediocre controlling of amount of spray being sprayed.  

Thus, to overcome above mentioned problems in related literatures, this study pro-
poses an art robot system that can represent brightness and shade of an image. This 
research develops an art robot system that can produce more solid and real-feeling 
drawing results by using leveling of brightness in steps and adjustments of gap be-
tween brightness lines. 

3 Architecture of Art Robot System 

This system draws more realistic pictures by adjusting line width and fine movement 
of robot arm, after identifying and classifying shade and shadows by step by step from 
the input image. 

The heuristic arm controlling techniques for picturing brightness and shade divided 
in to two, image processing and robot arm controlling. Figure 1 shows the diagram of 
data flow between each module in different development scenarios.   

After getting the image file as input through the vision system, like camera and 
smartphone, it analyzes the image file to detect and extract the brightness and shade. 
By extracting brightness data, brightness density is digitized and extracted based on 
given coordinate sets.  
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Fig. 1. System Architecture of Art Robot 

In order to draw, contour is extracted with adjusted line width and sets of coordi-
nates are extracted. Then drawing is performed based on this extracted coordinates 
sets.  

After drawing contour lines, brightness and shade are drawn in detail. During the 
stage of brightness representation, fine adjustment of intervals between drawing lines, 
results in more real and natural feeling picture. After finishing of the drawing, it noti-
fies the user about completion.  

4 Image Processing 

Existing portrait drawing robots considered contour lines and brightness for drawing. It 
was difficult to depict special features of the real image. Representation of brightness 
line produces more realistic looking images [7]. 

4.1 Classification of Brightness and Shade 

Input images received from vision system are analyzed and as a result, contours, 
brightness and shade are classified. Each pixel of image is digitized with values and 
those values are clustered, step by step [8]. 

However, it takes longer for robot arm to draw if we classify brightness in too many 
steps, and too much overlapping of lines results in unclear-looking image. So that, it 
uses 5-step classification of brightness to represent brightness density as shown in 
Figure 3. 

Since, the extraction of trajectory using these kinds of values is difficult, images are 
converted to grayscale and each pixel’s brightness density is leveled depending on the 
level of light and dark shades. For instance, every pixel has values between 0 ~ 255 
according to brightness, and if there are 5 levels of brightness, all the possible pixel 
values are divided into 5 levels by its density of brightness contrast and each level’s  
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Fig. 2. 5-Step Representation of Brightness 

value range is defined. Step 1 level’s brightness density defined by values between 1 
and 50 and values ranging 51 to 102 is for step 2. These level values get each pixel to 
take its level value in range of 1-5. That is, the bigger the level value, the darker it gets 
and the smaller it is, the brighter it gets when it is drawn. Robot arm trajectory is ex-
tracted using the pixels and presented by above proposed method. 

4.2 Trajectory Creation and Extraction 

The input image received through earlier mentioned processes is represented in two-
dimensional array by its level values as shown in Figure 3 and, array indexes represent 
the coordinates of the image and each dimension’s size of the array indicates the ver-
tical and horizontal size of image respectively. With those level valued coordinates, 
brightness and shade are represented by extracting brightness lines as orange and pur-
ple straight lines depicted in Figure 3. First, directions of brightness lines are defined 
by setting different directions for each line. 

For example, as shown in Figure 3, horizontal direction is for step 1, vertical for 
step 2 and direction and angle for next steps are adjusted respectively to represent the 
brightness and shade in image. There are two major factors in representation of bright-
ness and first one is overlapping of brightness lines. Step 5 is represented without the 
brightness line as it has the highest brightness density, step 4 and lower are drawn with 
brightness lines of 4-step leveling directions. Then, in step 3, brightness line with the 
level-3 direction is drawn overlapping on stage-4 brightness lines. 

 

Fig. 3. Brightness Density Leveling 
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In this way, step 1 shows the highest density of brightness and shade as it has lines 
drawn with 4 different directions in overlapped manner to increase the density of lines, 
and next steps show the lower brightness and shade degree as it gets smaller number of 
overlapping lines. Second main factor to represent brightness and shade is the number 
of lines to be drawn. Increasing the number of brightness lines to draw gives brightness 
and shade, a lot more denser and compact brightness lines and so that, completeness of 
the drawn picture enhances. However, drawing speed of robot arm become slower, 
since drawing trajectories created are a lot more in number. When extracting brightness 
lines from the simple leveled coordinates, there are lines those are too short and lines 
those are impossible for actual robot arm to draw or even some of those valid lines can 
take too long for robot arm to draw. Therefore, too short lines and in-valid lines are 
pruned as shown in Figure 4 below. 

 

Fig. 4. Steps in Brightness Representation 

, , … , , … ,                           (1) 

if 2     0 

if 2       1 

Where  in Equation (1) denotes the width of image,  denotes the height of im-
age,  denotes the set of brightness levels.  presents the level value for 
current coordinate and term is the variable holds the validity of brightness line. Lines  
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are examined one-by-one and examination in one line starting from   to left and 
right sides for value of term and calculates the sum and mean of those values. If the 
mean value is less than value of term, it is considered as invalid and if the mean value 
is greater than the term, it is considered as valid level value and as a result, invalid 
brightness lines are discarded.   

In Figure 4, (a) illustrates the classified level of brightness density in 5-steps and in 
(b), it shows the representation of step-1 being all the brightness lines are drawn except 
the brightest parts, in (c), it shows all except brightest and second to brightest, and in 
(d), (e), it illustrates the state of each level’s appropriate brightness lines drawn. 

View of the resulting image differs greatly, depending on the change in brightness 
density level and number of brightness lines used, and this characteristic is illustrated 
in Figure 5 with various settings of brightness density level and in Figure 5 with differ-
ent numbers of brightness lines.  

From Figure 5 that depicts the comparison of different step methods, it can be in-
ferred that steps more than 5 gives no big difference to the quality and smaller steps are 
inadequate for brightness representation. From the Figure 6, it can be concluded that 
number of lines greater than 50 shows no difference compared to number of lines be-
ing 50. Also values lower than 50 lines are inadequate for reasonable separation of 
brightness density and it shows that the most appropriate values for number of lines to 
be drawn ranges from 40 to 50 depending on size of input image.  

 

Fig. 5. Brightness Step according to Level 
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Fig. 6. The number of Brightness Lines 

 

Fig. 7. Coordinate Transformation of Art Robot Arm 

5 Robot Arm Controlling 

Drawing is performed by controlling robot arm according to brightness trajectory ex-
tracted. Art robot for drawing has easy to understand structures that even for the user 
who sees the robot for the first time could understand it. 

Robot controlling parts in art robot system is selected as human arm type robot, as it 
maximizes the ability of suppressing and controlling of vibration of robot arm during 
movement through z-axis. Making the movement of z-axis by shoulder-joint results in 
larger inertia in lower parts and at the same time vibration becomes stronger. Thus, 
robot in this system is structured as it used joints in arm to minimize the inertia. In  
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Fig. 8. (a) Drawing of Robot Arm, (b) Source Image, (c) Drawing Result   

addition, portability and durability has been increased as it is manufactured using alu-
minum that is lightweight and corrosion resistant. Robot is composed of total of three 
DYNAMIXEL MX-28 and one XEL device for moving Z-axis and two XEL devices 
for movement through two-dimensional plane. DYNAMIXEL MX-28's features unlike 
any other product with PID control and the minimum of as fine as 0.088˚ angle is con-
trolled to increase the accuracy and ensured the communication speed up to 3Mbps and 
makes high-speed controlling possible. 

Method of arm controlling is that it produced and stored in one package. This pack-
age is then composed of parameters such as speed of arm, strength, and timing. The 
package stored in this way makes faster robot arm controlling possible. In addition, 
because of the use of three XELs, Sync packet is created and synchronized with each 
XEL. 

6 Conclusions 

In this paper, it proposed the system that can draw more accurate and realistic pictures, 
which can not only picture the contour width, but also brightness and shade. When 
brightness is represented, it calculates the shortest trajectory to decrease the drawing 
time and designs brightness representation method that is valid for various types of 
image with the right style of brightness representation.   

For the future work, this research is planning to develop android application that can 
draw picture when user touches screen and also working on the developments of dif-
ferent kinds of robot controlling methods. This can be used in various effective ways in 
the age of smart devices and intelligent robotics. 
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IV: Autonomous Multi-agent Systems and Life 
Engineering 

Hyungsuck Cho 

Autonomous systems require a variety of autonomy in order to carry out tasks given 
to them in known or unknown environments. To take some examples, task analysis to 
identify type of works to be done, task recognition based upon the analysis, modalities 
and methodologies to solve problem associated with the tasks, formulation of system 
configurations suitable to achieve the tasks, strategies for manipulation of the sys-
tems, motion planning, control and sensing for dynamic motion of the systems for the 
manipulation and so on. The papers presented here in this chapter treat all of the im-
portant issues related to the topics mentioned above. The chapter is composed of five 
segments of different topics which cover broad spectrum of topics related to auto-
nomous systems such as life engineering, adaptive behavior of biological systems and 
robots (mobilgence), multi-agent robots, and design of autonomous system’s compo-
nents including robotic manipulators and walkers and finally robotic mechanism and 
design associated with autonomy of the robotic systems.  

Living entities have a capability of adapting themselves to changing environment 
with intelligent sensory-motor functions. The intelligence of generating such adaptive 
functions is a consequence of the interaction of the body, brain, and environment, 
called “mobilgence” has been the subject of research in recent years, which makes 
effort to embed such functions into robotic systems. The following five papers treat 
various kinds of subjects related to the above mentioned issues. 

 

1) Effect of Mediolateral Knee Displacement on Ligaments and Muscles around Knee 
Joint: Quantitative Analysis with Three-dimensional Musculoskeletal Ligament Knee 
Model 
2) Robot Colony Mobility in a Thermodynamics Frame 
3) Throwing Darts Training Support System based on Analysis of Human Motor Skill 
4) Muscle activities Changing Model by difference in sensory inputs on human post-
ure control 
5) Minimalist CPG Model for Inter- and Intra-limb Coordination in Bipedal Locomo-
tion 

Multi-agent systems approach that can carry out tasks difficult–to-solve solve for an 
individual agent utilizes intelligence of multiple agent within an environment. This 
problem-solving behavior is the result of coordination of the agents from their intelli-
gent interaction. 

The following thirteen papers discuss cooperation strategy in various situations, 
multi-robot formation and its control methods, information retrieval systems, task 
allocation for spatially and temporally distributed tasks and so on. 
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1) Dynamic Partition of Collaborative Multiagent based on Coordination Trees 
2) A distributed kinodynamic collision avoidance system under ROS 
3) Authentication using shared knowledge. Learning agents. 
4) Cooperative Particle Swarm Optimization-based Predictive Controller for Multi-
Robot Formation 
6) Modeling pedestrians in an airport scenario with a time-augmented Petri net 
7) Cooperation without exploitation between self-interested agents 
8) Controlling Formations of Robots with Graph Theory 
9) Information Gathering Multi Agent Framework System 
10)Study of Query Translation Dictionary Automatic Construction in Cross-
Language Information Retrieval 
11) A Multi-Agent Information Retrieval System Based on Ontology 
12) Task allocation for spatially and temporally distributed tasks 
13) Learning Task Performance in Market-Based Task Allocation 
 
Autonomous manipulation of robots in known or unknown environments requires 
high performance of motion, accurate path planning under unknown environments, 
relevant sensors and actuators motion guiding device. The topics related to this cate-
gory that are included here deal with robotic manipulators and autonomous systems 
with rigorous treatment on their mechanism and design The following ten papers 
present methodologies and analyses to solve these problems 

1) A Framework for Unknown Environment Manipulator Motion Planning via Model 
Based Realtime Rehearsal 
2) Embedded Joint Torque Sensor with Reduced Torque Ripple of Harmonic Drive 
3) Design and Analysis of Variable Yielding-torque Spring-Clutch (VSC) for the Safe-
ty of Operating Robot Arm 
4) Vibrotactile Cues for Motion Guidance 
5) Driving and Turning Control of a Single-Wheel Mobile Robot  
6) Modeling and Dynamics of Extended Elastic Actuator Applied to Robot 
7) Towards Long-Term Collective Experiments 
8) Control of a Trident Steering Walker - Design of Motion Parameters Based on a 
Propulsion Transfer Function - 
9) Real-Time 3D Model Reconstruction with a Dual-Laser Triangulation System for 
Assembly Line Completeness Inspection 
10) An Evolution strategy based autonomous algorithm for roll-to-roll web control 
system 

 
The four papers presented in Poster Session discuss typical subjects important and 
essential to the development of autonomous functions for the autonomous systems 

 
1) Mechanism Design and Locomotion of Snake Robot 
2) Expression Intensity Recognition Based on Multilayer Hybrid Classifier 
3) Cooperative Multi-Robot Searching Algorithm 
4) Analysis of affective effects on steady-state visual evoked potential responses 
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A life engineering that refers to promote activities of living creatures and artifacts in 
certain environments deals with a variety of autonomous systems and their characte-
ristic properties. Fourteen papers belong to this category and they are listed as, 

 

1) Effect of Potential Model on Monte-Carlo Go 
2 Acquisition of Ground Behavior on the Locust Model under the Virtual Physical 
Environment 
3) Behavior of ships after the Great East Japan Earthquake 
4) Target Enclosure for Multiple Targets 
5) A Study on Acquisition Method of Nonverbal Cues for Intelligent Agents: A Case 
Study on Facial Expression Analysis 
6) Study on Twining of Virtual Seaweed in Fluid Environment 
7) Visualization of spatial expression ability using a 3-D expression system 
8) Application of Flocking Algorithm to Attitude Control of Humanoid Robot 
9) Velocity Correlation in Swarm Robots with Directional Neighborhood 
10) Feedback Control of Traffic Signal Network of Less Traffic Sensors by Help of 
Machine Learning 
11) Composite Artificial Neural Network for Controlling Artificial Flying Creature 
12) Polycentric Framework for Robotic Kinematics 
13) Cluster Analysis of Collective Behavior for a Robotic Swarm 
14) Detection of Breast Cancer based on Texture Analysis from Digital Mammograms 

 
In the years to come a great number of machines and systems themselves are expected 
to operate with their own autonomous function with and without interaction of human 
beings while adapting to spatially and temporally varying environments. To enable 
this functionality it is prerequisite for them to have capability of perception, reason-
ing, decision making and action with high level of autonomy. This chapter in a sense 
highlights some of this perspective and therefore I hope that all the papers contained 
here will contribute to the future technological trend.  
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Abstract. Knee osteoarthritis (OA) becomes a major public issue, but a strategy
to prevent the disease has not established yet due to lack of an accurate method
to measure an internal motion of the knee of individual patients. Therefore me-
chanical engineering model and a standard of evaluation of the disease is needed
to improve the situation. Currently, there are a few studies to develop the model
including allowance of joint movement and ligaments. Thus this study shows the
model accuracy by forward dynamics and discusses the result of inverse dynamics
of various gait patterns. As a result, it can be confirmed that ligaments are more
effective than muscles around knee joint with our various models. In addition we
propose the important factor of knee OA from gait pattern and models.

1 Introduction

Knee osteoarthritis (OA) is thought to be a major public health issue causing chronic
disability [1]. Clinical research has suggested that the instability of a knee joint causes
the changing structure of joint and gait disorder. Therefore it is important to research
an effect of gait patterns on the knee joint. Although, many efforts have been made
to identify an optimal diagnostic tool for this disease, no definitive tools have been
reported until now. The most reason is due to lack of objective or accurate method
for measurement of the motion. Therefore mechanical engineering knee model and a
standard of evaluation method of the disease is needed to achieve prevention of the
disease.

One of the important features of the knee joint is that bony limitation of movement
is a little. Therefore it is necessary to consider allowance of joint movement such as
slide with rolling, soft tissues such as a ligament, a cartilage and a meniscus. Especially
a ligament is an important factor to decide the movement of the knee joint; ligaments

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 447–456.
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make an axis of the joint, and decide a degree of freedom and the range of knee joint
movement, which is related with the disease (OA).

Although recently knee joint models have been developed, there are few models
that consider allowance of joint movement, three-dimensional movement and functions
of ligaments. Moreover they do not test accuracy of their developed model. Almost
all studies made their models just from previous mechanical property data. Therefore
they tend to ignore an effect of whole model dynamics. Therefore this study uses a
verification methodology by forward dynamics which gives the developed knee joint
model some loads and sees its displacement caused by the loads. This displacement can
be compared with a past cadaver study or a partial living body experiment [2]. In this
study, anterior-posterior displacement and tibial rotation are considered to be important
and focused; from clinical study anterior cruciate ligament is known to control anterior-
posterior movement and to cause cartilage damage [3] [4] and tibial rotation is also
proposed to be a possible cause for the disease [5].

Therefore our objective is to develop the knee model including ligaments and to test
its accuracy with forward dynamics calculation. In addition, the effect of mediolateral
knee displacement on ligaments and muscles is clarified to elucidate factors of knee OA
from our developed model.

2 Knee joint

2.1 Bones and Joints

A knee is made up of four bones; a femur, a patella, a tibia and a fibula. The patella
floats over the front of the knee joint. The tibia and the fibula are the two parallel bones
in the lower leg. These bones compose three joints; the medical femur-tibia joint, the
lateral femur-tibia joint and the femur-patella joint. Where the bones meet they are
covered with articular cartilage and the femur-tibia joint has a medial meniscus and
a lateral meniscus. These structures work as ”cushions” or ”shock absorbers”. They
also provide stability to the knee. Articular capsule covers a whole joint and gives a
limitation of vertical knee movement.

2.2 Muscles

There are mainly eleven muscles attached to a knee joint; the medial vastus muscle,
the intermediate vastus muscle, the lateral vastus muscle, the rectus femoris muscle,
the long head of biceps femoris muscle, the short head of biceps femoris muscle, the
semimembranosus muscle, the semitendinous muscle, the sartorius muscle, the gracilis
muscle and the gastrocnemius muscle. The former four muscles work as knee extension
and latter seven muscles work as knee flexion.

2.3 Ligaments

Ligaments are like strong ropes that connect bones and provide stability to joints. In the
knee, there are four main ligaments; the anterior cruciate ligament (ACL), the posterior
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cruciate ligament (PCL), the medial collateral ligament (MCL), and the lateral collateral
ligament (LCL). Ligaments are composed with some bundles and they are attached to
the knee bones to make facets. The ligaments work like a spring which exerts tension
force if the length of ligaments is longer than its neutral length.

3 Model

3.1 Simulation Method

SIMM (Corp. MusculoGraphics) is employed to develop and verify the three-
dimensional musculoskeletal right leg knee ligament model. This software can calcu-
late the muscle force from a specified musculoskeletal model with body trajectory and
floor reaction force data (inverse dynamics calculation)

It can also calculate the displacement from the musculoskeletal model with external
forces (forward dynamics calculation).

3.2 Detail

In our suggested model, 6 degrees of freedom movement is allowed and also liga-ments
and cartilage are included. In order to consider irregular slide and rolling of the knee
joint, 6 degrees of freedom movement is needed. Our developed knee model is designed
as Fig. 1 (a). The overall model is shown in Fig. 1 (b). The positions of ligaments are
shown in Fig. 1 (c). These positions are decided by anatomical structure. The number
of bundles and their stiffness are determined from the previous studies of Shelburne et
al. and Blankevoort et al. [6] [7]. Their strain is determined from trial and error. The
length of neutral ligament (L0) is calculated by equation (1) with the length of ligament
when knee is extended (Le) (Table 1). L0, Le and ε represent ligament neutral length,
ligament length in knee extended and strain in knee extended. An articular capsule is
also given as a function of ligaments. To represent cartilage and meniscus, there are ten

(a) (b) (c)

Fig. 1. Knee model. (a) Coordination. (b) Overall view. (c) Ligaments position.
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Table 1. Bundle of ligaments, stiffness and strain

Bundle of liga-
ments

Stiffness
[N/strain]a

Strain [-]

aACL 1000 0.069
pACL 1500 -0.017
aPCL 2600 -0.087
pPCL 1900 -0.090
aMCL 2500 -0.209
cMCL 3000 -0.006
pMCL 2500 0.016
aCMb 2000 -0.299
pCMb 4500 -0.087
LCL 4000 -0.020
Mcapc 2500 -0.028
Lcapc 1000 0.018

a Shelburne et al. [6]

b A deeper part of MCL
c An articular capsule

spring points on the surface of femur. These points generate reaction force depending
on a distance from bone surface. These mechanical properties are determined from the
study of Neptune et al. [8].

L0 =
Le

1+ ε
. (1)

4 Verification of Model

The model is verified by comparing results of either a cadaver study or a living body
experiment with the result of forward dynamics simulation. In the forward dynamics
simulation, displacement of the knee joint can be observed by giving some load on the
developed knee model. This displacement is comparable to the cadaver study or the
living body experiment.

4.1 Anterior-Posterior Displacement

Firstly, anterior-posterior displacement is focused. In the past studies, researchers ex-
amined tibia displacement with femur by external voluntary load set on the knee joint
in vivo and in vitro [9-13]. Since in this paper, range of knee joint movement is 0-30
degrees, this movement range is employed in the model. Then the knee joint of our
model is given 100 N loads on anterior or posterior when the knee joint flexion angle is
fixed as 0 or 30 degrees.

Table 2 shows results of knee displacement of our dynamics simulation and past
studies. When 100 N is given to knee joint at flexion of 0 degree, our simulation result
shows 4.17 mm anterior displacement. Almost all other studies indicate about 5 mm
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in the same situation. Therefore this model can be confirmed to be correct to represent
anterior displacement of the knee joint. At knee joint flexion of 30 degree, knee dis-
placement is larger than the one at 0 degree. Also other studies suggest change of knee
displacement at 0 degree should be larger than the one of 30 degrees. From this result,
this model can be confirmed to be correct to represent mechanism of the knee joint.

Table 2. Anterior-posterior displacement

Searcher Status Force Flexion Displacement
(Vivo/Vitro/ [N] angle [mm]
/Simulation) [degree] Anterior Posterior

The current study Simulation 100 0 4.17 3.22
100 30 9.90 6.23

Fukubayashi et al.
[9]

Vitro 100 0 5.2 3.9

100 30 7.1 6.0
Daniel et al. [10] Vivo 89 20 5.6 2.8
Shoemaker and Vitro 100 0 2.3 3.1
Markolf [11] 200 0 3.4 4.7

100 30 5.7 3.6
200 30 7.0 5.0

Lim et al. [12] Vivo 134 20 4.9 3.4
LaPrade et al. [13] Vitro 88 0 3.4 5.1

88 20 3.9 6.4
88 30 3.8 5.5

4.2 Tibial Rotation

Secondary, tibial rotation is examined to verify the developed model. In the past studies,
researchers examined tibial rotation with femur by generating external voluntary torque
on knee in vitro [13-15]. The displacement of tibial rotation is analyzed when 5 or 10
Nm torque is exerted on the developed knee joint model when its flexion angle is fixed
to 0 or 30 degrees.

Table 3 shows results of our simulation and past cadaver studies. At the knee joint
flexion of 0 degree, our simulation result is 18.7 degree internal angle by 10 Nm torque.
On the other hand, almost all other studies indicate approximately 10 degrees or slight
higher. Therefore this model can be confirmed to be correct to represent internal rotation
of the knee joint. Our simulation result is 29.0 degree external angle by 5 Nm torque.
On the other hand, almost all other studies indicate smaller than 20 degrees. Therefore
this model is more soft than those studies in external rotation of the knee joint.

At knee joint flexion of 30 degree, knee rotation is larger than that at 0 degree. Also
other studies suggest change of knee rotation at 0 degree should be larger than the one
of 30 degrees. From this result, this model can be confirmed to be correct to represent
mechanism of the knee joint.
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Table 3. Tibial rotation (Internal-external)

Searcher Status Torque Flexion Rotation angle
(Vivo/Vitro/ [Nm] angle [degree]
/Simulation) [degree] Internal External

The current study Simulation 5 0 13.2 29.0
10 0 18.7 42.5
5 30 22.6 27.9
10 30 26.7 39.9

LaPrade et al. [13] Vitro 5 0 7.7 8.8
5 20 15.3 17.1
5 30 17.0 17.7

Ahrens et al. [14] Vitro 12.8 0 10.3 -
14.8 0 - 12.3
11.1 30 12.2 -
13.9 30 - 12.6

Coobs et al. [15] Vitro 10 0 11.1 11.8
10 15 15.0 14.8
10 30 17.5 14.8

5 Simulation

5.1 Gait Patterns

SIMM has normal gait pattern data (body trajectory and reaction force data) which is
obtained by motion capture camera and floor reaction force sensor. To make mediolat-
eral gait patterns we change the data of knee marker in mediolateral axis.

(a) Med50 (b) Normal (c) Lat50

Fig. 2. Gait patterns. (a), (b) and (c) represent the situation of walking with medial, normal and
lateral knee displacement.
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(a) ACL (b) PCL

(c) MCL (d) LCL

(e) Biceps (f) Rectus

(g) Vasmed (h) Vaslat

Fig. 3. Ligaments and muscles force. rto, rhs, lto and lhs represent right toe off, heel strike, left
leg toe off and heel strike
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Then five different gait patterns are tested including a normal walking (Normal);
walking with 100 mm medial (Med100), 50 mm (Med50), 50 mm lateral (Lat50), and
100 mm lateral (Lat100) right knee displacement. Walking with medial knee displace-
ment means baker-legged walking and walking with lateral knee displacement means
bandy-legged walking. A knee position in each gait patterns at the same point during a
walking phase is shown in Fig. 2. Figure 2(a) shows Med50, center (b) shows Normal
and (c) shows Lat50. Gait data is cropped from left heel strike to right heel strike.

5.2 Force of Ligaments and Muscle

We input the former five gait patterns to our model and calculate the force of ligaments
and muscles by inverse dynamics. Force of ACL, PCL, MCL and LCL is obtained.
Also force of the biceps femoris muscle (Biceps), the rectus femoris muscle (Rectus),
the medial vastus muscle (Vasmed) and the lateral vastus muscle (Vaslat) is obtained.

6 Result and Discussion

Figure 3 shows gait simulated results of ligaments and muscles force. Force of ACL
rises with increased lateral displacement. Shelburne et al. showed that maximum force
of ACL is about 200 N and force-time curve has two peaks in normal walking [2].
This feature can be found in our result. Therefore the function of ACL is thought to be
correct though the result of anterior-posterior displacement is different. Force of PCL
has mostly the same curve shape in all case. In a left leg stance phase, force of PCL
has a peak. This reason is thought that the length of PCL is stretched by a swing leg
movement of knee in right leg extension. Force of MCL rises with increased medial
displacement. This reason is thought that the length of MCL is stretched by a medial
movement of knee in right leg extension. Force of LCL rises with increased lateral
displacement. Shelburne et al. showed that maximum force of LCL is about 100 N in
normal walking [2]. Therefore our result is thought to be correct.

Force of Biceps rises with increased lateral displacement. This reason is thought
that Biceps is antagonistic to Vasmed and Vaslat which have the same peak. Force of
Rectus totally rises with increased medial displacement. This reason is thought that LCL
alternately generates a moment of valgus in lateral displacement. Force of Vasmed in
Med100 has a large peak in left leg stance phase. This reason is thought that Vasmed
generates a moment of varus to suspend right leg. Force of Vaslat rises with increased
lateral displacement and has a peak in right leg stance phase. This peak is thought that
Vaslat lifts right leg. Generally Vaslat of patients of knee OA is weaker than one of
healthy people. In such a case, it is difficult to support a lateral knee movement by
Vaslat. Our result indicates that LCL and Vaslat, which are also generating a moment of
valgus, raise a burden on lateral displacement. Therefore it can be suggested that lateral
displacement is one of the factors of medial knee OA.

7 Conclusion and Future Works

Three-dimensional musculoskeletal knee model with ligaments is developed. Valid-
ity of the model could be tested with our suggested forward and inverse dynamics
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simulation. Also the effect of gait patterns on ligaments and muscles around a knee
joint is discussed during considering knee OA.

For the future study, more sets of parameters, such as mechanical property and at-
tachment position of ligaments, will be tested to improve accuracy of the model for
individuals. Then we will make the system of diagnosis of the knee joint.
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Abstract. In the last decade the development of multirobot systems has come
to maturation providing a lot of important results in many applicative domains.
Many paradigms and approaches have been devised to this aim but one of them
seems very promising for future applications: dense colony of robots where the
large numbers of individuals is combined with a very small dimension for each
of them. Here, the key point is a behavior-based paradigm embedded in the mo-
biligence framework as it appears particularly suitable to deal with the sensing
activity where the physics of the interaction is made explicit to take advantage
from it. Within this point of view the paper explores a design method to deal with
sensor information which, avoiding any symbolic representation, is maintained
at a somewhat physical level as a metaphor of the events observed in the envi-
ronment. The idea of substratum is introduced as a convenient representation of
the physical level currently in use. The key properties of the thermal metaphor
are considered and implemented to trigger appropriately a colony of robots to
execute a collective task. The temperature distribution, heat flux, diffusivity and
dispersion are all discussed as different aspects of the stigmergy included as a
key feature of the swarm which forces each individual to behave collectively.

Keywords: roboticle, mobiligence, robot coordination, stigmergy, thermal
metaphor.

1 Introduction

Humans, animals and even insects show adaptive behaviors as a key feature of being
living systems. To an external observer such individual and social behaviors appear like
intelligent sensory-motor coordinations, most of them essential for their survival, where
the coordination mechanism implements the adaptation to the environment in form of
pre-cognition and anticipatory behavior.

Hence, the adaptive behavior is an emergent property of living systems which stems
from the interaction of their bodies, brain included, and the environment itself whose
information are acquired dynamically through locomotion, object grasping and manip-
ulation, etc... Starting from these considerations, Asama [2], has coined the term mo-
biligence referring to the intelligence which emerges through the interaction between
an agent and its environment because of its mobility.

In its seminal paper Asama supposes that such an intelligence stems from the dis-
tinguishing properties of embodied plasticity, abduction and co-embodiment with the
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environment. Within this approach he suggests to take into account both the behavior
generated by perception and also the behavior generating knowledge which becomes
the external and internal processing of flow of information through which agents can
reason about. So we have location information, dynamical information and also ex-
perience, which refers more properly to the cognitive structure of the agent. From a
different perspective, biological studies address physiological models useful to make
hypotheses which can be integrated into engineered technologies and methodologies to
grow up implementable dynamical systems. This approach is especially useful when
a large number of robots must be coordinated to execute collective tasks where the
interference for limited resource acquisition is critical.

To overcome this problem, instead of generating a specific model of the environment
using local information, and considering that the model is only needed to deliver proper
motor commands, one could claim the presence of a substratum which underlies both
perception and action activities driving the flow of information accordingly.

For example, let us consider a colony of robot individuals performing the collective
task of maintaining the group formation. Here, the main role of sensors is monitoring
the task execution by suppling the control parameters with the right values to adjust
the relative positions of individuals. The observed behavior can be interpreted as gas
diffusion process, the substratum, where a number of robots move towards a region in
the same fashion as a spreading gas.

Jantz et al.[13] and Kerr et al.[15] have used the kinetic theory of gases for analysing
collision and realising sweep motion in a bounded region, Also, Kinoshita et al.[11]
have defined and monitored suitable thermodynamic parameters of a robot group to
identify its macroscopic state: random motion, periodic motion and deadlock. In both
cases the substratum is more properly the kinetic theory of gas.

D’Angelo et al.[3] have used a thermodynamic approach to formulate the relation-
ship between the effect of the behaviour of a single robot and both its diffusion and
merging in a swarm, as it appears at macroscopic level. Each robot is interpreted as a
gas particle, and the energy exchange is considered through thermodynamic equations.
More recently, the fluid-dynamic-based model of roboticles [5] has been augmented
with the convective motion [7] of the fluid driven by a temperature distribution which
acts as stigmergic information and whose properties are discussed hereafter. The rest
of the paper is organized as follow: Sect. 2 summarizes the key features of the roboti-
cle model especially pointing out the autopoietic loop; Sect. 3 extends the model to a
multirobot system whereas Sect. 4 discusses an example.

2 The Fluid Dynamic Metaphor

The behavior-based approach, including the roboticle model itself, is grounded on the so
called sensorimotor coordination for the close connection between sensing and acting
which drives the acquisition from the environment of all the relevant information to
carry out robot tasks. Normally, data are processed at reactive level and only a small
number of them cross the deliberative fence which converts the signal nature of sensing
into an appropriate symbolic representation.

In fact, the role of sensor information is that of monitoring the physical objects
through their relevant properties for the task execution. For example, the electrical



Robot Colony Mobility in a Thermodynamics Frame 459

metaphor is very popular and it is commonly used in many motion planning applica-
tions, i.e. Latombe [10]. Also Arkin [1] has used this metaphor to implement behaviors
as a couple of perceptual and motor schemas.

Subsymbolic approaches [12], [9] are faced with processing a huge number of data
[14], which come from many sources and which must deliver motor commands with
a short latency time. Sensor information don’t need to be converted into any symbolic
representation but they can be maintained at physical level as a metaphor of observed
events in the environment, depending on the physics of the interaction.

With this respect, the roboticle model suggests the metaphor for the navigation task
by interpreting the motion as it comes from the particle streaming in a fluid. In this sense
the roboticle model creates a substratum by fulfilling the operating environment with a
fluid which flows from the source position to the target position and the robot follows
one of its streamlines since they lap the obstacles without entering their contours.

Roboticle Model
The fluid dynamic metaphor ([4], [5], [6], [8]) implements the substratum as if sensor
signals were coming from a really observed fluid. So, the substratum is the velocity field
V of a fluid whose streaming is generated by the scalar potential F and the vector poten-
tial M termed, respectively, dissipative function and internal momentum, accordingly to
the following equation

V =−grad F − rot M (1)

where the vector potential M=Mk̂ has only one component, M, normal to the plain sur-
face. Thus, roboticles are point-reduced robots whose dynamical model is based on the
property to explore the environment where they are moving around. Their functioning
stems from a simple and well-sound mechanism which triggers acquired information to-
wards effectors and forces them along preset trajectories. Their behavior is completely
described in terms of scalar and cross products between the current velocity V and the
short arc dr.

In fact, the scalar product, termed effort, can be understood as the elementary work
made by the vector field V along the elementary trajectory arc dr whereas the not null
component of the cross product, termed percept, provides the rate of trajectory change
when roboticle drives away from its nominal trajectory. If we express them in a cartesian
frame of reference through the cartesian components u and v of the velocity V and the
cartesian components dx and dy of the short arc dr, it yields to

V ·dr = udx+ vdy =Vds

k̂ · (dr∧V) = vdx− udy = δP
(2)

where δP accounts for the sensor information of the percept. If we make explicit the
contributions of both potentials, we obtain

δP = δL+ dM δL = g11dM− g12dF

Vds = δQ− dF δQ = g21dM− g22dF
(3)

where δL and δQ are two auxiliar quantities called committing effort and committed
perception, respectively. The parameters gi j describe, at abstract level, how the roboticle
governor’s unit really works.
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Autopoietic Loop
The previous relations establishes the key feature of the roboticle model, known as
autopoietic loop. In fact, by simple substitutions, we can easily obtain

δP = (1+ g11)dM− g12dF

Vds = g21dM− (1+ g22)dF
(4)

and, then, by introducing the quantities

K f =
g21

1+ g11
Kb =− g12

1+ g22
(5)

called, respectively, direct and reverse gains, we can write the following more mean-
ingful relations

δE f f = Kb [δP+ δPerc]

δPerc = K f [Vds− δE f f ]
(6)

where the quantities δPerc = g12dF and δE f f = g21dM have been introduced for reason
of compactness. The graphical representation of the autopoietic loop is depicted in fig.
1 which stems directly from equations (6): all useful perceptual information enter the
”black box” labelled K f where they are coherently amplified to feed effectors so that
the ”black box” labelled Kb provides the necessary input information about effector
functioning to be summed up with the sensor information coming from environment.

We conclude this short discussion by observing that the parameters gi j are dimen-
sionless because they are the ratio between quantities of the same type and, more im-
portant, they are only partially indipendent. In fact, the following identities hold

g11g22 − g12g21 = 1 g21 = g12 (7)

and they justify that the autopoietic loop is completely described by assigning only the
direct and reverse gains. Every instantiation of roboticle functioning requires a specific
relation between these gains. For example, let us consider a robot moving around to
detect meaningful beacons. We can design its control unit so that, if such a beacon is
recognized, its behavior is regulated by the relation

K f =
mKb√

1+(1−m2)K2
b

(8)

and the observed behavior is depicted in fig. 2 where the highlighted robot trajectory is
compared with the isothermal distribution detected around the obstacle. This topic will
be discussed in some detail in the next sections.

3 The Thermodynamical Metaphor

If you look upon a colony of robots placed on a arena densely enough of individuals, you
can regard the outermost robots as colony boundary and the internal dynamics shows
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each individual is moving in a brownian motion fashion. Within this model we can re-
gard the individuals of the colony as gas particles moving around in a 2-dimensional
space where each robot has no active sensor and its motion is driven by direction chang-
ing due to the contact with other robots.

The fluid dynamical metaphor, depicted by eqns. (3) and presented in Sect. 2, can be
also interpreted in term of the first law of thermodynamics: the roboticle formulation
[8] suggests to understand δP as the thermal unordered energy entering the robot’s
governor unit in the form of perceptual flow whereas Vds is the mechanical ordered
work driving effectors as effort. Really speaking, the roboticle model makes use of two
such equations, the former referred to its sensors and the latter to its effectors. With the
same respect, the committing effort δL and the committed perception δQ are a kind of
internal work and internal heat, respectively.

Heat Diffusion
But the collisions among individuals can be also interpreted as the temperature of the
colony so that it can be used to trigger its purely reactive group behaviour which stems
from a number of individuals immersed in a fluid with well-specified thermal properties.
The motion engine is the result of the fluid dynamic metaphor augmented with a suitable
temperature distribution. It animates the hypothetical fluid by introducing a convective
motion inside the fluid by the well-known formula

H =−ρ grad T (9)

where H is the heat flux due to a given temperature gradient inside the fluid. Its dif-
fusivity ρ takes different values in different positions since it contrasts selectively heat
diffusion. Thus, grad T acts as thermomotive force which maintains the heat flux H
whereas ρ can be assimilated to the environmental response to the applied gradient and
it takes into account the agent distribution inside the colony which is assumed dense in
the environment.

From the point of view of a robot colony the interpretation of the thermomotive force
grad T yields to a model of interaction among individuals where the diffusivity ρ pro-
vides the necessary regulation of the heat flux H. Because this mechanism works glob-
ally, namely, it is triggered by the collective task, the motion engine for each individual
acts locally on each roboticle1 through an appropriate velocity field which implements
the fluid dynamic metaphor for the individual.

Thermomotive Force
The fluid dynamic extension to the convective streaming metaphor is a different way
to implement the stigmergic coordination on colony behavior2. The temperature level,
which is a scalar quantity, can be interpreted as a generalized pheromone which stimu-
lates the social behavior of the colony. For the aim of this paper we restrict the analysis
to those behaviors which reduce interference among individuals.

If we review eqn. (9) from this point view, the interaction among individuals requires
the thermomotive force to be bound to the dynamical sources of the fluid, namely, the
dissipative function F and the internal momentum M. In our metaphor, the stationary

1 The model we shall use for each individual of the robot colony.
2 Namely, the implicit control of the collective task.
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state of the convective motion should be responsible of the maintainance property of
the behavior. This circumstance takes the form∮

L
H ·dl+

∫
S

M · n̂ dS = 0 (10)

where the heat flux H is selected as it were the magnetic field generated by the current
M. This assumption ensures that H is fully compatible with the possibly steady state of
the fluid dynamic of the roboticle velocity field.

A further property of the heat flux H relates the convective motion of the fluid to its
attractors and repulsors. To this aim we start from the well-known principle of heat flux
conservation by augmenting it with the source density F3 to brings into equilibrium
unbalanced gradient diffusion with the accumulated heat

∮
S

H · n̂ dS+
d
dt

∫
V

keTdV =

∫
V

F dV (11)

Now, let us transform the preceding integral relations into a more usable derivative
form. To this aim we apply well-known mathematical theorems (such as Stokes) yield-
ing to

M =−rot H F = div H+ ke
∂T
∂ t

(12)

which bind the thermal flux to the internal momentum M and the dissipative function F .
The latter generalizes the thermal energy balancing by equating the sum of heat flux ex-
iting a close region and its accumulation over the time (right side) with possible sources
or sinks dislocated in the region itself (left side). Thus, the dissipative function F is
just the mechanism which dissipates the thermal energy provided by the temperature
gradient of the fluid inside the region.

Fig. 1. How the autopoietic loop controls a
moving roboticle

Fig. 2. Temperature-based representation
of a beacon driving a roboticle

3 The dissipative function previously discussed.
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4 Stigmergic Heat Equation

Heat diffusion is central in the definition of the convective motion of roboticles. More
precisely, in the following we shall show that H obeys the non-homogenous heat equa-
tion. This statement comes easily from eqns. (1) and (12), using well-known vectorial
identities, which yield to the non-homogenous heat equation

∇2H− ke

ρ
∂H
∂ t

=−V (13)

also by substituting the involved quantities appearing in (9). The time derivative term
includes the scalar function ρ which only depends on coordinates since it characterizes
the environment response to the heat flux. A similar equation can be obtained for the
temperature T as it will be explained in the next subsection.

Diffusivity
The coordination of a dense colony of robots takes advantage of the thermal properties
of the fluid4 in what it provides the designer with the explicit implementation of the
stigmergic response of the robot colony. In fact, the temperature distribution triggers
the streamline distribution within the fluid and this property strongly depends on the
diffusivity ρ , namely, a scalar quantity which defines how the environment reacts to the
convective motion.

Because the fluid dynamic motion of roboticles depends on the internal momentum
and the dissipative function, let us make explicit such a relation. So, if we start from the
internal momentum, we have

M =−rotH = rot(ρ∇T ) = ∇ρ ∧∇T (14)

namely, remembering that M has only one component directed normal to the plain and
multiplying both sides by ρ and rearrange the terms, we obtain

ρM = H1
∂ρ
∂y

−H2
∂ρ
∂x

(15)

where also eqn. (9) has been considered. With the same respect, starting from the latter
equation appearing in (12), we can write

F = div(−ρ∇T )+ ke
∂T
∂ t

=−ρG−∇T ·∇ρ (16)

where we have introduced the new scalar quantity G defining the non-homogenous heat
equation for the temperature T,

∇2T − ke

ρ
∂T
∂ t

= G (17)

Now, if we multiply both sides of the preceding relations by the diffusivity ρ and rear-
range the terms, we obtain

ρ(F +ρG) = H1
∂ρ
∂x

+H2
∂ρ
∂y

(18)

4 Which hypothetically laps roboticles.
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also remembering the heat flux definition given by eqn. (9). Thus, eqns. (15) and (18)
show how the diffusivity influences the heat flux making evident the dependency of the
internal momentum and the dissipative function of roboticles.

Temperature Distribution
The thermal properties of the fluid dynamic metaphor are really noteworthy. However,
we are not interested to deal with the convective motion of the fluid in general but
we want to find out temperature distributions which can solve easily the problem of
the stigmergic control inside a group of robots. To this aim, let us review eqn. (9) by
introducing the polar coordinates to compute the differential form. We have

−ρdT = (H1x+H2y)
dr
r
+(H2x−H1y)dϕ (19)

so that, if we take the diffusivity in a given environmental point as the scalar product of
the heat flux in that point and its distance r from the origin of the stigmergy, namely,
ρ = H · r = H1x+H2y, the preceding equation yields to

− dT =
dr
r
+

tanΨ − tanϕ
1+ tanΨ tanϕ

dϕ tanΨ =
H2

H1
(20)

having introduced the angle Ψ for the cartesian components of the heat flux. Now, the
integration of the differential form expressing the temperature T is straightforward; let
us rewrite it into a more compact form

− dT =
dr
r
+ tan(Ψ −ϕ)dϕ (21)

and the temperature distribution is determined by the only directional component. This
is a very interesting property because we want the convective motion of the fluid be
interpreted as a suggestion for the roboticles to move on useful trajectories. To this aim
we shall consider the temperature distributions built as follow.

Fig. 3. The obstacle representation as it is
detected by a roboticle

Fig. 4. A group of roboticles forced by an
obstacle to turn left
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First of all we define the direction Ψ of the heat flux by the sum of the basic direc-
tions Ψi with i ranging form 1 to N and each Ψi bound to the radius direction ϕ with the
simple relation

tanΨi = ki tanϕ tanΨi =
1

ki tanϕ
i = 1, ..,N (22)

so that the heat direction can be easily computed using the composition rule for the
tangent, namely, tanΨ = tan(Ψ1+Ψ2+ ...+ΨN). We shall term this kind of temperature
allocation direction driven distribution because it highlights the response of a roboticle
to the obstacle with the respect of assigned driving directions. For simplicity, we have
positioned the obstacle on the center of the frame of reference.

This property provides some degree of assimetry for the roboticle motion approach-
ing the obstacle. In such a way the environment around the obstacle appears anisotropic
and Ψi is termed the i-th driving direction. In the following we shall consider the case
of two driving directions at most. In fact, in all the simulations we have found that the
stigmergy originating the isotropical, monopolar and dipolar temperature distributions
can cover the most cases of interest.

Monopolar Source − When a monopolar source is assumed, only one driving direction
is considered. In that case it is more convenient to take the constant k1 with the form
k1 =

1−p
1+p so that the heat direction tanΨ is either 1−p

1+p s or 1+p
1−p

1
s where, for convenience

and compactness, we have introduced the auxiliar variable s = tanϕ . In the former case
the temperature distribution for an obstacle put on the center of the frame of reference,
takes the form

a2 exp(−2T ) = r2(1+ pcos2ϕ) (23)

An example of this distribution appears in fig. 2 where the obstacle is used as beacon by
a roboticle whose autopoietic loop is triggered with the dissipative component greater
than the conservative one (m< 1).

Dipolar Source − A more interesting situation stems from a dipolar source of stig-
mergy. For the following discussion we shell assume tanΨ1 =

1−n
f s and tanΨ2 =− 1−n

f+n s
yielding to the direction component of the temperature appearing below

tanΨ =
ns

p+(1− n)s2 p =
f + n
1− n

f (24)

where the auxiliar quantity p has been introduced for convenience. In this case, the
temperature distribution takes the form

a2 exp(−2T ) = x2(1−n) (px2 + y2)n
(25)

with the obstacle centered in the origin of the frame of reference. An example of a
roboticle observing such an obstacle is shown in fig. 3.

Dispersion
Up to now we have considered only the temperature distribution designed to track ac-
tively the objects in the environment. Their recognition and interpretation is made on
the basis of the stigmergic information associated with them. However, the collective
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behavior of a colony depends on both the single behavior of each individual and how
each robot reacts to the behavior of the nearby individuals. The thermal metaphor deals
with this key feature by factorizing the contribution of the diffusivity ρ by introducing
a new scalar quantity W , termed dispersion, such that

ρ =W exp(−kT ) (26)

where k is an auxiliar parameter useful to describe the relative weight of the tempera-
ture, namely, the stigmergic factor, with the respect to how the colony influences each
robot individual.

In many cases we can assume k = 2 but in the avoiding obstacle example, briefly
discussed, we shall take k = 2

n where n is a measure of the regulating parameter q
which controls the autopoietic loop of each roboticle, reported below

K f =
qKb

q+
√

1+K2
b

q =
1− n
1+ n

(27)

When a roboticle detects the obstacle, the autopoietic loop adapts its behavior by trying
to match the parameter n with the same describing the obstacle as temperature distri-
bution (see fig. 3). Now the obstacle acts as a cue with suggests the most appropriate
trajectory for the roboticle. Such a situation is depicted in fig. 4 where a few roboticles
show their motion around the obstacle. Each of them has modified its autopoietic loop
choosing a different value5 for m, with m =

√
n.

However, as it appears from fig. 4, different roboticles provide different positions
for the same obstacle; its real position is depicted by the green circle. The dispersion
function used by this example allows roboticles to approach the obstacle uniformly
except for a specified direction. It is the watershed which delimits the area beyond which
roboticles cannot access. In this case the dispersion function W can be approximated
by W0r4(1+ cos2ϕ) where the distance r and the direction ϕ are referred to a frame
of reference centered on the obstacle and the y-axis is taken as watershed. As it is not
directly accessible from the colony, this fact motivates the different positions of the
same obstacle detected by the roboticles.

5 Conclusion

In the paper we have presented a methodology design aimed to provide a colony of
robots with a coherent collective behavior. The guideline has been the behavior-based
paradigm of roboticles embedded in the more general framework of mobiligence in
what sensor information, maintained at subsymbolic level, balance the behavior gen-
erated by perception with the behavior generating knowledge about the environment.
This activity is carried out by the so called autopoietic loop which controls individual
robots without a real interpretation of sensing at symbolic level.

By relating the autopoietic loop of each individual with the emergent collective be-
havior of the colony we have shown that its role can be fully understood through the

5 i.e., m=0.96 for the blue trajectory, m=0.39 for the red one.
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stigmergic properties of the temperature distribution of the colony. In fact, this paradigm
has been devised to extend coherently the roboticle model to a multirobot system: the
information exchanging amomg individuals occur without considering explicitly the
group because the perceptual interpretation is made from the point of view of the colony
itself.

This kind of stigmergy has been obtained by assuming that each individual robot
is acting under the influence of a thermomotive force, namely, a temperature gradient
generated accordingly to the obstacles encountered during the roboticle motion. It de-
fines indirectly the collective task of the group, provides an effective interpretation of
the obstacles and motivates their presence. Moreover, we have argued some properties
about the relationship between the diffusivity ρ , the temperature T and the dispersion
W . A short example of a colony which encounters a meaningful obstacle, suggesting a
change of direction, has been discussed. Simple simulations have shown that each indi-
vidual robot provides approximatively the same interpretation of the thermal field and,
moreover, intuitive properties of the diffusivity can be established. With the respect to
the previous work we have found a general method to assign a thermal distribution to
obstacles which, coherently to the required collective task, depends on their functional
anisotropy.

Acknowledgements. This work was partially supported by a grant of the University
of Padua’s Special Project on Mobility, Perception, and Coordination for a Team of
Autonomous Robots.
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Abstract. Measurement, analysis, and modeling of human motor functions have
been intensively studied because human motor skills are useful for various ap-
plications, such as digital archiving, sports training, rehabilitation, etc. Targeting
the sport training support application, in the paper, we focus on a throwing darts
movement that requires sophisticated control of the upper arm to realize precise
throwing, and we investigate the relationship among motion trajectories, muscle
activities, and throwing accuracy, from the viewpoint of release timing. Experi-
mental results showed that skilled subjects demonstrated small temporal variance
and a fixed timing of release; it was just before the moment their elbow angular
velocity became maximum. Based on the findings, we developed a training sup-
port system for throwing darts. To evaluate validity of the proposed system, we
executed training experiments of beginners.

1 Introduction

Recently, measurement, analysis, and modeling of human motor functions have been
intensively studied (e.g., [1, 2, 3]), because knowledge about human skilled motion and
its extraction techniques are valuable for various applications, such as digital archiv-
ing of skilled technicians, sports training support system for beginners, or developing
a novel rehabilitation procedure for the aged or disabled people. Targeting these prac-
tical applications, we had focused on the investigation of human motor skills, such as
basketball dribbling[4] and throwing darts movement[5].

Especially in the throwing darts study[5], we investigated the relationship among
motion trajectories, muscle activities, and throwing accuracy. The previous study sug-
gested that a fixed throwing trajectories was obtained first, and muscle activities were
subsequently optimized, in the throwing skill acquisition process. Moreover, a resul-
tant dart position on a dartboard would be a function of the position and speed (i.e.,
direction) of the dart at a release timing, although there is a report referring to the tim-
ing is not a limiting factor[6]. In the previous work, however, we could not explicitly
consider release timing, because a precise release timing was difficult to measure by
using a vision-based motion capture system, even if we used a high-speed camera for
the purpose.

In the paper, we especially focus on measuring a precise release timing for further
analysis of the throwing darts skill. For this aim, we develop an apparatus for measuring
a precise release timing by using a force sensitive resistor (FSR). Using the device,

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 469–478.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Measurement system for off-line analysis

we can simultaneously record release timing, motion trajectories, and surface EMG
signals to investigate the relationship among motion trajectories, muscle activities, and
throwing precision, from the viewpoint of release timing.

Based on the findings, we develop a training support system for throwing darts, and
we execute training experiments to evaluate the validity of the proposed system.

2 Analysis of Throwing Movement

To be clear the relationship among motion trajectories, muscle activities, release timing,
and throwing precision, we investigate off-line analysis of throwing movements.

2.1 Method

2.1.1 Subjects
For the purpose of the throwing movement analysis, four healthy young right-handed
male subjects (22.0±1.0 years old, height: 1.73±0.03 m, weight: 63.0±5.0 kg) partic-
ipated in the experiments as volunteers. Two were experts (subject A and B), and two
had less than one year of experience (subject C and D).

2.1.2 Procedure
Each subject threw darts aiming at the center of the dartboard (i.e., the bull) three times
in one trial. The trial was repeated 16 times, for a total of 48 throws per subject. The
throwing conditions were based on the rules of the World Darts Federation (Fig.1) [7].
The height of the bull was set to 1.73 m, and the distance between the dartboard and the
throwing line was 2.37 m.
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Fig. 2. Position of markers

For convenience, we decompose the throwing darts movement into four phases by
defining three distinct timings. The first timing, take back, corresponds to the first point
at which the wrist (P1) comes to rest after starting the motion. The second timing,
release corresponds to the moment the darts is freed from the hand, and the third timing,
completion of throwing, is defined as the first moment when the horizontal velocity of
the wrist (P1) reduces to zero after the take back.

During the trials, we captured motion data at 210 Hz using a high-speed camera (CA-
SIO, EX-FH20). To retrieve the upper limb movement from the video, we used LED
markers, which were attached to four positions; wrist, elbow, right and left shoulder
(Fig.2, P1, P2, P3, and P4), respectively. The video was analyzed by using a motion
analysis software (PV-STUDIO 2D, L.A.B. Inc.). According to the motion data, the
elbow joint angle (θe) was calculated as shown in the figure.

The EMG data were sampled at 1.0 kHz from four target muscles, the deltoid muscle,
triceps brachii muscle, biceps brachii muscle, and extensor carpi ulnaris muscle, the
same muscles as in our previous study [5].

To measure a release timing precisely, we developed a measuring apparatus by using
a force sensitive resistor (FSR) sensor, which detects the changes of pressure between
thumb and index finger. To eliminate the effect of unpleasantness resulting from the use
of the FSR sensor device, all data measured in the first three trials were discarded from
the analysis.

After the experiments, we took out the region of interest, i.e., before and after 0.5
seconds at the take back from the measured data. The captured motion trajectories were
smoothed by the moving average for each of the five points. The motion trajectories
were normalized by the relative coordinates centered on the right shoulder position at
the take back. Furthermore, the EMG data were band-pass filtered (cutoff frequency of
10–500 Hz) and smoothed by the moving average for each of the 10 points. The final
dart destinations were recorded in a coordinate system centered on the board.
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Fig. 3. Throwing precision (A, B:experts, C, D:beginners)
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Fig. 4. Left: Elbow joint angular velocities (θ̇elbow) aligned at release timing. Right: Distribution
of release timings aligned at peak of elbow joint angular velocity.

2.2 Results

2.2.1 Precision
Fig.3 shows the statistical distribution of the final destinations of the darts. The left
graph corresponds to the horizontal distribution and the right graph corresponds to the
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Deltoid Triceps. Biceps. Ex.Carpi

A

B

C

D

Fig. 5. Muscle activities (EMG) aligned at release timing

vertical distribution. The horizontal dashed lines represent the bull area (approx. 16
mm). As can be seen from the figure, the resultant distribution appears to be related
to experience. We can observe that the beginners tend to be downward in the vertical
result. This tendency is consistent with Bazzucchi’s findings, that beginners’ throwing
tends to be collected below and spread from side to side [1].

2.2.2 Release Timing
Fig.4 left shows elbow joint angular velocities across the trials aligned at the release
timing. From the result, it seems that the skilled subjects (i.e., subject A and B) demon-
strated small temporal variance and maintained a fixed release timing; it was just before
the peak moment the elbow joint angular velocity became maximum. On the contrary,
we can see that beginner’s release timing (especially subject D) showed large variance
and delay.

This is clearly confirmed in Fig.4 right graph, which represents the distribution of the
resultant release timing across the trials aligned at the peak of the elbow joint angular
velocity (here, the time ratio 0.0 and 1.0 correspond to the take back and the peak,
respectively).
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2.2.3 Muscle Activities
Fig.5 demonstrates rectified and averaged time series of EMG signals during the throw-
ing period aligned at the release timing (left to right: the deltoid muscle, triceps brachii
muscle, biceps brachii muscle, and extensor carpi ulnaris muscle). The vertical line in
each graph indicates the release timing.

As shown in the figure, we cannot confirm a distinct relationship between the muscle
activities and throwing precision, because the result of subject D (beginner) resembles
that of subject A (expert). However, the muscle activities measured from subject A
perfectly represent ideal features, i.e., the agonist (triceps brachii muscle) is activated
just before the release timing, and the antagonist (biceps brachii muscle) is relaxed
during the throwing period. Therefore it seems that subject D has good potential to be
an expert because he has already optimized muscle activities for throwing darts.

On the other hand, we confirm a co-contraction of antagonist muscle in subject B. It
implies that his muscle activities have not yet been optimized. In the case of subject C,
we cannot confirm the peak of agonist activity since his release timing was varied at the
every trials.

3 Training Support System

Based on the findings explained in the previous section, we hypothesized that optimiz-
ing the release timing would improve throwing precision, especially in vertical direc-
tion. To clarify this hypothesis, we developed a throwing darts training support system
(Fig.6), and executed training experiments of beginners to evaluate the validity of the
system.

3.1 Method

3.1.1 System
As shown in Fig.6, we used a 3D motion capture system (Radish/3D, Library Inc.)
with high speed camera (150 Hz). For this aim, subjects wore a black T-shirts with
color markers (see Fig.2). This enables online measurement of the elbow joint angular
velocity. Subjects also put a FSR sensor on their thumb to detect the precise release
timing.

After each throwing, subjects can review the relationship between the release timing
and the elbow joint angular velocity through a visual feedback displayed on a monitor
besides them (Fig.7). In the visual feedback, subjects can also confirm the difference
from an ideal release timing that of subject A explained in the previous section.

3.1.2 Subjects
To evaluate the proposed system, four healthy young right-handed male subjects (height:
1.76±0.06 m) participated in the experiment as volunteers (subject a, b, c, and d). They
had no experience of playing darts.
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Fig. 6. Overview of training support system for throwing darts

Fig. 7. Visual feedback used for throwing darts training includes elbow joint angular velocity and
ideal release timing. Online result (red) and the expert result for reference (white) were displayed
together.

3.1.3 Procedure
Before training, all subjects executed eight trials (i.e., 24 throws) to confirm their base-
line throwing precision. After the pre-test, each subject executed training sessions using
the proposed training system. Each training session includes 108 throws, subject a expe-
rienced one session, subject b–d experienced three sessions. After the training, post-test
was executed likewise the pre-test.

3.2 Results

Fig.8 shows distributions of horizontal and vertical throwing precision before and after
training sessions (i.e., pre and post-tests). From the result, we can see that subject b
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and c indicate a tendency of improvement or maintaining in both directions; on the
contrary subject a and c show degradation of the precision either in horizontal or vertical
direction. In addition, Fig.9 shows change of the release timing aligned at the peak of
elbow joint angular velocity. This figure demonstrates that the release timing of subject
b and c converged into a fixed timing with small variance, likewise subject A in Fig.4.
Based on these results, we have considered that our hypothesis — optimizing release
timing improves throwing precision — would be correct.

Meanwhile, we have suspected the reason subject a or d got worse is as follows.
In subject a case, it is probably caused by shortage of training sessions, because his
vertical precision seemed to be improving. On the other hand, one of the reasons why
the result of subject d got worse is that the throwing trajectory (elbow joint) shown in
Fig.10 was quite different with that of the target (subject A). Since the subject had a
different throwing strategy, the visual feedback given by the proposed training support
system might confuse his motor learning process.
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Fig. 10. Trajectories of wrist (P1); target trajectory (left, subject A) and resultant trajectories in
post-test (right, subject a-d)

4 Conclusion

In the paper, we have presented a relationship among motion trajectories, muscle activi-
ties, and throwing precision, from the viewpoint of release timing. Experimental results
show that skilled subjects demonstrate small temporal variance and a fixed release tim-
ing that is just before the moment the elbow angular velocity becomes maximum. Based
on the feature, we developed a training support system for throwing darts. Through
training experiments of four beginners, we can confirm that the validity of the proposed
training support system.
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Abstract. For understanding of human posture control, changes in muscular 
activity caused by changes in sensory inputs are very important because the 
control mechanism is complicated with integrating multi-inputs and outputting 
various and simultaneous muscular activity. In this research, we aim to obtain 
quantitative changes in muscular activity caused by changes in sensory inputs. 
For this purpose, we propose a method to be founded on the idea that muscle 
activity is divided into external force elements and internal elements. With this 
method, we can show the existence of internal muscular activity as well as 
external muscular activity. And it is considered that new model of human 
posture control with the difference of sensory inputs might be obtained. 

Keywords: mobiligence, human posture control, multi modality, muscle 
activity. 

1 Introduction 

Humans control their posture well by controlling the muscle activity of the whole 
body with the cranial nervous system using multi-sensory inputs. The construction of 
sensory inputs and muscular activity model has a significant meaning medically and 
biologically because this model leads us to understand how the brain functions. Thus, 
it is important to examine the relationship between senses and muscular activity as the 
first steps in constructing this model. 

In former studies, the human posture control was researched by Nashner[1] and 
Bottaro[2]. In these studies, however, changes in muscular activity that resulted from 
changes with sensory inputs integration were not discussed clearly.  

In other some resources, the posture controls with the different sensory inputs are 
modeled in focus on torque controls at each joint. Peterka[3] propose the posture 
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control model with PID control for understanding of influences between the sensory 
inputs and torque outputs (see Fig.1). In this paper, the influences of sensory inputs 
are just summed with certain weights at an integrator. Therefore they consider the 
influences of sensory inputs independently. Kooij[4] propose the posture control 
model with Kalman filter for the estimation of sensory noise and human state based 
on their previous work[5]. 
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Fig. 1. “Independent channel” model of sensory integration in postural control showing a 
weighted addition of contributions from visual, proprioceptive, and graviceptive systems to the 
generation of an active corrective torque, Ta, as well as a passive torque contribution, Tp, related 
to body movement relative to the feet[3]. 

In these previous researches, the outputs are considered as torque of each joint. 
However, it is considered that human control not torque but muscular activity 
connected to neurons in spinal cord. The posture might be controlled from sensory 
inputs to muscular activity through many neurons. The muscular activities are various 
in the same torque because of the existence of flexor and extensor muscles. In other 
words, torque at each joint makes “external force” for the human posture directly, and 
the muscular activity makes not only “external force” but also “internal force” such as 
stiffness at each joint. In the same posture, the outputs of the posture control may be 
different because of the existence of the “internal force” with the difference of 
sensory inputs. 

For example, a person with Parkinson's disease makes action with high muscle 
tonus but the changes of their posture is very small with very low torque. It can be 
considered that they make “very high internal force” and “very low external force”. 

Therefore, this paper proposes a method to obtain quantitative changes in muscular 
activity caused by changes in sensory inputs. From the understandings of quantitative 
changes in muscular activity, the internal force by the changes of sensory inputs may 
be found. 

To achieve this purpose two challenging points exist:  

i) How to change sensory inputs with the changes of muscular outputs 
ii) How to obtain the quantitative “internal” muscular activity without 

“external” muscular activity 
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Regarding the changes of the sensory inputs, we propose the method of changing 
sensory inputs by inhibiting or stimulating three senses (visual sense, vestibular sense 
and somatosensory sense) which are considered closely related to posture 
control[3],[4]. Regarding the internal muscular activity, muscle activity changes seem 
to occur when an external force is applied to the body causing posture changes. Thus, 
we propose a method to estimate changes in muscular activity by external force and 
exclude them.  

In this study, maintaining a standing posture is targeted due to measuring changes 
in muscular activity by sensory inputs because it is a simple movement limited to 
changes in muscular activity. In addition, physically-healthy persons are targeted 
because the how the brain functions may differ from that of those who are physically-
challenged. 

2 Proposed Method 

It is assumed that the muscular activity of posture control is expressed in elements 
changed by external forces and elements as indicated by the sensory inputs as the 
internal force, making the following formula applicable: 

gi(Conditionj) = Activityij - fi(CoPj)                         (1) 
i = 1, … , n      j = 1, … , m 

 

where Activityij is scalar of the ith muscular activity in the condition j and fi(CoPj) are 
the ith muscular activity with “normal sensory input” in the condition j. The condition 
is the variety of the changes of the sensory inputs mentioned later. 

CoPj is a variable to indicate the center of pressure of human body instead of the 
human posture. Therefore, fi(CoPj) can be considered as the muscular activity for 
“external force” to maintain the posture. From the above formula, gi(Conditionj) can 
be considered as muscular activity for “internal force”. Conditionj is vector meaning 
the sensory inputs in the jth condition. If any sense is normal, with no inhibition and 
stimulation, gi(Conditionj) will be 0 because Activityij equals to  fi(CoPj). The n is the 
number of muscles to be measured and the m is the number of conditions with the 
changes of sensory inputs. 

The method for obtaining gi(Conditionj) is described. fi(CoPj) is calculated from 
the model constructed by measuring EMG of subject's muscles in various postures 
with the normal sensory inputs. Activityij is obtained by measuring EMG of subject's 
muscles when subject's senses are inhibited and/or stimulated. gi(Conditionj) is 
calculated as the difference between measured Activityij and modeled fi(CoPj). Figure 
2 shows the outline of this method (see chart in next page). 
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Fig. 2. Outline of proposed method 

2.1 Calculation of Muscular Activity for External Force 

In maintaining a standing posture, posture and external forces are considered uniquely 
decided provided the Center of Pressure (CoP) position is uniquely decided. In this 
study, CoPj is defined as vector meaning CoP position and it is considered that the 
external force is fi(CoPj). 

Experiments were performed to measure CoPj and Activityij when any subject's sense 
is uninhibited or not stimulated; that is, gi(Conditionj) = 0, and subject leans to the 
front or back, to the left or right, and any combination thereof. CoP is measured by 
four scales and calculated. Activityij is measured as EMG of each muscle and 
calculated. The model of f( ) is constructed with measured CoP and Activityij. 

In concrete, for the construction of this model, the subjects are measured the 
muscular activities at 9 points to change their posture. And then, the muscular 
activities of 16 points are estimated with the average of the neighbor activities. 
Finally, we make meshes based on the measured points and estimated points. Figure 3 
shows these points where x is right side and y is front side. The measured points may 
need to increase for the precise estimation. However, the number of the points is set 9 
of the minimal value because we consider the subjects’ exhaustion. 
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x

y

 

Fig. 3. Measured and estimation points for fi(CoPj) model. Blue points indicate the measured 
points and green points indicate the estimated points. 

2.2 Calculation of Muscular Activity for Internal Force 

The internal force elements gi(Conditionj) can be obtained from muscular activities 
and external force elements mentioned above. 

And for the estimation of influence of sensory inputs, we calculate the coefficients 
of the input factors. As mentioned later, we set 8 conditions corresponding to 3 
sensory inputs. Each sensor is inhibited or stimulated and combined them in our 
experiments.  

Therefore, the influence of each sensory input and these combinations can be 
obtained with the below formula. 

gi(Conditionj) =ai1S1j+ai2S2j+ai3S3j+ai4S1jS2j+ 
                         ai5S1jS3j+ai6S2jS3j+ai7S1jS2jS3j                      (2) 

where S1j indicate the sensory condition j in sensor1 (visual). S2j indicate the sensory 
condition j in sensor2 (vestibular). S3j indicate the sensory condition j in sensor3 
(somatosensory). 

So, we can obtain the a1, a2, a3, a4, a5, a6 and a7 from the value of gi(Conditionj) 
with 8 kinds of conditions. 

2.3 Method for Inhibiting or Stimulating Senses 

Sensory inputs from visual, vestibular, and somatosensory systems are considered: the 
visual sense is inhibited by closed eyes, the vestibular sense is inhibited by a caloric 
test that upset the vestibular system by pouring cold water into the ear cavity, and the 
somatosensory sense is stimulated by touching a part of the body. If these senses are 
inhibited or stimulated, subjects tend to change their posture. 



484 R. Chiba et al. 

 If only the vestibular sense is inhibited, subject can maintain the standing 
posture (Fig. 4(a)). 

 If both visual and vestibular senses are inhibited simultaneously, subject leans to 
the same side of inhibited ear (Fig. 4(b)). 

 If both visual and vestibular senses are inhibited and somatosensory sense is 
stimulated simultaneously, subject recovers its standing posture (Fig. 4(c)). 

The interesting thing is that the side of the leaning depends on the side of inhibited 
vestibular sense, but the touching point for the stimulated somatosensory sense is 
independent to recover their posture. Now, we have not verified and made the 
consideration the reasons. We will try to model this fact in the future work. 

From these changes of the posture with the changes of sensory inputs, we can 
provide 8 conditions with different sensory inputs. Condition1 is the normal posture 
and Condition2-7 are the inhibitions and/or stimulation of the 3 sensory inputs. Table 1 
shows the combinations of these sensory inputs as conditions. Table 2 shows the S1j, 
S2j, S3j values in each condition. The gi(Conditionj) can be obtained from these 8 
conditions experiments and a1-7 can be obtained the gi(Conditionj) and the S1j, S2j, S3j 
values in each conditions. 
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Fig. 4. Posture Change 
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Table 1. Conditions of sensor changings 

 (n : normal, i : inhibited, s : stimulated) 

Conditions 1 2 3 4 5 6 7 8
Visual (S1) n i n i n i n i
Vestibular (S2) n n n n i i i i
Somatosensory (S3) n n s s n n s s

 

Table 2. Values of S1j, S2j, S3j 

Condition 1 2 3 4 5 6 7 8
S1j 0 1 0 1 0 1 0 1
S2j 0 0 0 0 1 1 1 1
S3j 0 0 1 1 0 0 1 1

 

3 Experiment 

3.1 Experimental Conditions 

Subjects are 12 males in their twenties. Figure 5 shows muscles measured in 
experiments. We carry out the measurements of these muscles in the experiment for 
external for elements (fi(CoPj)) and in every 8 conditions. And then, we calculate the 
internal force element (gi(Conditionj)) from muscular activities in 8conditions and the 
external force elements. 

The visual inhibitions are achieved with “close eyes” and the vestibular inhibitions 
are achieved with pouring cold water “to left ear”. The somatosensory stimulations 
are achieved with touching at “any point on the surface of his body”. 

 

 

Fig. 5. Measured muscles 
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3.2 Experimental Results and Discussion 

3.2.1   External Force Elements Model 
At first, we show the results of the model for the representation of relationship 
between muscular activity and the center of pressure in order to model the external 
force elements.  

For these models, we carry out the experiments in which subject change his posture 
to be 9 points of center of pressure. Those are front, front-right, front-left, center, 
center-right, center-left, back, back-right and back-left.  

Figure 6 shows the model of each muscle. (l.) means the left side of body and (r.) 
means the right side. In these graphs, x axis indicates the right and left side (x plus is 
right), and y axis indicates the front and back side (y plus is front). And z axis 
indicates the muscular activity. In these graphs, it can be seen that circle points which  
 

 

Fig. 6. Modeled external force element activity for each muscle 
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are the measured points. And then, we construct the model based on these measured 
muscular activities. 

As the results, it can be seen that the activity of left side soleus increases when the 
CoP is front-left. On the other hand, the activity of right side soleus increases when 
the CoP is front-right. It is considered that these are very natural because soleus 
should work when human bends his body to front and keep the posture. 

3.2.2   Internal Force Element Calculation 
From the model of external force element mentioned above, the fi(CoPj) can be 
obtained. In concrete, the experiments of 8 conditions might make the human posture 
change and the CoP might be changed. Therefore, using the CoP data, the external 
force element remove from the muscular activities. The result should be the muscular 
activities of the internal force elements by the changes of sensory inputs. 

Table 3 shows the results of muscular activities of each muscle i in each condition 
j. Condition1 is normal condition that is no inhibition and no stimulation. Therefore, 
the muscular activities are all 1.0 as the control data. The other activities are 
normalized based on this control data. 

Table 4 shows the results of muscular activities for “internal force elements” of 
each muscle i in each condition j. These values are calculated based on the formula 
(1). Figure 7 shows the difference of the center of pressure in each condition. It can be 
seen that the CoP are various because the postures are various in the experiments. 
Therefore, for obtaining the “internal force element”, fi(CoPj) plays very important 
role. 

In both tables, high values are painted red and low values are painted blue. It can 
be seen that both Activityij and gi(Conditionj) are very high from condition5 to 
condition8. This result is very natural because human makes his body “hard” when 
sensory inputs, especially vestibular, are inhibited and not stimulated. In condition6, 
subjects lean their body and their all muscular activities are also high. 

Table 3. Muscular activities in 8 conditions (Activityij) 

conditions 1 2 3 4 5 6 7 8
soleus (left) 1.00 1.19 1.18 1.34 1.38 1.71 1.40 1.84 
soleus (right) 1.00 1.12 1.11 1.21 1.29 1.48 1.32 1.60 
tibialis anterior(l) 1.00 1.26 1.40 1.33 2.29 4.51 2.47 4.41 
tibialis anterior(r) 1.00 1.29 1.25 1.23 2.35 4.44 2.15 4.33 
quadriceps femoris(l) 1.00 1.16 1.21 1.20 1.64 3.61 1.91 4.49 
quadriceps femoris(r) 1.00 0.91 0.90 1.10 1.88 2.81 1.93 3.35 
hamstring(l) 1.00 1.44 1.64 1.68 1.44 1.75 1.62 1.94 
hamstring(r) 1.00 1.38 1.39 1.60 1.38 1.64 1.47 1.64 
erector spinae(l) 1.00 1.03 1.04 1.05 1.12 1.16 1.14 1.23 
erector spinae(r) 1.00 1.02 1.01 1.04 1.15 1.21 1.15 1.26 
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Table 4. Muscular activities of internal force elements in 8 conditions (gi(Conditionj)) 

conditions 1 2 3 4 5 6 7 8
soleus (left) -0.04 0.01 -0.01 -0.01 0.21 0.47 0.17 0.51 
soleus (right) -0.06 -0.11 -0.06 -0.03 0.17 0.42 0.13 0.40 
tibialis anterior(l) -0.31 -0.39 -0.18 -0.21 0.64 2.63 0.78 2.72 
tibialis anterior(r) -0.37 -0.49 -0.49 -0.5 0.68 2.67 0.54 2.67 
quadriceps femoris(l) -0.24 -0.33 -0.21 -0.18 0.19 1.94 0.48 2.96 
quadriceps femoris(r) -0.2 -0.54 -0.51 -0.23 0.44 1.18 0.43 1.82 
hamstring(l) -0.23 0.005 0.184 0.15 0.13 0.41 0.17 0.54 
hamstring(r) -0.15 0.053 0.096 0.213 0.02 0.27 -0.03 0.20 
erector spinae(l) -0.04 -0.08 -0.13 -0.13 -0.06 0.02 -0.02 0.06 
erector spinae(r) -0.04 -0.09 -0.18 -0.15 -0.06 0.03 -0.03 0.07 

 

condition1
condition2
condition3
condition4
condition5
condition6
condition7
condition8

 
Fig. 7. Center of pressure in each condition 

3.2.3   Influence of Sensory Inputs 
From the calculation of gi(Conditionj) mentioned above, the influences of the sensory 
inputs to the internal force element activities can be obtained based on the formula 
(2). 

Figure 8 shows the results of a1-7. The coefficients has the meanings that a1 is only 
visual influence, a2 is only vestibular influence, a3 is only somatosensory influence, a4 

is the combination influence of visual and vestibular, a5 is the combination influence 
of visual and somatosensory, a6 is the combination influence of vestibular and 
somatosensory and a7 is the combination influence of visual, vestibular and 
somatosensory. 
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Form the result of Fig.8, it is clear that a4 is significantly high regarding the error. 
That is to say, human makes their body “hard” in the situation that both visual and 
vestibular systems are inhibited(a4). However, in such a situation, with the stimulation 
of the somatosensory system, their posture control works well. 

From this result, it can be considered that “internal force elements” exist on the 
human posture control by the changes of sensory inputs. Moreover, we can find that 
the sensory inputs are integrated and utilized in human posture control. The sensory 
inputs cannot be considered independently. Therefore, we think that multi-modality 
should be more considered. 

These results are the average of subjects in which there are several individual 
differences. However, there are obvious means statistically. Therefore, we think these 
results are general. 
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Fig. 8. Influence of each sensory input and these combinations (a1-7) 

3.3 Discussion of Model 

From the results in this paper, we may be able to consider a new model of human 
posture control. 

In the torque based human posture control, both flexor and extensor muscles make 
only “external force (torque)” on the joint (Fig.9). However, in this paper, we suggest 
that the existence of “internal force (gi(Conditionj))” by the difference of the sensory 
inputs. At the same time, the sensory inputs do not independently work but work with 
the integration. 

Therefore, we extend the posture control model the previous work. Figure 10 
shows the new posture control model. In this model, the flexor and extensor muscles 
are controlled by both external output and internal output. About the external output, 
Peterka’s model[3] can be applied. Internal elements should be driven by sensory 
integrator. However, that is not still understood well how to control the internal force 
elements. 
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In the dangerous situation such as 2 or more sensory inputs inhibition, it is very 
natural to make the high body stiffness. It is very importance that the existence is 
found. In previous studies, only torque calculation is focused on. Our contribution is 
the findings of the fact that not only torque but also joint stiffness and viscosity 
should be considered in the modal. 
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Fig. 9. Model of previous work (Torque based) [6] 
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Fig. 10. Model of this work (Muscular Activity based) 

4 Conclusion 

This paper proposed a method to obtain quantitative changes in muscle activity 
caused by changes in sensory input conditions. With this method, we can show the 
existence of internal force elements as well as external force elements. The sensory 
inputs are integrated in human posture control as multi-modality.  

Form the results, the new model of human posture control is suggested. The 
internal elements are driven by the sensory integrator and these make the human body 
stiffness. 

As the future work, we firstly consider the control model of internal force element. 
And the sensory inputs integrator is also important for the understandings of human 
posture control. For these works, we will carry out more experiments and to measure 
how to work the brain in the experiments with NIRS. 

In this study, the posture can be measured by the center of pressure. However, we 
can measure more certain posture with motion capture systems. 
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Abstract. Inter- and intra-limb coordination for bipedal locomotion were 
numerically investigated using a “minimalist” bipedal robot model and an 
unconventional central pattern generator (CPG)-based control scheme that 
exploits local sensory feedback generated from the discrepancy between the 
control system, mechanical system, and environment. The simulation results 
showed that a bipedal robot controlled by the proposed controller exhibits 
walking and running gaits dependent only on one parameter: the angular 
velocity of the oscillators. Interestingly, spontaneous inter- and intra-limb 
coordination were found to be inherent to the proposed design scheme for stable 
bipedal locomotion. These findings are expected to lead to a useful 
methodology for robots to generate stable and adaptive locomotion. 

Keywords: bipedal locomotion, inter- and intra-limb coordination, discrepancy.  

1 Introduction 

Animals exhibit astoundingly adaptive, supple, and versatile locomotion under real-
world constraints. Robot bodies must have a significantly higher number of degrees of 
freedom relative to that of animals than they have at present in order to realize similar 
capabilities. Autonomous decentralized control plays a pivotal role in successfully 
coordinating movement with many degrees of freedom in response to various 
circumstances and it has attracted considerable attention. In fact, animals deftly 
coordinate the many degrees of freedom in their bodies through the use of intraspinal 
neural networks called central pattern generators (CPGs), which are responsible for 
generating rhythmic movements, particularly those related to locomotion [1, 2].  

Based on this biological finding, various studies have been conducted thus far to 
incorporate artificial CPGs into legged robots with the aim of generating highly 
adaptive locomotion [3]—[6]. In these studies, neural network topologies in CPGs 
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and local sensory feedback mechanisms have been discussed in an attempt to 
elucidate the generation mechanisms of situation-dependent locomotion patterns. 
Nevertheless, the proposed mechanisms could not fully reproduce the innate 
behaviors of real animals. One of the reasons is that these studies have mainly focused 
on the inter-limb coordination mechanism. Although the intra-limb coordination 
mechanism should also play a pivotal role in generating adaptive locomotion, they 
have been designed completely on an ad-hoc basis.  

Thus, the objective of this study is to propose a minimalist CPG model for inter- 
and intra-limb coordination in bipedal locomotion. An extremely simplified biped 
robot was modeled in this study using the minimalist approach, as shown in Fig. 1, 
and an conventional CPG-based control scheme was designed, which exploits local 
sensory feedback generated from the discrepancy between the control system, 
mechanical system, and environment. In this work, the validity of our proposed 
control scheme was verified in the simulations. The results indicate that the proposed 
control scheme allows the robot to perform walking and running, which depend only 
on one parameter, the intrinsic angular velocity, ω, of the oscillators. This fact 
supports our control scheme feature that can explain the inter- and intra-limb 
coordination mechanism used for bipedal locomotion generation. Bipedal locomotion 
is generated via inter- and intra-limb coordination [7], so these results are expected to 
shed new light on bipedal locomotion generation mechanism.  

2 Model  

2.1 Mechanical Structure  

Figure 1 shows the biped model. In this figure, the black mass points (1 and 2) 
represent the upper body and the hip, while the blue mass points represent the right 
knee and foot masses (3 and 4), and the green mass points represent the left knee and 
foot masses (5 and 6), respectively. Motion is expressed through the motion of these 
six mass centers. The trunk link (link 1-2) and thigh links (link 2-3, link 2-5) are 
modeled as rigid links. Springs with a large stiffness constant are implemented at the 
knee joints (joints 2-3-4, joint 2-5-6), which results in a compass-like biped model [8, 
9]. In our model, simple spring-like actuators known as real-time tunable springs 
(RTSs) [10] are implemented at the hip joints θi  (joint 1-2-3, joint 1-2-5) and in the 

shank segments li  (link 3-4, link 5-6) in order to generate bipedal locomotion. This 

control model is based on the physiological findings [11] on cat gait, in which the 

limb axis length (like li ) and orientation (like θi ) coordinates are independently 

represented at the lowest sensory processing levels in the spinal cord. 
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Fig. 1. Simple biped model employed. Spring-like actuators known as real-time tunable springs 

(RTSs) [10] are implemented at the hip joints θi  and in the shank segments li . Schematic 

representations of (a) rotational spring type RTS and (b) linear spring type RTS.  

2.2 Actuator and Sensor 

An RTS can actively alter its resting length (i.e., the zero force length (or angle) of the 
spring). As shown in Fig. 1, a linear spring type RTS was implemented for the shank 
segments and a rotational spring type RTS was implemented for the hip joints. They 
are described by the following equations:  

Fi = kl (li − li ),  (1a) 

τ i = kθ (θi − θi ), (1b) 

where Fi  and τ i  represent the force and torque applied by each RTS (left: i=0, 

right: i=1). kl  and kθ  represent the spring constants. li  and θi  represent the 

actual length of the shank segment and the actual angle of the hip joint. li  and θi  

represent the resting length and resting angle, which vary according to the oscillator 
phases in order to generate rhythmic locomotion. 

It is noteworthy that the RTS is able to perform not only as an actuator but also as a 
passive mechanical element. For this reason, the force (or torque) stemming from the 
interaction between the body and the environment can be measured as a discrepancy 

between the controlled value li  or θi  and the actual value li  or θi  
by sensing the 

force (or torque) on the RTS. Therefore, RTSs play an essential role in sensing 
important sensory information for adaptive locomotion generation.  
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2.3 Discrepancy Function 

Each RTS drives the legs according to the motor command from the corresponding 
oscillator. However, owing to the elasticity of the RTSs, the behavior of the robot 
does not completely follow the motor command from the control system, but is 
somewhat influenced by the surrounding environment and the physical constraints of 

the body. Consequently, the actual length li  of the shank segments and the joint 

angle θi  of the hip joints deviate from li  and θi . 

The discrepancy function I  is defined on the basis of the magnitude of the 
deviation. As shown by previous studies [10, 12, 13], the discrepancy function has to 

be able to characterize the magnitude of the discrepancy detected between the control 
system, the mechanical system, and the environment. I  is designed as follows:  

where σ l  and σθ , respectively, are the parameters characterizing the effect of Fi  

and τ i  on I . In fact, Fi  and τ i  contain information about the discrepancy 

because these forces are determined as a result of the interaction between the 
mechanical system and the environment. 

2.4 Control Scheme 

 

Fig. 2. Schematic of body and control systems of proposed biped model 
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Our minimalist CPG is modeled by phase oscillators and two phase oscillators 
described in (3a) and (3b) are implemented in each leg for RTS controls:  

where φh,i  and φl,i  are the oscillator phases of hip joints and leg segments, 

respectively, and ω  represents the angular velocity of the oscillators (left: i=0, right: 
i=1). The third terms on the right hand side in (3) denote the local sensory feedbacks 
from the mechanical system to the hip joint and leg segment oscillators, respectively.  

  The target angle θi  and target length li  of the RTSs given by the phases φh,i  and 

φl,i  
of the oscillators are as follows: 

θi =θ0 − Aθ cosφh,i (4a) 

li = l0 − A l sinφl,i (4b) 

where Aθ  and Al  denote the amplitudes of the target angle and length, 

respectively. θ0  and l0  denote the offset angle and length of the target, 

respectively. 
  The second terms on the right hand side in (3) expresses the coupling between the 
oscillators, i.e., neural connections: 

gh,i = εθ sin(φl,i −φh,i −ψ) (5a) 

gl,i = εl sin(φh,i −φl,i +ψ) (5b) 

where εθ  and εl  are the coupling strengths. When the local sensory feedback is 

absent, the phase difference between hip joint and leg segment oscillators in the same 
leg is entrained into ψ ; the phase difference helps to determine the target pattern of 

one leg’s motion, as shown in Fig. 3. The actuators, i.e., RTSs, at the hip joints and in 

the shank segments drive the legs according to the target θi  and li  
to generate 

locomotion.  

φh,i = ω + gh,i + fh,i, (3a) 

φl,i = ω + gl,i + fl,i,  
(3b) 
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Fig. 3. Foot trajectory according to oscillator phases. (a) ψ  = 0.0π and (b) ψ  = 0.4π.  

 
Then, the local sensory feedback terms, fh,i  

and fl,i
, are set as follows,  

fh,i = − ∂I

∂φh,i

= − ∂I

∂ θi

∂ θi

∂φh,i

= γθτ i sinφh,i  (6a) 

fl,i = − ∂I

∂φl,i

= − ∂I

∂li

∂li

∂φl,i

= −γ lFi cosφl,i  (6b) 

where γθ = σθ Aθkθ  and γ l = σ lAlkl . Note that this phase modification is 

calculated only with locally available sensory information from the RTSs, namely, 
τ i  

and Fi . The phases are modified to reduce the total discrepancy I  because of 

these feedback terms, which lead to the inter- and intra-limb coordination for stable 
locomotion. 

The following equations are considered:  

hθ ,i = − ∂I

∂θi

= −σθ (kθ )2 (θi − θi ) = −αθτ i (7a) 

hl,i = − ∂I

∂li

= −σ l (kl )
2 (li − li ) = −αlFi

 
(7b) 

where αθ = σθkθ  and αl = σ lkl . As these equations show,

 
hθ ,i

 and hl,i
 help to 

reduce the discrepancy I  through θi  
and li . Note that these equations correspond 

to the models having linear and rotational type RTSs in Eqs. (1a) and (1b). These 
facts strongly suggest that our proposed actuator models (RTSs) also behave such that 
they reduce the total discrepancy I  by using locally available variables, which yields 
a “good” coupling between the control and mechanical systems for adaptive 
locomotion.  
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Furthermore, the key consideration in the present model is that the RTSs are 
strategically placed at joints and in the segments. The discrepancy I  detected 
between the control and the mechanical systems provides significant information 
about the way in which the robot interacts with the environment because such elastic 
materials deform according to the current motion. In conclusion, this compliant 
mechanism allows the robot to exploit the active perception or sensory-motor 
coordination [14]. 

3 Simulation Results 

The validity of the design scheme proposed was verified using the biped robot. To 
this end, simulations were conducted using various parameter settings and various 
initial conditions. The robot’s parameters and the initial conditions were selected by 
trial and error during these simulations. The conditions used for the simulation are 
shown in Table 1.  
 

 

   (a)                                  (b) 

Fig. 4. (a) Walking gait. ω = 5.4 rad/s. (b) Running gait. ω = 10.0 rad/s.  

Figure 4 compares gait patterns of bipeds with different intrinsic oscillator angular 
velocities, ω. The top portions of the graphs in the Figs. 4 (a) and (b) show GRFs 
perpendicular to the ground (blue: right leg, green: left leg). The graphs in the middle 
of these figures represent the y-position of the hip mass during walking and running. 
The graphs in the bottom show the gait diagrams, in which blue and green indicate the 
stance phases of the right and left legs, respectively. Note that bipeds have different 
gait patterns that depend only on one parameter, i.e., the angular velocity ω of the 
oscillators, which determines locomotion velocity. Moreover, various gait patterns 
can be observed according to the change in the intrinsic oscillator angular velocities, 
e.g., a category of walking for 3.0 to 6.6 rad/s and a category of running for 6.7 to 
10.0 rad/s. Human walking and running movements are distinguished by a set of basic 
characteristics that are generally agreed upon in biomechanics [15]—[17]. They are as 
follows:  
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 Vertical GRF 
 Vertical body excursion   
 Duty factor: the stance period of one foot, as a percentage of the gait cycle, etc.  

In this paper, we distinguish between gait patterns by employing (i) the vertical GRF, 
(ii) the vertical body excursion, and (iii) the gait diagram, as shown in Fig. 4.  

Table 1. Body and control parameters 

Parameters Value Unit 

Body Parameters    

Body mass  10.0 [kg] 

Hip mass  10.0 [kg] 

Knee mass 7.5 [kg] 

Foot mass 1.0 [kg] 

Trunk length 0.5 [m] 

Thigh length 0.5 [m] 

Shank length 0.5 [m] 
Leg spring kl

 20000.0 [N/m] 

Leg damper cl
 25.0 [Ns/m] 

Hip spring kθ  12000.0 [Nm/rad] 

Hip damper cθ  0.0 [Nms/rad] 

Control parameters   
RTS target angle amplitude; Aθ  0.15π [rad] 

RTS target length amplitude; Al
 0.07 [m] 

Average RTS resting angle; θ0
 0.0 [rad] 

Average RTS resting length; l0
 0.50 [m] 

Phase difference between li  and θi ; ψ  0.40π [rad] 

Coupling strength; εθ  17.0 [rad/s] 

Coupling strength; εl  1.7 [rad/s] 

Local feedback magnitude; σθ  0.5e-06 [rad/N2s] 

Local feedback magnitude; σ l  4.0e-06 [rad/N2m2s] 

3.1 Walking  

There are three reasons for which the gait for ω = 5.4 rad/s is regarded as walking: (i) 
this biped demonstrates a “two peak” GRF curve perpendicular to the ground during 
one period [16]; (ii) the vertical body excursion increases toward the middle of the 
stance phase [17]; and (iii) the biped has a double-stance phase period. 

Interestingly, these profiles agree well with those of a walking human [15]. 
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3.2 Running  

There are three reasons for which the gait for ω = 10.0 rad/s is regarded as running: 
(i) the “one peak” GRF curve perpendicular to the ground during one period [16], 
which is different from that shown in Fig. 4 (a); (ii) the vertical body excursion that 
decreases toward the middle of the stance phase [17]; and (iii) the biped’s 
performance during the flight phase period. Interestingly, these profiles also agree 
well with those of a running human [15]. 

4 Discussions and Conclusions 

A control scheme that exploits the local sensory feedback generated from the detected 
discrepancy between the control system, the mechanical system, and the environment 
is proposed in this study. Simulation results indicate that our robot exhibits stable 
walking and running motions by exploiting the sensory information provided by “soft 
and deformable” actuators known as RTSs. 

It is interesting to note that our model exhibits stable walking and running motions 
via inter- and intra-limb coordination. One plausible explanation for these results is 
that the proposed local sensory feedback allows each leg to recognize the positional 
relationship between legs, i.e., how the legs support the body at that moment, without 
having to perform calculations that lead to a high computation cost. This mechanism 
allows appropriate physical communication between individual components via the 
robot body. 

In our model, intra-limb coordination is partly governed by neural connections 
between hip joint and leg segment oscillators in Eqs. (5a) and (5b): The parameter ψ  

denotes the phase difference between li  and θi . However, the effect of the local 

sensory feedback based on the detected discrepancy, which stems from the actual 
motion, enables the phase relationship between li  and θi  to be appropriately 

modified in a way that is related to the current ｓmotion, resulting in the generation 
of gait patterns suited to the situation encountered. Additional work is required for 
detailed verification of the inter- and intra-limb coordination for adaptive bipedal 
locomotion, e.g., how to achieve the autonomous generation of inter- and intra-limb 
coordination. This study constitutes the first step toward understanding the inter- and 
intra-limb coordination mechanism for the adaptive bipedal locomotion.  

In the future, we intend to clarify the effect of stiffness adjustment mechanism on 
inter- and intra-limb coordination. Furthermore, we intend to verify the validity of our 
scheme for control of a quadruped robot, a hexapod robot, or a bipedal robot with 
many degrees of freedom. We expect the subsequent findings to contribute to a useful 
methodology that enables robots to generate adaptive locomotion. 

Acknowledgements. This work was partly supported by a Grant-in-Aid for Young 
Scientists (B) No. 23760381 from the Ministry of Education, Culture, Sports, Science, 
and Technology (MEXT), Japan. 
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Abstract. In team Markov games research, it is difficult for an individual agent 
to calculate the reward of collaborative agents dynamically. We present a 
coordination tree structure whose nodes are agent subsets or an agent. Two kinds 
of weights of a tree are defined which describe the cost of an agent collaborating 
with an agent subset. We can calculate a collaborative agent subset and its 
minimal cost for collaboration using these coordination trees. Some experiments 
of a Markov game have been done by using this novel algorithm. The results of 
the experiments prove that this method outperforms related multi-agent 
reinforcement-learning methods based on alterable collaborative teams.  

Keywords: reinforcement learning,  multi-agent, coordination tree,  Markov 
games.  

1 Introduction 

A Markov game, also known as a stochastic game, is generally considered as the 
combination of a Markov decision process and a matrix game[1]. When multiple 
agents deal with a Markov game, there are a number of relative independent actions 
or action series that can be taken[2][3]. For example in a pursuit game, predators need 
to explore their objects and then to hunt evaders together. In multi-robot team 
coordination, the robots need to form teams and coordinate other actions dynamically. 
So, we need an approach to judge the cooperative relationship among agents.  

The learning of multiple agents is a complex problem. The collaborative 
multi-agent Markov decision process[4][5][6]model is often used in research. 
Hyper-Q learning[7] learns mixed strategies in stochastic games, using observations 
of other agents’ play. The states in Hyper-Q consist of observations or estimates of 
opponents’ strategies. By learning a value function of state-action pairs, the Hyper-Q 
algorithm obtains its mixed strategies. Another solution technique is based on the 
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framework of coordination graphs (CGs)[8]. In a CG each node represents an agent 
and connected agents indicate a local coordination dependency. Each dependency 
corresponds to a local payoff function which assigns a value to every possible action 
combination of the involved agents. The Max-Plus algorithm and Variable 
Elimination(VE)[8] based on coordination graphs are used to find the optimal joint 
action. These algorithms demand that the structure of the CG used is determined 
beforehand. It is difficult for agents to calculate dynamic neighbors and to select an 
optimal action. If the neighbors of an agent have a tree structure, the Max-Plus 
algorithm based on coordination graphs can optimize the global reward. When the 
neighbors of an agent have a graph structure, Max-Plus algorithm can not cope with 
the complexity of the underlying graph structure[9]. 

In summary, an optimal joint action selection method is needed to copy with the 
complicated relation of agents. Therefore, we present a dynamic distributed selection 
algorithm of a joint action based on coordination trees. Using this method, the 
multi-agent reinforcement algorithm of team Markov games could be applied. 

2 Coordination Trees for Describing the Collaborative 
Relationship among Agents 

Suppose n agents are present in two fighting sides. The number of cooperative agents in 
one side is Nb , the number of opposite agents is Nr . One of the opposing sides need 
k agents to collaborate ( min( , ))k Nb Nr≤  and take care of an agent of the other side. A 

key problem is how to obtain the cooperative agents of one agent.  
We define a coordination graph which describes a global cooperative relation 

between agents. In a coordination graph, there are two kinds of nodes. The first 
one is a node for the agent iAg , and the second one is a set node jB  which don’t 

include the agent iAg . The tree structure is shown in fig. 1.  
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Ag21 Ag2qAg1p Agk1 Agkr
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...
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Fig. 1. The coordination tree of iAg  
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Define: Suppose that we have a coordination tree Tr = (V,E)  with |V|  vertices and 

|E|  edges, where { _ , _ }V B Set Ag Set= , _ { , 1,2,..., }iAg Set Ag i Nb= = , and 
1

CoN_ { , [1,..., ]}k
jSet B B j C −= ∈ . 

There are not edges between two agents or two set nodes. An agent node can only 
link set nodes, and a set node has only sides with agent nodes. The side between node 

iAg and jB  denotes that the agent iAg  cooperates with the agents in the set jB . All 

coordination trees of agents are defined based on a coordination graph. For an 
agent iAg , a tree with root iAg  is defined, which has three layers of nodes and 

describes the relation of the collaborative agents. The tree structure is shown in fig. 1. 

(1) A root node, iAg , is an agent, which need to select an agent set jB  to 

collaborate with.  
(2) Each child node of the root is an agent subset 1

CoN, [1,..., ]k
jB j C −∈ . jB  is an agent 

subset which may collaborate with iAg . CoN(CoN )Nb≤  is the number of the 

agents in the view of the agent iAg . 1
CoN
kC −  is the number of potential subsets 

collaborating with the agent iAg . For example, there are n  agent sets collaborating 

with jB  in figure 1,in which n  is equal to 1
CoN
kC − . 

{ _ , 1, 2,..., 1}j ji ji ji iB Ag | Ag Ag Set and Ag Ag i k= ∈ ≠ = −           (1) 

Where the set _Ag Set  is an agent set. An agent iAg  needs to select k -1  agents 

to collaborate with. A tree with a root iAg  is built and has sub nodes jB , and 

i jAg B∉ . 

(2) A team jB  is formed with iAg  and jB .  

{ }j j iB B Ag= +                                   (2) 

(3) Each node of tree in the third layer is an agent which may collaborate with agents 
in jB .   

An agent jlAg  might collaborate with subset jB ,where 

jl j jl iAg B Ag Ag∉ ≠ .  

(4) Two kinds of weights are present.  
The weight ω  on the edge of a tree denotes the minimal collaborative cost of an 

agent with a subset. The weight w  is the minimal collaborative cost of a subset 
collaborating with another agent than iAg . For node jB  in the second layer, the 

weight ,i jω  denotes the collaborative cost of jB  with iAg . The weight ,j iw  is the 

collaborative cost of jB  collaborating with an agent jlAg ( jl iAg Ag≠ ). We need 

now to select an optimal collaborative subset for iAg  based on coordination trees.  
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Fig. 2a. Communication model of                Fig. 2b. Communication model of 
     the agent iAg                                      the agent subset kB

 
 
(5) Communication modes between an agent and agent subsets. 

  The communication model of the agent iAg is showed in fig.2a, and the 

communication model of the subset kB  is showed in fig.2b. Each agent iAg  sends 

collaborative cost or a payoff ,i jω  to the subset jB ( i jAg B∉ ) which connect to 

iAg  by a edge .The subset jB  will return a minimal collaborative cost or a maximal 

payoff ,j iw  to iAg  collaborating with one other agent except the agent iAg .  

3 Calculating a Collaboration for an Agent 

3.1 Dynamic Partition of Collaborative Subsets 

We present an algorithm for an agent based on this coordination tree structure. An 
agent iAg  can select its collaborating agent subset according to the algorithm CSCT 

below. 

Algorithm: CSCT- calculating Collaborative Subset based on Coordination Tree 

(1) The agent iAg  sends a cost ,i jω  to each agent in jB , which denotes the 

collaborative cost with 1k −  agents in subset jB . 
(2) When jB  receives a cost ,i jω , it returns a message ,j iw  to iAg  which is 

the cost of jB collaborating with another agent. For example, the subset jB  on the 

second layer in fig.1 selects a potential collaborative agent jmAg  instead of iAg  at 

the cost: 

, ,min({ })
jm

j i m j
Ag

w ω=                                 (3) 

Where jmAg is one child node of jB , and the ,m jω  is the weight between the node 

jB  and the node jmAg .  

(3) The agent iAg selects the optimal collaborative subset jB . 

Because each agent learns joint actions rationally, it makes decision for a maximal 
reward of all agents. Each agent can estimate the possible actions of other agents 
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based on a coordination tree. The rate , ,/i j j iwω  is a probability measure that denotes 

jB  collaborating with iAg . The jB  with minimal , ,/i j j iwω  value is the 

appropriate subset to collaborate with iAg .  

, ,arg min( / )
j

j i j j i
B

B wω=                              (4) 

3.2 Policy of Joint Actions  

After calculating collaborative subset based on coordination tree, joint action in a team 

jB  should be decided. In multi-agent’s learning procedure, the system’s state 
switching is determined by the actions of the learning agent and other agents together. 
In most cases, the agent’s action in a certain state is a random behavior which obeys 
some probability distribution[10][11][13]. Thus the learning agent can model the 
beliefs of other relevant agents by observing their behavior histories. Other agents’ 
strategies obey certain probability distributions, which can be partially determined by 
prior knowledge and observations, thus their strategies can be estimated. Therefore, 
through observation and statistic analysis in the learning process, one agent can learn 
the strategies of other agents and understand their influence on the environment[12] 
[14]. Through making use of the estimated probabilities of other agents’ actions to 
ensure the selection of optimal joint actions, members in teams take the best response 
actions according to other agent’s actions in the same environment[15]. Every 
cooperative team learns independently, multiple cooperative teams can prevent the 
problem of dimensionality to some extent. Single agent is able to learn in a multi-agent 

framework. The joint action in a team jB  is determined by using the behavior 
probability estimation and joint action statistic. 

4 Experiment Setup and Simulation  

4.1 Environment and Agent Setting 

There are n agents for the red side and the blue side fighting each other. Nb  is the 
number of agents in the blue side, and Nr  is the number of agents in red side. Only 
surrounded by k opposite agents simultaneously an agent can be destroyed. We use a 
two-dimensional plane as the experimental environment. Each agent has a view field 

_vision v . Blue side agents perform according to a reinforcement learning method, the 

agents of red side act according to specific policy and they know nothing about the 
action policy of each other. For a blue side agent, the threat distance of a red side agent 
is d ,where _d vision v≤ , which means that the distance between two opposite agents 

is larger than the threat distance d  in the view, there is no threat each other. 
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4.2 Parameter Setting 

We design two experiments and analyze the performance of the above methods. The 
first experiment has a 15×15 grid, with four red side agents versus four blue ones. The 
second experiment has a 20×20 grid, with four red side agents versus five blue ones. 
When a red side agent was destroyed by the blue side team, a reward r is given. When a 
blue side agent is destroyed by the red side team, a reward -r is given as punishment. 
The exploration rate is denoted as ε . In order to prove the suitability of the algorithm 
presented in this paper, we compare our method to a nearest neighbor approach. In that 
approach teams of collaborative agents are formed with the closest other agent.  

In our experiments, the parameters reward, the discount γ , the exploring rate ε  are 

set to 1000, 0.9, 0.3 respectively, and the number of collaborative agent is all set to 2. 
The attenuation factor is set to 0.6. The action set is {stop, up, down, left, right}. The 
current state s  is the agent’s location. At the beginning of each simulation, agents 
start from different positions, and the game ends when all opposite agents are caught 
successfully. The h-step back method is used to redistribute the reward. That means the 
reward hrβ  of the final state is regarded as the reward of the h-step back, where β  is 

an attenuation factor. The number of back states should less than the size of view, 
therefore, _vision v h≥ .  
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Fig. 3. Comparison of 4 versus 4 agents in a 15×15 grid 

 
In fig.3, the horizontal axis shows the number of learning iterations, the vertical axis 

shows the number of steps needed at each capture. For showing and analyzing the 
experimental result conveniently, we draw the average value per 4 time steps in the 
learning periods. Each experiment is repeated 20 times. From the first experimental 
result in fig.3, the Q-learning of team Markov games based on coordination trees could 
converge to the optimal value finally. It is observed that, the closer d and h are to 

_vision v , the better results we get. When d is close to _vision v , blue side agents can 

easily sense the threat from the red side agent in a larger view. The bigger h is, the more 
previous states the rewards feed back through the Q-table, thus accelerating the 
convergence. 
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Fig. 4. Comparison of different learning algorithms in a 20×20 grid 

 
From the second experiment results in fig. 4, we find that the policy based on 

coordination trees is better than the method of selecting the nearest neighbors. When 
using the coordination tree method, iAg  calculates the probability of collaborating 

with other agents based on communication, the agent subset with a maximum 
probability was selected as its cooperation object. So each agent can select its 
cooperation object freely according to observations on the environment and the 
behavior probability estimation and the nearest agents of iAg  don’t necessarily select 

iAg  as its cooperation object.  

5 Conclusion 

In the study of Markov game, it is difficult to form the team of cooperating agents 
dynamically and to decide on the joint action of agents. On the basis of multi-agent 
reinforcement learning with agent teams in Markov games, we present a cooperation 
tree-structure by using the subset of cooperation agents as the nodes of a tree. Two 
kind of weights are defined which describe the cost of an agent collaborating with or 
without an agent subset respectively. Each agent calculates its collaborative agent 
subset with a minimal cost based on coordination trees. From the results of our 
experiments in a simulation environment, the collaborative team calculating and joint 
action learning of multi-agent based belief model can all improve the algorithm 
performance. 

Acknowledgements. Many thanks are given to Prof. Shimon Whiteson in Amsterdam 
University who gives some helpful suggestions for this paper.  
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Abstract. This paper focuses on decentralized coordination for small
or medium groups of heterogeneous mobile robots with relatively low
computational resources. Specifically, we consider coordinated obstacle
avoidance techniques for mobile platforms performing high level tasks,
such as patrolling or exploration. In more details, we propose the use of
a greedy kinodynamic collision avoidance approach for the single robots
and the use of the the Max-sum algorithm for multi-robot coordination.
The system implementation and its testing are based on the popular
robot middleware ROS and the gazebo simulation environment. Ob-
tained results show that our distributed collision avoidance approach
is able to achieve safe navigation in real-time with a very low overhead
in terms of computation and communication.

1 Introduction

The ability to safely navigate in crowded environments is a key element for
most applications involving mobile robots, and collision avoidance is a crucial
component of any navigation systems. Here we focus on coordinating robots’
maneuvers to achieve collision avoidance for a group of mobile platforms with
limited computational capabilities. The collision avoidance problem in a known
static environment with multiple robots has a wide literature, but we can iden-
tify two approaches: the reactive (myopic) and the predictive one. The former
is a class of methods that permits robots to avoid collisions on a dynamic en-
vironment without explicit communication. Such methods include the Dynamic
Window Approach [4] and Velocity Obstacles [8]. The latter has his most recent
extension on the Optimal Reciprocal Collision Avoidance (ORCA) [16]. This can
be used to simulate thousands of moving agents without collisions and achieve
this objective without communication. Among myopic methods, path deforma-
tion techniques compute a flexible path that is adapted on-line so as to avoid
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moving obstacles [18]. These approaches are very efficient in simulations with a
high number of agents as shown with Reciprocal Velocity Obstacles (RVO) [3].
However, that approach only works well if the only moving obstacles are other
robots with the same behavior, furthermore some deadlocks can arise, e.g. the
dancing behavior, and it can not deal with the Inevitable Collision State (ICS)1

issue [10]. The predictive approaches can be addressed either with coupled or
decoupled approaches. Coupled approaches guarantee completeness but gener-
ate an exponential dependence on the number of robots and use a centralized
computation [7]. Decoupled approaches allow robots to compute their own paths
and then resolve conflicts, so that feasible solutions are usually incomplete, but
computed faster and in a decentralized way. For instance, in prioritized planners,
where low priority robots have to adapt their path plans upon the decisions of
high priority robots, this decoupled approach could have a heavy impact on find-
ing a feasible real-time solution. The solution to the path-planning problem for
robots with second-order dynamics, i.e. the kind of robots proposed in this work,
can be achieved by using a sampling-based tree planner [15,2] and, even if all
robots decide a feasible plan, maybe its end state is an ICS [10]. The literature
on contingency planning to avoid ICS in static environments shows that braking
maneuvers are sufficient to provide safety if used within a control-based scheme
[17] or in sampling-based replanning [5], as well as with learning-based approxi-
mations of ICS sets [13] or approximations for computing space×time obstacles
[6].

This work uses a not prioritized, decoupled approach and is inspired by the
safety rules proposed in [2] about how to avoid ICS and collisions between robots.
This system is based on the computation of a set of plans concatenated with the
robot’s contingency plan and the exchange of this information among robots.
This permits the choice of a safe trajectory for every robot. Here, we propose
the same kind of decoupled approach but with some key differences: the fac-
tor graph [14] as communication network, the max-sum algorithm [1] for the
distributed coordination. The system still provide safety and good performance
even without real-time design communication protocols such as in ROS. The
paper is organized as follows. Section 2 outlines the problem statement. Section
3 presents the description of the collision avoidance system, first focusing on its
single components, then explaining some algorithm contributions to the problem
and finally illustrating the implementation within the ROS system. Section 4 ex-
plains the experiments conducted and the results obtained. Finally, conclusions
and future works are discussed in Section 5.

2 Problem Statement

Let R be a set of n independent robots, i.e. R = {R1, R2, . . . , Rn} and let each
robot Ri, 1 ≤ i ≤ n have second order dynamics ruled by the time constraint

ẋi (t) = f (xi (t) , ui) , g (xi (t) , ẋi (t)) ≤ 0, ∀t ∈ R,

1 A state is an ICS if every next state involves a collision.
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where xi (t) represents a system state, ui a robot control and function f and g
are both smooth. Let E ⊆ R

2 be the environment where the robot operates and
FE ⊆ E the free environment, the free space of that environment. Given a point
p ∈ R

2, for each robot Ri, fP (Ri, p) is called the footprint on the point p, i.e.
the subset of FE occupied by the robot, while c(Ri) ⊆ R

2 is the center of that
footprint. The 2D local subspace of FE where robot Ri can perceive and move,
i.e. every c (Ri) such that fP (Ri, c (Ri)) ⊆ FE, is called the safe environment
and is represented by SEi.

Let robot Ri be the owner of a local goal list GLi filled with 2D space points
(x, y) ∈ SEi, the problem to be solved is the following: every robot Ri have to
reach its global goal Gi passing through a sequence of local goals, where a local
goal can be reached by choosing a linear trajectory and maintaining a speed vi
selected from Vi, a discrete set of velocities. In particular, when a local goal is
reached, Ri has to compute a new GLi and select both a new local goal gli ∈ GLi

and a velocity vi ∈ Vi such that, until Ri does not reach gli, ∀t{
fP (Ri, vi · t) ∈ SEi

fP (Ri, vi · t) ∩ fP (Ri, vj · t) �= ∅ ∀i �= j
.

3 System Description

The planning cycle is executed by performing the following steps on the system
represented in Figure 1:

1. The Environment Model Builder retrieves sensor and odometry data and
computes a costmap, i.e. a discrete grid inflated with costs obtained from
the environment sensor data;

2. Given the global goal and the SE, the Local Goals Generator computes a
set of feasible2 goals around the robot position. Next the robots start the
coordination step which ends with the selection of such goals that maximize
the distances between all robots.

3. Given a local goal and by using the A∗ algorithm [12], the Motion Planner
computes a path whose distance is covered with the dynamic window
approach[9].

4. The Controller receives the path and starts to send the motion commands
to the real robot in sense-react loop until it does not reach the local goal.

Let SD be the safe distance (e.g. 0.5 meters) equals to the space needed by the
robot to safely carry out one of its ICS escape maneuverers. The ICS is avoided
using a simple policy: each robot has to cover at least a distance of SD, such
that if the path has a length L ≥ SD the robot will move for that length L
minus the safe distance SD, i.e. L− SD.

Our escape action is divided into two steps: first the robot tries to rotate
slowly with the purpose of updating the costmap with some moving obstacles,
then, if after two rotations obstacles still blocks its path the robot stops and
looks for another path.

2 Feasible means that for sure there is a path between robot position and the goal.
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Fig. 1. Block schema of the collision avoidance system

3.1 Local Goal Generator and Coordination

In this section we outline the theoretical and mathematical frameworks used for
developing our collision avoidance algorithm (Local Goal Generator and Coor-
dination on Figure 1).

3.1.1 Navigation Algorithm
Our navigation algorithm is detailed in Figure 2. Specifically we use a set struc-
ture called geostructure, where we keep all the computed goals. Geostructure
is able to return the goals directly reachable from the current robot position
(neighbourhood). Next, when we call compute goals from function, we select the
safe3 goals around the robot position that are not near to the useless goals in
geostructure. Finally, if at least a goal is found, we select the local goal that
minimizes the distance to the global goal, otherwise recovery actions are taken.

3.1.2 Factor Graph
We use the factor graph [14] framework to perform our coordination problem.

Specifically, given a real valued function g (x1, x2, . . . , xn) =
m∑
i=1

fi (xi), where

xi ⊆ {x1, x2, . . . xr} , r ≤ n, a factor graph is defined as a bipartite graph that
shows the structure of this summation. In particular the factor graph FG =
{x, f} consists of variable nodes x = {x1, x2, . . . , xn} and function nodes f =
{f1, f2, . . . fm} where a variable node xi is connected to the function node fj if
and only if the variable is an argument of the function, i.e. xi ∈ xj .

3.1.3 Max-sum Algorithm
The max-sum algorithm belongs to the family of iterative message passing algo-
rithms called Generalized Distributive Law (GDL) [1], which can be combined
with factor graphs to efficiently compute functions like g (·). Given a set of robots,
i.e. R1, R2, . . . , Rn, and a factor graph FG = (x,F) (see an example in Figure
4) where each robot Ri owns a function Fi and a subset xi ⊆ x of variables,

3 A goal is defined as safe when the trajectory towards it does not make robot collide.
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geo s t ru c tu r e gs ;
p o s i t i o n g l o b a l g o a l ;
while ( g l o b a l g o a l i s not reached ){

cu r r pos = get current position ( ) ;
gs .add( cu r r pos ) ;
gs . find ( cu r r pos ) . type = GOOD;
l o c a l g o a l s = compute goals from ( cu r r pos ) ;
i f ( l o c a l g o a l s . s ize ( ) > 0){

new lo ca l goa l = select best ( l o c a l g o a l s ) ;
gs .add( n ew lo ca l goa l ) ;
move to( n ew lo ca l goa l ) ;

} else{
gs . find ( cu r r pos ) . type = USELESS ;
r e c ov e ry goa l = gs . find good neighbour ( cu r r pos ) ;
i f (not s e t r e c ov e ry goa l )

contingency plan ( ) ;
else

move to( r e c ov e ry goa l ) ;
}

}

Fig. 2. High level navigation procedure

the max-sum algorithm computes x∗ = argmax
x

n∑
i=1

Fi (xi) by repeatedly passing

variable-to-function q-messages and function-to-variable r-messages. Let xi be
a set of paths to candidate local goals, Fi (xi) represents the minimum distance
between all possible local goals, logarithmically weighted with the distance to the
global goal Gi (see Figure 3). In case xi would lead to a collision, Fi (xi) is set to
an arbitrarily small positive quantity ε. Hence x∗ represents the local goals that

maximize the system utility
n∑

i=1

Fi (xi), i.e. the local goals whose relative trajec-

tories allow each robot to avoid collisions and to get closer to its global goal at
the same time. A similar coordination problem in [2] is modeled with coordina-
tion graphs [11] and it is solved using the message passing algorithm max-plus
[11], but that method does not consider n-ary functions. In our approach such
functions are very important because they allow us to simultaneously consider,
if necessary, not only collisions between couples of robots, but collision between
a group of n robots. In particular in our approach each robot owns only its local
part of the factor graph, hence a minimal factor graph can be computed even
without a real distributed computation. Indeed as Table 1 shows, the Max-sum
computational time increases exponentially with the number of graph connec-
tions, so in order to keep low the time to reach a solution we communicate with
just the two nearest neighbors. As in Algorithm 1 the robot computes the main
cycle, where in step 2b we consider neighbors just the robots which are less than
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Algorithm 1. Sense-plan-act cycle

1. Sense;
2. Plan:

(a) Compute some possible local goals and their relative trajectories;
(b) if there are not neighbors which can collide with myself go to 3, else continue;
(c) if all neighbors do not want to perform the Max-sum algorithm go to 2b, else

continue;
(d) Create the local variables and the local function;
(e) Create the factor graph with its neighborhood;
(f) Perform Max-sum and choose the best trajectory;

3. Act

(a) Bring the robot to the trajectory velocity;
(b) Keep moving until the local or the global goal is reached.

a dmax far from the robot. Such distance is that a robot could cross if it moves at
the maximum velocity for Tact, i.e. the time of the act step, and it is so defined

dmax = vmax · Tact.

In 2e entry, the connection are created after the local graph is computed and it
is not rare that two agents are not symmetrically situated in the neighbors set.
Indeed the factor graph is a not oriented graph so we check locally the graph
consistency. For instance, let the robot Ri be the owner of the variable TRi

locally connected with an external function Fj , whose owner is robot Rj , hence
if for some reasons in the factor graph of Rj there is not connection between Fj

and TRi, the Ri local edge will be deleted. As stated before, when the Max-sum
uses complete factor graphs the communication times grow exponentially (see
Table 1 ) with the number of nodes. We use a graph pruning policy where an
agent is connected with two nodes at most.

Table 1. Complete factor graph communication times

Variable nodes Function nodes Communication Times (secs)

2 2 0.3

3 3 2.7

4 4 23

3.2 System Design under ROS

The middleware ROS (Robot Operating System) makes available libraries and
tools to help software developers to create robot applications, e.g. hardware ab-
straction, device drivers, visualizers, message-passing and package management.
ROS is organized in software packages with binary nodes that can communicate
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with other ones even if they are in different packages thanks to asynchronous
recipients called topic and service. Nodes are connected to each other by a peer-
to-peer connection but all the nodes have to communicate with the Master ser-
vice4 to enable the connection. This kind of network architecture highly favors a
distributed arrangement. In our developed package the executable node, called
pioneer3AT node, has three main tasks:

• communicate with other “max-sum” robots;
• compute the new node goal;
• strictly collaborate with move base, the other ROS node used in this system.

Gazebo Simulator

Ros Master Service
+

Laser and 
odometry data

Laser and 
odometry data

SERVER

CLIENT 1

pioneer3ATnode

Goal

move_base

CLIENT 2

pioneer3ATnode

Goal

move_base

Velocity
commands

Velocity
commands

M
ax-S

um
 m

essages

Fig. 6. System setup for our ROS implementation

Given the footprint of the robot, environmental data from on-board sensors
(e.g. laser, stereoscopic camera) and the odometry, the move base node has the
objective to compute the velocities and the steering angles of the robot in order to
reach a goal communicated by the pioneer3AT node.Move base is tuned for avoid
the static obstacles by using the Dynamic Window Algorithm. This node also
publishes a costmap of the local environment built from the sensor data, which
is used to compute the path toward the local goal by using the A∗ algorithm.
Moreover, we do our test using virtual worlds builded for the gazebo simulator 5.
Its APIs permit the modeling and the developing of a virtual pioneer3AT, which
can read the velocity command computed by the move base node. The strength
of this modular approach is the reusability of the code and its portability. In
fact, the pioneer3AT node source code can be easily adapted and executed on a
group of real robots even different from the pioneer3AT.

4 Experiments and Results

The tests on our collision avoidance approach have been focused on the scala-
bility of the planning cycle times. The workbench was a workstation6 where we

4 Master service only provides lookup information in some way like a DNS server.
5 This tool is directly available in ROS.
6 This machine is equipped with an Xeon 3.10 GHz quad-core processor and 3.8 GiB
DDR3 RAM memory.
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Fig. 7. Scenarios with robots R1 , R2 , R3 , R4 and global goals G1 , G2 , G3 , G4

Table 2. Mean algorithm execution times (s) in the crossroads scenario with different
number of robots and different |GLi|, ∗: outlier data due to RAM memory swapping

Robots Number of local goals Resources per robot

Units 4 6 8 12 RAM, CPU #

2 0.15 0.28 0.37 0.43 1.5 GiB, 2

3 0.48 1.32 107.49* 65.89 1.0 GiB, 1

4 2.02 29.52 - - 0.7 GiB, 1

simulated the robots as different ROS nodes. We used two different scenarios
created for the Gazebo environment. In the first one (see Figure 7(a)), robots
have to reach their global goals respectively placed on their opposite corner. In
the second scenario (see Figure 7(b)) the placement of walls, blocks and goals has
been changed for creating a labyrinth. All the simulations involved on the tests
have a key topic: all the nodes share the machine memory and its processors,
hence increasing the number of robots results in a reduction of resources that
they can own. In Table 2 we report the mean execution times for a full round of
our algorithm (message exchanges and convergence to a local goal choice) and
in the last column we show the estimated RAM and number of CPUs available
for each node: we can consider these resources like a virtual on board robot com-
puter with low resources. Moreover, we consider also the worst communication
case, where factor graphs are complete7 so every robot has to exchange messages
with all other robots. This case could happen for example, in the first scenario,
when all the robots are closed on the center of the environment and they need
to share their own paths with all other players. Our tests showed the important
role played by the number of candidate goals computed in each planning cycle:
we noticed that if this number decreases under the 6 units, collisions happen
on almost the 100% of the tests. As shown on Table 2, we can deduce that a
real-time onboard robot computer needs 1 CPU with 1 GiB RAM at least.

7 In a complete factor graph every node function has all the node variables as neigh-
bors, in other words the functions have all the variables as arguments.
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5 Conclusions

We built a decoupled and distributed coordination approach with low compu-
tational overhead using the Max-Sum and a greedy algorithm with the aim of
using it on robots with low computational resources. Since the first results look
promising, we envision to try it on a real low cost robots group. As a future
work, we also plan to implement a reactive collision avoidance system able to
avoid unknown objects, like people.
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Abstract. The way to identify user in existing computer systems has for a long 
time been simple. It is enough to provide correct password (or identity token) 
and the majority of the systems will “recognize” you as legal user of given 
username if any. There is no difference for such a system if there is one person 
behind this username or many. Authentication of the user for many years has 
been reduced to the problem of the username validation and is not answering 
question “Is the user really who he/she represents himself to be?”  This 
problem was identified from the very beginning and there were many attempts 
to solve it, but without success. General idea to overcome this mismatch is to 
know more about personality of the user. The key concept here is shared 
information knowledge (between user and the system) that must be unique. This 
knowledge can be gathered by intelligent software agents. Article describes 
JADE [1] agents for shared knowledge multi-agent system that can dynamically 
learn new concepts and perform learned actions. 

Keywords: shared knowledge authentication, learning software agents, JADE. 

1 Problem Background 

It is natural for the human to recognize other human by voice, appearance, gait, 
gestures, etc. You probably never ask your mother to say password in order to let her 
in. There can be mistakes to identify who is your opponent for instance if we talk 
about twins who want to cheat teacher and appearance, voice and gesture is not 
enough to be sure who is in front of you. Even though for the mother and other close 
relatives this is usually not the case. The main reason for this is the unique 
information that is shared between the parties during their life. The more people 
communicate with each other, the more they share experience from the common 
events the better and more precise they can identify each other. We claim to say that 
for the human there is no problem to identify other human he knows if it is possible to 
talk to the opponent personally. 

Unfortunately in our modern life personal contacts become less frequent because of 
wide range of communication services that are offered. People tend to communicate 
through e-mails, messenger services, phones, etc. more often than personal meetings. 
This contributes to the success of social engineering [2] [3] techniques where intruder 
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uses open information in order to pretend to be some person to get sensitive 
information. 

For the computer systems situation is even worse. Computers cannot recognize 
human face, voice and gestures as efficient as people do. There are number of reliable 
systems with very high probability of identifying person by fingerprint, iris of the eye, 
voice and, of course password, but all these properties nowadays can be easily copied 
and re-produced. That is why more sophisticated systems check not only physical 
parameters of the user but also try to be more intelligent to ask some specific 
questions. As we will show later – asking the question from the user is only half a 
problem. The more difficult is to get and construe answer from the user especially 
when we expect it in a form of clear text input1. 

In general all the systems that try to get more information about personality of the 
user are built on 3 main principles: creating the question, asking the question, parsing 
the answer. Each of these steps can be done in a numerous number of ways and can 
be automated with different level of the success. 

Here we have the major difference between common authentication systems and 
knowledge based – the success rate and its measurement. The prevalent approach is 
deterministic. Either user knows password (has key) or not and thus – authenticated or 
not. Overall result is binary AND of authentication functions if they are many. 

The other approach is probabilistic. Biometric authentication systems already work 
with probability, because object they inspect (voice, face, eye, etc.) tends to deviate 
from the constant. 

For the shared knowledge systems we assume that the user is who he pretends to be 
if he knows shared secret with some probability. Overall result is the sum of series of 
authentication functions with a limit = 1. Here we also assume that we make many 
iterations to reach appropriate level of trust towards the user, because single 
authentication function cannot give us appropriate level of authentication. 

The first type of the system is in fact special case of the second one. If we rise up 
trust level for authentication function till 100% then we have binary answer to the 
question if user is authenticated or not. 

2 Recent Situation 

There are still only 3 ways to authenticate the user in modern computer systems [5] 
[6] [7]. They are: 

• knowledge-based authentication (passwords and passphrases, PINs, graphical 
passwords) 

• token-based authentication (physical tokens such as smartcards or badges) 
• biometric-based authentication (using user’s physical characteristics such as 

fingerprint, hand geometry, iris pattern or face) 

                                                           
1 One of the successful implementation of the human identification is CAPTCHA [4]. It works 

quite well in their domain where there is a need to separate human answer from the machine 
generated one. Unfortunately it is not a way to separate one human from another. 
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Ultimate systems use all 3 at the same time to diminish risk of wrong person to access 
valuable resource. Unfortunately, as we mentioned above, all 3 types of the resources 
can be copied. That is why people continue to evaluate computer systems that will be 
smart enough to identify human by something very personal that cannot be 
reproduced or guessed by someone else. There are number of papers published in this 
area [7] [8] [9]. Probably the closest one to this article that can be found in the public 
resources is "Access control by testing for shared knowledge" [10]. It underlines the 
problem of user's identification in social networks and shows how private information 
can be used to increase the level of trust from the system towards the user. Major 
problems for implementing shared knowledge authentication are: 

1. static set of pre-defined questions that needs to be maintained by human 
2. problem to identify the correct answer (in case of direct user input) 
3. intra-word deviations and spelling errors (like: behavior vs behaviour) 
4. alternative words (abbreviations, acronyms, and synonyms) 
5. perception/feeling (violet/dark blue, dark/light, far/close) 
6. extra or missing words (like "and", "or", "the", "a", etc.) 
7. problems identifying user if the input is organized as a set of pre-defined 

answers, high probability of "guesses" 
8. extra-time for the user to answer and type-in text and as a result - low satisfaction 

of such a system that asks questions not related to its main tasks 
9. probabilistic user access control instead of deterministic 

It is seeing that complexity of such a system is nearly equal to machine that must 
recognize natural human languages and be able to ask questions like people do. 

3 Requirements for Authentication System 

From all the points mentioned above there are certain demands for the system that 
will allow identifying user in addition to username and password combination. 

System should not ask questions. Thus we eliminate problem number 4 and 2. 
System should observe user’s behavior and transform it into knowledge that can be 

shared with other parts of the system and can be analyzed for the purpose of getting 
user’s identity. This behavior can include and is not bounded to the speed the user 
types in words, speed user clicks on the mouse button, URLs he is visiting in Internet, 
items he is searching in search-engines, favorite software to run, working time, etc. 
Everything depends on the sensors we have to observe the user.  

This knowledge we get cannot be reduced to the number of static parameters – 
otherwise we cannot evolve our system and need to stick to specific data structure. 
We see that efficient way of holding information is ontology. Ontology can always be 
extended with new meanings, actions and behaviors. Possibility to study new 
ontological concepts allows us to teach agents that operate in terms of this ontology 
like humans. That is why especially software agents and multi-agent systems (MAS) 
were chosen to fulfill our task. Focus must be shift towards social-oriented MAS with 
certain rules similar to human society. We cannot operate with different releases of 
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the software because it is hard from any point to measure version of the knowledge 
that may grow on all the agents in parallel. 

System should evaluate the level of trust towards the user based on observation and 
for that we have defined trust function. 

4 Trust Function 

Let us define the “trust function” as in (1). Codomain of this function is between 0 
and 1, where 1 means the user is authenticated and 0 – is not. For the deterministic 
authentication we have very simple function as superposition of all the single results 

for the authentication function ( nf ). If at least one of them failed the result of the 

authentication is 0. It can be described with the formula: 
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For probabilistic approach the result of summary for all authentication functions lies 
between 0 and 1. Probability of that user is authenticated cannot be negative and at 
the same time depending on the results of the authentication functions it can be 
increased or decreased. It can be described with formula: 
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We have to define initial probability of the user to be authenticated ( 0p ). Initial 

probability is a probability of the user to be authenticated without applying any 
authentication function. In the simplest case it can be equal to 1/u where u is total 
number of users in the system. 

Probabilistic authentication function ( np ) depends on the result on the previous 

step ( 1−ny ). Thus one single authentication step may have different impact on the 

result depending on current value of probability. Immediate value of the trust function 
on step n is yn evaluated as in (2). 

At the moment it is not clear how to describe function np more precisely. It is 

proposed to use set of weighted coefficients based on expert’s estimation. Ultimately 
probabilistic function should be evaluated by the system dynamically, based on the 
feedback from the users or monitoring tools at the runtime. 

5 Difficulties to Design Such a System 

Observation of user’s behavior initially is not bounded. But information we get as a 
result may be considered as private. This is true especially if we observe user’s 
communications. Gathering any kind of information in observation mode is always 
question of privacy and hence – needs to be legally accepted. 
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Legacy is not probably the main problem in designing such a system. There is still 
no good theoretical and practical background of how intelligent systems should be 
designed in order to be human-like. Multi-agent system theory is probably the closest 
one because it encompasses sensors, behaviors, agents, social activities – everything 
we need to fulfill the task. Another strong side of MAS is its natural ability to process 
information in parallel without unconditional centralization. 

Implementation and usage is another weak point. It can take some time for the 
system to make assumption about user identity if we want agents to act insensibly. By 
all means this kind of system will be more complex and slower than system that is 
operating with traditional authentication methods. The main difficulty to build shared 
knowledge authentication system is knowledge itself. What to represent, how to 
represent, how to share this knowledge and how to evolve it. That is why the initial 
task we tried to accomplish is to create simple MAS with minimal number of agents 
that can demonstrate how knowledge can be transferred and used. 

6 Software Agents 

6.1 Roles and Properties 

For this task it was defined three types of the agents. First type is agent under test 
called “student”. Initially it knows nothing, but can accept messages from other 
agents and ether adopt new knowledge or demonstrate the result of known actions. 

Second type of the agent is “teacher”. It knows initially something. In our case it 
knows mathematical operation add on two elements – ether integer or fractional 
numbers. Teacher can also send this knowledge during communication act. Teacher is 
also able to find any students before communication act happens because only 
students are able to learn. 

There is also third type of the agent. It is called “examiner”. Examiner knows the 
same terms teacher does, but it searches for the student agents in order to inspect their 
knowledge by sending them special type of requests. In our case examiner sends to 
student two integers expecting student to answer with the result of summary 
operation. 

6.2 Ontology 

Initially “student” agent knows only studentOntology that is empty and both “teacher” 
and “examiner” share the same teacherOntology. “Examiner” must operate with terms 
that teacher trains and thus have a feedback from other agents. It is important that 
“teacher” agent does not perform actions it trains other agents, but “examiner” does 
and can control that result of the action is correct from the reply of examinee. 

For the “student” should be defined general response action in order to create any 
kind of responses for the request from other agents. 

For the “teacher” and “examiner” ontology is static (does not change over the 
time), but for the “student” ontology is dynamically extendable – agent adds new 
notions and actions by the set of communication acts. All the initial elements are 
described in Table 1. 
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Table 1. Ontologies in knowledge sharing experiment 

Ontology name Action Arguments Agent 
teacherOntology add double, double teacher, examiner 
teacherOntology add int, int teacher, examiner 
teacherOntology add long, long teacher, examiner 
studentOntology Response string[] student 

 
There are certain ACL messages that agent will react to. They are described in 

Table 2. 

Table 2. Message types in agent communications 

Message Source Target Description 
teacherOntology add double, double teacher, examiner 
teacherOntology add int, int teacher, examiner 
teacherOntology add long, long teacher, examiner 

 
Ontologies are programmed in JADE using internal framework class – 

BeanOntology. Advantage of this method is fast ontology generation and ontology 
class serialization/deserialization. 

6.3 Results of Simulation in JADE 

Agents are programmed in JAVA using JADE platform. Interactions between agents 
(i.e. messages and their context) user can trace using JADE build-in agents: Sniffer 
and Dummy Agents. Sniffer agent GUI screenshots are shown at Fig. 1 and Fig. 2. 

 

 

Fig. 1. Student obtains new knowledge from the teacher 

 



 Authentication Using Shared Knowledge: Learning Agents 529 

There are two main phases shown at figures:  

1. Student gets new knowledge from the teacher (Fig 1.) 
2. Student demonstrates the result of the operation to examiner (Fig 2.) 

 

Fig. 2. Student answers to examiner with a result of addition operation 

JAVA reflection [11] is used to interpret class methods of the ontological element 
at the runtime. The main advantage of the described method is ability to train agents 
without MAS or single agent being re-started or re-initialized. 

7 Further Work 

This prototype shows how agents can obtain knowledge and use actions to execute 
required functionality. Yet this is a first step to build MAS that will be able to 
calculate trust function and make assumption about user identity.  

Trust function does not define which particular parameters we need to measure in 

order to calculate authentication function ( nf ). These parameters are application 

specific and depend on operational domain. For the working authentication system 
application domain must be defined, notwithstanding that designing principles are 
general; ontology elements are domain-specific. 

Probabilistic function ( np ) is another critical part of the system that needs to be 

investigated. Since it is correlated with authentication function it also depends on 
application domain. 

It is hard for us to find real application to implement MAS authentication having 
enough users being using it actively. The main problem is proprietary software owned 
by private companies. Simulating users activity in laboratory does not give us real 
output and can’t be used for research. 
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8 Conclusion 

Some of the user identity algorithms are realized in the software that tracks behavior 
of the customers in web-shops, search engines and media-players. The main goal for 
this is to help user find information he searches and promote new goods that may be 
interesting for potential purchaser. Without knowing user’s profile it is almost 
impossible to guess what he/she prefers. Unfortunately recent methods are quite 
straight-forward and based on very simple tasks like filling in the questionnaire and 
passing some tests. Information update is done in most cases annually by the same 
methods. This kind of information is not enough to make assumptions about real 
identity of the user. On the other hand this type of information is provided by user. He 
knows what kind of information being asked for and answers on his free will. 

Taking all above in consideration we don’t see shared knowledge authentication as 
primary way for authenticating users. The main reason for that is speed. User cannot 
spend much time to communicate with the system just to be able to log-in. 
Nevertheless after log-in procedure we have enough time to judge who is working 
behind this account and may restrict access to critical resources if there is doubt 
regarding user identity. Strong side of such a system is that it knows the user and 
more the user works with the system the better system recognizes the user. 
Authentication is not bounded to initial log-in procedure but lasts during all the period 
of work. 

Another function that shared knowledge can carry on is system usability. If we 
know user’s preferences we can serve his needs faster. Good example is user profile 
in operating system. It holds all customizations that user has made to desktop, 
applications, system components, etc. manually. Instead system will adapt to user’s 
needs automatically. Traditional application areas like online shopping, information 
search and gaming can also get benefit from knowing real user’s profile. 
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Abstract. In this paper, cooperative particle swarm optimization (CPSO)-based
model predictive control (MPC) scheme is proposed to deal with the formation
control problem of multiple nonholonomic mobile robots. In distributed MPC
framework, control input of each robot needs to be optimized over a finite predic-
tion interval considering control inputs of the other robots, where the objective
function is coupled by the state variables of the neighboring robots. To solve the
optimization problem on a prediction interval, we present a modified CPSO algo-
rithm which finds a Nash equilibrium between multiple robots. Simulations are
performed on a group of nonholonomic mobile robots to demonstrate the effec-
tiveness of the proposed MPC scheme incorporating CPSO.

1 Introduction

Model predictive control (MPC) has been successfully applied to control complex sys-
tems in industry as one of the most popular optimal control techniques. The control
technique is derived on the basis of the prediction of the future behavior estimated by
the explicit model of the system. Thus, the application to nonlinear system is not easy
because the nonlinear optimization process should be completed within a limited time.

Recently, some researchers have studied the possibility of applying evolutionary al-
gorithms (EAs) to solve the optimization problem in MPC. Onnen et al. [1] suggested
a genetic algorithm (GA) in order to optimize a control sequence, and they showed the
effectiveness of the GA comparing to a branch-and-bound discrete search algorithm.
Similar algorithms applying GA to MPC were presented in [2,3,4]. More recently, mod-
ified particle swarm optimization (PSO) algorithms have been combined with MPC as
presented in [5,6,7,8] due to the fact that PSO algorithms provide quick results even
with multiple objectives and constraints [6]. In particular, the PSO-based nonlinear
MPC controller developed in [7] showed its better performance compared to a MPC
controller using quadratic programming.

Cooperative particle swarm optimization (CPSO) algorithm is a variant of PSO, em-
ploying multiple swarms to optimize different variables of the solution in a cooperative
coevolution (CC) framework. An early attempt to apply the CC framework to PSO
was made by Bergh and Engelbrecht [9], resulting in two CPSO algorithms, namely
CPSO-SK and CPSO-HK . Recent studies by Li and Yao [10,11] suggest cooperative
coevolving PSO (CCPSO) and CCPSO2 incorporating random grouping and adaptive
weighting schemes, and their performance was validated on benchmark functions of up
to 1,000 dimensions.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 533–541.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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The problem of interest here is cooperative control between subsystems in MPC
framework by including coupling terms in the objective function. Subsystems which
are coupled in the objective function are referred as neighbors. In this paper, a dis-
tributed MPC scheme incorporating CPSO algorithm is presented where each subsys-
tem is assigned its own optimization problem and communicates information only with
neighboring subsystems. Thus, each subsystem has a particle swarm to optimize its
objective function value, and the optimization problem is solved according to a Nash
equilibrium strategy, i.e., in the optimization process, the swarms coevolve to reach a
Nash equilibrium state by exchanging the best particles between the subsystems. In
general, it has been found that finding the Nash equilibrium is very difficult given that
the system is nonlinear [12]. In [13], a receding horizon Nash controller was developed
for multi-agent systems, but it has been limited to linear systems. Thus, this paper pro-
poses a distributed MPC incorporating CPSO having multiple swarms. The proposed
MPC scheme is simulated for a formation control problem of multiple nonholonomic
robots.

2 Modified CPSO for Distributed MPC

A Nash equilibrium strategy is a collection of strategies of all subsystems, and each
strategy is the best response regarding the others’ strategies. When the system reaches a
Nash equilibrium, no subsystem can further improve their cost by changing its strategy
given that all the others keep their strategies fixed or stationary. A Nash equilibrium
strategy (u∗1,u

∗
2, ...,u

∗
M) is defined by the condition

Ji(u
∗
1,u

∗
2, ...,u

∗
i−1,u

∗
i ,u

∗
i+1, ...,u

∗
M)≤ Ji(u

∗
1,u

∗
2, ...,u

∗
i−1,ui,u

∗
i+1, ...,u

∗
M) (1)

for i = 1, ...,M where Ji is the objective function of the i-th subsystem and ui is an
arbitrary control input.

In order to reach the Nash equilibrium, each subsystem needs first to know what the
others’ strategies are. However, the others’ strategies are not available at the time when
a subsystem computes its strategy since the state variables and control inputs of the
multiple subsystems are coupled together in the objective functions, which results in a
chicken and egg problem.

To deal with the problem, the concept of cooperative particle swarms is adapted
such that all subsystems reach a Nash equilibrium at the same time in a distributed
way. Since CPSO coevolves the multiple particle swarms by exchanging the global
best particles with neighboring swarms, we have selected CPSO as the optimizer for
multiple subsystems.

2.1 Cooperative Particle Swarms for Nash Equilibrium

For each subsystem, an objective function defined as a coupled form by the state vari-
ables and control inputs of the neighboring subsystems is given, and a particle swarm is
assigned to each subsystem in order to optimize the given objective function. To reach
the Nash equilibrium, each subsystem evolves its particle swarm with respect to its ob-
jective function by exchanging the global best particle with its neighboring swarms,
while the neighboring swarms are also evolving.



Cooperative Particle Swarm Optimization-Based Predictive Controller 535

The proposed cooperative PSO algorithm incorporates two new schemes to improve
its performance. First, we put the best particle from the neighboring swarms together
into the particle swarm to be optimized at the initialization step. Second, the best parti-
cles to be used to evaluate the objective function are updated at every generation. The
details are given below.

2.1.1 Particle Initialization
At every update time step, particles of each swarm should be initialized in order to re-
search optimal control input. When initializing the particles of i-th swarm, the global
best particles from j-th swarm are used where j ∈ Ni and Ni is the set of the swarms
neighboring with j-th swarm. The fact that the optimization process starts with the best
particles from itself and neighboring swarms leads to improved convergence
performance.

2.1.2 Objective Evaluation
Let Pj.xi

l−1 be the current position of the i-th particle of the j-th swarm at generation
l − 1, Pj.yi

l−1 the personal best of the i-th particle of the j-th swarm, and Pj.ŷl−1 the
global best particle of the j-th swarm. For M subsystems, at generation l, j-th subsys-
tem optimizes its objective function Jj using the j-th swarm Pj,l−1 and the global best
particles Pi.ŷl−1 from N j where i ∈ N j, and then the same process iterates through all
swarms from j = 1 to M at the same time. After the optimization process of a gen-
eration, each subsystem sends the global best particle to neighboring subsystems. In
order to evaluate the objective, each particle Pj.xi constructs a context vector ŝN j (Pj.xi)

consisting of the particle Pj.xi
l and the received best particles from its neighbor N j.

For example, in three-subsystem case where their objective functions are coupled with
each other, i.e., N1 = {2,3}, N2 = {1,3}, and N3 = {1,2}, the context vectors can
be constructed as ŝN1(P1.xi) = (P1.xi

l ,P2.ŷl ,P3.ŷl), ŝN2(P2.xi) = (P1.ŷl ,P2.xi
l ,P3.ŷl),

and ŝN3(P3.xi) = (P1.ŷl ,P2.ŷl ,P3.xi
l), at generation l. The subsystems reach a Nash

equilibrium when there are no subsystems which can further improve their objective
evaluation.

2.1.3 Update Rule
The update rule for the i-th particle in the j-th swarm is given by

Pj.xi
l+1 = Pj.xi

l +Pj.vi
l+1, (2)

Pj.vi
l+1 = wlPj.vi

l + c1r1(Pj.yi
l −Pj.xi

l)+ c2r2(Pj.ŷl −Pj.xi
l), (3)

where wl is the inertia coefficient, which decrease linearly to maintain a balance be-
tween exploration and exploitation, c1 and c2 are acceleration coefficients, and r1 and r2

are random values uniformly and independently generated at every generations within
[0,1].

2.2 Nash Equilibrium-Based Predictive Control

The Nash equilibrium-based predictive control is based on the proposed CPSO as shown
in Algorithm 1. There are two main loops, inner and outer, in order to perform Nash
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equilibrium-based predictive control. The outer loop is for the process of MPC, and the
inner loop is for the optimization over a finite prediction interval through the CPSO at
each control time step t. In the inner loop, for Pj.xi

l , its personal best Pj.yi
l is checked,

and then the global best Pj.ŷl is checked for update. When the subsystems reach a Nash
equilibrium, the states of the subsystems are updated using Pj.ŷl in the time interval
[t, t + δ t) where δ t < T . These procedures are repeated until a termination condition is
satisfied.

Algorithm 1. The pseudocode of the Nash equilibrium-based MPC incorporating
CPSO algorithm. In this psudocode, the j-th subsystem is considered.

Create and initialize swarm;
repeat

for each particle i ∈ [1, ...,swarmSize] do
Initialize particle;

end for
repeat

for each particle i ∈ [1, ...,swarmSize] do
if Jj(ŝN j

(S j.xi
l))< Jj(ŝN j

(S j.yi
l−1)) then

S j.yi
l ← S j.xi

l
else

S j.yi
l ← S j.yi

l−1
end if
if Jj(ŝN j

(S j.yi
l))< Jj(ŝN j

(S j.ŷl−1)) then
S j.ŷl ← S j.yi

l
else

S j.ŷl ← S j.ŷl−1
end if

end for
Update position and velocity of each particle in Pj using (2) and (3);
Send Pj.ŷl to neighboring robots;
Receive Pi.ŷl from neighboring robots where i ∈ N j;
l ← l +1;

until Termination condition is satisfied;
Perform state update of plant j using Pj.ŷl in the time interval [t, t +δ t);
t ← t +δ t;

until Termination condition is satisfied;

3 Application to Multi-Robot Formation Control

3.1 Multi-Robot Formation Control Problem

Consider a group of M identical differential drive mobile robots. The motion state of
j-th robot defined by Xj = [x j,y j,θ j ]

T can be described by⎡
⎣ x j(k+ 1)

y j(k+ 1)
θ j(k+ 1)

⎤
⎦=

⎡
⎣ x j(k)+ΔT cosθ j(k)v j(k)

y j(k)+ΔT sinθ j(k)v j(k)
θ j(k)+ΔTω j(k)

⎤
⎦ (4)
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where Xj is described by its position (x j,y j) and orientation θ j; v j and ω j are the linear
and angular velocities of each robot, respectively, k is a discrete time step, and ΔT is a
sample time.

A desired formation pattern P consisting of M vertices satisfies the relationships,
∑M

i=1 pix = 0 and ∑M
i=1 piy = 0, where pix and piy are defined by orthogonal coordinate

such that the center of the formation pattern P is placed at the origin of the orthogonal
coordinate.

Now, we define the multi-robot formation control problem in a similar way to [14]
as follows:

Problem Definition 1. Consider a group of nonholonomic mobile robots, given a ref-
erence path Xr and a desired formation patterns P . For each robot j, using its own
state [x j,y j,θ j]

T , its neighbors’ state [xi,yi,θi]
T for i ∈ N j , the reference path Xr, and

the desired formation pattern P , find a predictive controller such that

lim
t→∞

[
x j − xi

y j − yi

]
=

[
p jx − pix

p jy − piy

]
,1 ≤ j �= i ≤ M, (5)

lim
t→∞

⎡
⎢⎣ ∑M

j=1(xr − x j
M )

∑M
j=1(yr − y j

M )

∑M
j=1(θr − θ j

M )

⎤
⎥⎦=

⎡
⎣0

0
0

⎤
⎦ . (6)

Equations (5) and (6) mean that the formation and tracking error converge to zero as
t → ∞, i.e., the center of the group of robots tracks the reference path while maintaining
the desired formation pattern P .

3.2 State Description

The global best particle Pj.ŷ represents the predicted control input of subsystem j,
u j(t) = [v j(t),ω j(t)]T , over a prediction interval T as a sequence, i.e.,

Pj.ŷ = [v j(1),v j(2), ...,v j(N − 1),ω j(1),ω j(2), ...,ω j(N − 1)] (7)

subject to |v j(k)| ≤ Vmax and |ω j(k)| ≤ Ωmax, for j = 1,2, ...,M and k = 1,2, ...,N − 1
where N is a number of prediction steps. Based on v j and ω j, the robot state can
be produced from the current pose Xj(1) = [x j(1), y j(1), θ j(1)] at update time
t using (4) as x j(k + 1) = x j(1) + ∑k

m=1 cosθ j(m)v j(m)ΔT , y j(k + 1) = y j(1) +
∑k

m=1 sinθ j(m)v j(m)ΔT , and θ j(k+ 1) = θ j(1)+∑k
m=1 ω(m)ΔT .

3.3 Objective Function

The control objective is to achieve two goals: tracking a reference path and maintaining
a desired formation in a cooperative and distributed way. Considering system (4) with
its neighbors N j, the objective function Jj, for robot j over a number of finite prediction
interval step N can be expressed as follows:

Jj =
N

∑
k=1

||X̃ j(k)||2P + ∑
i∈N j

N

∑
k=1

||X̃ j(k)− X̃i(k)||2Q (8)



538 S.-M. Lee and H. Myung

where X̃ j = [x̃ j ỹ j θ̃ j ]
T , x̃ j = xr + px j − x j, ỹ j = yr + py j − y j, and θ̃ j = θr − θ j. Also,

P = PT > 0, Q = QT > 0, and ||x||2P represents xT Px.
Since the multi-robot formation control problem can be considered to be a nonsepa-

rable problem (i.e., there are coupling terms in the objective functions), it can be opti-
mized by the proposed CPSO algorithm.

Fig. 1. Desired formation pattern of robots. In simulation, (px1, py1) = (0, 0.1√
3
), (px2, py2) =

(0.05,− 0.05√
3
), and (px3, py3) = (−0.05,− 0.05√

3
).

3.4 Simulation Results

The number of prediction horizon steps is selected as N = 10, while the control time
interval and prediction time interval are selected to be δ t = 0.1s and ΔT = 0.1s.
Thus, the prediction horizon is 1s. Since the controller has high computational bur-
den as the prediction interval increase, a long prediction length is not feasible. The
weight matrices P and Q are set to be diagonal where P = diag[0.1, 0.1, 0.1] and
Q = diag[0.1, 0.1, 0.1].

For the optimization process by the modified CPSO, each swarm has a population
size of 100, and the maximum number of generations is 100. The inertia weight wl starts
with 0.9 and linearly decrease to 0.4. The search space is limited to real-valued variables
within [−Vmax,Vmax] and [−Ωmax,Ωmax] for v j and ω j, respectively, where Vmax = 10m/s
and Ωmax = πrad/s. The acceleration coefficients are c1 = 2.0 and c2 = 2.0.

Three mobile robots are used with the network graph described in Fig. 1. The
reference path is a sinusoidal path given by xr(t) = 0.1t, yr(t) = 0.8sin(t/10), and
θr(t) = arctan2(ẏr, ẋr). Initially, the robots are located at X1 = [0.0,0.0,π/2]T , X2 =
[0.0,−0.05,π/2]T , and X3 = [0.0,0.05,π/2]T , respectively. The desired formation pat-
tern P is an equilateral triangle formation in which the desired separation between the
robots is 0.1m, i.e., px1 = 0, py1 = 0.1/

√
3, px2 = 0.05, py2 =−0.05/

√
3, px3 =−0.05,

and py3 = −0.05/
√

3 as shown in Fig. 1. To validate the performance, the tracking er-
ror eT and the formation error eF are defined by eT =

√
(xr − xc)2 +(yr − yc)2 and

eF =
√
||X̃1 − X̃2||2 + ||X̃2 − X̃3||2 + ||X̃3 − X̃1||2, respectively.

The resulting trajectories of the group of the robots are shown in Fig. 2. It is
shown that the three robots maintain a triangular formation while the center of the
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Fig. 2. Triangular formation tracking a sinusoidal reference path. The robot locations sampled at
every 5s are indicated by squares, stars, and triangles for j = 1,2,3 and the black dots denote the
center of the formation. The headings are tangential to the robot’s path.
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Fig. 3. The tracking error eT and formation error eF during tracking a sinusoidal reference path
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formation tracks the given reference path using the transmitted information from neigh-
boring robots. Fig. 3 shows the tracking error and formation error which are stable
during maneuvering.

4 Conclusion and Future Works

In this paper, a distributed MPC scheme incorporating CPSO was proposed for multi-
robot formation control problem. For the optimization process in MPC, a Nash equi-
librium strategy was used to solve the optimization problem by exchanging particle
information which has the best experience among neighboring subsystems. In the sim-
ulation, using the proposed MPC scheme, it was found that the robots moved to track a
given reference path, while maintaining a desired formation pattern successfully.

Future works may include investigations of the stability, robustness, improvement
of convergence speed, and comparative studies between the proposed method and con-
ventional MPC schemes. The final goal of this research is the development of real-time
cooperative MPC scheme according to the Nash equilibrium strategy.
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Abstract. In this paper time-augmented Petri nets are used to model
people in the transit hall of an airport. Their behavior is strongly in-
fluenced by an event with a clear deadline (their flight), but typically
there is so much time left that they linger and can be tempted to show
random other behaviors, often induced by the location (encountering a
coffee corner or a toilet). All behaviors are stochastic, but the firing rate
is made a function of both location and time. This framework allows to
show a rich set of behaviors; the diversity of the emergent behaviors is
initiated with probabilities from observations in an actual transit hall of
an airport.

1 Introduction

Simulation of pedestrians is a widely studied topic. Simulation could predict the
emergent patterns in the movements of people, for instance when monitoring
them in public places [1]. The local interactions of multiple people generate reg-
ular patterns of motion, although less frequent interactions could be interpreted
as suspicious behavior. The detection of this suspicious behavior would be the
reason why the pedestrians are monitored in the first place, yet it could be eas-
ily confused with less frequent but normal behavior as for instance a patrolling
police officer or somebody waiting on another. By enriching the behaviors of
pedestrians, the addition of suspicious behavior can be made less obvious, which
allows to easily create artificial testing data for suspicious behavior detection
algorithms and such. In this paper the enrichment of the behaviors is made
possible by initiating the interaction of the environment.

Another way to look at the behavior of groups of pedestrians is to explicitly
specify how they behave when they enter a certain type of situation [3]. In our
approach, we would like to be able to specify behavior by drawing situations on
an environment. For example, when a food stand is present in the area, we would
like to be able to indicate that the agents that are placed in the neighborhood
of that stand are able to perform a certain food-buying behavior, and by doing
so, inject this behavior into the pedestrians nearby.

An additional requirement is that we would like to indicate a certain deadline
for an agent which is the time at which its goal is not reachable any more. This
approach results in roughly two types of behavior, hurried and relaxed. When

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 543–551.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. A snapshot of the map of Rotterdam Airport. The numbers on the map indicate
a luggage locker (9), meeting point (10), elevator (11), smoking shelter (20), shops
(4,5,7) and information desks (6,8). Courtesy Rotterdam The Hague Airport.

the deadline approaches, less and less actions are likely to be done, since actions
that take much time would result in not reaching the goal in time.

We validated our model by mimicking certain behaviors found on Rotterdam
airport. We chose Rotterdam airport because time restrictions are very prevalent
in a transit hall like the one on Rotterdam airport (see Fig. 1).

2 Related Work

As previously mentioned, most studies focus on aggregated crowd behavior or
the behavior of an individual in such crowd [3]. In such cases the interaction with
the environment is mainly reduced to collision detection. This greatly limits the
applicability of the simulation. In many situations there is not a crowd with many
people doing the same, but a situation where individuals could be distinguished,
each individual doing something different. The obvious solution is to extend
the knowledge of the pedestrians with instructions about how to interact with
each other or with objects in the environment. This has been successfully done
for instance by Shao and Terzopoulos [4]. They used an extensive psychological
model to determine the behavior of the individuals. This led to a simulation
in which the behavior looks very realistic, even when one person is followed
for a long time. The downside to this method is that the behavioral model for
the pedestrians has to be specifically crafted for the environment, which will be
very time consuming. It would be easier to generate the virtual human agents
if the environment would automatically decide for the agents what interactions
are possible and appropriate. The first step towards this focus was made by
Kallmann and Thalmann who introduced the principle of smart objects [5].

Their agents’ behavior is determined by both their current condition (e.g.
hungry or tired) and the available objects placed in the environment. In the
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most basic approach, these smart objects take complete control of the agents for
a short period of time and let them interact with the object. The big advantage
of this method is that the information for interacting with a specific object does
not need to be stored in the pedestrians, but is stored in the objects themselves.
This way, additional behavior can be added to a pedestrian by simply placing
a new object in the environment. The object also keeps track about how many
agents can interact with it at the same time and if the interaction should be
the same for all agents. For instance, an elevator modeled as a smart object
will make the first agent interacting with it press the button, but not the next
agents that approach this object. By using smart objects, the internal model of
the pedestrians can be kept very simple, because they do not need to remember
specific information about how to interact with the objects. Furthermore, this
means that the pedestrians do not have to be specifically designed for the current
simulation environment, because the environment will tell them how to act. In
the most basic approach to smart objects, the agents lose all their autonomy
when they approach a smart object.

The challenge approached in this paper is to combine the smart object ap-
proach with time-driven behaviors; the pedestrians are typically on a location
with a goal and have to perform a number of behaviors before a deadline. To
model the time-aspect we have chosen to use Petri nets, as described in the next
section.

3 Method

Petri nets are a mathematical modeling language used for the description of
distributed systems [7]. A Petri net is a bipartite graph consisting of two types
of nodes: places and transitions. These nodes are connected by directed arcs. An
arc can run from either a place to a transition, or from a transition node to a
place, but never from a place to a place, or between two transitions. Activity in
a Petri net is expressed by the movement of tokens from place to place, through
transitions. Input arcs (from place to transition) denote which places need to
contain tokens in order to enable the transition. When a transition is enabled,
it consumes the tokens from the input places, and produces tokens in the place
indicated by the output arc. Basic Petri nets can be described by a five-tuple:

PN = (P, T, I, O,M0) (1)

which comprises of

• a set of places P = (p1, p2, ..., pm),
• a set of transitions T = (t1, t2, ..., om),
• a set of input arcs I ⊂ P × T ,
• a set of output arcs O ⊂ T × P ,
• an initial marking M0 = (m01.m02, . . . ,m0m).

There are several reasons why we chose Petri nets over other behavior models.
First of all, many toolkits are available to easily construct these networks. More-
over, Petri nets can more easily be extended to incorporate useful functionality
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such as dealing with time. Lastly, there are many tools out there to create new
petri nets that can be incorporated into a system in a modular fashion.

Petri nets have been extended in many ways in order to accommodate many
different functionalities. The extension that attracts our attention the most is
generalized stochastic Petri nets [8]. In this extension, there are two types of
transitions: immediate and timed transitions. The generalized stochastic Petri
net (GSPN) model can be described as a six-tuple:

GSPN = (P, T, I, O,M0, Λ) (2)

where (P, T, I, O,M0) is the marked untimed PN underlying the SPN, and
Λ = (λ1, λ2, . . . , λn) is an array of (possibly marking dependent) firing rates
associated with transitions.

Immediate transitions always have priority over timed transitions, and the
likelihood of firing a timed transition is dependent on a parameter called the
firing rate of the transition. This rate indicates the firing delay of the timed
transition. This firing rate may be marking-dependent, so it should be written
as λi(Mj). The average firing delay of a transition ti in markingMj is [λi(Mj)]−1.

3.1 Deadlines

The essential extension to the situations framework that is proposed in this paper
adds an element of time to the system. This is needed to enable the system
to deal with daily motion patterns. An important element without which the
system cannot succeed is knowledge about how long actions are going to take.
Only when this information is known to the agent (or system) it can be decided
whether taking a certain action will result exceeding the deadline for the goal.

Central in our design is path planning to a base place, where a check is made
if it is still possible to reach the (time constrained) goal. Then, we will compute
for every transition that will not take the pedestrian to its goal, how much time
it takes to get back to the base state. Then we can check whether the goal place
is still accessible from the base state when a certain transition has been taken.
We use this information to modify the timed transition rate, so pedestrians are
more likely to choose the actions that leave them more time to reach their goal.
This modification implies that the Petri net is no longer non-stationary.

3.2 Assumptions

The method we propose is based on various assumptions which have to be clar-
ified. An important assumption is that the environment of the pedestrians is
designed in such a way that it helps creating realistic behavior. This means that
situations have to be defined in such a way that a pedestrian will walk into
them and act in the appropriate way. In many cases, intuitively designed envi-
ronments will cause the right behavior. For instance, in most train stations, the
eating stands are placed in such a way that pedestrians will have to walk close
to them in order to get to their destination.
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Another assumption we make is that the pedestrians have to be at a certain
place at a certain time. This makes the system more suitable for daily rou-
tine type situations rather than cases in which pedestrians are walking around
without a proper goal. However, most situations can be described as having a
deadline (e.g. eventually, most people have to go to bed), so this assumption is
not necessarily very restrictive.

3.3 Path Planning

To initiate the stochastic Petri net, it has to be known how long an action will
take. However, in many cases the duration of action is depended on the travelled
distance. It is possible to do perform path-planning between often used places
and store them before running the simulation. The travel distance can easily be
computed using the Dijkstra shortest path algorithm [13]. In our system we can
use this to compute the time from any place to the goal place (the source). This
can be very useful when we would like to compute an estimate of how long a
pedestrian will be busy with executing a behavior in a certain situation. But
since the Petri nets are probabilistic, it will never be possible to give an exact
prediction of the time it takes to execute a certain behavior.

In our implementation, we used the MASON multiagent simulation toolkit to
create a 2 dimensional environment for our pedestrian agents.

4 Results

4.1 Quantitative Experiment

It is very difficult to quantitatively establish whether lifelike behavior has been
modeled. However, it is possible to check whether the mechanics of time planning
work as predicted. In order to do this, we log the pedestrian’s relative time when
they arrive at their goal to check how much time they had left until their deadline.
If the model works correctly, this time should roughly correlate to how the time
probability function has been chosen. We will discuss the various functions we
have used to model the probabilities over time.

4.2 Qualitative Experiment

Apart from quantitative analysis, we will also qualitatively judge the pedestrians’
behavior. We will do this by comparing our modeled behavior with real-life
behavior from recordings of Rotterdam airport. We have picked a couple of
specific behaviors that we have modeled with our system.

The Behaviors

Going to the toilet: In the videos, we observed that a typical behavior that
manifests itself multiple times in the video material is that one person goes
to the toilet, and another one waits until this person has come back. The
Petri net used for this can be found in figure 2.
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Fig. 2. Behavior model for the toilet situation. Transitions are given with black rect-
angles, places with white circles.

Standing in the queue for the check-in desk: One constant factor in the
video material seemed to be the people lining up in front of the check-in
desk. There are many ways to model this behavior with our framework. The
situation area is chosen such that the pedestrians in it will together form an
orderly line.

Checking in: When the pedestrians reach the end of the queue situation, they
will enter the check-in situation, in which they will stand in front of the
check-in desk for a little while, after which they are free to go again.

Lean Against Pillar: Another recurring behavior we saw is that people lean
against the pillars in the hall. This is a type of idle behavior, a variation on
the standing still behavior.

The Petri nets of those four situations are stationary; the firing rate is not a
function of time. The duration of the behaviors for each situation is variable,
which is stochastically decided. The four situations could be combined with a
base state (see Fig. 4), where the decision is made which behavior model is
activated. The probabilities of those transitions are a function of time. The
probability for GoToGoal increases when the time approaches the departure
time, while the probability of a transition to the behavior models ToiletSituation,
StandInQueue and LeaningAgainstPillar decreases.

Figure 5 shows how those behaviors are combined in an environment which
resembles the transit hall of Rotterdam airport. At the lower left a revolving
door is visible, which is the place where agents enter the simulation. The upper
right a number of check-in counters, at the upper left the security checkpoints
towards the departure hall. The toilets are at the left, at the bottom a number
of shops are present. This layout resembles the map as given in Fig. 1.
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Fig. 3. Behavior model for the pillar situation

Fig. 4. Complete behavior model of a human in a transit hall

Figure 6 shows how the remaining time towards the security check is dis-
tributed when a large fraction of the pedestrians have decided to go the toilet
(45% of the simulated agents). Detailed analysis of the logs showed that some
pedestrians waited on each other and went to the security check in pairs. Further-
more, this shows that by specifying the probabilities for going to the pedestrians’
goal, the probabilities for other actions are also affected.
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Fig. 5. Screenshot of the simulation environment with four different behaviors (Wan-
der, GoToGoal, GoToToilet, WaitForFriend)

Fig. 6. Distribution of the remaining time towards the security check for pedestrians
which went to the toilet

5 Conclusion

In this paper an innovative method to model pedestrian behavior is presented.
A time-augmented Petri net is used to make the behavior stochastic. The prob-
ability of starting a behavior is made a function of both the location and the
time left. This framework is demonstrated on a departure hall scenario, where
the time left is the departure time (in this case of an airplane). The conclusion
can be made that this framework allows to generate a rich set of emergent mo-
tions, which makes it applicable to generate artificial testing data for suspicious
behavior detection algorithms.
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Abstract. We study how two self-interested agents that play a sequence of ran-
domly generated normal form games, each game played once, can achieve co-
operation without being exploited. The agent learns if the opponent is willing
to cooperate by tracking the attitude of its opponent, which tells how much the
opponent values its own payoff relative to the agent’s payoff. We present exper-
imental results obtained against different types of non-stationary opponents. The
results show that a small number of games is sufficient to achieve cooperation.

1 Introduction

We study cooperation between two self-interested agents, where an agent may be hostile
but may also be willing to give up part of its expected payoff to provide a benefit to its
opponent. Following game theory an agent should select the action that provides its
own highest expected payoff, without regard for the opponent’s outcome. However,
many forms of cooperation are observed in evolution [13], and in iterated games [2].
Social Value Orientation theory [11] recognizes that people’s behaviors depend on their
personalities, and that people with a prosocial orientation highly regard the payoffs of
others they interact with.

We study agents that play a sequence of non-zero-sum normal form games, each
game played only once by the same two players. Playing against the same opponent en-
ables the agents to observe each other, but since the game changes each time, it is harder
to detect if the opponent is cooperative. Our setting is similar to stochastic games [15],
but to simplify the learning process the payoff distribution is known to both players and
each game is independent of the previous state and agents actions.

The main contributions of this paper are the use of a regularized particle filter to learn
the willingness of the opponent to cooperate and experimental results against different
types of non-stationary opponents. We show that an agent can predict the behavior of
its opponent within the limits implied by the rate at which the opponent changes, and
achieve a cooperative outcome without risking significant exploitation.

2 Background on Cooperation Model

We use the model presented in [6] and extend the work in [7] to non-stationary oppo-
nents. In this model an agent adopts an attitude towards its opponent, which determines

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 553–562.
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how much weight it attaches to its opponent’s payoff relative to its own payoff. An atti-
tude is a real number in the range [-1, 1]. An attitude of 1 means that the player wants to
maximize social welfare, 0 that the agent is indifferent to the opponent’s payoff, and -1
that the agent is spiteful. The attitude of the opponent is private information and must be
learned. This model is functionally equivalent to Social Value Orientation theory [11]
with a different parametrization, using attitude values instead of an angle representing
the ratio of utility of the agent’s payoff and the opponent’s payoff.

Let’s call the agents x and y, and their attitudes Ax and Ay respectively. To select its
action, each agent computes a modified game. In the modified game agent x has a new
payoff function P

′x defined as P
′x
i j = Px

i j +Ax×Py
i j, where Px

i j is the payoff in the original
game for player x and Py

i j is the payoff for the opponent when they choose respectively
actions i and j. Similarly agent y computes a modified payoff function using its attitude
Ay. Each agent selects an action which maximizes its score in the modified game, but
receives its payoff from the original game.

An agent acting according to this model uses three parameters, the agent’s attitude,
an estimate of the opponent’s attitude, which we call belief, and a method of choosing
an action in the modified game. For simplicity we assume that agents play a strategy
which is part of a Nash equilibrium. This is not the only choice, but it is convenient
since it limits the method to a discrete set. In this context, method is simply the choice
of which Nash equilibrium is used.

To indicate its willingness to cooperate, an agent first has to learn the attitude used
by the opponent and then sets its own attitude to be higher than the estimated attitude of
the opponent by a reciprocation value. Specifically, a reciprocating agent x sets its own
attitude Ax to be equal to Bx, its estimate of the opponent’s attitude, plus a reciprocation
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Fig. 1. Payoffs for various choices of R when two reciprocating agents play each other
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level R, Ax = Bx +R. If this results in a value below 0 or above 1, the value is set to 0
or 1. The value is not allowed to drop below 0 because attempting to take revenge on
an opponent will reduce the agent’s score. The value is not allowed to increase beyond
1 because two agents with attitudes higher than one can result in inefficiencies as each
agent attempts to force its opponent to take a higher share of the payoff.

Figure 1 shows how different reciprocation levels affect the payoffs. We can see
that any non negative reciprocation level produces cooperation and higher payoffs. The
reciprocation level we use in our experiments is .1, since it limits the potential loss but
is sufficient to lead to full cooperation.

3 Learning

In every round the agent observes the payoff matrix of the game, chooses its own action,
and observes the action chosen by its opponent. From that information, it needs to learn
a probability distribution over the attitude, belief, and method of the opponent. Due to
the complex interactions between those parameters and the game being played, it is not
possible to do this analytically.

Instead we use a particle filter, which represents a probability distribution with a
number of samples drawn from it (see Algorithm 1). The distribution represented by
the particles is a discrete distribution with probability of each particle proportional to its
weight. When an observation is made, each particle’s weight is updated by multiplying
it by the probability assigned to the observation by that particle.

We use a regularized particle filter [12], which resamples from a continuous instead
of a discrete distribution. As observations are made, the relative probability of the par-
ticles changes. At the extreme, if one particle has all the weight, the distribution is
effectively represented by a single particle. To avoid this, when the effective number of
particles drops below a threshold, a new set of particles is drawn by sampling from the
existing distribution and adding noise.

Noise is drawn from a Gaussian distribution with 0 mean and standard deviation
equal to N−1/6 times the standard deviation of the particle set, where N is the number
of particles. This is an improvement over the approach in [6] because it doesn’t require
knowledge of the distribution from which games are drawn and increases accuracy.
Method is a discrete value, so it cannot be perturbed with Gaussian noise. Instead, with
some probability we change it to a random new method. The optimal probability is
found using a technique called Leave-One-Out, where we select the probability that
gives the highest likelihood of resampling the current distribution from a distribution
created by removing one particle from the current set.

We use 400 particles with attitude and belief drawn from a Gaussian distribution
centered at 0 with the identity matrix as a covariance matrix, and method drawn from a
uniform distribution over the list of methods under consideration. We assign
each particle a weight of .0025 and resample if the effective number of particles goes
below 200.
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Algorithm 1. RegularizedParticleFilter
1: Generate initial set P of N particles
2: for particle p ∈ P do
3: Assign attitude attp, belief belp, and method methodp of particle p from prior
4: Assign weight weightp = 1/N
5: end for
6: while presented with data do
7: Observe opponent’s action M in game G
8: Compute effective number of particles

Ne f f = 1/[∑p∈P weightp
2]

9: if Ne f f > threshold then
10: for particle p ∈ P do
11: Compute probability of opponent’s action M in game G, probp , given attp, belp, and

methodp

12: Update weightp=weightp × probp

13: end for
14: else
15: Compute standard deviation Stdatt of attp and standard deviation Stdbel of belp

16: h = N−1/6

17: Compute perturbation probability pp for methodp

18: while accepted particles < total particles do
19: Select particle p from P with probability proportional to weightp and create new

particle p′
20: Assign attitude and belief adding Gaussian noise

attp′ = attp +h×N(0,Stdatt ); belp′ = belp +h×N(0,Stdbel )
21: With probability pp, methodp′ = random method else methodp′ = methodp

22: Compute probp′= probability of opponent’s action M in G given attp′ , belp′ , and
methodp′

23: Accept p′ with probability probp′

24: end while
25: end if
26: end while

4 Experimental Results

We now present experimental results obtained against several classes of non-stationary
opponents. Experiments against a stationary opponent and in self-play have been re-
ported in [7]. We measure model accuracy, i.e. the Euclidean distance between the
estimate of attitude and belief of the opponent and their true values, and prediction
accuracy, i.e. the Jensen/Shannon divergence between the prediction and the actual
probability distribution used by the opponent.

We use randomly generated normal form games with 16 actions per player, and pay-
offs uniformly distributed between 0 and 1, as in [6]. We have found experimentally
that 16 actions provide a good balance between model and prediction accuracy. Model
accuracy increases with the number of actions, since each action is more informative as
more alternatives are rejected, but prediction accuracy decreases because the space of
the predicted distribution increases.
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Fig. 2. Model accuracy when learning a randomly drifting target. Results aggregated over 100
sequences of games. Learning targets drawn from a 0 mean Gaussian.

We have explored two types of non-stationary opponents, both separately and in
combination. The first type changes its values for attitude and belief according to ran-
dom drift with a Gaussian distribution. This models an agent which gradually adjusts
its strategy. The second type changes by redrawing values from the prior with a fixed
probability. This models an agent which changes according to some threshold, or which
may be replaced without notice. The third type combines random drift and redrawing.

Figure 2 and Figure 3 show the effect of various levels of drift on model and predic-
tion accuracy. Unsurprisingly, as drift increases, accuracy decreases. An odd effect is
that the accuracy for the method increases for a high drift. This occurs because there are
regions in the model space in which method does not affect the agent’s actions. With
a high drift rate, the opportunity to get out of those regions outweighs the difficulty
caused by the rapid change in values. The model error increases as drift increases, but
still provides a reasonable estimate of the opponent’s intentions. With a .5 drift, the
prediction accuracy is equivalent to being able to correctly identify one action out of
sixteen 55% of the time.

Figure 4 shows the payoffs, which remain high even with a large drift. Omniscient
payoff is the expected payoff when the agent knows the opponent’s attitude, belief, and
method. Payoff without learning is the expected payoff when the agent best responds
to the prior over the opponent’s attitude, belief, and method. Both values were found
empirically.

Figure 5 shows the effect of randomly redrawing the target from the prior. Random
resets make learning considerably more difficult. No learning is possible with a reset
probability greater than .05. This is because the agent does not have sufficient time to
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Fig. 3. Prediction accuracy when learning a randomly drifting target. Results aggregated over 100
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Fig. 4. Payoffs of agent against a randomly drifting target

learn between resets. For example, with a reset probability of .25, on average there are 4
games between resets, which is not sufficient to fully learn the target. Figure 6 shows the
corresponding payoffs. As expected, higher reset probabilities result in lower payoffs.

Figure 7 shows the effect of combining both types of nonstationarity. Unsurprisingly,
it is much harder to learn when the parameters are changing slightly in every game,
and occasionally radically. However, it still possible to make reasonable predictions.
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Fig. 5. Prediction accuracy when learning a randomly resetting target. Results aggregated over
100 sequences of games.
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Fig. 6. Payoffs of agent against a randomly resetting target

This is particularly valuable because it implies the ability to track the behavior of much
more sophisticated agents by modelling their changes in attitude and belief as random
behavior. Figure 8 shows the corresponding payoffs. Despite the large prediction error,
the payoffs of the agents are higher than if no learning had occurred.
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5 Related Work

Our model of cooperation is based on models developed to explain human cooperation
in normal form games. Valavanis [16] proposed a modification of a normal form game
to reflect an agent’s preferences over its opponent’s utility. Frohlich [9] pointed out
that this can lead to an ill-defined utility function, and proposed restricting an agent’s
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preferences to its opponent’s consumption instead of utility. Fitzgerald [8] introduced a
utility which is linear in the opponent’s payoff, and pointed out that positive attitudes
will not necessarily reduce the level of contention between agents. An overview of some
of the many different models which have been used to explain human behavior can be
found in [3]

Reciprocation is recognized as an effective way to motivate an opponent to coop-
erate, as demonstrated in the Tit-for-Tat strategy for iterated prisoner’s dilemma [2].
However, Tit-for-Tat does not perform well in noisy environments. One way to handle
that [1] is to track deviations from a learned opponent policy, resetting when it becomes
apparent that the learned policy is inaccurate. This problem is similar to the one we
deal with, where the environment is the source of noise in the observations, instead of
nonstationarity of the opponent.

Most research on learning for agents which play normal form games has focused on
repeated play of a single game against a stationary opponent with the goal of finding
either an equilibrium or a Pareto-optimal outcome in self-play. Fudenberg [10] provides
a good overview of fictitious play, which explores the effects when agents attempt to
learn their opponents actions and then choose the best response. Reinforcement learn-
ing is a popular technique for dealing with normal form games. Unlike the techniques
presented in this paper, it does not require a complete description of the game, however
it requires repeated interactions within a single game in order to learn the optimal ac-
tions. M-Qube [5] is a reinforcement learning algorithm which balances best response,
cautious learning to bound losses, and optimistic learning by looking for strategies with
potentially high returns even if risky. The algorithm provably bounds losses in repeated
games but it requires playing thousands of times.

AWESOME [4] is the first algorithm guaranteed to learn to play optimally against
stationary opponents and to converge to a Nash equilibrium in self play. It also learns
to play optimally against opponents that eventually become stationary. To guarantee
convergence in self-play, it assumes all agents play the same Nash equilibrium. By
limiting the history the opponent can use, the algorithm described in [14] learns against
non-stationary opponents by playing thousands of repeated games. We are interested in
methods that learn much more rapidly.

6 Conclusions and Future Work

We have described a regularized particle filter to learn model parameters and we have
evaluated the performance of the learning algorithm against non-stationary opponents.
The model is effective for achieving cooperation in situations where cooperative actions
are not obvious.

This paper shows results for random non-stationary opponents. It would be interest-
ing and useful to examine the performance of this model when applied to other types of
non-stationary opponents. Another point to investigate is a method to compute appro-
priate reciprocation levels from the game and from the probability distribution over the
model parameters of the opponent, instead of using a preset level.
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Abstract. A number of techniques that allow autonomous multi-robot systems 
to be held within formation-like structures exist but they are limited by a high 
communication load, high energy usage and a lack of robustness.  This research 
improves on state-of-the-art formation control schemes for leader-follower type 
multi-robot systems by employing mechanisms that enable groups of robots to 
move in two-dimensional formations without the need for inter robot communi-
cation. We also incorporate techniques that enable the robots to move back into 
formation in a precise manner when external interferences have caused the for-
mation shape to deteriorate. The control system is derived through the use of 
graph theory and has been tested rigorously in a realistic simulator to prove its 
applicability to multi-robot control. 

1 Introduction 

A multi-robot (MR) system consists of a group of robots that act autonomously and is 
designed to solve problems that would be impossible for a single robot. In single ro-
bot systems, there is a huge responsibility put onto one robot which, in turn causes a 
single point of failure. MR systems address this issue by creating redundancies and 
expanding responsibilities, therefore providing a decreased system fail rate. As the 
field of robotics progresses, there is a need to focus research efforts more towards 
distributed-type robotic systems [1]. 

Formations in robotics can be defined as the inter-relational physical structure 
where the MR system is kept in tightly pre-defined restricted patterns. It allows the 
ability to move large objects [2] compared to just one robot, and decreases the overall 
time and effort required for large area exploration and mapping. The applications of 
formations within MR systems are extensive, they can range from military Unmanned 
Aerial Vehicle surveillance, mapping and surveying of environments and exploration 
of unpredictable territory to mobile sensory networks and satellite high-resolution 
imagery [3,2,4].  As the world becomes more dangerous and conflicting, there arises a 
need to produce systems, such as those that incorporate formations that enhance the 
safety of human beings. 

One of the advantages of having a MR system maintaining formation is that all ro-
bots can depart from and arrive at a waypoint at the same time. There is also a psy-
chological effect if used within a military application that if a huge group of objects is 
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moving towards a group of enemies, it can have a detrimental effect on morale. In our 
work we focus on triangular and diamond formations due to the benefits associated 
with these particular formations. A triangular formation allows the system of robots to 
be gradually exposed to an area, and offers formation leniency because no entity fol-
lows directly behind another. While diamond formations allow forward, side and back 
protection to the group when used within a military scenario and entering environ-
ments where being ambushed is a possibility [2,5].  

There are some areas of formation control that can be improved on. High computa-
tional usage can, for example, prevent formation control algorithms from running to 
their full potential [6]. In our work, which builds upon the techniques presented in 
[2,4] we reduced this problem by using graph theory and minimal constraints to ena-
ble formation control without the need for inter robot communication, thus reducing 
energy consumption. Other variables that come into play when MR systems are dep-
loyed in dynamic real world environments are the disturbances caused by the interac-
tions between different robots in the system and the interferences from obstacles in 
the environment [4,6], which can make it hard for the system to retain a precise for-
mation structure. This problem can be observed in several well established formation 
control techniques for MR systems such as the morphogenesis based techniques pre-
sented by [7-9] and the potential fields based technique presented by [10]. None of 
these techniques can ensure that the exact formation shape is regained if the system is 
affected by external disturbances. To address this issue we incorporate a gradient  
decent function that enables the robots to move back to their exact positions in the 
formation after they have been forced away by external interference. A difference 
between other formation control techniques that use minimally rigid graphs and our 
work is that our technique does not rely on Global Positioning Systems (GPS) to cor-
rect the positions of robots in the formation. This is advantageous as it opens up for 
using the technique in areas where GPS is unavailable, such as indoors, underground, 
in the ocean or in space. Relevant definitions from graph theory are introduced in the 
following section. 

2 Theory – Definitions and Preliminary Remarks 

Leader-follower type MR systems usually have one main leader (ML) that guides the 
movement of the followers by means of sub-leaders (SL). These SL are located at in-
tersection points of branched graphs, which are rooted in the ML, and guide the move-
ment of robots further down in the graph hierarchy. Followers can therefore have more 
than one leader guiding their movement even if only one ML exists.  

To define the physical relations between the individual robots, the use of graph 
theory is seen to be greatly beneficial because of its algorithms and definitions that 
have been developed to find rigid and minimally-constrained structures. Therefore to 
gather a total understanding on the theories behind this research, a broad knowledge of 
graph theory is required.  A series of relevant definitions and concepts from graph 
theory are therefore described in this section. 

Directed edges are represented by the constraints that are defined within a graph. 
For example, if two vertices (a) and (b) exist and they are connected by an edge, then 
the edge is directed if a connects to b, but b is not connected to a. If a connects to b, 
and b also connects to a, then the edge is undirected. It is often desirable to use  
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directed edges in MR systems as only one robot in a pair is responsible for maintaining 
a particular inter robot constraint. This is beneficial as the energy consumption asso-
ciated with maintaining the constraint can be kept at a minimum. A graph with only 
directed edges is referred to as a digraph. 

To devise a graph that is structured and rigid, it is required that all constraints are 
able to be followed and the distances between each vertex must remain constant at any 
time. For a two-dimensional graph to be defined as minimally rigid the graph must be 
in a state that if any edge was to be removed it would cause the graph to be no longer 
rigid [11]. One can check if a graph with (v) number of vertices is minimally rigid by 
testing if the number of edges (e) satisfies ‘|e| = 2 |v| - 3’ [11]. It is beneficial to use 
minimally rigid graphs in MR systems as no unnecessary constraints are used to 
uphold desired formations, which in turn ensures that particular formation shapes can 
be maintained in an energy efficient manner. 

For a rigid graph to become persistent, it must have its undirected edges replaced 
by directed edges [12]. This can be done by replacing each of the undirected edges 
with directed edges in a way that retains the rule that a digraph is persistent only if 
any two vertices in the graph can preserve their relative distance constraints during 
any motion [12]. Fig. 1 illustrates a persistent and a non-persistent graph. Next section 
describes how constraints that have been defined with graph theory can be maintained 
by an MR system. 

 

Fig. 1. Persistent and non-persisten graphs: (a) is persistent as all vertices can maintain their 
relative distance during any motion, and (b) is non-persistent as vertex 4 is unable to satisfy all 
its distance constraints when vertext 3 moves along the dotted circle 

3 Dual Leader Averaging Follower Algorithm 

An overview of how the followers operate is given in Fig. 2. All robots in the MR 
system make use of this control method with the exception of the ML, which is con-
trolled by a human operator. (The ML can also alternatively follow pre-defined paths.)  
One can observe that the control method enables the robots to take relative distance 
and angle measurements to one or two leaders into account during the control process. 
How these measurements are captured with a distance measuring device and flow 
through the control system can also be observed. Any distance measuring device can 
be used to support the control process as long as the device makes it possible to deter-
mine relative distances and angles to other robots. Each component of the control me-
thod is discussed in the following subsections. 
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Fig. 2. Overview of how followers operate  

3.1 Leader Focus Unit 

The Leader Focus Unit (LFU) assists the Leader Finder System (LFS) with “locking” 
onto allocated leader/s. The LFU offers this support by transmitting the expected rela-
tive angle/s between the robot at hand and its associated leader/s to the LFS at startup. 
The LFU obtains this information from the Requirement Unit (RU) which contains all 
necessary constraints for maintaining a particular formation shape. After startup the 
LFU continues to assist the LFS by transmitting the previous relative angle/s between 
the robot and its leader/s. The purpose behind the LFU is to reduce the processing load 
associated with iterating through data from the distance measuring device when search-
ing for leader/s. 

3.2 Leader Finder System 

The LFS checks if a robot is located at the relative angle/s provided by the LFU. If a 
robot is not detected at an expected angle, then the search arc is expanded horizontally 
with one resolution in left and right directions along the horizontal axis. This expan-
sion of the search arc is repeated incrementally until a robot is detected (Fig. 3). Empir-
ical results show that this approach works when the robots are distributed according to 
desired formation patterns from the outset. (Refer to [5] for a technique that can be 
used to generate desired formation patterns.) Once a robot is detected the actual rela-
tive angle and distance to the robot are passed over to the Error Correction Unit (ECU). 
If the LFU transmitted two angles to the LFS, then the search is repeated for the  
second angle to find a second leader. Feedback is also sent to the LFU if there is a  
discrepancy between the angle/s transmitted to the LFS and the actual angle/s to the 
leader/s. 
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Fig. 3. Search for a leader: (a) the search is initiated in the angle provided by the LFU, b) the 
search arc is expanded in left and right directions along the horizontal axis if no robot is de-
tected in the initial region, and c) the search arc is expanded incrementally until a robot is found 

3.3 Error Correction Unit 

The ECU enables robots to reduce the discrepancy between their desired and their 
actual relative position with respect to their leader/s so that relevant formations can be 
maintained. A mechanism that is employed when a robot has two leaders will be dis-
cussed first as most robots in our formations have two leaders. 

3.4 Error Correction with Two Leaders 

This mechanism compares the measurements provided by the LFS with desired dis-
tance and angle measurements obtained from the RU, in order to calculate an error 
vector that pushes the robot at hand towards a desired relative pose with respect to two 
leaders. The idea is illustrated in Fig. 4, where one can observe how follower (F1) 
moves according to the x,avee and y,avee vectors to reduce the discrepancy between the 

actual and the desired relative pose with respect to leaders (L1) and (L2). 

 

Fig. 4. Reducing discrepancy between desired and actual relative pose of follower F1 

The mechanism initiates by calculating two separate sets of error vectors with re-
spect to L1 and L2. Corresponding vectors are then synthesized to produce average 
error vectors, which F1 acts upon while attempting to mirror the two leader velocities. 
The preliminary error vectors are calculated according to (1) to (4) and synthesized 
using (5) and (6). 
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))cos(  - )cos( ( = d31d313131x,31 θLθLe  (1) 

))sin(  - )sin( ( = d31d313131y,31 θLθLe  (2) 

))cos(  - )cos( ( = 22222 d3d333x,3 θLθLe  (3) 

))sin(  - )sin( ( = 22222 d3d333y,3 θLθLe  (4) 

where: 

x,31e : x-coordinate for error displacement vector between F1 and L1 

y,31e : y-coordinate for error displacement vector between F1 and L1 

31L : Actual distance between F1 and L1 

d31L : Required distance between F1 and L1 

31θ  : Actual angle between F1 and L1 with respect to 
refθ  

d31θ : Required angle between F1 and L1 with respect to 
refθ  

 

)/2+(= = 3132 x,x,x,ave eeex (5) 

)/2+(= = 3132 y,y,y,ave eeey  (6) 

where: 

x,avee  : x-coordinate average error displacement vector 

y,avee : y-coordinate average error displacement  vector 

To control the forward velocity of F1 a proportional derivative controller acts upon 
changes in the y variable with respect to F1’s required position as in (8). The velocity 
is only computed for the y axis as forward velocities are specified in a local coordinate 
system where the positive y axis always point directly in front of the robot. 

( ) ( )
T

Ttyty
y

−−Δ  =  
(7) 

( )( ) ( )( ) ( )
( )( ) ( )( ) ( )





<+−−−+−−−Δ
≥++−−++Δ

0,11log.05.1.1log..

0,11log.05.1.1log..
=

tyVTtydistKtydistKyvK

tyVTtydistKtydistKyvK
controlV  (8) 

where: 

yΔ  : Change in y,avee over two sequential samples 

( )ty  : y-coordinate average error as a function of time 
T : Sample rate of distance measuring device 

1V  : Current velocity of F1 in millimeters per second 

controV : Required velocity of F1 in millimeters per second 

distK  : Distance constant for velocity control  

vK  : Velocity constant for velocity control 

While the y-coordinate changes a velocity control mechanism takes into account the rate 
at which this value changes and compensates to mirror the formation speed while still 
maintaining the displacement required. The angular velocity of F1 is controlled using a 
proportional transparent dead-zone controller. The average angle of the error vector is 
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calculated first (9). Then the magnitude of the average error vector is calculated (10) for 
use within the angular speed’s dead-zone proportional controller (12). A secondary 
heading is also calculated (11) from the original readings and constraints for use within 
the controller. The heading result from (11) begins to influence the controller when F1 
enters a dead zone (magnitude of the error vector is less than d ). 
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where: 

θ,avee  : Average angle of error vector 

controlω : Correction angle for F1 in degrees per second 

angK  : Constant for angular control system 

d  : Dead-zone constant 

3.5 Error Correction with One Leader 

If F1 only has one leader then distance and angle constraints are retained using (13) to 
(16). Equation (13) is used to calculate the distance error between the desired and the 
actual position of F1, whilst (15) is used to determine the heading error. The idea is 
illustrated in Fig. 5 where one can observe how F1 moves according to the x,31e  and 

y,31e  vectors to reduce the discrepancy between the desired and actual relative pose 

with respect to L1. 

 

Fig. 5. Reducing discrepancy between desired and actual relative pose of follower F1 
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d3131distance LLe −=  (13) 

( )distancedistcontrol eKV log.=  (14) 

( )d3131direction θθe −= (15) 

directionangcontrol eK .=ω  (16) 

4 Simulation Design and Results 

Two types of simulations that have been carried out to test the robustness of the pro-
posed control method towards interferences that causes formation shapes to deteriorate 
are presented in this section. The interferences are introduced in the form of various 
accelerations and changes in the heading direction of the ML. Both simulation types 
were carried out with the Microsoft Robotics Developer Studio simulator suite and 
varying numbers of simulated robots equipped with a differential drive and a Laser 
Range Finder (LRF). The LRF has a viewing angle of 360°, a resolution of 1° and an 
update rate of 4 Hertz. The parameters that were used for implementation specific va-
riables throughout the simulations are presented in Table 1. 

Table 1. Parameters for implementation specific variables  

T  0.25 seconds 
vK  0.168  millimeters 

distK  60.057 millimeters d  500  millimeters 

angK  0.75 degrees - - 

 

An overview of the constraints that were used in the triangular and diamond shaped 
formations that were employed throughout the simulations is provided in Fig. 6. One 
can observe that four different types of constraints were employed. The exact parame-
ters associated with each constraint type are provided in Table 2. 

 

Fig. 6. (a) triangular and (b) diamond formations that were employed throughout the  
simulations 
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Table 2. Parameters for each constraint type 

Type Distance in millimeters Angle 1 in degrees Angle 2  in degrees 

1 2000 210 - 

2 2000 90 150 

3 2000 210 270 

4 2000 150 210 

4.1 Robustness toward Increasing Leader Robot Acceleration 

Simulations that investigated how robust the control method is towards accelerations of 
the ML are described in this section. It is important to investigate this issue as the ML 
will vary its velocity frequently in our future research as we intend to use the control 
method to operate MR systems in unpredictable and cluttered environments. Two sets 
of simulations were carried out to investigate the issue. 

In the first set of simulations the velocity of the ML was increased from zero to 320 
millimeters per second (mm/sec) before the average time it took for the robots to re-
gain the formation was recorded. The outcome of this process is presented in Fig. 7. 
One can observe that it takes about two seconds for the followers to mirror the velocity 
of the ML. After this initial period the followers start to converge into their required 
positions. After 18.5 seconds the robots in the diamond formation converge. The ro-
bots then begin to oscillate in and out of the desired positions. Empirical results show 
that this behavior is a result of the relatively slow update rate of our LRF. We therefore 
expect that this behavior can be reduced by employing a distance measuring device 
with a faster update rate. Robots in the triangular formation converge and start to oscil-
late 7.1 seconds later, which shows that the control method enables both formations to 
converge to their desired shape.  

 

Fig. 7. Difference between desired and actual positions for followers as velocity of ML  
increased 
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In the second set of simulations the velocity of the ML was first increased from zero 
to 25.36 mm/sec before the average convergence time was recorded. This process was 
then repeated 30 times while incrementally increasing the velocity of the ML with 
25.36 mm/sec per run. The results from this process are presented in Fig. 8. One can 
observe that the convergence time is close to zero for both formations until the velocity 
of the ML reaches 150 mm/sec. However, one can also observe that the convergence 
time increases exponentially when the velocity of the ML is increased beyond this 
point. By studying the two graphs in Fig. 8 it furthermore becomes clear that the trian-
gular formation has a tendency to convergence later than the diamond shaped forma-
tion. Empirical results show that this is due to the relatively larger size of the triangular 
formation. 

 

Fig. 8. Average convergence time of followers when target velocity of ML is increased 

4.2 Robustness toward Increasing Curvature in Travel Path 

This section describes simulations that were carried out to investigate how robust the 
control method is towards changes in the heading direction of the ML. It is important to 
investigate this issue as we intend to deploy our MR system into environments with 
obstacles in the future, and it is therefore expected that the ML will have to change 
heading direction frequently to avoid collisions. To investigate the issue we initially set 
the velocity of both wheels on the ML to 328 mm/sec and measured the average con-
vergence time. The speed of the left wheel was then increased in intervals of 6.1 
mm/sec until the control method failed to uphold the desired formation. Results from 
these simulations are depicted in Fig. 9. One can observe that the convergence time 
increases linearly as the turning curvature increases, and that the control method fails 
to uphold the formations when the left wheel has a speed of 540 and 556 mm/sec. Em-
pirical analysis show that the control method fails at these speeds because the forma-
tions become so deteriorated at certain parts of the travelling path that the followers 
lock onto wrong leaders.  
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Fig. 9. Convergence time as turning curvature of ML is increased 

5 Conclusions 

A control method that enable groups of robots to move in formations without the need 
for inter robot communication has been presented. Simulations carried out to investi-
gate how robust the control method is towards changes to the velocity and the heading 
direction of the ML was also described. Results from these simulations show that both 
triangular and diamond formations converge to their desired shapes when the control 
method is employed. However, results also show that the robots have a tendency to 
oscillate around their ideal positions after they have converged due to the relatively 
slow update rate of our LRF. In addition, it was found that the control method can fail 
to preserve formation shapes when the turning curvature of the ML is large as our ro-
bots easily lock onto wrong leaders in these situations. Our current research investi-
gates how: i) robots can converge efficiently to their ideal positions with higher sensor 
update rates, ii) to preserve formations when follower robots lose sight of their leaders 
due to external disturbances such as obstacles, and iii) to make the control method 
more scalable. We also perform tests on real robots. 
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Abstract. In this paper, I propose an information gathering system by multi 
agent platform. For the purpose of that, I build the information relevance 
network. Also, I propose a new multi agent platform. The proposed system is 
compared with that of the conventional information search system by surveying 
the satisfaction of the users for both systems. Also, the searching speed is faster 
than the conventional method. 

Keywords: Multi-Agent, Ontology, Collaborative Information Gathering, Agent 
Framework. 

1 Introduction 

Many studies have been actively carried out in a distributed processing environment 
by using agent systems for efficient network management. Multi agent systems 
promote the efficiency in solving problems by cooperating among agents. Also, each 
agent independently manages its own tasks by dividing a whole work into smaller 
units and assigning them to each agent. There are many application areas in the real 
world, using the multi agent systems. One of these areas is the digital library system. 
The personalization is done by analyzing the topic of papers. In this case, the papers 
whose topic is not relevant to the queried keywords request by a user but contents are 
relevant to them are not recommend. In order to solve the problem, I consider the 
abstracts in the papers for providing a personalized paper search list according to the 
user’s behavior on the papers and the relevance among keywords in the abstracts.  

Also, another problem the multi agent-based digital library systems have is that 
users themselves should visit all possible search servers one by one. To overcome the 
problem, I propose a new platform of multi agent digital library system which is 
mobile search system. Users do not need to visit all possible search servers with the 
same query by using the new platform. My system automatically visits to all possible 
search servers when user requests a query. In this case, the scheduling of visiting the 
search servers is needed. Also, the negotiation for the results searched from the 
servers needs to be made for complicated situations such as the duplicated search 
results from multiple servers. Also, the personalized paper search algorithm builds 
user’s individual relevance network from analyzing the appearance frequencies of 
keywords in the searched papers. The relevance network is personalized by providing 
weights to the appearance frequencies of keywords according to users’ behaviors on 
the searched list, such as “downloading,” “opening,” and “no-action.” Also, I enable 
interaction among multi agents by developing an artificial negotiation algorithm.  
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In the experimental section, I demonstrate the proposed method using 100 
faculties’ search information employed in the University of Suwon. Also, the 
performance of the proposed method is compared with that of the conventional paper 
search system by surveying the satisfaction of users for both systems. In addition, I 
analyze the searching speed of the system to show both the advantage and 
disadvantage of my mobile-based searching system. 

Distributed Environment-Centered Agent Framework (DECAF) has been used for 
the framework to design various intelligent multi agent-based systems [1] such as 
BIG (Bounded Information Gathering System) [2, 3]. DECAF is a kind of operating 
system including various modules such as Agent Initialization, Dispatcher, Planner, 
Scheduler, and Executor. Agent Initialization defines tasks and provides task 
templates in the format of hash table to Planner. Dispatcher analyzes incoming 
KQML (Knowledge Query Manipulation Language) messages in the queue from 
agents and pending action and places on the objectives queue for Planner.  Then, 
Planner monitors the objectives queue and matches new goals to an existing task 
template as stored in task template hash table. Scheduler selects actions in action 
results queues sent from Executer at runtime according to users’ requirement. Then, 
Executor checks the agenda queue if any further work to be done. Also, Executor 
produces Action modules of the agents, sends KQML messages, searches other 
agents, and interacts between agents. Agent systems have been developed using 
various languages and platforms, and they can be classified into internet agent, 
intranet agent, and desktop agent by purpose.  

In DECAF, tasks of the agents are usually assigned by GPGP (Generalized Partial 
Global Planning) [2, 4] and TAEMS (Task Analysis Environment Modeling and 
Simulation) [5]. GPGP was developed from PGP (Partial Global Planning) [6], which acts 
as a coordination algorithm of multi agents. GPGP has two main advantages over PGP. 
One is that it reduces the overhead of systems, which occurs by overlapping interaction 
among agents. The other is that it is independent from some specific domain areas. 
Therefore, GPGP can make heterogeneous multi agent systems having different functions. 
User’s requirements can be decomposed by GPGP and structured by TAEMS. The root 
task in TAEMS can be decomposed into subtasks which can be decomposed into 
methods, too. The leaf node acts as a method which means acted elements. 

2 Information Gathering Multi Agent Framework 

A digital library serves a lot of information on-line. The advantages of digital libraries 
over conventional libraries are user friendly, on-site service, and accessibility. 
However, in case of not having standardized platform, the search of heterogeneous 
information from digital libraries may be hard, or impossible in some cases. To solve 
the problem, I develop a mobile multi agent-based digital library system using 
DECAF. The ‘mobile’ means that agents autonomously move a server to a server 
without user’s interference. The mobile multi agent-based digital library system can 
eliminate unnecessary and duplicate information stored in Internet or DB. Also, 
existing digital libraries do not have or learn about the user’s information. It causes 
unnecessary or useless information for the user to appear in the searched results. To 
solve the problem, I propose a mobile multi agent-based personalized digital library 
system (MAPS). MAPS provide the personalized search list from users’ usage history.  
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2.1 System Overview 

Fig. 1 shows the overall architecture of MAPS consisting of three main parts such as 
Information Gathering Multi Agent Framework using DECAF, Personalization 
Agent, and Digital Library Server. Information gathering is a method for 
implementation of user’s personalized strategy. Therefore in this paper, I use 
information gathering instead of information search or filtering.   

Once a user requests a query with keywords, Agent Manger (AM) in DMMAF 
receives the query through the Matchmaker Agent and prepares the user’s profile 
because the search results are obtained by the user’s profile. Scheduling Agent 
determines the order of the agents’ visit to the digital library server. The documents 
are collected from an agent’s visit to web servers (DBMS) according to the scheduled 
order. Digital Library Server (sub host) accepts the agents by defined port, agents 
approach the DBMS of web servers. During the agent visiting, Negotiation Agent 
customizes the collection at each web server by eliminating duplicate documents with 
its previously visited web servers via a network. Each visit is done in company with 
the Mobile Multi Agent (MMA). The attributes of MMA includes the plan code, 
agent ID, host URL, and resources (user’s profile). The plan code is the agent’s task 
generated by Scheduling Agent. The agent ID is the unique number of each agent, 
which is generated by Matchmaking Agent. The host URL is the address to return. 
The resource is the user’s profile. Personalization Agent provides the user a 
personalized search list from the negotiated documents according to the user’s profile. 
Then, Information Collection Agent shows the final searched results to user through 
the user interface.  

 

Fig. 1. The basic structure of information gathering multi agent framework 
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2.2 Module Functions and Algorithms  

DMMAF is a proposed agent framework for distributed environment in this paper. 
DMMAF has five components such as Agent Manager, Plan Editor, ANS, MMA, 
\Transfer Protocol. 

Agent Manager receives a user’s query, creates agents, and controls the agents’ 
operations. Matchmaker Agent communicates between Matchmaker Agent and UI. 
Also, Matchmaker Agent creates agents according to the schedule generated by 
Scheduling Agent. Scheduling Agent searches the optimal path to visit servers and 
informs it to the plan editor in DECAF. The plan editor creates the plan codes. 
Information Collection Agent sends the final searched results to the user through UI. 
Negotiation Agent removes the duplicated results through KQML communication 
language among MMAs. Agent Name Server creates the MMA and saves the multi 
agents’ record about creation and deletion information of each MMA. The transfer 
protocol of the MMA is to encrypt and decrypt the agent byte code, plan code, user 
profile, and resources. Byte codes which are sent through network are doing the 
parsing process. MMA visits the host having user keyword and user profile. MMA 
negotiates with other agents using negotiation algorithm and search the DB.  

Agent task Group assigns Task_1, Task_2, and Task_3 to Agent 1, Agent 2, and 
Agent 3 respectively. The tasks are automatically decomposed into methods, and the 
agents execute the assigned tasks by the methods. There are five types of relationships 
among methods. Add_R is the add relationship, i.e., adding the result of a method to 
that of other methods. Activate_R is the relationship making the running method keep 
running continuously. Compensate_R is the relationship that compensates the results 
of methods if needed. Replace_R replaces the results of receiving methods with those 
of sending methods. Contradict_R ignores the results of receiving methods. Also, 
there are lots of relationships between methods and tasks and between methods and 
resources, such as Enable, Facilitate, Produce, Consume, and Limits. In the 
negotiation algorithm, if the agents in the same level take different actions, then max 
operation operates to produce the output of the agents. Otherwise, min operation is 
operated.  

The information about MMA moving is transferred in byte stream type surrounded 
by the defined tag of the KQML protocol. The byte stream is parsed according to the 
defined tag and the clone byte of the byte stream is transferred to the next web server.  

2.3 Modeling Keyword Relevance Network 

From abstracts in the papers retrieved by a user’s query with a keyword, I measure the 
relevance between nouns in the abstracts and the keyword. For example, if a user 
requests a query with a keyword through a search engine then the search engine 
retrieves every relevant paper with the keyword. Also, I can extract the abstracts from 
the retrieved papers by parsing them. From the extracted abstracts, I can compute the 
frequency of the appearance of each noun as in Eq (1). 
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where ni,a is the appearance number of noun i from the ath retrieved Also, 
),( inounkeywordfreq implies the strength of the relevance of the retrieved noun i 

with respect to a keyword over all abstracts 
As seen in Eq (1), the strength of the relevance between the keyword and a noun 

depends on the appearance frequency in the abstracts. If the number of the appearance 
of a noun is large, it can be considered the noun is very relevant with the keyword. In 
the same way, each noun also can be a possible keyword queried by the user. 
However, if I take an account of keywords for the nouns appeared even a single 
frequency over all abstracts then the number of keywords for the user can increase 
exponentially as time passes. It causes the relevance network complicated. To avoid 
this situation, it is needed to decide the threshold of the frequency of the appearance 
for each noun as the qualification of being a keyword. The value of the threshold can 
be determined from the empirical experience in the experimental section later. 
Following the previous process, the generalized keyword relevance network among 
the keywords can be viewed as in Fig.2.      

keyword 2keyword 1

keyword 3 keyword 4

Freq(keyword4, keyword2)Freq(keyword1, keyword3)

Freq(keyword2, keyword1)

Freq(keyword3, keyword4)  

Fig. 2. The fully connected relevance network of keywords in the information gathering multi 
agent framework 

From the keyword relevance network, I can’t provide the personalized search list 
of papers because an identical list is showed for all users with the same queried 
keywords. In order to solve the problem, I modify Eq (1) by giving weights to the 
computation of the frequency of appearance of keywords according to the user’s 
behaviors (actions) on the searched list, such as downloading, opening, and no-action.   
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where wa is the weight of the user’s behavior for paper a and ni,j,a is the appearance 
number of keyword j from the ath retrieved paper by the query of keyword i.  In 
general, the action of downloading papers from the searched list is understood that the 
user is very interested in the paper. From this point of view, the keywords in the paper 
can be considered more preferred than the other two actions, opening and no-action. 
In order to take this into the consideration, I give relatively large value of the weight 
wa for the action of downloading, compared to the other two actions. In the same 
concept, opening papers implies that the papers are more preferred than taking no-
action for the papers. Therefore, the order of the values of the weight for the three 
actions is downloading > opening > no-action. The value of the weight for each action 
is also determined by the empirical experiment.  

Eq (2) shows the relevance between two keywords. However, users often request a 
query with more than one keyword (called a set of keywords in this paper). The 
generalization of Eq (2) for various numbers of keywords can be expressed in Eq (3) 
which implies the strength of the relevance of keyword j for the set of keywords. 
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where Set_keyword is a set of queried keywords and s is the number of the queried 
keywords. For the convenience, Eq (3) can be expressed in the normalized form as in 
Eq  (4).   
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where ),_( jkeywordkeywordSetNfreq is the normalized strength of the relevance of 

keyword j for the set of keywords.  According to the value of the normalized strength 
of keyword relevance, the order of the searched papers in the list is determined. For 
instance, from the searched papers using queried keywords, the papers having high 
normalized relevance with respect to the queried keywords place on top position and 
front pages in the searched list.  

3 Evaluation 

3.1 Optimal Threshold 

I implemented my system using the JAVA web server in the Window NT 
environment. In the server, I used the JSDK which is Java servlet developer kit 1.4 to 
run my system. MS SQL server 2000 was used as the relational database. Also, JDBC 
(Java Database Connectivity) was used in order to connect database with servlet.  
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I obtained the optimal threshold of the frequency of the appearance of each noun 
for determining whether it is suitable for a keyword. The optimal threshold can be 
estimated by recall and precision [7] using Eq (5).  
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A

R
ecision a=                          (5) 

Recall is || aR , the ratio of the number of target papers among retrieved result papers, 

to || R , whole desired target papers. Precision is || aR  to || A , retrieved result 

papers. The collection means the collected sample papers for my experiment, where 
96 sample papers were collected. The process to estimate the optimal threshold is as 
follows. I classified the sample papers into 12 groups by the similarity of their 
content. The 8 papers are contained in each group. So, || R =8. It is the best scenario 

that all 8 papers in the group are listed with no paper in the other groups when I 
request a query with a keyword existing in the group. Fig. 3 shows the mean 
precision, computed using Eq (5), of each group for 5 times repeated experiment by 
varying the requested keywords. Fig.3 (b) is for the recall by threshold. 

It is also done by varying the value of the threshold, denoted as t, from 1 to 4. For t 
= 1, all target papers were retrieved, i.e., || aR =8. In this case, the recall becomes 1. 

However, the mean retrieved paper number is 31, i.e., || A =31 in which too many 

undesired papers were included. By Eq (5), the precision equals 25.81% which means 
that the efficiency is too low even though all target papers were retrieved. As 
mentioned in Section 3, it is because too many related keywords for each keyword 
exist in the user’s relevance network by considering even a single appeared noun as a 
keyword. For t = 2, the mean number of the retrieved target papers is || aR =7 out of 

the whole retrieved paper number || A =12. The recall decreases to 87.5%, compared 

to t = 1. However, the precision increased to 58.3%. For t = 3, the mean number of the 
retrieved target papers is || aR =2 out of the whole retrieved paper number || A =3. 

The recall reduces to 25%. The precision increased to 66.7%. The three times 
appearance for each noun is the strong condition for becoming related keywords for 
each keyword. In other words, small number of related keywords for each keyword 
exists in the user’s relevance network. It causes the precision to increase and the recall 
decreases at the same time. For t = 4, the mean number of the retrieved target papers 
is || aR =0 out of the whole retrieved paper number || A =0.  From the experimental 

results, I found that t = 2 provide the optimal performance by the trade-off 
relationship between the recall and the precision. Thus, I used two time appearance as 
the threshold of the keywords for evaluating the performance of my personalized 
paper search system shown in the next section.  
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Fig. 3. Optimal threshold 

3.2 Searching Speed 

In this section, I analyzed the searching speed of my system to show both the 
advantage and disadvantage of my mobile-based searching system. To evaluate 
MAPS searching speed, I simulated my system in the environment with one main host 
and 3 sub hosts. I compared the searching speed of my system with the traditional 
remote data access (RDA) searching method, according to the number of duplicated 
papers retrieved from the servers.  

As seen in Fig.4, the initial searching times of MAPS system (0.18 seconds) takes 
longer than the conventional system (0.11 seconds). It is because my searching system 
is operated by cooperation between multi-agents. The searching time of my system 
increases by about 0.001 seconds per one duplicate paper, while about 0.007 seconds 
for the conventional system. Thus, as the number of the duplicate papers retrieved from 
the multiple severs increases, the searching time of the conventional method increases 
more drastically than my method. When the duplicate papers are around 15 per server, 
the speed of my system begins to outperform the conventional system. 

From the simulation, it can be concluded that my system is efficient when a lot of 
duplicated papers exist in many DBMS.  
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Fig. 4. Searching speed between MAPS and RDA 

3.3 Experimental Results 

For the experiment, I chose the values of weight of users’ behavior for paper a, as in 
Eq (2), wa = 5 for downloading, wa = 2 for opening, and wa = 1 for no-action, 
respectively. Those values were determined by exhaustively empirical experience 
using 100 faculties in the University of Suwon, Korea. The information of the users’ 
paper search behaviors had been collected during one month. When those values of 
weights were used, the satisfaction of my system for the faculties reached to the 
maximum point.  

In ACM PORTAL for the queried keyword ‘network’ by a faculty, the 64,493 
papers were found. It is a huge number of papers the user needed to look up for 
finding the most relevant papers of what the user was looking for. 

For the same keyword used in the ACM PORTAL, the normalized strength of the 
relevance for keyword “neural” is 0.47 which is the biggest relevant keyword to the 
‘network’.  It means that the user had been interested in the papers with keywords 
‘network’ and ‘neural’ during the period so he/she had acted the downloading or 
opening for those papers. For the user, my system placed the papers with the 
keywords having ‘network’ and ‘neural’ in their abstracts on the top positions in the 
searched list. By placing a user’s possibly preferred papers on the early pages in  
the searched list, it can save time to surf the list and reduce the user’s effort to find 
his/her preferred papers.  

Also, I evaluated the performances of my system and the conventional search 
system by comparing the satisfaction of both systems for the 100 faculties. As a 
result, 98% (27 for “very satisfactory”, 71 for “satisfactory”) out of 100 expressed 
their satisfaction for my system, while only 5% for the conventional system.   
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4 Conclusion 

In this paper, I proposed a framework for mobile-based personalized paper search 
system. By using the proposed system, users do not need to visit all possible search 
servers with the same query by using the new platform. Also, the system provides 
users’ personalized search list by building user’s individual relevance network from 
analyzing the appearance frequencies of keywords in the searched papers. As seen in 
the previous experimental section, I showed that users can save paper search time and 
reduce an effort to find their preferred paper when many duplicate papers exist in 
DBMS, which are retrieved from multiple search servers. 

However, the values of the weights for users’ behaviors, i.e., wa = 5 for 
downloading, wa = 2 for opening, and wa = 1 for no-action was obtained from the 
exhaustively empirical experiment.  The values might not be optimal for all users. 
For the further work of this paper, I need to develop an automatic algorithm for 
determining the values according to each individual user. 
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Abstract. The bilingual machine-readable dictionary is the commonly-used 
resources for query and translation based on the cross-language information 
retrieval; however, the traditional method of constructing the bilingual dictionary 
manually wastes time and energy. This paper uses the method of statistics to 
automatically obtain the translation dictionary from the English-Chinese parallel 
corpus for query and translation. 

Keywords: cross-language, information retrieval translation dictionary. 

1 Introduction 

Cross-language information retrieval (CLIR) tries to identify relevant documents in a 
language different from that of the query. Its main problem is matching between query 
and documents of different languages. At present the main approach is to add language 
conversion mechanism (query translation or document translation) on the basis of 
monolingual information retrieval system [1]. 

2 Principle of Automatic Construction of Query Translation 
Dictionary 

Based on the existing ambiguity problem-solving approach, we follow the following 
principles in constructing a query translation dictionary. 

 Part of speech information term marked. There are many words which have more 
than one part of speech in natural language, and different part of speech generally 
means different meaning [2]. Polysemy problem can be solved to some degree by 
combining part of speech information to translate query. 
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 Provide phrase-level translation. Average precision can be increased 25% when 
translating query using phrase unit compared to the word unit, but the quality of 
phrase translation will largely affect the retrieval results 

 Provide translation of named entities as detailed as possible [3]. 
 Provide the using information of words [4]. 

3 Query Translation Dictionaries Automatically Construction 
Based on Statistics 

The method of translation dictionary automatically construction based on sentence 
aligned parallel corpus can be divided into five steps, specific process shown in  
Figure 1. The core issue what will be solved during the translation dictionary 
construction is acquisition of the candidate translation unit (including words unit and 
phrases) and generation of the translation equivalent pairs. 

 

 

Fig. 1. Flowchart of translation dictionary automatically construction 

3.1 Preprocess 

The main task of preprocess is to process sentence aligned English-Chinese parallel 
corpora, including word segmentation and part of speech tagging of Chinese corpora 
and part of speech tagging of English corpora. The tools of word segmentation and part 
of speech tagging both are open-source toolkit developed by Stanford University [5]. 
Here is a sentence pair after the above processing. 

English: Making _VBG sure_RB the_DT column_NN is_VBZ used_VBN for_IN 
unique_JJ identification_NN ._. 
Chinese: 请_VV 确保_VV 唯一_JJ 标识_NN 列_NN 。_PU 

Among them the identification after “_” is part of speech, here we use the Penn 
Treebank Tag Set. 

Parallel corpus 

Text preprocess 

Get single word translatioin unit Get multiword translation unit 

Get candidate translation equivalent pair

Correlation degree computation of candidate translation equivalent pair

Candidate translation equivalent pair filtering

Translation dictionary 
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3.2 Obtain the Candidate Translation Unit  

Considering the roles of part of speech and phrase identification in word sense 
disambiguation and affecting query translation, nouns and verbs will be obtained 
separately when obtaining the candidate translation units and noun phrases will be 
identified. 

1) Single word. Firstly, Single word translation unit of noun and verb can be obtained 
using the results of word segmentation and part of speech tagging. The reason which 
selects these two parts of speech as candidate translation unit is that these two parts of 
speech ratio are high among the queries and they also determine the main meaning of 
queries. Secondly, we can filter stop words to generated verb candidate translation unit 
and delete those unmeaning translation units such as ”可以”、”应该”、”能够”、”be”
、” have、has、had、s、re、ve” and so on. 

2) Noun phrase. Recognizing the noun phrase by using part of speech pattern constraint 
method, generating candidate noun phrase, calculating the correlation degree of all of 
the adjacent word pairs of candidate noun phrase by combining statistic information, if 
the adjacent words’ correlation degree is lower than a given threshold value in this noun 
phrase, this phrase will be deleted and the final noun phrase translation unit will be 
obtained. 

Firstly, defining some noun phrase part of speech patterns using linguistic 
knowledge, combining result of text part of speech tagging, the candidate noun phrase 
will be extracted. The part of speech patterns in this paper includes the followings: 

AN, NN, AAN, ANN, NNN, NAN, ANNN, AANN, AAAN, NNNN. 

Where A is adjective, N is noun, the longest length of noun phrase is 4 and the shortest 
is 2. 

We can use statistic information to filter the candidate noun phrase. The detailed 
process is as follows: assuming one candidate binary noun phrase includes two words 
N1,N2, counting the frequency of phrases N1N2 and single word N1 and N2 appearing in 
corpora, and then calculate the correlation degree of N1,N2 using formula Log 
Likelihood Ratio(LLR). The reason of selecting LLR coefficient is that this formula 
can process the correlation strength of low-frequency pair, the correlation degree 
calculation formula is as follows: 

LLR(N1,N2) = 2[logL(p1,a,a+b) + logL(p2,c,c+d)- logL(p,a,a+b ) - logL(p,c,c+d)]   (1) 

Where a= freq(N1, N2), denotes the frequency of binary noun phrase N1N2 in the 
corpora, b= freq(N1)-freq(N1, N2),denotes the number of sentence of N1 appearing but 
N2 disappearing, c=freq(N2)-freq(N1, N2), denotes the number of sentence of N2 
appearing but N1 disappearing, d=N-a-b-c, denotes the number of sentence of N1 and 
N2 both disappearing, and N denotes is total number of sentence of corpora. 
LogL(p,k,n) = klog(p)+ (n-k)log(1-p), p1 = a /(a+b), p2= c/(c+d ), p= (a+c)/(a+ b+c+d) , 
log(0)=0. 

According to the calculated LLR value, for each noun phrase N1,…,Nk (2<= k<=4), 
if the LLR value of all binary phrases Ni-1Ni  included in this noun phrase are greater 
than threshold value α, this phrase will be regarded as a multi-word units, otherwise, if 
existing Ni-1Ni, whose LLR value is lower than threshold value α, this phrase will be 
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deleted from candidate phrase list. And then stemming for all obtained English 
translation units by using Porter Stemmer, the final candidate translation unit will be 
generated. Table 1 is a candidate translation unit from two example sentence of 3.1. 

Table 1. case of candidate translation unit extraction 

 English candidate 
translation unit 

Chinese candidate 
translation unit 

Noun Column, ident 
Unique ident 

标识列, 唯一标识 
唯一标识列 

verb Make us 确保 

3.3 Generate Translation Equivalent Pairs 

In this section we obtain candidate translation equivalent pairs according to 
English-Chinese translation unit, calculate the correlation degree of translation 
equivalent pairs, filter the expect value and English-Chinese Chinese-English 
dictionaries, and generate the final translation dictionary. 

1) Obtain Candidate Translation Equivalent Pairs 

We omit the length of candidate translation unit when generating noun candidate 
translation equivalent pairs. Only if pair of noun or noun and noun phrase appears in a 
pair of bilingual sentence they will be regarded as candidate translation equivalent 
pairs. The process of verb candidate translation equivalent pairs uses same approach. 

2) Correlation Degree Calculation 

Firstly count appearing frequency of all candidate translation equivalent pairs and each 
candidate translation unit, delete the candidate translation equivalent pairs whose 
co-occurrence frequency is less than 5, and then calculate the correlation degree of each 
translation equivalent pair. 

There are four common formulas about calculating translation equivalent pair 
correlation degree, including LLR, Dice coefficient mentioned above, also including 
MI andΦ2 coefficient. We use these four methods to calculate candidate translation 
equivalent pair correlation degree in order to comparing them in this paper. The 
detailed formulas are as follows: 

MI= log[a/(a+b) (a+c)]                              (2) 

Dice(cp,ep) = 2a /(2a+b+c)                             (3) 

Φ2 = (ad-bc)2/ [(a+b) (a+c) (b+d) (c+d)]                      (4) 

Where a= freq(cp, ep ), denotes the number of sentence pairs which including Chinese 
candidate translation unit cp and English candidate translation unit ep, b=freq(cp)- 
freq(cp,ep),denotes the number of sentence pairs which only including cp but not 
including ep, c= freq(ep)-freq(cp, ep), denotes the number of sentence pairs which only 
including ep but not including cp,, d= N-a-b-c, denotes the number of sentence pairs 
which not including cp and ep, and N denotes is total number of sentence pairs of 
corpora. 
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3) Filtering 

We descending sort all English translation items of each Chinese candidate translation 
unit according to its correlation degree of Chinese translation unit, generating 
Chinese-English bilingual dictionary and English-Chinese bilingual dictionary. Final 
translation dictionary can be obtained through expect value filtering, Chinese-English 
English-Chinese dictionary combining filtering, deleting some translation equivalent 
pairs. 

4 Experimental Result and Analysis 

The corpora of experiment is English-Chinese parallel corpora of computer field, 
which come from web sites and has been processed by sentence aligned, and it includes 
300000 sentence pairs. The total number of bytes is 87 612 118. 

According to above method, translation equivalent pairs can be extracted 
automatically from corpora and then two translation dictionaries about 
English-Chinese dictionary and Chinese-English dictionary will be generated. The 
detailed information about dictionaries is shown as table 2. 

It can be seen from table 2 that generally not only total tokens but also number of 
equivalent pairs are the least, which generated by LLR coefficient, but they are the most 
which generated by MI coefficient. Furthermore, the number of noun tokens and 
equivalent pairs are similar whatever it generated by each of four coefficients. 
However, the case of verb is very different.  

Table 2. Statistic result of generated dictionary 

 coefficient Total noun 
tokens 

Noun 
phrase 
tokens 

Total noun 
equivalent 
pairs 

Verb 
tokens 

Verb 
equivalent 
pairs 

Chinese-English 
dictionary 

LLR 6015 2831 8195 1413 1906 
Φ2 6431 3015 8844 2148 3231 
Dice 7501 3328 13345 3251 10380 
MI 8424 4338 12417 4314 11113 

English 
-Chinese 
dictionary 

LLR 5734 3032 8195 1161 1853 
Φ2 6215 3414 8844 1707 3130 
Dice 7070 3828 13345 2129 10129 
MI 7576 4484 12417 2480 10878 

 
150 tokens have been selected randomly from the dictionary, including 50 noun 

phrase tokens and 50 verb tokens. The translation equivalent pairs that come from four 
statistic formulas based on co-occurrence have been evaluated separately. For 
calculation of precision of translation dictionary, the following method is used in this 
paper. 

Precision=(number of equivalent pairs of correct translation in dictionary+ 
0.5×number of equivalent pairs of partly correct translation in dictionary)/the total 
number of translation equivalent pairs. 

According to above method, we can obtain noun word unit, verb and noun phrase 
evaluation results, shown as table 3, table 4 and table 5. 
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Through analyzing table 3, table 4 and table 5, the following conclusions can be 
drawn. 

1) Generally speaking under the corpora environment this paper used, the statistical 
property of LLR coefficient is better than the other three coefficients, and Φ2 is better 
than LLR only for English-Chinese noun phrase equivalent pairs. The reason is that the 
correct number (43) of English-Chinese noun phrase equivalent pairs is less than Φ2 
(45), but the wrong number (2) is greater than Φ2 (1). 

Table 3. Evaluation result of noun word unit equivalent pair 

  Correct 
equivalent 
pairs 

Partly 
correct 
equivalent 
pairs 

Total 
equivalent 
pairs 

precision 

Chinese-
English 

LLR 143 61 206 0.8792 
Φ2 144 71 215 0.8758 
Dice 154 92 284 0.7042 
MI 142 100 258 0.8235 

English 
-Chinese 

LLR 149 41 206 0.8228 
Φ2 150 40 214 0.7943 
Dice 165 64 261 0.7548 
MI 155 70 270 0.7037 

Table 4. Evaluation result of verb equivalent pair 

  Correct 
equivalent 
pairs 

Total equivalent pairs precision 

Chinese-
English 

LLR 50 68 0.7353 
Φ2 57 79 0.7216 
Dice 83 147 0.5646 
MI 87 147 0.5918 

English 
-Chinese 

LLR 61 77 0.7922 
Φ2 76 107 0.7103 
Dice 116 222 0.5225 
MI 118 231 0.5108 

2) For noun dictionary, the main factor which affects dictionary precision is 
indirectly related problems, i.e. some idiomatic and phrases may make some bilingual 
words that not responds directly having high co-occurrence frequency. For example, in 
generated noun dictionary, “系统“ has two translations, one is “system” and the other is 
“oper”, among which “oper” means ”Operating”. Because ” Operating System” is a 
fixed phrase in computer field ”系统” and ” Oper” will be extracted as translation 
equivalent pair. 
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Table 5. Evaluation result of np equivalent pair 

 coefficient Correct 
equivalent 
pairs 

Partly 
correct 
equivalen
t pairs 

Wrong 
equivalent 
pairs 

Precision of 
multiword 
unit 

Chinese-
English 

LLR 45 35 0 0.7813 
Φ2 45 37 0 0.7743 
Dice 49 46 1 0.7500 
MI 48 43 2 0.7473 

English 
-Chinese 

LLR 43 26 2 0.7887 
Φ2 45 27 1 0.8013 
Dice 48 34 3 0.7647 
MI 49 36 3 0.7614 

 
Although it will be regarded as wrong translation equivalent pair when evaluating 

dictionary, during CLIR process if “System” and ”Oper” are submitted to the system as 
translation of ”系统”, the final retrieval effect may be high for it  equivalent to the query 
expansion, increasing retrieval contextual information. 

3) All equivalent pairs that partly correct translation in noun dictionary can play a 
query expansion role in CLIR. 

4) The main reason about the number of verb token equivalent pairs of MI and Dice 
is much larger than LLR andΦ2  is that the filtering is more loose of MI and Dice 
coefficient, which reserving lots of wrong translation items. The detailed analysis is as 
follows: 

In the sample set of Chinese-English verb dictionary generated by MI and LLR 
coefficient, correct translation equivalent pairs are 87 and 50, ratio is 87 /50 =1.74. 
Wrong translation equivalent pairs are 60 and 18, ratio is 60/18= 3.33. The total 
equivalent pairs are 147 and 68, ratio is 147/68= 2. 16. 3.33> 2.16> 1.74, i.e. the ratio of 
wrong translation equivalent pairs > the ratio of total equivalent pairs > the ratio of 
correct translation equivalent pairs. The result is same about English-Chinese verb 
dictionary. 

5 Conclusions 

This paper mainly explores how to construct translation dictionary which suit for 
cross-language information retrieval query translation, summarizing the characteristics 
of translation dictionary which suit for CLIR query translation, automatically 
constructing a query translation according these characteristics, comparing their 
performance of four common statistic models based on co-occurrence. By analyzing 
experimental result, we find that the ambiguity problem which CLIR faced can be 
solved in some degree by editing query translation based on corpora. 
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Abstract. Traditional information retrieval systems are lack of semantic 
comprehension, and also have inherent ambiguity of short keyword queries. To 
solve this problem, this paper proposed a Multi-Agent Information Retrieval 
System based on Ontology. Introducing ontology to information retrieval 
system can realize knowledge domain-expression in order to provide users with 
the increment of information service and refine the initial query. Furthermore, 
group agent use improved collaborative information filtering algorithm to 
construct the group preference base equal to the compilations of all the term 
preference sets of the similar users served by personal agent, so as to 
accomplish the personalized information retrieval according to users’ interest of 
the group preference base and rank the retrieval results by comprehensively 
considering of the users’ preference about a certain theme and the frequency of 
the keywords of the retrieved document that appear in the relevant domain. 

Keywords: agent, query refinement, ontology, collaborative information 
filtering. 

1 Introduction 

In this era, the information stored by internet is increased exponentially. People can 
hardly acquire what they really want from web quickly since the web information is 
open, dynamic and isomeric. The information content is updated continuously, and 
coverage of the web by individual search engines only come to 30%-50%[3] of all 
Internet information resources. To solve this problem, people have designed many 
information retrial systems to locate and manage web document. However, when we 
retrieve the words specified by users, normally the information retrieval technology 
either adopts the classification catalogues retrieval methods which realize the retrieval 
according to the subject properties of the resources or adopts the full text retrieval 
technology which needs to set up the inverted index from documents to tokens[1]. 
Generally, the performance of these methods depends on the identification method of 
the field and users’ understanding, so that the above methods have a poor capability 
of supporting semantic matching as well as some other limitations. 
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In order to solve these problems, this paper proposed a Multi-Agent Information 
Retrieval System based on Ontology. Firstly, from the personal requirement of 
information retrieval, we use ontology as a means of knowledge domain-expression to 
form terminology ontology so as to refine the initial query and classify the documents 
stored in the location information database; then we use information retrieval agent to 
establish preference base for each user, and carry on the classified management for 
them. On this basis, the retrieval agent intelligently realizes the information retrieval 
from the local information database automatically according to users’ preference.  

The information retrieval agent is composed of personal agents, and group agent 
whose preference base is equal to the compilations of all the term preference sets of 
the similar users. We adopt the improved multi-agent collaborative information 
filtering technology to realize the searching of the personal agent with the similar user 
preference, so as to accomplish the personalized information retrieval according to the 
user’s interest of the group preference base and rank the retrieval results by 
comprehensive considering of the users’ preference about a certain theme and the 
frequency of the keywords of the retrieved document that appear in the relevant 
domain. 

2 Structural Model of the Multi-agent Information Retrieval 
System Based on Ontology  

The traditional search engine technology can not provide personalized retrieval 
information according to users’ interest or preference. The retrieval mechanism based 
on keywords or theme can not meet the query requirements of the users, and has 
shortcomings of poor real-time and poor ability of information navigation[4].  

To solve this problem, we introduced ontology into the information retrieval 
system to realize the expression of the information need and the relationship between 
concepts of different domains with the formalized terms, so as to provide users with 
increment of information service. 

 

Fig. 1. System Framework 

User1 User2 

 
Interface Agent 

Resource Dynamic 
Management and 

Update Agent

Local Information Database Web Resource

Information Retrieval 
Agent 
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Therefore, in this paper, there are two mainly designed ideas: the query refinement 
and documents classification based on the ontology; the personalized information 
retrieval services based on multi-agent technology and improved collaborative 
information filtering algorithm. 

As shown in Fig.1, our proposed information retrieval system is composed of 3 
agents, whose function will be introduced below in order. 

2.1 Interface Agent 

There are two main functions of interface agent: first, it interacts with users and 
accepts the users’ retrieval query and returns the retrieval results back to users; 
second, it analyses and reformulates the received user’s query, returns the estimated 
proposals (and its estimations) back to the user for choosing the best one and finally 
sends the refined query to the Information Retrieval Agent. The specific structure of 
the Interface Agent is shown in Fig.2  
 

 

Fig. 2. The Specific Structure of the Interface Agent 

In the Interface Agent, we construct two subagents: one is Domain Matching 
Subagent, and the other one is Query Refinement Subagent. First, user sends the 
initial query to the Domain Matching Subagent(DMSA, as shown on Fig.2, road ①), 
and then the DMSA analyses the user’s query according to the Domain Ontology 
Base to find the domains the query may belong to, and submit its proposals composed 
of  the initial query and the belonged domains to the user( as shown on Fig.2, road 
②). Second, the user chooses the exact domain the query belongs to, and sends the 
selection to the Query Refinement Subagent (QRSA, as shown on Fig.2, road ③), 
then the QRSA expands the feedback query with hypernym (kind-of relationship), 
hyponym (part-of relationship) and allomorph (instance-of relationship) according to 
the ontology tree, and finally sends the refined query to the Information Retrieval 
Agent (IRA, as shown on Fig.2, road ④). Finally, after the retrieval, the IRA and 
QRSA submits the retrieved results back to the user(as shown on Fig.2, road ⑤,⑥).  
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2.1.1   Domain Matching Subagent 
Thus, Assume O1 , O2, O3, …, On are the ontologies of the domain D1 , D2, …, Dn 
respectively and Ti={ti1,ti2,…}, i∈(1,n) are the terms set worked out from the 
ontology Oi. Assume Q= {q1, q2,…,qm} is the initial query of the user. If Q∩Ti= 
Ø,1≤i≤n, it means that the query has no relevance to this certain domain. Thus we 
can get all the domains Df1, Df2,…, Dfk (Here the Q∩Tfj ≠Ø , f1≤fj≤fk) relevant. 
Then add the name of the relevant domain Df1, Df2,…, Dfk as additional feature of the 
initial query and send back to the users. 

Assume the suggested query set by the Domain Matching Subagent are ((Q, Df1), 
(Q, Df2),……, (Q, Dfs)). If some different users input the same query, then after their 
selection, the query fed back by the users are ((Q, Dfi1), (Q, Dfi2),……,(Q, Dfis)). 
Finally, after the feedback of the different users, the modified query set will be (α1(Q, 
Df1), α2(Q, Df2),……，αs(Q, Dfs)), where the αi is the weight of the query in a certain 
domain. Since the more attention the users receive, the bigger the αi value is, the value 
αi can effectively reflect the needs of users. Therefore, after a period of modification, 
the weight of the modified query smaller than a set value will be discarded. Normally, 
we consider these domains the deviation of the definition about the query, so in the 
latter, when a certain user inputs the same initial query, the Domain Matching 
Subagent will not consider the discarded domain. 

With this method, the system can know the domain that most users concern about, 
so as to provide more accurate information for the retrieval. 

2.1.2   Query Refinement Subagent 
For a certain user, the query fed back must be in an exact domain, and in form of (Q, 
Dfi). Considering the initial query as provided by the user may be an inadequate 
representation of the user’s information needs, we use Query Refinement Subagent to 
expand the query fed back with hypernym (kind-of relationship), hyponym (part-of 
relationship) and allomorph (instance-of relationship) according to the ontology tree. 

2.2 Resource Dynamic Management and UpdateAgent 

The main function of the Resource Dynamic Management and Update Agent can be 
classified into three aspects: 

The first function is to classify the documents stored in the local information 
database into their own domains, so as to narrow the retrieval scope and improve the 
retrieval speed.  

Generally, most documents list the keywords and the abstract, especially for the 
academic papers. The keywords given by any document should embody the most core 
content of the document, which we can use as the main information to judge which 
domain the documents belong to and classify the documents in combination with the 
content of the documents and under the assistance of the ontology knowledge. 
Assume KW= {k1, k2,…,km} are the keywords set of a certain document in the local 

information database. If KW∩Ti= Ø，1≤i≤n, it means that the keywords set of the 

document has no relevance to this document. Thus we can get all the domains Df1, 
Df2,…, Dfk (Here the KW∩Tfj ≠Ø , f1≤fj ≤fk) relevant.   
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Through this method, we can classify each document stored in the local 
information database into their own domains, and a certain document can be classified 
into several domains. Hence in the future, when the Information Retrieval Agent 
retrieves documents in the local information database, only the documents belonging 
to the same domain with the query can be retrieved.  

The second function is to monitor whether the retrieved documents were stored in 
the local information database. If not, store the documents into the local information 
database and analyze the new document according to the knowledge of the ontology 
base and classify the new documents into their own domains.  

The third function is to monitor whether the content of the page in the local 
information base has any change or not. If there is, reclassify the changed documents.  

2.3 Information Retrieval Agent 

Information retrieval agent is the core part of the multi-agent information retrieval 
system based on ontology, which performs the automatic acquisition and information 
retrieval service of the local resources and web resources according to users’ 
preference. 

Information retrieval agent is composed of user-oriented personal agents and group 
agent. A personal agent can acquire the information about users’ browsing interest 
from the users it serves directly or indirectly. A group agent first acquires the interest 
of every user from the personal agents, and then adopts the improved multi-agent 
collaborative information filtering technology to find the users with common interest, 
so as to find the pages that can reflect the common interest of the users and monitor 
these pages constantly to adapt to the changing needs of the user groups. The simple 
framework of the information retrieval agent is shown in Fig.3. 

 

 

Fig. 3. Simple Framework of the Information Retrieval Agent 

The personal subagents and group subagent are all composed of several modules 
with every module serving for a specific personal agent or group agent, independently 
shouldering part of the job belonging to subagents. The detailed framework of the 
information retrieval agent is shown in Fig.4. 
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Fig. 4. Detailed Framework of the Information Retrieval Agent 

2.3.1   Personal Preference Base 
Personal preference base is used for storing users' personal interest or preference. It 
has been found that, if the users only have interest in part themes, then what they will 
browse must be the web page set relevant to these themes. Thus we can use the theme 
or directly use the web pages to describe users' interest. Web preference vector can 
express users' interest more directly than theme preference vector, but there are 
thousands of web pages in the internet, while users just click a small part of them, 
hence it is very difficult and impractical to learn Web preference vector. So we use 
theme preference vector to express the users’ interest. 

The users’ theme preference vector can be expressed as T=[T(1),···,T(m)], where m 
stands for the number of the theme considered, T(i) indicates the interest degree of the 

users to the ith theme, and the vector T satisfies 
=

=
m

i

iT
1
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2.3.2   Group Preference Base 
The users who have the similar Personal Preference Base can be put in a group, and 
their personal interest or preference will be stored in the Group Preference Base. The 
theme preference vector of a group preference base can be expressed as n×m 
evaluation vector R, where n is the number of the users with similar interest, m is the 
number of the relevant themes and Rij is the evaluation value of interest of jth terms 
given by user i. (It can reflect the preference). 

2.3.3   Personal Management 
Personal management agent obtains the theme preference of the users from their 
browsing history and stores the theme preference by means of vector T in the personal 
preference base. 
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The proposed paper adopts the topic sensitive PageRank algorithm[2] put forward 
by Taher H. Haveliwala of Stanford University to calculate the quality score of the 
web page A about theme t, so as to deduce the relationship between the browsing 
probability vector V and the theme preference vector T, where the browsing 
probability vector V=[V(1),···,V(n)], n is the number of the web pages, V(i) indicates 

the probability of web page i browsed by users, which satisfies 
=

=
m

i

iV
1

1)( . I will not 

introduce the algorithm in my paper. 

2.3.4   Group Management Agent 
Group management agent adopts the improved collaborative information filtering 
technology to realize searching of the personal agents with similar user interest and to 
copy the theme preference of the corresponding personal preference base to the group 
preference base. The improved algorithm is as follows: 

Step 1: Calculate the similarity of interest between user i and user j served by personal 
agent  

We adopt a sn×sm evaluation vector R’ to store the degree of interest of all the users 
to all the themes, where sn is the number of the users served by personal agent, sm is 
the number of all the themes, and R’ij is the evaluation value of interest of jth term 
given by users i. If the value of R’ij is NULL, it means that the ith user hasn't made the 
assessment for the jth term. The similarity function S(i,j) is defined as (1): 
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(1) 

Si is the personal preference term set of user i, Sj is the personal preference term set of 
user j, Sij=Si∪Sj. NSi is the number of theme in the personal preference term set Si, NSj 
is the number of theme in the personal preference term set Sj, NSij is the number of 

theme in the preference term set Sij. 
_

iR and
_

jR are the average evaluation value that 

equals to the total theme value of Si or the total theme value Sj to the total theme value 
of Sij respectively. SSij is the theme subset, in which personal user i and user j have 
evaluation value in item set Sij, α β γ are all constants, where α+β+γ=1. 

Step 2: Rank the personal preference term set of user i and user j according to the 
value of S(i,j). If the value of S(i,j) is lager than the pre-set similarity threshold S, the 
users i and j have the similar interest and preference. Hence the users with the similar 
interest and preference are served by a group agent, and the term set among the 
preference base equal to the compilations of all the term preference sets of the similar 
users. 

Step 3: For all the terms in the group preference base, predict the degree of interest Iik 
of user i in item k. The function Iik is defined as (2): 
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Step 4: Rank the documents retrieved from the location information database by 
comprehensively considering the Iik and the frequency ‘frefk’ of the keywords of the 
retrieved document that appear in the relevant domain Df which reflects the semantic 
approximate matching degree of the terms of the document and the ontology Of. 

2.3.5   Web Spider 
Web spider analyzes the user’s preferences of the group preference base it belongs to, 
on the basis of which, it searches the web pages that fit the group preferences, and 
puts the searched web pages into the local information database. 

Web Spider is a program that can capture webpage from the web. Given a URL 
set, spider utilizes the links between HTML documents, according to the depth first or 
width first strategy to “climb” from one webpage to another. In order to avoid the 
spider sinking into deep search chain or endless loop so as to be far away from the 
search target, generally we need to designate the width and depth of the search in 
advance.  

3 Simulation 

3.1 Experiment Method 

The simulation experiments are executed to investigate the recall ration and the 
precision ration of the Multi-Agent Information Retrieval System based on Ontology. 
We use Java as programming language and adopt Eclipse integrated development 
environment by using open source framework “Jena” to analyze and operate the 
ontology files. 

In order to evaluate the performance of our proposed System, we use Each-movie 
database containing the evaluation of 1628 movies by 72916 users in 18 months.  

We calculate 20 users’ retrieval results by means of the traditional information 
retrieval system and our proposed system respectively with each retrieval system for 5 
times.  

3.2 Experimental Results 

The results were analyzed by general appraising method which has two indications: 
recall ration and precision ration. The simulation results exhibit that, for the same 
number of documents and queries, different threshold S will lead to different results, 
shown as fig.5 and fig.6 respectively. 



 A Multi-Agent Information Retrieval System Based on Ontology 601 

 

Fig. 5. Averaged 11-point precision/recall graph with S of 0.5 

 

Fig. 6. Averaged 11-point precision/recall graph with S of 0.6 

4 Conclusion 

This paper proposed a Multi-Agent Information Retrieval System by combining the 
ontology, multi-agent technology and improved collaborative information filtering 
technology. The structural model of the system has been introduced and the solution 
has been suggested to provide personalized retrieval information according to users’ 
interest or preference. 

Through making use of ontology, the information retrieval system can realize 
expressing the information need and the relationship between the concepts of different 
domains with the assistance of the formalized terms, so as to provide users with 
increment of information service. Through multi-agent, it is easier to cooperate and 
interact with each other to accomplish some complex tasks or targets. Each agent has 
its own function.  

The simulation results reveal that for the appropriate threshold S, the proposed 
system can achieve better result than traditional ones. 
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Abstract. In multi robot task allocation, a set of tasks has to be allocated to a
group of robots while optimizing some measure (for example, fuel or time). In
order to find the optimal allocation, an exponential number of possibilities must
be explored. In this work, we extend the Consensus Based Bundle Algorithm,
to improve its support for tasks with time constraints. The modified algorithm is
compared with the original one in order to show how strategic modifications to
the algorithm increase the number of tasks successfully completed.

1 Description of Problem

Multi robot task allocation addresses the problem of matching tasks to robots in a way
that satisfies a certain criterion or optimization function. The criterion is usually to min-
imize the distance traveled, or to minimize the time to complete all the tasks, or maxi-
mize the number of completed tasks. Real problems often have additional constraints.
For example, in a post-disaster scenario, tasks location and their magnitude may be ini-
tially unknown, so robots should first explore the environment and dynamically allocate
tasks as they find them. Also, the amount of time to reach tasks might be limited, after
which some of them may no longer be available (for example, a wounded civilian may
have died), or may be too complex to complete (for example, a fire may be too big to
put off). There might be obstacles in the predicted path to a task, and some tasks may
need a minimum number of robots allocated in order to be completed.

We build upon a decentralized auction algorithm, the Consensus Based Bundle Al-
gorithm [1], and modify it in order to incorporate stronger temporal constraints. This is
useful for scenarios where, for example, the lives of wounded civilians depend on how
fast ambulances can reach them.

2 Related Work

The area of multi robot task allocation has seen many contributions over the last decade.
In this work, we focus on allocation methods based on auctions. A comparison of
auction-based methods and token-based approaches [11] shows that auctions produce
higher rewards but require more communications. However, Kalra et al. [4] compared
both approaches and concluded that, when the task information is accurate, auction
based methods achieve better performance.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 603–612.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013



604 J. Godoy and M. Gini

When using auctions to allocate tasks, agents submit bids for the desired tasks. The
amount of each bid is the value of the task for the agent, or is related to an objective
metric, such as the distance. The auctioneer selects the agent which submitted the best
bid for each task, and assigns it to that particular agent. Since we assume the agents are
cooperative, social welfare increases when the most valuable combination of tasks is
assigned to each agent.

Sandholm [9] proposes an algorithm for combinatorial auctions, a method that re-
turns the optimal solution, but of exponential complexity, which makes it unfeasible
for use in multi robot domains. Dias et al, [2] first discussed the use of auctions in the
context of task allocation in a multi robot system, while Koenig et al. [5] proposed an
efficient auction based algorithm which allows robots to account for already assigned
tasks in their subsequent bids.

Auctions are distributed methods, but require communication among all the robots.
To avoid the complete communication requirement, several approaches use consensus
based algorithms [12,1], where each robot determines independently its tasks and an
equilibrium is reached by iteratively sharing information with its local neighbors.

When tasks have time constraints, the allocation algorithms have to handle schedul-
ing in addition to cost. In [3] sequential auctions are used for situations where the reward
for completing tasks decreases over time. In this case, time windows are not allowed to
overlap. Similarly in [6] each task has a specific time window but again with no over-
lap. Overlapping time windows are not allowed as they would violate the constraint that
there is a strict total order of the tasks. Finally, Ponda et al. [7] proposed a modification
of the CBBA algorithm that deals with soft time constraints: agents have to arrive to
a task before its deadline, without considering the time it takes the agent to complete
the task. Ramchurn et al. [8] uses mixed integer programming to solve the problem of
finding coalitions to do tasks, considering distance (allocating tasks to closer agents)
and time (to allocate tasks with deadlines to agents that can reach them and execute
them before the deadline).

In this work we consider tasks that have overlapping time windows and whose dura-
tion can be shorter than the time window. In our approach, time windows are considered
hard constraints, so each task has to be completed within its time window.

3 Tasks with Time Windows

In many real world scenarios, tasks are not always available. For example, in rescue
scenarios, there might be wounded civilians that could perish if not assisted on time.
They might also be buried under semi collapsed buildings, that may collapse completely
after some time, preventing them from being rescued afterwards. Fires might appear,
and they might become un-extinguishable if they grow loo large.

These urgent tasks may appear anytime, or may all appear at the same time. It be-
comes critical that an agent not only reaches a task, but also that it reaches it in a specific
time period, where the task is doable. This time period is called time window. Due to
these extra constraints, tasks now have time related properties associated with them,
specifically:
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• Start time is the time from when the task can be done, the beginning of its time
window. Before this time, the task does not exist.

• End time is the last time point an agent can work on the task. It marks the end of
the time window of the task. After this time, the task does no longer exist.

• Duration is the time it takes an agent to do the task, once it is in the task location.
Its length is at most the length of the task’s time window.

A task is doable if the agent can reach it no later than (Endtime−Duration), as oth-
erwise it cannot complete it before its end time. For simplicity, we consider only tasks
that are done by a single agent, so duration is a fixed number for each task. We also
assume that task locations are known, and that there are no obstacles in the paths.

4 Extensions to CBBA

Our work extends the CBBA algorithm [1] and its modification in [7] where each task
has an associated time window. We start by summarizing CBBA. The CBBA algorithm
follows a two phase design:

Phase 1: Bundle Construction

Each agent assigns a score to each task (based on time or spatial criterion) and one
by one selects the task with the maximum score, amongst the unassigned ones. This
is repeated until all tasks have been assigned or the maximum bundle size has been
reached. This is different from traditional bundle algorithms [9], where all possible
bundle combinations are tested.

An agent has two lists of tasks, the bundle itself (bi) and the path (pi), which contains
the same tasks as the bundle, but in the order they will be visited. Let Lt be the maximum
bundle size and Si

pi the total reward agent i receives by doing the tasks on path pi.
Each task is inserted in a position in the agent’s path pi where it maximizes the score
improvement. ⊕n is the operation of inserting the second list after the nth element of
the first list, while

⊕
end appends the second list to the first.

Algorithm 1 [1] summarizes the first phase of CBBA, where yi is the winning bid
list, zi the winning agent list, and bi and pi respectively the bundle and path lists. J is
the set of all possible combinations of tasks, of which each bundle is an instance. 1I(.)
is the indicator function (= 1 if argument is true and 0 otherwise),

Phase 2: Conflict Resolution

After each agent has a bundle of pre allocated tasks, the agents communicate with each
other, comparing their bids for the tasks in their bundles with other agent’s bids for the
same tasks. When an agent is outbid by another for a task, not only it has to release that
task, but also all others it was planning to visit after that, as the score associated with
them is no longer valid. In order to reach consensus, three lists are shared amongst the
agents: the winning bids list yi, the winning agent list zi and a vector of time stamps of
thelast information update from other agents, si.
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Algorithm 1. CBBA Phase 1 for agent i at iteration t (from [1])
procedure Build Bundle(zi(t-1),yi(t-1), bi(t-1))
yi(t)=yi(t-1); zi(t)=zi(t-1); bi(t)=bi(t-1); pi(t)=pi(t-1)
while |bi|< Lt do

ci j = maxn≤|pi |Si
pi⊕n{ j} −Si

pi ,∀ j ∈ J/ bi
hi j = 1I (ci j > yi j),∀ j ∈ J
Ji = argmax j ci j ·hi j
ni,Ji = argmaxn Si

pi⊕nJi

bi = bi
⊕

end Ji

pi = pi
⊕

ni,Ji
Ji

yi,Ji(t) = ci,Ji

zi,Ji(t) = i
end while
end procedure

At the time agent i receives a message from another agent k, using the information
of lists zi and si, it can take one of three actions [1] on task j:

1. update: yi j = yk j,zi j = zk j
2. reset: yi j = 0,zi j = /0
3. leave: yi j = yi j,zi j = zi j

For example, an update action is taken when a better bid is found, a reset action is
performed when both agents i and k believe that each other is the winner of task j and,
in case both agents agree on the winner, no action is performed. An interesting feature
of this phase is that the agents don’t need to communicate directly with each other to
reach consensus, but only to form a connected graph. This puts less constraints on the
communication, and makes the algorithm suitable for environment conditions where
communication is restricted. Detailed cases and the respective actions can be found
in [1].

4.1 Maximizing the Number of Completed Tasks

In the implementation of CBBA the task start and end times, agents, and tasks positions
are randomly generated. The task duration is equal to the length of its time window.
The implementation leaves room for improvement. First, it doesn’t consider the ending
time of tasks in the score function that assigns a value for each agent to perform a task.
Hence, two tasks with the same starting time but different ending time (one more urgent
than the other), are considered equal in terms of value for the agent. Second, a task is
considered completed even if the task duration exceeds its ending time.

We modified the score function and evaluation mechanism to maximize the number
of completed tasks, creating a variant of CBBA that we call MOD, and compared the
results to the normal CBBA implementation. We consider an agent able to complete
a task only if it can reach the task in a time that allows for its total completion (the
duration of the task) before its time window ends.
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Specifically, we consider both starting and ending times of tasks when computing the
scores. Also, we added a sub algorithm to CBBA in order to test the feasibility of adding
a task in the time before other already assigned tasks. This situation may arise when,
after allocating the most valuable tasks, the algorithm finds that it can add another task
(which previously was not very valuable), but because of time constraints, the new task
has to be done before other tasks already allocated. This may create a situation where a
previously assigned task is no longer doable in its time window, or needs to be shifted
inside its time window.

We implemented a two way check to ensure that when a task is inserted before an-
other, no time constraint is violated. The first check is via a value called MinAlloTime,
which keeps track of the task with the smallest difference between the ending time and
the current completion time in the temporal allocation. This way, if the new task has
a duration longer than MinAlloTime, it is discarded and the insertion is aborted. The
second check is via a procedure shown in Algorithm 2, in which the time added for
inserting a new task m in position j is compared with the time constraints of all tasks
that would be done after it in the agent bundle. If the arrival time of the agent to task
j+ 1 after doing m is altered, then a check is done to ensure that task in position j+ 1
can still be done before the end of its time window. If not, the insertion is not feasible in
position j and the next position j+1 is checked. Otherwise, the task is inserted in posi-
tion j and the starting time for task in position j+ 1 is updated (i.e. the task is shifted)
to reflect this insertion. In this case, all consecutive tasks must also be checked in case
they also need to be shifted inside their time windows.

In Algorithm 2, a task is added before others if (1) the agent has empty slots in its
bundle, (2) the task is the most valuable amongst the remaining ones; and (3) tasks
already allocated can still be done in their respective time windows.

The difference is noticeable in the simple examples in Figure 1 and Figure 2. CBBA
doesn’t allocate task 2 to the agent (there is a single agent in this example), even though
there is enough time to complete it. Due to the way the score function is designed, the
agent just performs task 1 and 3.

Algorithm 2. Feasibility determination for agent i to do task m in position j of path pi

AddedT = startm +durationm +TravelT (m,Task j+1)
if AddedT < startTask j+1 then

return False
else

if AddedT > startTask j+1 then
if AddedT +durationTask j+1 < endTask j+1 then

startTask j+1 = AddedT
return True /* Task m feasible at position j */

else
return False /* Task m unfeasible at position j */

end if
end if

end if



608 J. Godoy and M. Gini

Fig. 1. Solution produced by CBBA

Fig. 2. Solution produced by MOD

5 Experimental Results

To test the impact of our modifications on the number of completed tasks, we tested
MOD against the original CBBA in different settings, where the number of agents and
tasks varied, as so did the tasks duration, length, start and ending time of their time
windows. Finally, we also varied the size of the grid where the agents and tasks were
placed. Because the grid is not made of discrete cells but of continuous X,Y coordinates,
the increase of the size is the same as having the same grid but with the agents moving
slower or faster.
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The experiments considered using from two to ten agents, and from 10 to 100 tasks
in different combinations, in order to evaluate specific scenarios. Each experimental
setting was run 30 times, the resulting values are an average over the total set of results.
The statistical significance of each experiment was tested with p≤0.05.

To start, we compare the number of tasks completed out of 10 in a scenario with two
agents, with different task duration times. Table 1 summarizes the results.

Table 1. Two agents and 10 tasks with different task durations (TD)

Total number of tasks TD=5 TD=10 TD=20 TD=40

CBBA 9.3333 8.3333 6.5333 4.3667
MOD 9.7333 9.3333 8.1667 5.7667

The differences in the results in Table 1 are statistically significant, except when
task duration is 5. As task duration increases, the proportional difference in the average
number of completed tasks between CBBA and MOD increases, favorably to MOD. At
the same time, the average number of completed tasks decreases for all approaches, due
to the higher chance of having short overlapping time windows.

The next experiment involves three agents and 50 tasks. Table 2 shows average num-
ber of tasks completed, total time to completion and total distance traveled by the
agents. The values in Table 2 reflect the number of completed tasks. The approaches
that complete more tasks also have a higher average path cost and larger average time
needed to complete the tasks.

Table 3 shows the results for a larger scenario. This is useful to analyze the scalability
of the proposed approach to longer distances. 10 agents are placed in a grid 10 times
larger than the one used in previous experiments, with 100 tasks. In this case, MOD
completes in average 50% more tasks than CBBA.

In order to analyze how both approaches perform under specific time window con-
figurations, we include two additional scenarios: (a) the task duration is equal to its time
window, and (b) the time window is four times the length of the task duration. For the
first scenario, the difference between the two approaches is not statistically significant,
mainly because the agents have fewer chances to vist the tasks, due to their constrained
time windows.

Table 4 shows the number of completed tasks for scenario (b). In this case, because
the agents have more room to decide when to complete a certain task, the modifications
to CBBA improve performance.

Table 5 shows the number of completed tasks for different agent-task configurations
that have the same early start time, emulating a real-world scenario where a disaster
occurs and suddenly many tasks appear that differ in both time duration and end time.
It can be seen that MOD performs much better than the original CBBA, due to the
change in the constraints and the task shifting in order to maximize the completion rate.
In both cases, low values indicate overlapping time windows.
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Table 2. Three agents and 50 tasks, using multiple metrics with different task durations (TD)

Total number of tasks TD=5 TD=10 TD=20 TD=40

CBBA 31.5333 21.5 13.3667 7.8667
MOD 30.3 24.3 16.6 10.3667

Total time TD=5 TD=10 TD=20 TD=40

CBBA 114.8018 123.7246 136.1574 156.6719
MOD 153.0252 169.5668 186.7175 206.6135

Total distance TD=5 TD=10 TD=20 TD=40

CBBA 95.4677 59.5234 33.5156 14.2594
MOD 86.693 63.1454 42.0853 23.3113

Table 3. Ten agents and 100 tasks, in a scenario ten times larger than the scenario used for the
other experuments

Total number of tasks TD=5 TD=10 TD=20 TD=40

CBBA 39.0333 32.8 25.4 18.5667
MOD 52.3667 48.1 38.0333 27.5667

Table 4. Three agents and 20 tasks, with time windows four times the task duration (TD)

Total number of tasks TD=5 TD=10 TD=20 TD=40

CBBA 18.4 16.2 11.5333 7.1667
MOD 15.6667 16.6667 15.2667 12.9333

Table 5. Number of tasks completed when all tasks have the same start time

Total number of tasks 2A10T 3A20T 3A50T 10A100T

CBBA 2.8667 4.333 4.8 12.9333
MOD 6.2333 11.0714 17 31.5

Finally, the number of iterations of the algorithm before reaching consensus was also
tested, in experiments performed with different numbers of agents and tasks. The total
number of iterations required by MOD is just 35% of the ones required by CBBA.

The modifications made to CBBA increase the number of completed tasks. Although
with small tasks duration times the performance is in many cases similar to CBBA, as
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this time increases the enhancements start to show off, enhancing performance differ-
ences (in terms of number of completed tasks) that are most visible in the case where all
tasks have the same start time. Increasing the number of completed tasks is not trivial,
as it requires to find a tradeoff between space and time, and a detailed analysis of how
each of these dimensions affects the possibility of completing more tasks is something
that goes beyond the scope of this paper.

Another interesting improvement is in the number of iterations required to reach
convergence, which is less than half as normal CBBA. This implies that by using MOD,
the algorithm is less vulnerable to communication errors, and hence it is more adequate
for use in communication constrained environments.

6 Conclusions and Future Work

We presented our modifications to CBBA in order to improve its performance with
tasks that have time windows. We have presented how the tradeoff between space, time,
and communication affects the number of tasks completed. Some results matched our
initial intuition while others showed us some interesting and unforeseen correlations,
that give light to future enhancements. The number of tasks completed increases to dif-
ferent degrees depending on the specific setting. The number of communication rounds
required to reach consensus is also greatly reduced, opening new possible applications
to the algorithm.

As future work, we will perform a theoretical analysis of our approach and aim at
improving specific performance metrics while, at the same time, keeping an appropriate
overall performance balance. For instance, we will consider adding levels of criticality
to the tasks, so when not all the tasks can be done, the agents could work on the most
critical tasks first. Another line of future research is related to inter-task constraints,
similar to the approach developed in [10]. Specifically, we will analyze how precedence
constraints between tasks and their decomposition affects performance and convergence
time of the multi-robot system.
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Abstract. Auction based algorithms offer effective methods for de-centralized
task assignment in multi-agent teams. Typically there is an implicit assumption
that agents can be trusted to effectively perform assigned tasks. However, reliable
performance of team members may not always be a valid assumption. An ap-
proach to learning team member performance is presented, which enables more
efficient task assignment. A policy gradient reinforcement learning algorithm is
used to learn a cost factor that can be applied individually to auction bids. Ex-
perimental results demonstrate that agents that model team member performance
using this approach can more efficiently distribute tasks in multi-agent auctions.

1 Introduction

The area of multi-agent systems has been an active area of research for many years, due
in no small part to the ability for a team of robots to operate more efficiently and be more
robust to failure than a single robot. However, there are still many challenges related
to the interaction between the robots themselves. In traditional multi-agent systems
approaches, each team member explicitly operates as part of a team and has the team’s
goals either explicitly or implicitly encoded. However, future robotic teams may have
different internal goals as well as performance capabilities, costs, and owners. As such,
robots may need to learn which team members reliably estimate and perform tasks as
part of a team.

This work describes approaches for learning task performance of team members as
applied to the multi-agent auction domain. A reinforcement learning algorithm is used
to learn a cost factor for adjusting each agent’s bids, based on the observed performance
of that agent in completing tasks as estimated.

Market-based auction methods are a class of decentralized algorithms that solve the
multi-robot task allocation problem by splitting computation across multiple nodes and
iteratively performing task assignments [1]. The basic auction approaches to the task
allocation problem assume that team members can be trusted and have the goal of the
team in mind (to reduce the overall cost) [2]. These algorithms serve as a mechanism
for distributed task allocation and generally do not explicitly consider each individ-
ual team member’s performance characteristics. However, there are situations in which
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teams may be formed dynamically, and the individual players within the team may have
varying levels of performance and task estimation accuracy. In order for tasks to be al-
located efficiently, it is important to be able to reliably trust that robots will perform
their assigned tasks with costs that closely approximate their estimated costs. If a robot
regularly exceeds its estimated cost for performing a task, the auction algorithm should
be able to adjust the estimate to reflect the robot’s true expected performance.

This paper will present an approach for learning which team members perform tasks
at costs that accurately reflect the estimated costs. This approach can be used to more
effectively perform auction based task allocation by using a reinforcement learning al-
gorithm to adjust a cost factor that is applied to each team member’s bid estimates.

The rest of this paper is organized as follows. In Section 2, we present the background
and related work for learning in multi-agent auctions. In Section 3, we discuss the use
of the reinforcement learning algorithm within an auction framework. In Section 4, we
present results of simulated experiments using this approach. Finally, in Section 5, we
conclude and present future work.

2 Related Work

The ability to determine when a robot is not performing or functioning as expected can
be used to re-assign tasks or call attention to an operator. An analysis of approaches to
robot performance based metrics are presented by Parker in [3].

Pippin and Christensen considered allocating tasks to robots with different sensors
characteristics in [4]. Given the probabilities of detection for each sensor, the expected
utility is calculated and applied to each agent’s cost bid. In that work, the sensor perfor-
mance characteristics were known in advance.

An example of learning opportunity costs in auctions was performed in simulation of
Martian rovers [5]. The appropriate opportunity costs allow for the specialized robots to
avoid becoming underutilized. Over multiple simulations, the different types of robots
adjusted their opportunity costs such that neither was underutilized.

Agents learned what valuation to bid by direct observations of similar other agents
in [6]. The approach in that work is for the agent to learn to adapt its valuation (and
the resulting bid) to market conditions in a simulated, electronic market, using a rein-
forcement learning algorithm. The market domain was inspired by real world electronic
commerce applications in which physical resources, such as trucks, and workers, com-
peted to win tasks. The related problem of learning whether an agent should submit a
bid is useful in domains in which computing a bid can be expensive because communi-
cation and computation costs can be considerable [7].

Jones, Dias and Stentz investigated techniques for learning proper task cost estimates
in oversubscribed domains, using auction algorithms [8]. In that work, each robot at-
tempted to learn its own bid estimates, and had full knowledge of its own state vectors,
including its own schedule. In this paper, we are interested in learning whether bids
accurately match the estimated values, but from the viewpoint of the auctioneer. The
auctioneer has less visibility into the state features that can be used to estimate a bid
and relies on the estimated vs. actual cost to apply a cost adjustment to future bids.

This paper uses a learning approach that is very similar to that used in Kohl
and Stone for learning fast gaits on quadrupedal robots [9]. They applied a policy
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gradient reinforcement learning algorithm to learn control parameters for leg motions.
The policy gradient algorithm was also applied by Mitsunaga, et al. to adapt robot be-
haviors to human partners [10]. This paper will apply the policy gradient learner to the
task of learning a cost factor for other robots’ cost estimates in market-based auction
algorithms.

3 Approach

Robots may fail to perform tasks according to their initial estimate for a number of
reasons. For instance, in complex domains, the cost function may be expensive to cal-
culate and the task estimate might be based on a heuristic function. Perhaps, over time
a robot’s performance might have degraded due to hardware failure or wear. Finally,
the robot’s internal state may not reflect the true state of the robot, causing errors in
estimation.

For this paper, we will assume that a subset of the team members regularly mis-
estimate task costs by an unknown factor, due to errors in the robot’s internal state
model. Therefore, the task is to learn the true cost factor for those robots. A learning
algorithm will be used to approximate the cost factor and apply it to the task assignment
function used by a market based auction algorithm.

3.1 Auction Approach

In the basic multi-agent auction algorithm, the problem is to assign tasks to agents. The
tasks in this case are to visit a target location and perform an observation. In the auction
framework, each robot is a bidder and the items to be auctioned are the tasks. Each
of the agents in the system also participates as an auctioneer and periodically auctions
new task requests (it is assumed that the task requests are periodically provided to the
agent by an external process, such as a human operator or other event). This approach
can easily be used on teams with different robot characteristics: each robot knows their
own location and cost function and submits cost based bids to the auctioneer. While
costs and rewards use the same basis for calculation, no revenue is actually exchanged.
Rather, an agent awards itself a utility value when one of its own tasks is completed.

In this work, the agents each maintain a current task list and locally compute their bid
to complete the proposed task. The bid consists of the time-based cost to perform the
task. A potential source of error in task estimation is in the use of an insertion heuristic
for calculating the marginal cost to perform a task, in addition to those tasks already as-
signed. In this paper, each robot plans to visit the targets in the order in which they were
assigned (using the O1 assignment rule from [11]). For each auction announcement re-
ceived, each robot calculates its bid as the amount of time required to complete the task
in addition to those on the current task list. When the winning bidder is assigned a new
task, the task is appended to the robot’s assigned task list.

3.2 Learning the Cost Factor

The learning method used in this work is the policy gradient reinforcement learning
(PGRL) algorithm. This is a reinforcement learning method that is used to estimate
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the policy gradient when the true value function is not known. The PGRL algorithm
is presented in detail by Baxter and Bartlett in [12], and it is shown that this approach
converges towards a local optimum.

3.2.1 The PGRL Algorithm
The pseudocode for the PGRL algorithm, adapted from [9] and [10], is shown in Figure
1. At the beginning of the algorithm, the policy vector, Θ , is initialized. In this paper,
we are using the algorithm to learn a single parameter, θ , which is the cost factor to
apply to a robot’s task estimation. Therefore, we initialize θ = 1, reflecting the belief
that each robot perfectly estimates tasks that they will perform. In the main loop, the
algorithm generates a set of random permutations for the policy by adding either +ε , 0
or −ε to the policy.

Next, each of these permutations is evaluated by the system and the resulting reward
is received. Averages of the rewards are maintained for the permutations of each type.
After all of the permutations have been evaluated, the gradient is approximated by cal-
culating the adjustment, a j, related to each parameter in the policy. Each parameter’s
step distance, ε j , and the global step distance, η , are applied to a j and the values are
normalized. Finally, the policy is updated with the adjustment.

An example of learning a cost factor, θ , using the PGRL algorithm is shown in Figure
4(a). In this example, the unknown cost factor is 2, and θ is initialized to 1. After about
100 evaluations, the learned policy begins to converge near the true value.

3.2.2 Learning in Auctions
The PGRL is applied to multi-robot auctions by applying the learned cost factor to each
robot’s bid, as shown in Figure 2. Each auctioneer maintains a PGRL learner for each
known team member. After auctioning a task, the auctioneer will receive a set of bids
from team members, where each bid represents the time-based cost for the bidder to
complete that task. The auctioneer then queries the learner to get the cost factor, θ ,
related to that agent. This cost factor is multiplied by the original bid in line 3 to get an
updated estimate for the agent to perform the task. The resulting bid in the set with the
minimum cost is then awarded the task.

When a task is completed by an agent, the auctioneer that assigned the task is sent
a message with the completed task information. The auctioneer can then compare the
updated estimated cost for the task with the actual cost for completion, as shown in
Figure 3. The ratio of these costs is used to determine the reward signal used by the
reinforcement learner. The PGRL reward function, shown in Figure 4(b), calculates the
scalar reward signal from this value. The reward is used by the PGRL algorithm, as
described above, to calculate adjustments to the cost factor.

4 Experimental Results

4.1 Experimental Setup

A set of experiments were performed in simulation to test the cost factor learning ap-
proach in a multi-agent auction environment. In these experiments, each robot has 50
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1: Θ ← initial policy vector of size N
2: while NOT done do
3: Θ T ← t random permutations of Θ
4: for t = 1 → T do
5: Run system using parameter set Θ t

6: Evaluate reward
7: end for

8: for n = 1 → N do
9: Avg+ε ,n ← average reward for all Θ t that have a positive perturbation in dimension n.

10: Avg0,n ← average reward for all Θ t that have zero perturbation in dimension n.
11: Avg−ε ,n ← average reward for all Θ t that have a negative perturbation in dimension n.

12: if (Avg0,n > Avg+ε ,n AND Avg0,n > Avg−ε ,n) then
13: a j ← 0
14: else
15: a j ← (Avg+ε ,n −Avg−ε ,n)
16: end if
17: end for

18: A ← A
|A| ∗η

19: a j ← a j ∗ε j,∀ j
20: Θ ←Θ +A
21: end while

Fig. 1. The Policy gradient reinforcement learning algorithm pseudocode, with N policy parame-
ters. During each iteration, t random policies are sampled near the current policy for evaluation.
The resulting reward from each sample is used to estimate the gradient and move by a small
amount in the correct direction.

Input: The set of posted bids, B.
Input: The set of bidders, A.

1: for all a : A do
2: θ ← GetT heta(Learnera)
3: B∗

a ← θ ∗Ba

4: EstCostBa ←CostB∗
a

5: end for
6: winner ← Min(B∗

a)
7: AnnounceWinner(winner,a)

Fig. 2. HandleBids() pseudocode. The policy gradient reinforcement learning method learns the
cost parameter, θ , for each team member. This cost factor is applied to future bids for that agent.

1: ActualCost ← (CompleteTime−StartTime)
2: CostFactortask ← ActualCost/EstCostBa

3: U pdateRL(Learnera,CostFactortask)

Fig. 3. TaskComplete() pseudocode. The estimated vs. actual task completion time is used to
evaluate the value of θ in the reinforcement learning algorithm.
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to a reward value.

tasks that arrive at regular intervals and are sequentially auctioned by that robot’s auc-
tioneer. As part of the auction process, they also bid on their own tasks. The robots in
the simulation have a limited communications range and can therefore only perform
auctions with a subset of the other team members at a given time.

Rewards are given for task completion to the robot that originated the task. Each
robot submits bids that represent the time-based cost for completing a task. Specifically,
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the bid represents the number of time steps until the task could be completed. Once a
robot finishes all tasks in its list, it no longer accumulates costs in the simulation. The
initial locations of the robots and the tasks are randomly chosen for each iteration.

4.1.1 Task Estimation
In this paper, the source for estimation error is assumed to be due to poor performing
robot having an incorrect model of its own performance capabilities. To simulate robots
that bid poorly, a percentage of robots on the team are modeled as poor performers by
randomly assigning a cost factor at the start of the experiment, using a normal distri-
bution with μ = 2 or μ = 3 and σ = 0.1. When a poor performer bids on a task, the
unknown cost factor is drawn from this distribution and is applied to the robot’s task
performance to simulate error in estimation and execution.

4.1.2 Learning and Applying the Policy
During the learning phase, 1000 auctions were performed with the PGRL algorithm
running with a varying number of poor performers on the team in order to learn the cost
factors. These experiments used a centralized learner to share the results across each
agent’s auctioneer.

After the cost factors were learned, they were loaded and a set of experiments were
performed to perform auctions using the learned cost factor as the PGRL initial pol-
icy. The algorithm continued to learn online, but the step distance, ε j was reduced to
minimize exploration. This policy learner method is compared against a naive auction
method which does not consider performance; a known state method that has access to
the true cost factor for each team member; and a no cooperation method in which each
team member performs all of its tasks without the benefits of cooperation. For each ex-
periment, the average global score represents the score (average task reward / average
cost) for the team. For each set of experiments, results were averaged over 100 runs.

4.2 Results and Discussion

The results of these experiments are shown in Figure 5. The average global score using
each strategy is plotted against teams with 2, 3 and 4 poor performers on a team of 6
robots. The error bars represent 1 standard deviation.

The known state strategy represents the best score on average that a team could
achieve given the number of poor performers on the team. This strategy has access to
an oracle with knowledge of each team member’s hidden state and can calculate the
true cost factor to apply to each bid. The scores for the policy learner strategy approach
the scores of the known state strategy. The policy learner also scores better than the
naive strategy which only uses a basic auction and does not consider bid estimation
accuracy of each team member. Finally, the no cooperation strategy scores the worst,
demonstrating that it is better to have poor performers on the team than to work on tasks
in isolation.

The results indicate that the policy learner strategy can result in up to a 10% im-
provement in team performance than over the basic auction approach alone. Intuitively,
we expected that the gap between the policy learner and the naive approaches would be
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larger. However, the auction method distributes task effectively as the poor performers
get behind. That is, as the number of tasks begins to back up for the poor performers,
the costs to add a task to the end of their schedule increases, and they win fewer auc-
tion assignments. This occurs even though their costs are underestimated. We intend to
explore additional bidding and task insertion heuristics using this technique in future
work. Nevertheless, these experiments demonstrate that the application of a learner to
the cost estimates can be more effective than methods that do not consider estimation
accuracy.
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Fig. 5. Task Performance: The learning method is compared with a method that knows the state
of each agent in advance, a naive auction method that doesn’t consider performance and with the
case of no cooperation.

5 Conclusion

This paper presents a reinforcement learning method for recognizing which agents are
more likely to submit bids that accurately reflect the true cost for performing tasks. The
above experiments showed that a learning mechanism can be effective for detecting
poorly-performing team members in auctions, when compared to the naive approach.
This may prove useful in situations in which auction based teams are dynamically
formed and not all team members are likely to estimate costs correctly. The algorithm
learned the cost factor to apply to each team member’s bid estimate in a multi-robot
auction. The results show that by learning the performance characteristics of individual
robots, tasks can be allocated more efficiently.

Future work will consider additional learning mechanisms relevant to task perfor-
mance. This is related to the problem of determining how to recognize when tasks that
were assigned to another agent were not only completed according to the initial cost
estimate, but completed within stated quality parameters. In addition, we would like to
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determine how well this method performs with the use of additional bidding and task
insertion heuristics. Finally, we hope to validate this approach with a set of experiments
using a team of indoor mobile robots.
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Abstract. In this paper, we propose a novel framework for an unknown 
environment path planning of manipulator type robots. Unknown environment 
motion planning, by its nature, requires a sensor based planning approach. The 
problem domain of unknown environment planning is notoriously hard, 
especially for difficult cases. The framework we propose herein is a sensor based 
planner composed of a sequence of multiple MBPs (Model Based Planners) in 
the notion of cognitive planning using realtime rehearsal. That is, by the 
proposed framework, one can use a combination of model based planners as 
tactical tools to resolve location specific problems in overall planning endeavor. 
The enabling technology for the realtime rehearsal is a sensitive skin type sensor 
introduced in the paper. We describe the developed sensor and demonstrate the 
feasibility of solving a difficult unknown environment problem using the 
introduced sensor based planning framework up to 3 DOF linked manipulator. 

Keywords: sensor based planning, randomized sampling, unknown environment 
motion planning, collision avoidance, cognitive planning. 

1 Introduction 

Unknown environment motion planning is one of the most daunting tasks in path 
planning study. Sensor based approaches have been the dominant trends in the study of 
unknown environment planning for decades. When it comes to unknown environment 
planning, a planner calls for continuous perception and planning, thereby closing the 
loop between sensation and actuation.  

In manipulator planning especially for unknown environments, similar notion is 
applicable. For instance, In [1], Lee and Choset promoted the GVG concept to HGVG 
to solve higher order unknown environment planning problems. The main point of 
study is to introduce a new roadmap (HGVG) construction method by which a 
systematic roadmap of free configuration spaces can be incrementally constructed 
using line-of-sight sensor data.  
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Another example is introduced in [2], where simultaneous path planning with free 
space exploration is proposed using a skin type sensor. In their approach, a robot is 
assumed to be equipped with a sensitive skin.  

The roadmap approach proposed by Yu and Gupta [3] solves sensor-based planning 
problems for articulated robots in unknown environments. They incrementally build a 
roadmap that represents the connectivity of free C-spaces. The usefulness of a collision 
sensor attached on the end-effector is demonstrated in their recent work [12].  

Sensitive skin [4] proposed by Lumelsky and innovated thereafter by Chung and 
Um [6] poses itself as a tool to bridge the gap between the model based planning and 
unknown environment planning domains. It is unique in that it can either report 
impending collision with any part of the body at any moment or impart a realtime 
environment mapping capability during the course of planning operations. Endowed 
with such uniqueness, sensitive skin will result in a SLAM capability for many degrees 
of freedom robotic manipulators. In terms of unknown environment planning, sensitive 
skin is unique in that many advanced strategies studied in the model based planning 
problem domain can be utilized to solve unknown environment planning problems, 
including problems with local minima.  

To that end, we propose a novel framework of sensor based planner constituting the 
totality with a sequence of model based planners using a sensitive skin type sensory 
device and a realtime rehearsal based cognitive planning algorithm. In each step of 
sequences in the framework, one can use a particular model based planer tailored to 
attack location specific problems perceived by the realtime sensing capability of a skin 
type sensor. The notion of cognitive sense of planner imparts the decision capability so 
that the planner can select the best strategy case by case in each local area to expedite 
the search process as well as to increase the probability of overall convergence (See 
Figure 1).  

Perception objective:  

Obtain environmental affordance. 

Action objective:  

In crowded area, increase traversability. 
In less crowded area, increase manipulability and observability. 

2 RRT-CABOMBA Planner 

The planner we propose to implement the concept in Figure 1 and to maximize the 
usefulness of the IPA sensitive skin is a RRT variant, namely RRT-CABOMBA 
planner in which the framework introduced in Figure 1 is realized in full. The planner 
resembles how a natural aquatic cabomba stretches underwater.  
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Fig. 1. Concept of the framework of the sensor based path planner 

RRT-CABOMBA searches an unknown space based on local probing data via the 
IPA skin and develops a local map in a virtual workspace. In each local workspace, 
the RRT-CABOMBA grows a local RRT in matching C-space to examine spatial 
distribution. Depending on the spatial distribution value, the RRT-CABOMBA will 
determine which MBP is the most suitable for the sensed local area. Search 
completeness in local area will be granted as long as each MBP used is a complete 
planner, but the global search completeness is assured by the space filling 
completeness of the algorithm.  

The RRT-CABOMBA is a planner as manifested in Figure 1 with the following 
logic. 

 

RRT-CABOMBA 
 

1. Sensor data collection 
Sense a local workspace with a skin type sensor. 

2. Virtual workspace generation 
Generate a local virtual work space with measured 3D depth information. 

3. Realtime rehearsal 
Grow an RRT in C-space based on local virtual environment established in step 2. 

4. Cognitive decision 
Measure the spatial distribution of the grown local tree. Determine which MBP 

is the most suitable for the sensed area. 
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5. Advance the robot  
Move the robot to the next position depending on the MBP strategy chosen at 

step 4. 
6. Convergence check 

Check if the goal position is reached. If not, loop back to step 1. 

In step 1, we apply a global algorithm such that the cabomba tree is steered toward the 
goal position by controlling the sensing direction biased toward the goal position. 
Steering toward a goal yields faster convergence to the goal at the cost of being 
entrapped at local minima often. Space filling completeness of the algorithm, 
however, resolves local minima issue in the overall search endeavor.  

In step 2, piecewise information from each sensor is put together to form a 
complete virtual environment for sensed areas. We utilize nth order standard distance 
distribution as a measure of spatial distribution in step 4. That is, 
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where θi is the sampled nodes of ith joint and θmean is the mean value of θi. σN, if larger 
than σthreshold, signals an open c-space, or crowded space otherwise. The value of 
σthreshold is determined empirically. In our case, 0.3 yields reasonable performance 
(maximum value is 0.5). In step 4, depending on the value of σN, the algorithm 
switches the local strategy.  For step 5, in our simulation, we only use following two 
MBPs for open and crowded cases. 

 

MBP #1 (Open c-space): Move to a node closest to the mean values of 
sampled nodes 

MBP #2 (Crowded c-space): Use Bug algorithm 
 

For MBP #1, as mentioned earlier, moving to a mean value of θi offers 
probabilistically best location for next move in terms of maneuverability for each 
joint, thus may increase reachability as well. The Bug algorithm in MBP #2 is chosen 
for reasonable traversability, but can be replaced with variety of other MBP 
algorithms feasible for specific needs in each local area.  

The bug algorithm in MBP #2 proposed originally by Dr. Lumelsky [0] has a 
unique property of global convergence in 2D and 3D unknown environments. For 
higher order manipulator path problems, one can utilize algorithms introduced in 
[8][9][10]. These algorithms deal with difficult cases in higher order path problems. 

3 Manipulator Path Planning Simulation 

In order to verify the usefulness of the proposed RRT-CABOMBA planner for a 2 
DOF manipulator in a unknown environment, a simulation setup has been proposed. 
Below is the RRT-CABOMBA algorithm with the mechanism to ensure the 
resolution-completeness of the RRT-CABOMBA.  
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i = 1; C1 = qo; 
Λ1 = {C1}; q1 = qo; 
do while SDD(Λi) > δ 

if (minl∈R d(q●, Λi) = 0) 
return /* A path has been found! 

    else 
Wi= Sfree         /* Sensed free work space by IPA sensor 
Ci ← TRRT grown from qi until node no.>N 

Λi = Λi-1 U {Ci} 
i = i +1 

endif 
SWITCH SDD(Ci) 

Case 1:qi ← mean(Ci) 
Case 2:qi ← Bug_Algorithm 
Case 3:qi ← rand_conf(Λi) 

end SWITCH 
enddo 
return (ε) /* No path! 

 

Fig. 2. 3 DOF Manipulator (RRR) planning with RRT-CABOMBA planner 
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Fig. 3. Corresponding C-space with planning trajectory 

One example of a 3DOF manipulator planning by the RRT-CABOMBA algorithm 
is shown in Figure 2 (work space) and Figure 3 (corresponding c-space). As shown in 
Figure 4, the proposed planner converges to the goal rapidly within 100sec in average 
with a dual core, 3 GHz, 3G RAM PC. Compared in the same chart is the original 
RRT for two performance indices. Notice that the number of collision-free nodes by 
RRT-CABOMBA is almost five times less than that of original RRT and search 
period is only a fraction compared to that of the original RRT. 

4 Experiments 

A series of experiments is carried out to test the performance of the IPA sensitive skin 
for implementation in the planning framework we proposed. Shown in Figure 5 is the 
software architecture for simultaneous operation of a 6 DOF manipulator and multiple 
3D sensors.  

 

Fig. 4. Performance indices for 3DOF RRT-CABOMBA 
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Fig. 5. Software architecture 

As shown in Figure 6, four IPA sensitive skin sensors are installed for 
demonstration. Collision shield by the 3D sensors attached on the manipulator allows 
Simultaneous Planning and Mapping (SPAM) for unknown environment motion 
planning in realtime.  

In Figure 7, a testbed of the proposed algorithm is in place with Styrofoam based 
arbitrary shaped obstacles in the robot’s workspace. First three joints are used for 
testing purpose. Since the developed 3D sensor captures 21 frames per second with 
30cm of hemispheric sensing range, robot can move up to 10cm/sec safely. Currently, 
for the given configuration in Figure 7, the robot can move from an arbitrary starting 
point to another arbitrary point within about a minute range in average if a path exists. 
As mentioned earlier, the tendency of the robot moving to the open c-space for the 
best manipulability helps the robot converge faster to the goal position 
probabilistically. In Figure 7, however, as the robot detects an object that blocks the 
global path to the destination, it switches its planner to the Bug algorithm to follow 
the object’s surface. Parallelism in planning and mapping in a cloud computing 
environment is an objective to improve the planning performance. 

 

Fig. 6. IPA sensitive skin sensor installation 
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Fig. 7. Motion planning test in an unknown environment 

5 Conclusion 

A novel manipulator path search framework with a sensitive skin type sensor for a 
completely unknown environment planning has been investigated. To that end, a 
novel IPA sensitive skin has been developed and introduced in the paper. The 
proposed algorithm, RRT-CABOMBA planner, provides a unique solution for 
difficult unknown environment planning problems by merging sensor based planners 
and model based planners in cognitive sense.  

In RRT-CABOMBA, multiple MBPs can be used to tackle local-area specific 
planning problems. Cognitive decision making has been studied with realtime 
rehearsal for each step motion to eclectically select the best possible local strategy in 
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each step. For the feasibility test of the proposed algorithm, a series of simulations has 
been performed and the results are shared in the paper.  

Although the time-lag in realtime workspace mapping is a bottleneck for a real 
world implementation, for the proof of the usefulness, the concept of realtime 
distributed execution of the proposed algorithm in cloud computing environment is 
under investigation.   
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Abstract. Joint torque sensors are widely used in service robots for force 
control and collision detection. However, since torque sensors are often directly 
connected to a harmonic drive, it must be insensitive to torque ripple, the noise 
from the harmonic drive due to its unique structure. The magnitude of torque 
ripple is several times higher than electrical noise, and it significantly decreases 
robot’s force control and collision detection performances. In this study, we 
propose the torque ripple reduction method through the change of the 
installation position of Wheatstone bridges, and the structure design of torque 
sensor for service robot arms through FEM analysis. The performance of the 
proposed reduction method was verified through experiments. 

Keywords: joint torque sensor, torque ripple, harmonic drive, service robot arm. 

1 Introduction 

Six-axis force/torque (F/T) sensors are often installed at the end-effector of a robot 
arm for force control. However, F/T sensors are too expensive to be widely used in 
industrial or service robots. Furthermore, this F/T sensor mounted at the wrist of a 
robot arm can detect only contacts at the end-effector since it cannot measure external 
forces applied to links other than the end-effector. However, if joint torque sensors are 
installed at each joint of a manipulator to directly measure torques [2], manipulators 
can detect collision occurring not only at the end-effector but also at each link. 
Moreover, the external force applied to the end-effector can be estimated without the 
use of an expensive 6-axis F/T sensor [3]. 

To effectively measure joint torques, joint torque sensors are often placed between 
the output plate of a harmonic drive and the following link of the robot arm. However, 
such a configuration tends to add noise from the harmonic drive, called torque ripple, 
to the torque sensor output. This torque ripple is characterized by periodic oscillation 
whose frequency varies depending on the angular velocity of the harmonic drive and 
whose magnitude is several times higher than that of ordinary electrical noise. 
Because of this varying frequency, it is difficult to apply a normal software filter (e.g., 
low-pass filter or band-pass filter) to remove this ripple. Therefore, such torque ripple 
significantly deteriorates the performances of force control and collision detection of 
a manipulator. To deal with these problems, a torque ripple reduction method should 
be applied to the joint torque sensor. Several methods were proposed to reduce torque 
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ripple: modeling the mechanical properties of the harmonic drive [4], applying a 
Kalman filter [5], attaching strain gauges on the flexspline of the harmonic drive [5-
6], and applying a switching notch filter [7]. 

However, these previous approaches were not effective in successfully eliminating 
torque ripple. A harmonic drive is difficult to model because of its complex structure. 
The parameters have to be identified regularly since the characteristics of a harmonic 
drive change with the lubrication condition. A Kalman filter, on the other hand, may 
induce a time delay, and requires an appropriate error model. Placing strain gauges on 
the flexspline can be a useful solution, but strain gauges must be placed at exact 
positions and in exact orientations. The switching notch filter also induces a time 
delay, which is not desirable. 

In this paper, we propose a novel torque ripple reduction method that uses two 
Wheatstone bridge circuits to effectively eliminate torque ripple. The proposed 
reduction method does not induce any time delay unlike software filtering which 
requires computational burden. Furthermore, compact joint torque sensor for a service 
robot arm and an embedded amplifier are proposed. 

This paper is organized as follows. Section 2 presents the structure of the proposed 
joint torque sensor and Wheatstone bridge. Section 3 describes the cause of torque 
ripple and the reduction method. The effectiveness of the proposed torque ripple 
reduction method is evaluated in Section 4. Finally, Section 5 presents our conclusions. 

2 Embedded Joint Torque Sensor 

The structure of a joint torque sensor shown in Fig. 1(a) should deform linearly in 
response to an external torque. This deformation δθ is measured by the strain gauges 
attached to the joint torque sensor, and the measured deformation is then converted to 
the torque according to the following equation. 

δθτ ⋅= tk
  

         (1) 

where kt is the rotational stiffness of the joint torque sensor. As shown in Fig. 1(a), the 
joint torque sensor is usually installed between the speed reducer and the output link, 
so that only joint torque is measured without joint friction. 

 

Fig. 1. (a) Deformation of the joint torque sensor, and (b) Wheatstone bridge (installation 
position and full-bridge circuit) 
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The structure of the joint torque sensor is designed to consider the maximum size, 
capacity and safety factor of a typical service robot arm. This structure shown in  
Fig. 2(a) has a unique hub-spoke shape with slits, which makes the sensor more 
sensitive to an external torque [8]. The optimum locations to attach strain gauges can 
be found through FEM analysis shown in Fig. 2(b). In general, the maximum strain of 
the optimum location is between 800 and 1000 μm/m. The structure was designed 
such that the maximum allowable torque of 80 Nm and the rotational stiffness of 2.5 
kNm/° was achieved with a safety factor of 2.5. The values were chosen in 
consideration of the specifications of a typical service robot arm. 

 

Fig. 2. Embedded joint torque sensor: (a) structure, and (b) amplifier 

A Wheatstone bridge circuit shown in Fig. 1(b) is used to measure the deformation 
of the joint torque sensor. A Wheatstone bridge, which is also known as a full-bridge 
circuit,  is composed of four strain gauges (SG), attached to the spokes at which 
maximum strains occur. A full-bridge circuit amplifies the output of a strain gauge by 
four times by summing up all the resistance changes of the strain gauges. Also, it 
compensates for the deformations of the spokes due to a temperature change. 

3 Torque Ripple Reduction 

The torque ripple induced by the unique structure of a harmonic drive is a periodical 
noise which adversely affects the force control and collision detection of a 
manipulator. Its frequency depends on the angular velocity of the harmonic drive, so a 
simple filter is not sufficient to completely remove this torque ripple. In this section, 
the cause of torque ripple will be analyzed in detail and an effective method of its 
reduction will be also presented. 

3.1 Cause of Torque Ripple 

A harmonic drive is composed of a wave generator, a flexspline and a circular spline 
as shown in Fig. 3. It is widely used in manipulators due to its light weight, high 
precision, and high gear reduction. 
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Wave 
generator

Circular 
spline

Flexspline
  

Fig. 3. Components of harmonic drive [9] 

A harmonic drive reduces joint speed through its unique structure. When a wave 
generator (i.e., the input of the harmonic drive) rotates, it deforms the flexspline (i.e., 
the output of the harmonic drive) into an elliptic shape. This deformation shown in 
Fig. 4(a) induces the deformation of the hub of the joint torque sensor, which is 
connected to the flexspline. It leads to twists of the spokes, and these twists affect the 
strain gauges of the Wheatstone bridge. Therefore, each strain gauge is subjected to 
the two strains, one caused by the applied torque and the other by the twist of the 
spoke [5]. 

When the wave generator rotates at a constant speed in no load, as shown in  
Fig. 4(b), torque ripple can be expressed as a sinusoidal wave of 3 Nm amplitude 
(peak-to-peak). Note that its amplitude is several times higher than amplitude of the 
electrical noise. Therefore, torque ripple disturbs a torque sensor’s ability to accurately 
measure external torques and consequently, degrades a robot’s performance in force 
control and collision detection. Therefore, torque ripple should be eliminated or 
suppressed. 
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Fig. 4. (a) Effect of deformation of flexspline on joint torque sensor, and (b) torque ripple 

3.2 Torque Ripple Reduction Method 

The frequency of torque ripple is proportional to the angular velocity ωw(°/s) of the 
wave generator because each turn of a wave generator generates two deformations of 
the flexspline, which correspondingly leads to two periods of torque ripple. In other 
words, as shown Fig. 5, a half turn of the wave generator generates a period of torque 
ripple. Therefore, the frequency f (Hz) of torque ripple is expressed by 
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where ωf (°/s) is the angular velocity of the flexspline, which is the output of the 
harmonic drive, and r is the speed reduction ratio of the harmonic drive. Also, the 
value of 180 was used to convert degrees into radians. As described above, torque 
ripple is periodic, proportional to the rotational velocity of the flexspline. Therefore, it 
is difficult to eliminate torque ripple when the rotational velocity is changing. 
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Fig. 5. Relation between orientation of wave generator and period of torque ripple: (a) 
orientation of wave generator, and (b) torque ripple 

One of the most effective methods to eliminate torque ripple would be to measure 
two ripples of the same magnitude and opposite phases and take an average of the 
two. As shown in Fig. 5, since the period of torque ripple is 180°, 90° rotation of the 
wave generator will generate torque ripple with the opposite phase. Therefore, 
installing two Wheatstone bridges placed 90° apart, as shown in Fig. 6(a), will enable 
simultaneous measurements of two torque ripples of opposite phases. 

  

Fig. 6. (a) Two Wheatstone bridges arranged perpendicular to one another, and (b) amplifier 
embedded into the joint torque sensor 

The two signals are proportional to the external torque, but the torque ripples have 
opposite phases. The measured signals can be expressed by 
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where τB1 and τB2 are signals 1 and 2 from bridges 1 and 2, respectively, τ (Nm) is the 
external torque applied to the joint, A (Nm) is the amplitude of the torque ripple, and f 
(Hz) is the frequency of the torque ripple, and φ (= 90°) is the phase difference 
between the two signals. As shown in Eq. (3), the two measured signals contain the 
same external torque and the torque ripples of opposite phases. Taking the average of 
those two signals yields the external torque of interest without torque ripple. 

To measure two torque ripples of opposite phases at the same time, a dual-channel 
embedded amplifier shown in Fig. 6(b) was developed. A microprocessor (ARM 
Cortex-M3) embedded into the amplifier is used taking an average of two torque 
signals to minimize torque ripple. Furthermore, an additional software filter (e.g., 
low-pass filter or band-pass filter) can be applied through the embedded processor, if 
needed. 

The proposed method does not involve complex computation or the use of a filter. 
This hardware compensation method does not induce any time delay since no 
software filtering is involved. 

4 Experiments and Discussion 

The experimental setup shown in Fig. 7 was constructed to evaluate the performance 
of the proposed torque ripple reduction method. The joint module consists of a 
harmonic drive, a joint torque sensor, a cross-roller bearing and a hollow shaft. A 
component-type harmonic drive with a reduction ratio of 160 was used for this 
experiment. The joint torque sensor with two Wheatstone bridges was directly 
connected on the flexspline of the harmonic drive. A cross-roller bearing was used to 
support the moment load applied to the joint torque sensor (i.e., the moments in 
directions other than the direction of interest) so that only the rotational torque could 
be applied to the joint torque sensor. The constructed robot arm was operated through 
a motor and a belt-pulley connection, and thus, the motor torque was transmitted to 
the link via the joint module including the joint torque sensor. To verify the torque 
ripple reduction method, experiment was conducted at constant velocity. 

  

Fig. 7. (a) Experimental setup for torque ripple reduction, and (b) cross sectional view of joint 
module 
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A torque signal was recorded when the robot arm was rotated from 90° to 60° at a 
constant angular velocity of 20°/s, and the results are presented in Fig. 8(a). Torque 
signals 1 and 2 were measured from the Wheatstone bridges, respectively, installed at 
the joint torque sensor as shown in Fig. 6, and the filtered signal was also plotted. As 
shown in Fig. 8(b), the amplitude of the torque ripple was clearly reduced. 
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Fig. 8. Experimental results of constant angular velocity of robot joint: (a) general view, and (b) 
expanded view 

Furthermore, as the reduction ratio was 160 and the angular velocity of the robot 
joint was 20°/s, according to Eq. (2), the frequency of the torque ripple should be 17.8 
Hz. This was verified on Fig. 9. Figure 9(a) shows the FFT plot of both torque 
signals; there is a large peak at 17.8 Hz, which corresponds to the torque ripple. 
Figure 9(b) shows the FFT plot of the filtered signal, with no peak at 17.8 Hz. This 
shows that taking the average of the two torque signals from the two Wheatstone 
bridges successfully reduces torque ripple. This method does not require any 
additional complex software filter algorithms, which induce an undesirable time 
delay. 
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Fig. 9. FFT plots: (a) before torque ripple reduction, and (b) after torque ripple reduction 

5 Conclusion 

This paper proposed a torque ripple reduction method using two Wheatstone bridges. 
With the proposed reduction method, torque ripple can be minimized without any 
undesirable time delay. Furthermore, a compact joint torque sensor for a service robot 
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arm and an embedded amplifier are proposed. Based on our analysis and experimental 
result, the following conclusions are drawn. 

 
1. Torque ripple was greatly reduced by taking the average of the torque signals from 

the two Wheatstone bridges installed perpendicular to one another. This method 
did not require the use of any software filter to prevent any time delay. 

2. The developed joint torque sensor, compact in size, could be easily installed at 
each joint of a service robot. The dual-channel amplifier was embedded into the 
sensor module, so that two torque signals can be obtained from the two bridges to 
effectively remove torque ripple. 
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Abstract. Joint stiffness control for safety is widely investigated and many 
devices are invented both active and passive control of joint stiffness. However, 
none of them are satisfied both larger torque endurance and active control. The 
variable yielding torque spring-clutch (VSC) can guarantee both active control 
and large torque endurance. This paper explains about initial motivation and 
detail procedures from design objective to making prototype and testing. 

Keywords: Variable Stiffness, Spring-Clutch, Safety Robot. 

1 Introduction 

Safety problem during robot operation is already concerned a little before using robot 
at human life, especially at automation device of factory or exploring device of 
dangerous environments. However, as nowadays, safety is more considered than 
before because robots are used in human life more closely. Therefore, many devices 
of increasing safety of robot at interaction with human have been invented until now, 
and variable yielding torque spring-clutch (VSC) is one of these devices. 

VSC is attached at robot arm joint, and eliminates joint stiffness instantly by 
releasing joint lock when limit torque enters from arm link due to unexpected crash or 
contact between human. Additionally, changing joint stiffness with electric motor and 
lever-mechanism, VSC can endure both the weight of robot arm and operating torque. 

Concept of safety joint applying stiffness/compliance control begins from variable 
stiffness actuator (VSA) of A. Bicchi, Pisa Univ.[1]. From then, many devices of joint 
stiffness control are invented, including QA joint[2], FSJ[3] of German DLR team, 
HDAU[4] of Korea Univ., VSJ[5,6], spring-clutch[7] of KIST. However, though many 
inventions, there is no device which satisfies both enough large joint torque and active 
joint stiffness control. Spring-clutch have enough large torque for heavy robot arm, but 
are passive devices so that these cannot control joint stiffness actively. Similarly, 
HDAU, VSJ, QA joint and FSJ have active joint stiffness control, but also have small 
joint torque comparing with spring-clutch so that they can’t be endure large input 
torque from heavy robot arm. For conquering this problem, VSC is designed for both 
the ability of active joint stiffness control and large torque endurance. 
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2 Design of VSC 

2.1 Necessity of VSC 

Service robot sharing work space with human operators is exposed to possibility of 
unexpected collision. In order to prevent damage to human operator, it is important to 
have small stiffness at the joints of the manipulator. However, for a manipulation 
tasks that require accuracy of the manipulator, it is necessary for the joint to remain 
rigid. The spring-clutch introduced in [7] is capable of changing the stiffness 
depending on the torque exerted. The spring-clutch is released when external torque is 
beyond the threshold torque and remains rigid when the external torque is less than 
the threshold. 

However, when the spring-clutch is installed in a multi degree-of-freedom 
manipulator, it is difficult to design a constant threshold since the torque due to the 
gravity changes as the pose of the manipulator changes. To cope with torque due to 
gravity, which varies as pose of the manipulator changes, it is necessary to change the 
threshold torque. 

The proposed VSC changes the threshold torque, acts as a rigid joint when the 
external torque is less than the threshold torque, and is released if the external torque 
is greater than the threshold torque. At figure.1 and equation (1), the yielding torque 
of VSC is determined by threshold angle and spring preload. 

 

Fig. 1. Theory of yielding torque at VSC 
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2.2 Objective Function of VSC and Sensitivity Analysis 

Rearranging characteristics of VSC for robot arm, we can construct objective function 
as in (2). 
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Maximum torque of invented spring-clutch is about 15Nm (increasing spring 
coefficient of spring-clutch device at a range of durability), therefore VSC should 
have larger range of changing torque for substitution. With this consideration, we 
choose yielding torque range from 5 to 15Nm. Constraints are composed with 
conditions of satisfying active joint stiffness control and avoiding dimension/weight 
increase. 

Firstly, we should have decided one parameter for controlling joint stiffness. 
Therefore, for choosing design parameter, as you can see at table.1 and figure.2, we 
have proceed sensitivity analysis about yielding torque change due to changing two 
parameter, threshold angle and spring preload, with Minitab ver.14 program and 
Taguchi method for multi-level and 2-parameter. 

Table 1. Parameter Matrix using Taguchi Method 

Threshold Angle 

(Degree) 

Spring Preload 

(Newton) 

Measured Torque 

(N*m) 

60 36.9 4.86 

60 78.4 7.24 

70 36.9 8.68 

70 78.4 12.14 

80 36.9 19.89 

80 78.4 26.35 
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Fig. 2. Parameter sensitivity about yielding torque 

As in figure.2, yielding torque is more sensitive for changing threshold angle than 
changing spring preload, therefore threshold angle is more efficient than spring 
preload for increasing yielding torque range of SCA. Nevertheless, through design 
process, we have many obstacles for realizing mechanism of threshold angle 
changing, for example, instability problem. For this reason, we change design 
parameter as spring preload instead of threshold angle for changing yielding torque 
because of system robustness. 

3 Detail Design Ideation and Selection 

After changing design parameter of VSC as spring preload, we proceeded detail 
mechanism design which operators can change spring preload real-time so that they 
can control joint stiffness as operating conditions. With many design trials and motor 
selection due to proper mechanism, including 4-bar linkage, slider mechanism, cam-
follower, we finally designed VSC as figure.3, linear actuator for linear compressing 
motion and lever mechanism for generating larger compressing force. Comparing 
with initial spring-clutch, the total diameter of VSC is increase by 20mm and its 
height is increased by 7mm, but also is able to install at our robot arm. 

As you can see at figure.4(a), when linear motor is actuated by upward direction, 
lever mechanism moves counter- clockwise and spring of pusher bearing is 
compressed. Pusher bearing is contacted with threshold cam of rotor, therefore, by 
compressing spring with linear motor, spring preload is increased and threshold 
yielding torque is also increased corresponding to spring preload as in figure.4(b). 

Similarly, when linear motor is actuated by downward, spring is decompressed and 
yielding torque is also decreased as in figure.5(a) and (b). 
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Fig. 3. Concept of VSC using linear motor and lever mechanism 

      
                        (a)                                          (b) 

Fig. 4. Increasing yielding torque procedures; (a) upward moving of linear motor for spring 
compression, (b) increased yielding torque is applied at VSC 

      
                       (a)                                             (b) 

Fig. 5. Decreasing yielding torque procedures; (a) downward moving of linear motor for spring 
compression, (b) decreased yielding torque is applied at VSC 
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Lever mechanism is necessary at VSC, because spring force due to compressing 
and yielding is very large, about 100N, and there is no linear actuator satisfying both 
dimension constraints and objective function. Overcoming this obstacle, we arrange 
lever mechanism between linear motor and pusher bearing as figure.4, which gives 
larger force and shorter stroke at the spring, and we can find proper linear motor. 

Next step, searching linear motor of high-force generation and small size, we find 
two candidates, L12 of Firgelli Co. and LSA-3024SD/SDF of Potenit Co., as table.2. 
Comparing parameters, L12 has larger generating force and smaller width than LSA-
3024SD/SDF, but also there is no feedback device inside of L12 so it is only 
controlled by open-loop and cannot guarantee its position. On the contrary, LSA-
3024SD has smaller force and larger width but also has feedback device inside, 
potentiometer, so that we can control linear motor with closed-loop and guarantee its 
position by potentiometer. Considering motor control and torque resolution, we 
finally choose LSA-3024SDF - changing motor and reduction gear of LSA-3024SD - 
which generates larger force than L12 an LSA-3024SD but has slower motor speed. 

Table 2. Parameter Comparison of Three motors 

Parameters 
Firgelli 

L12 
Potenit 
LSA3024SD 

Potenit 
LSA3024SDF 

Dimension 
(mm) 

15*18*70 15*28*75 15*28*75 

Gear Ratio 1:210 1:150 1:450 
Generating Force 
(N) 

45 20 60 

Speed 
(mm/s) 

5 9 3 

Input Voltage 
(V) 

6~12 5~12 5~12 

Feedback X O O 

 
At last, we designed detail mechanism and selected linear motor as in figure.6, and 

we also made prototype VSC and constructed experimental procedures of VSC. 

 

Fig. 6. Design Layout of VSC using Solidworks 2011 version 
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4 Prototype Manufacture and Test 

4.1 Experiment Method 

Prototype VSC is made as you can see at figure.7 and comparison data with spring-
clutch is arranged at table.3. 

 

Fig. 7. Prototype VSC with lever mechanism 

Table 3. Comparison Data with Spring Clutch 

Dimension & 

Performance 
Spring Clutch VSC 

Outer Diameter 100mm 120mm 

Assembly Height 15mm 22mm 

Total Weight 250g 400g 

Threshold Depth 3.5mm 4.0mm 

Spring Coefficient 12.3N/mm 12.3N/mm 

Spring Compression 3mm 1~4mm 

Yielding Torque 7Nm 4~17Nm 

 
MCU for controlling linear actuator is ATmega128 of Atmel with pulse width 

modulation (PWM), and coil spring of pusher bearing is SWL-8-20 of Misumi Co. 
(spring coeff. : 12.3N/mm, initial spring preload and torque : 12.3N / 4Nm). Yielding 
torque is measured by torque wrench DB25N-S of Tohnichi Co., and 10 times with 
clockwise and counter- clockwise for confirming repeatability. Measuring yielding 
torque with changing spring preload, we can find the linearity of yielding torque as 
figure.8. 
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Fig. 8. Torque Measurement Data due to Spring Compression 

As torque test results shows, we confirm that we can change yielding torque with 
real-time. Furthermore, torque changing speed is about 9Nm/s which is calculated 
with speed of linear motor, 6mm/s, reduction ratio of lever, and torque difference per 
spring compression 4.33Nm/mm. And torque resolution calculated by linear motor 
resolution is 0.13Nm, which satisfies our design constraints. Dimension constraints 
are also satisfied our requirement though its total diameter and assembly height is 
increased comparing with initial spring-clutch. 

5 Conclusion 

The designed VSC is capable of changing threshold torque on-line. Since the torque 
due to the gravity changes in a multi DOF manipulator as the configuration of the 
manipulator changes, it is necessary to have VSC at the joint of the manipulator in 
order to guarantee safety during interaction with human, enduring both operating 
torque and gravity effect of robot arm. Therefore, VSC can be used in similar devices 
which operate in human life. In this paper, the method to determine model parameters 
was presented. Experimental result shows that the threshold torque changes on-line as 
the compression by the spring changes. 

Acknowledgements. This paper is supported by 21 Century Frontier Project of KIST 
cognitive intelligence robot center. 
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Abstract. In this paper, we have developed motion guiding device with 
utilizing Kinect of Microsoft Inc. for motion capturing sensor and phantom 
sensation which is famous tactile illusion effect generating space and direction 
induced vibrational information. The system detects real time motion of arm 
and its designated path. Then it guides arm motion along with the detected path 
with directional vibration information. The directional information of upper arm 
and lower arm was generated in order for the motion guidance by vibrations 
with the consideration of the pose of the arm. Instead of the discrete vibration in 
the vicinity of the vibrating motor, we could express continuous vibration for 
generating locational feedback along the arm with tactile illusion effect which 
induces the intentional motion. In order to evaluate the vibrational algorithm, 
the tactile illusion effect was implemented in the motion guidance experiments 
of the extension and flexion motion of the elbow joint. 

Keywords: tactile motion guidance, vibrotactile, phantom sensation, haptic. 

1 Introduction 

Recently, tactile feedback device with vibrotactile was developed in various fields; 
medical robots, entertainment, hand-held device, and so on. Even though there is no 
organized and standardized way of tactile expression, the tactile stimulus travels 5 
times faster than visual stimulus, 20m/s, and the surface area of skin is almost 2m2 

which is the largest tissue of the whole body. With these benefits of tactile feedback, 
there have been lots of researches involved in these fields. The tactile feedback 
technology is now getting considered as the interfacial technology of the information 
recognition and expression between the user and machine. Researchers who study 
haptic fields, investigated body motion guidance with the tactile feedback device. 
These devices capture the motion and pose of the user in real-time, and generate 
visual, tactile, auditory feedback for guiding user to follow given motion. It possesses 
the potential applicability into the sports rehabilitations like yoga, golf, and so on.  
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In this study, we introduced the arm motion guiding vibrotactile feedback device. The 
vibrotactile feedback technology conveys not only the spatial information but also 
directional information. We have applied the phantom sensation, the famous tactile 
illusion effect, for generating the directional tactile feedback according to the error 
between the location of the arm and its targeting location so as to guide the arm into 
the target path and position. The recognition of the current position of the arm causes 
the attention to visual information and helps detect the exact location of the arm. It 
induces the intentional motion, which eventually helps rehabilitation process.  

This paper explains the previous works related to tactile motion guidance, and 
introduces the suggested tactile device and the evaluation of the motion guidance 
algorithm with tactile illusion effects.  

 

Fig. 1. Two vibrotactile bands are worn on the right arm. Eight actuators are mounted in the 
vibrotactile band. KINECT sensor for motion capture is attached to ceiling. User motion and 
desired motion displayed on the monitor. 

2 Background 

2.1 Related Works 

As a relatively new focus of haptics research, many vibrotatile motion guidance 
systems have been developed. In [5], while subjects played the violin, vibrotactile 
feedback was provided for posture error, bowing hand movement, and violin 
placement. Other applications using similar methodologies include dance training [6], 
stroke rehabilitation [7,8], rowing [9,11], gait retraining [10], and snowboarding 
[12].Each application of vibrotactile feedback algorithm provides directional 
information but it does not provide feedback of the current motion. Vibrotactile 
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Feedback of the current motion induces intentional motion. It is more effective in 
learning and rehabilitation than conventional motion guidance devices. As long as 
using a simple motor, vibrotactile feedback guidance is difficult to transmit spatial 
information and directional information because vibration is typically not uni-
directional but omni-directional and consists of various frequencies and amplitudes. 
To overcome this limitation, researchers have been trying to use multi-actuators by 
utilizing an illusory effect of tactile sensation. The forearm, including the wrist, is one 
of the preferred parts of the body to stimulate the vibrotactile cues using an array-type 
vibrotactile display. Oakley et al. [2] applied their multi-element, forearm-mounted 
vibrotactile display to the forearm and investigated the feasibility of the device. 
Piateski and Jones [1] had compared the performance of the arm and torso mounted 
vibrotactile display by testing the ability of subjects to identify patterns of vibrotactile 
stimulation, their results indicated that the torso was superior as compared to the 
forearm in identification of vibrotactile patterns. Phantom sensation could be applied 
to the vibrotactile rendering method. Phantom sensation is also called funneling 
illusion and related to apparent movement phenomenon [3], which is time varying 
effect of phantom sensation. Under some conditions, the two stimuli are experienced 
as a single point somewhere between the exact location depending upon the relative 
intensity of the stimulation, the relative timing of onsets, and the sensitivity of the 
skin. Phantom sensation is also associated with the cutaneous rabbit. It can provide 
directional information. As several pulses are delivered in rapid succession, illusory 
sensations are felt at discrete and evenly spaced locations between two stimulators.[4] 
By utilizing above sensory illusions, we can display both spatial and directional 
information together through the vibrotactile motion guidance system for motion 
feedback and guidance.  

3 Vibrotactile Feedback and Guidance System 

We are developing a prototype of vibrotactile motion guidance system using Phantom 
sensation to provide current motion feedback for universal arm motion as fig 1. The 
component of our current system includes a KINECT for motion capture, two 
vibrotactile bands with motor controller and desktop PC for graphic. We named this 
system VT-WARE because it could be used in variety applications though it 
developed as device for rehabilitation in early. This system developed to use a cheap 
sensor and vibrotactile motor for personal user. And it is much more convenient for 
user to wear and use the device for motion guidance system, because the device 
contains no connected wire 

3.1 Motion Capture 

Kinect of Microsoft Inc. was used as arm motion detecting sensor. Kinect is a motion 
sensing input device by Microsoft for the Xbox 360 video game console and 
Windows PCs. We have acquired 3D coordinates of skeleton joints using windows 
SDK for KINECT. The targeting motion of upper arm and forearm were estimated as 
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following equation with the shoulder position Pd,s = {xd,s , yd,s , zd,s}, elbow 
position Pd,e  = {xd,e, yd,e, zd,e}, and wrist position Pd,w = {xd,w , yd,w , zd,w}. In 
order for the system to enable to save various motions, the sequential poses were 
captured. User loaded the saved motion and was able to learn targeting motion along 
with tactile and visual guidance. Since the arm length of user and saved motion are 
different, each joint coordinates of desired pose were calibrated as eq.1. 

,
 

(1) 

where lu,u stands for length of upper arm, lu,f is the length of forearm, uu,u means 
unit vector of user`s upper arm, and uu,f means unit vector of user’s forearm. The 
desired motion and motion of user can be displayed on monitor as in fig 2.  

We are researching of the sensor fusion between IMU and KINECT because the 
motion capture through KINECT cannot identify the shoulder roll, forearm pronation, 
and supination.  

 

Fig. 2. Desired motion (Red color) and motion of user (Blue color) are displayed on the 
monitor. When joints of user are reached the correct position, the color at the joint turns green 
color. (a) Front view, (b) Side view, (c) Top view. 

3.2 Vibrotactile Band 

We have customized the vibrotactile band for guiding the upper arm and forearm. 
Each band is consist of four bar-type eccentric motor (CMS motor, CMS-V0610), 
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ATMEGA128 for motor control, XBEE for wireless communication to control PC, 
and small size battery as in fig3. We have chosen the eccentric motor which vibrates 
tangential direction on the contacting skin so as to express the tactile illusion effect. 
[4] For the vibrating motor, the RMS voltage is 3.0V and rate speed is about 10,000 
rpm. We have fabricated the assembled piece in order to diminish heating and 
maximizing the contacting surface area. Four pieces are installed at 0º, 90º, 180º, and 
270º around the band. Motor controller and the battery also inserted inside of the 
band. In order to minimize the size of motor controller, we have designed custom 
control circuit board integrating ATmega128 and XBee. Flexible band with a zipper is 
convenient for user to wear as in Fig. 4(a)  

 

Fig. 3. (a) Vibration piece: bar-type eccentric motor and assembled piece (b) custom control 
circuit : assembled piece for control circuit (left), ATMEGA128(middle), XBee(right) 

 

Fig. 4. (a) VT-Band: Flexible band with a zipper (b) VT-Band is worn right arm, A and B are 
actuator position 
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3.3 Vibrotactile Feedback Algorithm 

We provide the tactile feedback for user to follow the desired arm pose as pre-
assigned motion of upper arm and forearm. Motion feedback algorithm uses the 
spatial information which phantom sensation generates. The motion guiding 
algorithm utilizes the directional information with tactile illusion effect which can 
generate continuous spatial stimulus. Vibrotactile guides the direction of arm pose 
into desired arm pose. This paper only includes the motion of elbow extension and 
flexion.  

3.3.1   Motion Feedback 
At first, we estimated the angle of upper arm and forearm for displaying the current 
position of elbow motion.  

, 

(2) 

where Vfore and Vupper represent directional vector of forearm and upper arm, 
respectively. We have matched the estimated angle and the vibration of the phantom 
sensation. User wears two sets of band at wrist and upper arm. Through the one 
actuator on each band produce the phantom sensation. The displacement between two 
actuators A and B is around 8 inches as in fig 4(b). The location of the vibration on 
forearm is matched with the measured angle of the arm and the vibration moves 
according to the extension and flexion motion of elbow. Therefore, user can monitor 
his arm movement as in fig 5. Our motion feedback algorithm enables the intentional 
movement comparing to other conventional motion guidance researches. The signal 
generation of the phantom sensation can be found in [13].  

 

Fig. 5. Motion feedback algorithm: x-axis is angle between upper arm and forearm, y-axis is 
amplitude of actuator 
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3.3.2   Motion Guidance 
In order to guide into desired pose, elbow extension and flexion motion generates 
continuous vibration towards wrist and elbow, respectively. The direction of arm 
movement can be explained through the direction of vibrational signal. Vibration 
repeats as 1 Hz and it changes for letting user know if the desired pose is obtained as 
in fig. 6. 

 

Fig. 6. Motion guidance algorithm: (a) Direction from A to B, (b) Direction from B to A, 
Vibration is generated by controlling amplitude of actuator 

4 Evaluation 

4.1 Experiment Method 

The main purpose in this experiment was recognition of directional information using 
motion guidance algorithm. Prior to starting experiment, each subject experienced 
phantom sensation using motion feedback for about 5 minutes. During motion 
feedback, subject was explained the purpose of experiment. They had a motion 
guidance session order of FV, FVT and FT mode using motion guidance algorithm 
described in Section 3.C.2.each mode was repeated 3 times. Motion of subjects was 
recorded automatically in desktop PC. Subjects were able to rest at any point. After 
finishing the experiment, each subject was requested quality of motion feedback, 
efficiency of motion guidance recognition and preference for FV and FT feedback.  

4.2 Experimental Results 

Fig 7 shows the average elbow angle value in terms of time for desired motion and 
feedback motion for each mode, FV, FVT, and FT. The average errors of angle from 
the desired motion were 1.105 and 1.538 for FVT mode and FV mode, respectively. 
FT mode generates 4.4675 degree for mean error. Every feedback session shows the 
possibility for motion guidance. It seemed easy to guide motion since the experiments 
have been carried out in 1DOF coordination environment. Almost every subject could 
recognize the vibrational direction explicitly and commented that it is more absorbing 
and interesting than visual guidance mode.   



658 Y. Jin et al. 

 

Fig. 7. (a) The average elbow angle of FV, FVT, FT session, and desired motion (i.e. the 
motion profiles of FV and FVT were almost equivalent with the desired motion.) (b) The 
average angular error of FV, FVT and FT session 

5 Conclusion 

We developed vibrotactile motion guidance device implementing tactile illusion 
effect, ‘phantom sensation’.  Our motion guidance system consists of motion capture 
system, VT-Band, and desktop PC. The coordinates of joints are acquired with Kinect 
and the arm motion was estimated. Two sets of VT-band are consists of four bar-type 
actuators, motor controller, and XBee for wireless communication. Flexible material 
and wireless harness of VT-Band makes it easier and more convenient for user use the 
device. The vibrotactile feedback algorithm using phantom sensation displays the 
current angle of the elbow with spatial information along the arm. The device guides 
the arm towards the targeting direction according to the direction of tactile feedback. 
The estimation if the device is efficient for guiding the elbow motion with tactile 
illusion effect was carried out. Most of subjects were able to recognize the directional 
information. The motion guidance with only vibrotactile feedback requires more 
intentions comparing to the motion guidance with visual information. For the future, 
the motion detection of the shoulder roll, forearm pronation, and supination will be 
studied and implement the suggested algorithm into muti-DOF environments.   
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Abstract. This paper presents driving and balancing control of a single-wheel 
mobile robot system called the name of GYROBO. GYROBO utilizes a gyro 
effect to stabilize itself. Three actuators are used to perform driving and 
balancing tasks. After modification of hardware and relocation of materials 
inside the wheel housing of the previous GYROBO model, performances of 
trajectory following control as well as balancing control are improved. Linear 
controllers are used for both roll, pitch and yaw angle control. GYROBO is 
required to follow the specified trajectories commanded by a remote operator. 
Trajectories include a straight line and curved trajectories. Experimental studies 
of driving and turning control are conducted and its performances are 
demonstrated. 

Keywords: single-wheel mobile robot, gyro effect, balancing, driving and 
turning control. 

1 Introduction 

Research on mobile robots has been dominant in the field of robotic areas due to the 
increasing utilities of service robots. To function as a service robot, mobility is a 
fundamental capability for a robot to perform tasks.  

Mobility of mobile robots becomes a challenging problem as the number of wheels 
is decreasing. The number of wheels determines three categories of mobile robots, a 
plane contact, a line contact and a point contact robot.  

Surely, the majority of mobile robots having four wheels belong to the plane 
contact category. Mobile robots of the plane contact category have stable driving 
performance but have kinematics constraints as a nonholonomic system. One 
disadvantage is the limited maneuverability that allows wide turning so that 
applications in narrow space are not feasible.  

Three-wheel mechanism can be used for the narrow space application since the 
robot forms a holonomic system structure of generating omnidirectional movements. 
Omni directional mobile robots are of use in indoor environment that does not require 
fast driving, but good maneuverability.  

Two-wheel mobile robots are the category of a line contact that explores 
challenging mobility since balancing by two-wheel is difficulty and should be 
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guaranteed. To maintain balancing in the heading direction, pitch angle control 
becomes important. Segway is one of successful commercialized two-wheel mobile 
robots [1]. Research on two-wheel mobile robots has been enormously increased and 
demonstrated challenging control performances [2-6]. 

The last category is a single-wheel robot that makes a point contact on the ground. 
Control of a single-wheel mobile robot is quite challenging because it can fall down 
in any directions with ease. Thus, control of a single-wheel robot is the most difficult 
among aforementioned categories. 

A single-wheel robot balances itself by gyro effects induced from a fast rotating 
flywheel as shown in Fig.1 [7]. Gyrover has been a dominant model to present a 
single-wheel mobile robot for many years with several models [8-10]. A single sphere 
type mobile robot has been presented to demonstrate balancing and navigation [11]. 

In the previous research, GYROBO I has been presented and demonstrated its 
balancing performance, but an oscillatory behavior has been observed [12]. To 
suppress the oscillation, several design modifications of GYROBO I have been made 
to improve balancing performances.  

All of hardware should be packed within a single wheel to make the center of mass 
be located on the horizontal and vertical axis of the wheel. Locating materials to make 
the system be symmetrical in horizontal axis becomes an important factor for 
successful balancing. Therefore, modification of a body structure has been done by 
relocating materials inside the wheel. 

In this paper, experimental studies of following straight and curved trajectories are 
performed. The trajectories are given for GYROBO to follow through wireless 
communication from a remote operator. 

 

Fig. 1. Concept of gyro effect of a flywheel 

2 GYROBO Modeling 

The structure of GYROBO is a disc-typed mobile robot. Fig. 2 shows the kinematic 
configuration of GYROBO. Variables are listed in Table 1. 
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Fig. 2. Model of GYROBO 

Table 1. Definition of Variables  

X, Y, Z Position coordinate frame 

w
α , 

w
β , 

w
γ  Precession, Lean, Rolling Angle of the 

wheel 

ff
γβ ,

 Tilt angle and spin angle of the flywheel 

R Radius of the wheel 
m Total mass 

td uu ,  Torque of drive motor and tilt motor 

αμ Friction coefficient in yaw direction 

zyx III ,,  Moment of  Inertia of  Body 

zfyfxf III ,,  Moment of  Inertia of  Flywheel 

xx cs ,  Sin(x), Cos(x) 

yxyx cs ,, ,  

Sin(x+y), Cos(x+y) 

 
There are two wheels to be controlled. One is a system body that rolls and another 

is the flywheel to generate gyro motions. Rotation variables or the body are 

www γβα ,, which are roll, yaw, and pitch angle, respectively. Variables for the 

flywheel are ff γβ , which are tilt and spin angles, respectively. Therefore, 

controlling the tilt angle of the flywheel regulates ww βα , of the GYROBO.  

Since GYROBO moves on the plane, the Cartesian velocity can be described as 
below. 
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The dynamic equation can be represented as below in [10]. 

BuqqFqqM += ),()(
...

                             (2) 

where M is the inertia matrix, B is the input transformation matrix, u is the control 
input vector,

 
T

wwwq ],,[ γβα= , and TFFFF ],,[ 321= . The closed loop feedback 

control input is T
tduuu ][= .

  
Although the detailed dynamic equation is given in [10], here we use a non-model 

based control method. It is true that modelling a single wheeled system is quite 
difficult and modelled parameters do not often match with those of a real system. 

3 Control Scheme 

Here we assume that the flywheel rotates at the high constant speed. Then the tilting 
angle 

fβ  of the flywheel is a key variable to generate control input for GYROBO to 

balance as in Fig. 1. Angles of GYROBO are a precession (yaw) angle,
w

α , a lean 

(roll) angle, 
w

β , and a rolling (pitch) angle, 
wγ . The rolling angle is simply 

controlled by a driving DC motor. The precession and lean angles are controlled by 
the force induced from the cross product of rotational forces of the spin axis and the 
titling axis of the flywheel. Thus, the control input variable of GYROBO is the tilt 
angle, 

fβ  of the flywheel.  

Control inputs for the roll and yaw angle control are designed separately as a PD 
control method.  

)()(
..

wdwdwdwp kku ββββ βββ −+−=              (3) 

 
)()(

..

wdwdwdwp kku αααα αβα −+−=            (4) 
 

where ββ dp kk ,  are PD controller gains for the roll angle control and αα dp kk ,  are 

PD controller gains for the yaw angle control. 
The control input to the tilt angle of the flywheel is the sum of two control output 

signals given in (3) and (4). 

αβ uuut +=                               (5) 

Fig. 3 shows the control block diagram for controlling angles of GYROBO. There are 
other control input signals to GYROBO, the driving torque du  to the wheel and the 

spin torque γu to the flywheel which form open loop control. 
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Fig. 3. Control block diagram of driving control 

4 GYROBO System 

4.1 GYROBO Design 

Real implementation of GYROBO is shown in Fig. 4. Three actuators, a drive motor, 
a spin motor, and a tilt motor are used to generate three angular motions. A drive 
motor generates the motion of a pitch angle, and combination of a tilt motor and a 
spin motor generates roll and yaw motions. A drive motor actuates the wheel and a tilt 
and a spin motors actuates the flywheel. Sensors and control hardware are located on 
the center of the top. A battery is located at the bottom to lower the center of the 
gravity. 

It has an outer and an inner wheel structure as shown in Fig. 4. The outer wheel is 
made of rubber and the inner wheel contains all hardware. The outer and the inner 
wheel are connected by several rollers.  

 

Fig. 4. Overall system structure of GYROBO 
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All of materials are packed inside the wheel which is the inner wheel. The diameter 
and the mass of the wheel are 0.45m and 11.2kg, respectively. The diameter and the 
mass of the flywheel are 0.15m and 2.1kg, respectively.  

The most important concern for the design is the flywheel part which generates the 
gyro effects by rotating at high speed. High speed rotation of the flywheel produces 
vibration due to many reasons such as asymmetry of a flywheel body, nonlinearity 
from a timing belt, a loose spin axis, and loosely coupled parts. Vibration causes 
inaccurate sensing measurement which results in poor control performance and 
unstable balancing. 

The drive motor rotates the wheel itself by friction force. At initial driving, slip 
may occur to drive the wheel. Since the drive motor generates driving motion, open 
loop control is applied. 

The current system has three different sensors, a gyro, and an encoder. The gyro 
sensor can measure 3 axes angular motions.  

 

Fig. 5. Estimation of angle data 

Fig. 5 shows the block diagram of obtaining data from the gyro sensor. Although 
the gyro sensor provides three axes data, two axes data are used since the yaw angle 
data are not reliable. 

4.2 Hardware Design 

An overall control hardware structure is constructed as shown in Fig. 6. A DSP chip is 
used as a main controller for managing sensor signal processing, calculation of 
control algorithm, and PWM generation to motor drivers. Three sensors are used to 
detect motion of GYROBO. A three axes gyro sensor, a tilt sensor, and an encoder are 
used to detect the posture of the system. The gyro sensor is used for measuring a lean 
(roll) angle of the wheel and the tilt sensor is used for tilting the flywheel.  

An operator uses a joystick to command the desired signals df SS , to GYROBO 
through wireless communication remotely where the desired spin velocity 

is dffS
.

γ= and the desired driving velocity gdS
.

γ=  as shown in Fig. 3. 
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Fig. 6. Hardware structure 

5 Experimental Results 

5.1 Balancing Control 

Firstly, balancing control has been tested. Balancing control at one point of a single-
wheel robot is more difficult than when it is moving forward. In this experiment, a 
roll angle is controlled only. At the beginning, GYROBO seems to make balancing, 
but it goes unstable. We notice that the tilting angle of the flywheel of GYROBO 
keeps increasing in one direction. This makes the system unstable. 

In order to make the tilt angle converge, the angle should be maintained at around 
zero degree. Control inputs for the flywheel spin and the drive wheel are considered 
as open loop control. The tilting of the flywheel is only a closed loop control input. 
Therefore, leaning against one direction results in unstable balancing performance. 

To remedy this problem, a yaw angle control loop is added as shown on the control 
block of Fig. 3. PD gains of roll and yaw angle control for experimental studies. PD 
gains are selected by trial and error experimental procedure for the better 
performances. The proportional gain of yaw control is set to zero because yaw angle 
data measured from the 3-axes gyro sensor are so noisy that they are not suitable to be 
used. 

After adding the yaw angle control loop, balancing performances are much 
improved as shown in Fig. 7.  Images are taken during the balancing control task 
from 0 to 12 seconds. Although there are small oscillatory movements in the yaw 
angle direction, GYROBO maintains balance well. 
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Fig. 7. Balancing demonstration of using roll and yaw angle control  

5.2 Turning Control 

The next experiment is to turn the direction while balancing at one point. The desired 
roll command is given for GYROBO to make turn.  

 

Fig. 8. Turning control demonstration  

Fig. 8 shows the real demonstration of turning in the right and left direction. At the 
beginning, GYROBO tries to make balancing for some time. Then GYROBO turns 
right and makes a left turn at one point contact with floor. It is unfortunate that a 360 
degrees turning task is impossible with current design of GYROBO. The reason is 
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that control of the tilting angle of the flywheel is difficult due to the mechanical 
design. In order for GYROBO to make a 360 degrees turn, the flywheel has to be 
tilted in one direction. This configuration is not allowed with the current version due 
to limited space inside the inner wheel.  

5.3 Straight Line Following Control 

Final experiment is for GYROBO to move the straight line inside the building. The 
straight line trajectory is given by an operator through wireless communication.   

Initially, an operator holds GYROBO by hands to make the system stable 
balancing. After releasing, GYROBO tries to balance itself by tilting a little bit on the 
right hand side due to the slip of the wheel with the floor. Then GYROBO moves 
forward as commanded. Fig. 9 demonstrates tracking control of the straight line 
trajectory. Speed of GYROBO is about 0.25m/sec, which is considered as a slow 
movement.  

 

Fig. 9. Straight line trajectory control 

6 Conclusion 

A single-wheel mobile robot is tested for balancing and driving control performances. 
Linear controllers enable GYROBO to be stabilized after several modifications of the 
mechanical design of GYROBO. Locating the center of mass of the system at the 
center to make symmetrical system is one of important factors for a successful 
balancing task. The second important design is to reduce rotational vibration of the 
high speed flywheel. After fixing mechanical problems, sensor filtering and fusing 
methods with other sensors are considered. 
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GYROBO successfully follows the specified trajectories in the plane given by a 
remote operator. Linear controllers for both roll and yaw angles are used and perform 
well although sensor signal in yaw direction is not available.  

In the future, an additional sensor can be added to the current hardware for more 
accurate measurement. Then aggressive maneuvering control tasks such as moving 
backward, turning 360 degrees, climbing over an obstacle will be investigated through 
experimental studies.  
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Abstract. The conventional actuator of robot needs to be improved since the 
bandwidth of motor is limited and it cannot provide enough flexibility to 
perform the compliance in robot locomotion interacted with environment. In 
this paper, we present a novel elastic actuator so as to enhance the range of 
robot activities for adaptability. Considering the characteristics of elasticity and 
the demands in reality, a feasible study model is developed and constructed. 
According to the theory of Newton-Euler dynamics equations, the dynamics of 
model is mathematically described. To avoid unpredictable errors and manage 
joint oscillation in advance, we also employ a feedforward controller to operate 
the actuator. Moreover, the actuator can be regarded as the robotic “muscle-
tendon” for its function is similar to the muscle-tendon model in human body. 
Therefore, we apply this actuation to a virtual robot arm based on the 
Musculoskeletal Robot System (MRS) to evaluate the performances of elastic 
actuators. The results of experiments indicate that this actuation is effective and 
contributed to realize the compliant locomotion. 

Keywords: modeling, dynamics, elastic actuator, musculoskeletal mechanism, 
feedforward control. 

1 Introduction 

Usually we put more attention on electronic motor drives since they are widely used 
in various robots like industrial manipulators, humanoids, robotic vacuums, etc. The 
main benefits of such drive mode are convenient assembling, simple control and fast 
response [1], [2]. Thus, it is reasonable and appropriate to apply the motors as the 
actuators to drive robot directly. In traditional opinions on design of robot joints, 
when it refers to the form of mechanical connection between motor and link, “the 
stiffer the better” is considered as the premise [3]. Although the techniques of stiff 
actuator have been deeply developed and improved, there are still some drawbacks in 
robot locomotion such as compliant interactions, force contacts, low-cost energy 
movements and other advanced behaviors [1], [4]. Because of limited bandwidth of 
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motor and high stiffness, the capacities of actuator are often confined which leads 
robot to lose efficacy and performs badly in some cases. To make up for the 
shortcomings, currently a number of studies and designs like spring-tendon 
mechanisms [5], biological robot arm [6] and elastic biped robot [4] have been 
exploited. In addition, some researchers have also successfully put forward several 
feasible issues which apply elastic elements to the actuators [8], [9]. Their studies 
indicate that the elastic actuators offer positive advantages which can minimize peak 
torques, store and release energy efficiently in the movements and even guarantee the 
safety during the human-robot interaction [10]. 

Actually elastic actuators may have a few deviations when the desired positions of 
robot joints are commanded. Because of the elasticity, when there are external forces 
or torques applied, the parts linked to joints will be oscillating and damping until they 
reach the equilibrium positions. This can really influence the accuracy of whole robot 
system which results in the complexity of control structure. However, introducing 
more redundant actuators can solve this problem effectively which enhances the 
operability in elastic motions [10]. Besides, the disadvantage can be also improved by 
applying sensors to detect the positions of joint and motor rotation in real time so that 
control policy can be changed promptly by feedback data [11]. Moreover, contrary to 
the stiff actuators, the elastic ones can provide excellent compliance for the diversity 
of robot locomotion during the operation process. Certainly they are able to enhance 
the properties of robot and expand the abilities of motors immensely. Therefore, it is 
valuable and necessary to apply these elastic actuators to robot studies. Moreover, in 
some studies, the elastic actuators are regarded as the form of robotic “muscle-
tendon” which refers to the biological model of muscle-tendon in human body [5], 
[11]. These approaches combine the robot actuations with bionics in order to 
construct a bio-inspired elastic robot towards the human-like movements. 

Towards the purposes of compliance and energy efficiency in robot locomotion, 
we develop a novel and feasible elastic actuator. The design philosophy is derived 
from original elastic actuators and model of human muscle-tendon. Some dynamics 
equations are given out for describing actuated movements and constructing the 
control policies. Adopting this actuator, we also set up a musculoskeletal robot arm to 
evaluate the elastic drive mode. Finally, the experimental results show that the type of 
actuator is applicable and effective especially in MRS. 

2 Elastic Actuator Model 

In elastically actuated robot system, stiffness is an important parameter which should 
be adjustable and controllable during the operation. Thus, we need to develop a model 
with variable stiffness to satisfy the demands. Series Elastic Actuator (SEA) is a 
typical and widely known actuator with sufficient elasticity [8]. However, the 
compliance of SEA is fixed and cannot be changed in the activities for its capabilities 
extremely depend on the characteristics of elastic elements like extension springs or 
torsion springs. In order to extend its application, we focus on bionics for seeking new 
ways to implement the elastic actuation. When human body executes a motion or gait 
task, muscles are excited by Central Nervous System (CNS) to develop forces which 
are transmitted by tendons to musculoskeletal system for performances. Naturally, 
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muscle-tendon is considered as a type of actuator which generates forces by muscle 
contraction. The total muscle force is the sum of passive force and active force in 
parallel according to Hill-type model [13]. Since the SEA has limitations in stiffness 
compliance, we develop an extended elastic actuator integrated with the concepts of 
SEA drive mode and muscle-tendon model. The schematic diagram of extended 
elastic actuator is depicted in figure 1. 

 

Fig. 1. Schematic diagram of extended elastic actuator 

In the figure, SL and SR denote two extension springs effecting passive forces to 
keep the equilibrium positions of joint, while θL and θR are their angular positions in 
the system. SA is an active spring which connects the motor and the link. ϕ is the 
angular position of link. τm is the output torque of motor and G represents the gravity 
which locates at the mass center. The link can move only in single direction, because 
the position of joint is restricted by the maximum elongations of active spring. This 
design can avoid the link from falling into uncontrollable positions and guarantee the 
accuracy of joint movements. 

 

Fig. 2. Mechanism of extended elastic actuator 
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We also set up a real experimental platform for the extended elastic actuator as 
depicted in figure 2. It contains one active spring and two passive springs 
corresponding to the schematic diagram above. Different from other motors, servo has 
its own feedback controller to insure accurate motions to operate the motor rotations 
in real time. Moreover, in order to detect movements of link, we apply a magnetic 
position sensor which is mounted in the joint construction. If detected positions of 
motor and joint can be considered as system feedback data in control, the dynamic 
oscillation and elastic shakes of link can be monitored, so that the system stiffness is 
able to be adjusted during the movements. With the real model of extended elastic 
actuator, we can carry out a lot of significant experiments. 

3 Dynamics Description 

As control policy and robot construction are determined by dynamics of the extended 
elastic actuator, it demands to analyze the system dynamic locomotion primarily in 
order to obtain the properties. Based on the Newton-Euler equations, assuming that 
the friction can be ignored and the conditions are ideal, we can describe the dynamics 
of actuator by mathematics equations. 

3.1 Decomposed Models 

Due to the complexity of actuator model, we decide to decompose the system into two 
functional models based on the spring characteristics and the actuation approaches, 
which are mass-passive-model and mass-active-model depicted in figure 3. 

     

Fig. 3. Mass-passive-model (left), Mass-active-model (right) 

The mass-passive-model (left) includes two passive springs at both sides of the 
mass. Actually this model is an oscillator which describes the stiffness of the elastic 
actuator during movements. Since passive springs play the roles of impedance, the 
mass finally stops at the initial position after the horizontal vibration caused by 
internal forces. In the mass-active-model (right), the external force FA is applied to the 
mass by the active spring. It indicates that the movements of mass are determined by 
the force driving and spring drawing. Although the movements of mass models 
depicted in figure 3 are translational in the planes, they can be transformed to joint 
rotational motions similar to the model in figure 1, so that the decomposed models 
can be applied to describe the activities of the extended elastic actuator in dynamics. 
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3.2 Dynamics Equations 

In the generalized coordinate system, the vector q is defined to represent the joint 
angular positions. Then the corresponding joint angular velocities can be expressed by 
the vector q . Similarly, q represents the vector of angular accelerations. 

According to Newton-Euler Equations, the state of the general system or stiff 
actuator can be formulated as following equation. 

( ) ( ) ( ) m+ + = M q q C q,q q G q τ          (1) 

M(q) is the mass matrix containing q, C(q, q ) represents the coriolis and centripetal 

effects, G(q) is the gravity force, τm represents the torque of motor. 
For reinforcing the learning of elasticity in mass-models, we present an equation to 

express the force effects of springs during the oscillating movements. Based on 
Hooke Theory, this equation owns a damping item D( q ) and a stiffness item K(q). 

Here D and K are the damping coefficient matrix and stiffness coefficient matrix 
separately. So the elasticity of system can be determined: 

( , ) ( ) ( )= + E q q D q K q       (2) 

In the mass-passive-model, the coriolis, centripetal and gravity forces can be ignored 
for the movements of mass are placed on the horizontal plane. In addition, there is no 
external force applied, so the total torque of system equal zero. Combining the 
definitions of general dynamics in (1) and elasticity expression in (2), the states of 
model can be determined by equation (3) and sp is the vector of mass positions. 

( ) ( , ) 0p Pp p p p p+ = M s s E s s s         (3) 

Similarly, the states of mass-active-model are determined by equation (4) where sa 
represents the vector of mass positions and τa is the external torque. 

( ) ( , )a a a a a a a a+ = M s s E s s s τ       (4) 

To describe the states of elastic actuator model in figure 1, the coriolis, centripetal and 
gravity forces need to be taken in account as the movements of joint are rotational. 
Combining (1), (3) and (4), the dynamics of model is described by equation (5) where 
E(q, q ) represents passive and active elastic efforts in mass-spring models. 

( ) ( ) ( ), (, ) m+ + + = M q q C q q E q q q G q τ      (5) 

Introducing triangle functions to the differential equation (5), the position vector q can 
be expressed by a cosine function in time domain [15]. In the equation (6), A is the 
amplitude of system oscillation and α is the early phase i.e. the initial position of joint. 
d is the damping coefficient and k is the stiffness coefficient. ω1 represents the 
circular frequency which involves the inherent frequency ω0 and the index p which is 
determined by p=d/2m. 

1( ) cos( )ptq t Ae tω α−= −        (6) 
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The performances of the elastic actuator depend on the values of damping d and 
stiffness k. In the movements, k determines the amplitude and frequency while d 
mainly represents the extent of oscillation and time of reaching equilibriums. Both of 
them can be adjusted to adapt the dynamic changes. 

Comparing (1) and (5), we can discover that the elastic actuator owns an additional 
elastic item E(q, q ) which does not exist in the stiff actuator. In the case that the 

system input τm is the same, it indicates that the elasticity has the effects of storing 
and releasing energy in the movements. In other words, the dynamics equations can 
principally explain the phenomenon of oscillating and damping in theory. 

4 Control System 

To control the elastic actuator seems to be a hard work since there is not sufficient 
joint stiffness in the model which leads the link to unexpected movements. And few 
control law can be proposed to satisfy the demands of smooth and exact trajectories in 
locomotion. Although the joint stiffness of our actuator is very low for tracking high 
compliance, the actuation can be operated by applying emulated spring stiffness as 
feedforward controller to correct the input signals [16]. Assuming that the spring 
deployed in the actuator has a linear characteristic and the input signals are 
transformed into Fourier series as sine functions, the system responses can be 
described by desired stiffness: 

2 2 2 2 2 2
d max min d max minmax min max min

max min

k k

k k

− −
= + + = + −

ρ ρ ρ ρρ ρ ρ ρσ ,σ  (7) 

In this equation, kd represents the desired virtual spring stiffness. Considering the 
model in figure 1 as 1-DOF pendulum applied with rotary actuator, the link oscillates 
between limit angles ρmax and ρmin whereas the angles can be extended to σmax and σmin 
due to the adjusted spring stiffness. 

To operate the system by inputting the desired movements q(t), according to the 
equation (7), the trajectory of link can be corrected by feedforward controller applied 
with the desired virtual stiffness technique. Then, the desired motor rotations δd and 
the desired joint positions qd can be obtained from the adjusted trajectory. However, 
in dynamic movements, some unexpected deviations are produced due to 
unpredictable reasons. Thus, the offsets of positions need to be derived from the 
feedback outputs which are ˆ = −dδ δ δ  and ˆ = −dq q q . Defining the spring torques τs 

and damping torques τd in the elastic actuation, the control torque τ can be 
determined: 

( ) ( ) ( )ˆ ˆ
s dk d= − − + = − +τ δ q q g q τ τ g q    (8) 

From equation (8), a simple control structure of the extended elastic actuator can be 
obtained as depicted in figure 4. 
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Fig. 4. Schematic of control structure 

5 Experiments 

5.1 Evaluation of Actuator Model 

In order to evaluate the system capacities, we have developed some simulations. After 
setting up the initial conditions, we apply four different input signals imitating the 
torques of motor to drive the mechanical structure. Two sine inputs are applied to 
evaluate the performances of elasticity in time domain while two pulse inputs are 
expected to provide the opportunities to explore the extra properties of the extended 
elastic actuator. According to output data gained from the simulations, some plots of 
experimental results are depicted in figure 5. 

In the simulations, the end time is set to 2s and the peak value of torque is limited 
under 2.5N·m according to the inherent characteristics of springs. As illustrated in the 
figure 5, when the model is driven by the continuous sine torque input, the curves of 
position and angular velocity appear smooth with high compliance. When the 
continuous pulse torque input is applied, the positions of joint change smoothly and 
regularly, though there are some tiny periodical peaks emerging in the plots of 
angular velocity. Furthermore, when the motor acts the periodical damping motions, 
the joint starts to oscillate promptly until to the equilibrium positions. It indicates that 
there are no distinct differences in the results of damping sine input and damping 
pulse input. However, it is significant to note that the frequencies of system 
movements are greatly decreased comparing with the frequencies of input signals. 
These consequences demonstrate that our elastic actuator has excellent performances 
in buffering and absorbing peak shocks independent of the types of input signals. 

5.2 Simulation of Robot Arm 

In addition, applying with the extended elastic actuator developed in this paper, we 
introduce the musculoskeletal structure to construct a 2-segmented robot arm based 
on the principals of MRS. In the mechanism, the shoulder and elbow joints are 
actuated by motors deployed with torsion springs. Passive extension springs are 
applied to restrict the movement ranges of each segment. These springs can be  
 
 



678 F. He et al. 

 

 

Fig. 5. Result plots of applied torque inputs (top), joint angular positions (center) and angular 
velocities (bottom) 

 

regarded as a series of muscles including mono-articular muscles as brachialis and  
deltoid, bi-articular muscles as biceps and triceps muscles of arm. This bionic robot is 
expected to act compliant movements and human-like behaviors based on the design 
of muscle-tendon system. To estimate the capabilities of MRS, we prepare and 
manage a simulation to command the arm to follow the desired movements which 
contain the trajectory of pushing a door as illustrated in figure 6. 
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Fig. 6. Sequence pictures of operation in side view (top) and isometric view (bottom) 

Some preparations are considered before the experiment acts. The stiffness and 
damping coefficients of the torsion springs mounted on motors and the passive 
extension springs attached to the arm are determined from the practice. The duration 
time of experiment is defined in 30s while the steps of simulating computation are set 
to 6000. By utilizing the control structure depicted in figure 4, inputting the desired 
trajectories of two joints to the system, the actual positions of shoulder and elbow can 
be detected and plotted as depicted in figure 7. The sequence pictures of operation are 
generalized in figure 6. The operation of robot arm performs an obvious compliant 
locomotion and flexibility to decrease the impacts. However, there are still some 
deviations in dynamic movements especially in the effects of interacting forces 
between the end-effector and door. As this nonlinear elastic MRS is difficult to 
execute, further related studies will be promoted and discussed. 

 

Fig. 7. Desired joint trajectories and plots of variable positions during operation 
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6 Conclusion 

Since elastic actuators have the benefits on enhancing the compliance in locomotion 
and avoiding the damages forced to motors, in this paper, we successfully develop an 
extended elastic actuator based on the principals of original SEA and muscle-tendon 
model. The model is feasible and applicative in constructing the robot in reality. For 
the description of elastic actuation and the methods of control policy, the dynamics 
equations are presented so that elasticity applied in the system can be expressed and 
calculated mathematically. In the case that low stiffness in joint results in undesirable 
behaviors, a feedforward controller is promoted to decrease the influences. Through 
the experiments, the results provide sufficient evidences to prove the practicality and 
feasibility of our extended elastic actuator. 

Although this type of elastic actuator is very suitable for MRS, control problem is 
still existed to cause variety of errors during the operation. MRS is an extremely 
nonlinear system which determines the complex control structure design. Hence the 
studies on reducing the complication of control method remain the most important 
directions in the future. We expect to go further in the research area of elastic 
mechanism in robots and follow the developments of bionics to improve the 
compliance of robot locomotion. And more robots in MRS like bipedal robots can be 
promoted to apply the extended elastic actuator for expected performances. 
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Abstract. It is often challenging to manage the battery supply when dealing with
a fleet of mobile robots during long experiments. If one uses classical recharge
stations, then agents are immobilized during the whole recharge process. In this
study, we present a novel approach that employs a battery pack swapping station.
Batteries are charged in a rotating barrel, and the robots dock only for the time of
the hot-swap process. We attained an unavailability time of only 40 seconds, with
a success rate of 100 % on a total of 46 trials. Experiments above 8 hours are per-
formed in three arenas with different configurations, which proves the relevance
of our approach.

1 Introduction

Collective robotics is a field generating a high academic interest. Using several robots
has been proposed as an elegant way to solve complex problems, that are impossible for
only one entity. We can cite, for example, experiments in collective gap crossing [8],
collective construction [13], or cooperative localization and grasping of objects [3].

In practice, the main heel of collective robotics is the dependency on electric power,
each autonomous entity usually having its own battery. The realisation of complex ex-
periments often requires runs of several hours or even days. A classic solution is to use
a charging station, which requires a downtime of the agents during the corresponding
period. Often, to avoid this downtime, one person constantly maintains the setup. Other-
wise, some laboratories have heavy installations consisting of a floor powering system,
which is very expensive to build and to maintain. A new solution is needed to maintain
an availability close to 100 %.

In this study, we will demonstrate a novel solution for autonomous robots in the
form of automatic hot-swapping of batteries. The design relevance is validated through
a simulation, and the final prototype is tested under experimental conditions, totalling
more than 24 hours of work with 3 robots operating simultaneously.

2 Prior Works

Batteries and other storage devices have always limited mobile devices. The problem
of autonomously recharging a robot, or a fleet of robots, has already been extensively

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 683–692.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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studied. Several designs have been considered and tested [2,5,9,10,11,12]. The problem
was also studied using Unmanned Aerial Vehicles (UAV) [4,16]. However, with such an
approach, the robots are unusable during the whole recharge process.

In the literature, battery swapping is often mentioned as a way to get rid of the charg-
ing time [17,19]. But practically speaking, few working implementations exist. To the
best of our knowledge, authors of [18] are the first to realise a proof of concept using an
autonomous robot. Their robot is able to enter the charging dock by following a mag-
netic tape, and the exchange process takes 45 seconds. However, the design is complex
and is limited to two charging units. No other data is provided.

The work of [15] introduced the first prototype of a swapping system for an au-
tonomous helicopter. It is able to recharge up to 8 batteries in parallel using related
health management algorithms. No experiment yet proves the viability of the solution.
Finally, several modules were developed and discussed in [14] for another UAV system,
but no complete prototype is currently available.

Finally, some researchers used an arena with a conductive floor to provide a continu-
ous power supply [6]. This is a big investment in terms of time and money, and requires
hardware adaptations. Moreover, the floor has to be flat, which limits the relevance to a
subset of experiments.

3 Simulation

We first modelled the battery swapping system to assess the relevance of our approach.
Let us take Nr robots, each one having an autonomy of Tr seconds. We aim to build a
charger capable of recharging Nc batteries in parallel, each battery taking Tc seconds to
charge. At the equilibrium, the maximum number of robots we can sustain is approxi-
mated by the conservation law:

Nr = Nc · Tc

Tr
. (1)

However, this is an idealization and does not account for the worst case scenario. To
identify the requirements for the charger, we modelled Tr and Tc as Gaussian distribu-
tions. Parameters are given in Table 1 and are used to match the figures encountered in
practice. A discrete time simulation is performed under Matlab and computes, at each
time step, the maximum number of batteries simultaneously in charge. The result is
shown in Fig. 1.

For our first design, the target is fixed at 15 slots, due to the physical space con-
straints imposed by the size of the battery packs. According to this simulation, this
choice allows up to 5 robots to run simultaneously.
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Fig. 1. Number of charging slots needed, with respect to the number of robots used during the
experiment. The horizontal line is the targeted design (15 slots).

Table 1. Simulation parameters, modelled as Gaussian distributions

Time
T̂TT σσσ
(s) (s)

Autonomy Tr 10800 3600
Recharge time Tc 19800 1800

4 Hardware Design

4.1 Mobile Robotic Platform

The robotic platform was designed with battery hot-swapping as a key feature from
the beginning. We identified three requirements to ease long-term robotic swarm ex-
periments: 1) online battery hot-swap, 2) automated battery exchange, and 3) compact
design.

The first requirement is motivated as follows. If the robot must be switched off to
swap its battery, then long-term experiments will be difficult. In most of the experi-
ments, a wireless link to a supervision computer must be kept for logging or manage-
ment purposes. The embedded computer must thus stay online for the whole experi-
ment, keeping its state and all network connections opened.

The second requirement is of practical interest. If the experiments are run for several
hours, or even days, then it is not efficient to manually swap the battery. Moreover,
since we want to swap the battery while the system is running, we need a high level of
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(a) (b) (c)

Fig. 2. Hardware design. (a) The marXbot robot. (b) The swappable battery pack (inside view).
(c) The charging station with a docked marXbot.

determinism. A human is not able to achieve such reliability, especially in an experiment
that lasts for several hours.

The third requirement seems obvious but is critical in small mobile robots. We cannot
afford to have a big and bulky system, as it would increase the size and the weight of
the robot. For collective experiments, it is a critical point, as many robots are used
concurrently in a limited space.

The marXbot robot, pictured in Fig. 2(a), was designed with these requirements in
mind [1]. Both specific mechanical and electronic designs are needed to enable battery
hot-swapping.

4.1.1 Mechanical Design
The battery is located at the centre of the robot and is easily accessible from the back-
side. Moreover, the battery has a specific grabbing artefact that enables mechanical
grasping. The battery is placed as low as possible, enhancing the stability by bringing
down the centre of mass. The electrical contact is performed through lateral sliding con-
tacts. When the battery is fully inserted, the contact is automatically established without
requiring any specific connection mechanism.

4.1.2 Electronic Design
The electronics need to cope with the battery suddenly disappearing while running. This
was resolved by using a backup supply. In our case, two 2.5 V / 10 F serially connected
super-capacitors are embedded in the marXbot. They can power the vital subsystems,
including the embedded computer, for 15 seconds. Two power buses are implemented
throughout the robot. The first one is directly connected to the battery, typically for
the motors and other non-critical electronics. The second bus is dynamically switched
between the battery and the super-capacitor’s supply.

A series of dedicated electronics are in charge of the switching by using an infrared
sensor to detect the battery’s removal. These electronics ensure a deterministic switch-
ing time, which provides a reliable power source. The system is fully autonomous and
does not require any supervision.

The battery is a single cell 10 Ah lithium-polymer battery, as shown in Fig. 2(b). The
protection circuit is embedded in the plastic housing and the electrical connection is
made using two gold-plated sideways printed circuit boards.
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Fig. 3. Working principle of the battery exchanger

4.2 Robotic Charger

The robotic charger is wheel-shaped, with the charging slots distributed around the
barrel. The main design goal was to fit as many batteries as possible in one station in
order to sustain the operation of several robots at the same time. In order to let the
experiment run unattended, the reliability was also an important driving criterion. The
final station is shown in Fig. 2(c).

4.2.1 Mechanical Design
The mechanical design is quite straightforward. A rotating barrel can hold and recharge
15 batteries in parallel. Two linear arms are placed on each side of the docking bay.
When the robot arrives in front of the charger, the arms centre the robot and hold it
firmly in place. A motorized gripper grasps the battery inside the robot, pulls it out of
the mobile robot and brings it in the barrel. It then lets the barrel rotate, and then pushes
back a freshly charged battery. There are a total of 5 degrees of freedom. A diagram of
the complete sequence is shown in Fig. 3.

4.2.2 Electronic Design
The 5 motors are controlled by several microcontrollers. The swapping state machine
is entirely executed on the microcontrollers. The synchronization among the microcon-
trollers is performed through a CAN bus using the Aseba event-based framework [7].
Each slot has independent charging and monitoring electronics, ensuring a safe opera-
tion. Each battery is charged at 2.5 A under 4.2 V. The total peak power consumption is
about 160 W.

4.3 High Level Design

The swapping station is connected to a supervision computer. Each robot taking part in
the experiment is also connected to the computer through a Wi-Fi connection.

When a robot needs to get a fresh battery, it asks the supervision computer to get
a lock on the charger. If no other robot is using the charger, then the computer grants
the permission and the robot starts searching for the charger. If the charger is already in
use, then the robot is put on a waiting list and has to wait until the supervisor gives it
the lock.
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As the arena used in this experiment is quite small, a search based on a wall-following
method is used to find the swapping station. The method is able to detect loops, like iso-
lated obstacles, as shown in Fig. 5(a). This method proved to be robust in our case. The
location of the charging bay is marked with an ISO-15693 RFID tag on the ground, so
the robot can detect when it has to start the docking sequence.

Other methods should be envisioned in more complex environments, such as visual
feature detection or range-based Simultaneous Localization And Mapping (SLAM). The
marXbot has the necessary sensors and is directly suitable for both approaches.

5 Results

We conducted two sets of experiments. The first one assesses the reliability and per-
formance of the swapping mechanism. For this purpose, several consecutive swaps are
conducted with the robot starting next to the station.

The second experiment is used to simulate a longer experiment, where several robots
are covering the arena using a random walk. They autonomously go to the swapping
station when the available energy reaches a low threshold.

Both experiments were run without any human interaction, except to start and stop
the experiments.

5.1 Battery Replacement

In this experiment, we ran 24 battery swaps. The success rate was 100 %. The time
required by each step of the process is shown in Fig. 4. The first step is the alignment and
grasping of the robot by the station. During the second step, the robot runs without its
battery on the backup supply. The charging station needs only 10 to 11 seconds to swap
the battery. The entire process takes less than the 15 seconds provided by the embedded
backup supply. The third step is the release of the robot, which is considerably faster
than the others steps.

Fig. 4. Validation experiment: break down of the time required by each step of the battery re-
placement process
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(a)

(b)

(c)

Fig. 5. The long-term experiments: (a) The three test fields. (b) Time to find and reach the charger
on each field. (c) Voltage for each robot, as a function of the time and for each field.
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We can already draw a positive conclusion based on these results. The battery swap
is indeed reliable and robust. The total time needed to change the battery is less than
40 seconds, while the robot runs only 10 seconds on the super-capacitors. This is fast
enough to keep the ARM processor running and the Wi-Fi connection alive.

5.2 Long Experiment

We ran 3 long experiments, each one lasting more than 8 hours. During these experi-
ments, three robots were moving randomly in a 2x2 m arena. The configuration of the
arena was changed between each experiment, as shown in Fig. 5(a). In order to maxi-
mize the number of battery swaps, we decided to artificially limit the cut-off voltage to
3.6 V.

We recorded the time needed to find the charger based on our naive wall-following
approach (Fig. 5(b)). This method takes a considerable amount of time, in the order
of several minutes. However, since the robots have an uptime of about 2-3 hours per
battery, the 200 seconds needed to reach the charger are negligible. Thus, the wall-
following method is perfectly justified in this situation, as it is robust and does not need
any powerful computing resources.

Fig. 5(c) shows the results of the experiments. Each line corresponds to the voltage
of individual robots. The robots successfully shared the same charger and were able
to run for more than 8 hours without any failure. Each robot had its battery swapped
several times and no power outages were experienced. In total, 22 successful swaps
were performed.

6 Conclusion

We showed the possibility of autonomously hot-swapping the batteries of a small mo-
bile robot. The achieved performance and reliability enables the use of small mobile
robots during long term experiments. This opens the possibility of potential new re-
search avenues on collective experiments.

This study shows that it is possible to have virtually infinite autonomy with only
a minimal impact on the performed experiment. This is achieved through the careful
design of the marXbot robot and the charger.

The next step is to use several chargers and a swarm of robots in a larger area. This
would require better algorithms to share the resource and localize the charger. However,
the proposed hardware remains perfectly valid.

Acknowledgement. This research was supported by the Swiss National Science Foun-
dation through the National Centre of Competence in Research Robotics. This work
was also supported by the Swarmanoid and Ascens projects, both funded by the Fu-
ture and Emerging Technologies programme (IST-FET) of the European Community,
respectively under grants 022888 and 257414. The information provided is the sole
responsibility of the authors and does not reflect the Community’s opinion. The Com-
munity is not responsible for any use that might be made of data appearing in this
publication.



Towards Long-Term Collective Experiments 691

References

1. Bonani, M., Longchamp, V., Magnenat, S., Rétornaz, P., Burnier, D., Roulet, G., Vaussard, F.,
Bleuler, H., Mondada, F.: The marXbot, a miniature mobile robot opening new perspectives
for the collective-robotic research. In: IROS, pp. 4187–4193. IEEE (2010)

2. Cassinis, R., Tampalini, F., Bartolini, P., Fedrigotti, R.: Docking and charging system for au-
tonomous mobile robots. Department of Electronics for Automation, University of Brescia,
Italy (2005)

3. Dorigo, M., Floreano, D., Gambardella, L., Mondada, F., Nolfi, S., Baaboura, T., Birattari,
M., Bonani, M., Brambilla, M., Brutschy, A., et al.: Swarmanoid: a novel concept for the
study of heterogeneous robotic swarms. Tech. rep., Technical Report TR/IRIDIA/2011-014,
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Abstract. This paper introduces and describes a novel design methodology of
the motion parameters for an undulatory locomotor: a trident steering walker
based on a performance index: a propulsion transfer function. The undulatory
locomotor transforms its periodic changes of shape into its movement, and it has
a singular attitude in which it cannot perform such transformation. In order to
prevent the locomotor from having the singular attitude, we propose to design the
motion parameters based on the propulsion transfer function which is a metric
of the attitude from the singular attitude. The propulsion transfer function is de-
fined in kinematics although the motion of the locomotor should be evaluated in
dynamics, so that we propose to measure the propulsion force of the locomotor
in a dynamics simulator and to analyze the relationship between the propulsion
transfer function defined in kinematics and the propulsion force measured in dy-
namics. We demonstrate that it is effective to design the motion parameters based
on the propulsion transfer function.

1 Introduction

The design of mobile mechanisms and the establishment of methods for their control
are important issues of research in mechanical engineering. This paper introduces and
describes a novel design methodology of the motion parameters for an undulatory loco-
motor: a trident steering walker [8] [9] [10] based on a performance index: a propulsion
transfer function. Undulatory locomotion is transformation of periodic changes in shape
into movement. Heretofore, there have been proposed mobile mechanisms which move
by undulatory locomotion, such as a snake-like robot [3], a roller walker [4], a snake
board [7], a roller racer [6], a rollerblading robot [1] and a RoboTrikke [2]. In order to
achieve stable operation of these undulatory locomotors, a closed loop control method
such as a feedback control method for causing them to follow desired paths is thought
to be necessary.

The trident steering walker is an undulatory locomotor designed so that its kinemati-
cal equation can be converted into a chained form, which is a canonical form. Based on
this chained form, a feedback control method [9] [10] is proposed by one of the authors
which enables the locomotor to follow any path whose curvature is two times differen-
tiable by transforming the periodic driving of its three joints into its movement through
the periodic operation of its four steering systems whose wheels are all passive. One
particular problem is that the trident steering walker has a singular attitude in which
the locomotor cannot transform driving its three joints into its movement, i.e., in which

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 693–705.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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the locomotor cannot be propelled. Kinematics of the trident steering walker specifi-
cally describes the singular attitude. There is a singular attitude in which all the steering
wheels of the locomotor are parallel to each other. Also, there is a singular attitude
in which all the steering wheels have the same revolution center in a two-dimensional
plane. However, dynamics of the locomotor is required to describe how the locomotor
having the singular attitude decelerates by resistance, e.g., rolling resistance of wheels.

In order to evaluate the motion of the locomotor dynamically, we measure the re-
sultant force of the projections of the forces working on the base of the locomotor in
its moving direction which indicates the propulsion force in a commercial multibody
dynamics simulator, LMS Virtual. Lab Motion where mass, moment of inertia of each
part, virtical stiffness of each wheel, its damping constant, rolling resistance, cornering
stiffness and a friction coefficient between each wheel and the ground are totally con-
sidered. It is necessary to design the motion parameters of the trident steering walker
in such a manner as to prevent the locomotor from having the singular attitude. To this
end, one of the authors has defined a metric of the attitude from the singular attitude in
kinematics [8] and, in this paper, we use this metric as a performance index: a propul-
sion transfer function on designing the motion parameters of the locomotor. Especially,
we analyze the relationship between the propulsion transfer function defined in kine-
matics and the propulsion force measured in dynamics, and we demonstrate that it is
effective to design the motion parameters based on the propulsion transfer function.

2 Structure of Trident Steering Walker

The trident steering walker in Fig.1 has an equilateral triangular base on which objects
to be carried can be loaded. A steering system is attached at the barycenter of the base.
Links are connected throuth joints at each corner of the base, and a steering system
is attached at the midpoint of each link. Each of the wheels on these four steering
systems is passive. The trident steering walker can transform the periodic driving of its
three joints into (a) the movement or (b) the rotation of the base through the periodic
operation of its four steering systems.
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Fig. 1. A Trident Steering Walker
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3 Trident Steering Walker with Virtual Mechanical Elements

As shown in Fig.2, a virtual axle, a virtual link attached to the virtual axle and a virtual
steering system attached at the end of the virutal link are defined. Another virtual steer-
ing system attached at the midpoint between the steering axis of the steering system
at the barycenter of the base and the rotational axis of the first joint is defined. Conse-
quently, the kinematical equation can be converted into a five-chain, single-generator
chained form [9] [10].
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virtual steering

Fig. 2. A Trident Steering Walker with Virtual Mechanical Elements

4 Path Following Motion

The path-following motion is motion of causing the barycenter of the equilateral trian-
gular base to move along the path while controlling the orientation of the base relative to
the orientation of the tangent of the path at the barycenter [9] [10]. When the barycenter
of the base deviates from the path, a point Ps on the path that gives the position of the
barycenter of the base relative to the path is determined as described below [9] [10]. The
”tangent of the path at the point Ps” and the ”straight line connecting the point Ps and
the barycenter of the base” are always orthogonal. The position of the point Ps is taken
to be s on the coordinate axis defined along the path. The position of the barycenter of
the base is taken to be d on the other coordinate axis which is the straight line orthogo-
nal to the tangent of the path at the point Ps (see Fig.2). The orientation with respect to
the x-axis of the tangent of the path at the point Ps is represented as an angle θt . At this
time, an orientation θp0 of the virtual link relative to the orientation of the tangent of
the path at the point Ps, a relative orientation θpb of the base, and relative orientations
θp1, θp2 and θp3 of the links 1-3 are given as: θp0 = θ0−θt , θpb = θb−θt , θpi = θi−θt ,
i = 1,2,3. A derivative c(s)(=dθt/ds) with respect to s of the angle θt which represents
the orientation of the tangent of the path at the point Ps is the curvature of the path. In
this control method, the position d of the barycenter of the base relative to the point
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Ps on the path and the orientation θp0 of the virtual link relative to the orientation of
the tangent of the path at the point Ps both are converged into zero, and the relative
orientation θpb of the base is converged into a desired value θpbd .

5 Kinematical Equation

5.1 Kinematical Equation of Trident Steering Walker

This subsection describes the kinematical equation in a Cartesian coordinate system
of the trident steering walker shown in Fig.1. The kinematical equation is derived in
Eqs.(1) and (2) as:

[A] ‖cos (θb +φb)‖ ≥ 1√
2

:

Â

(
ẋb
θ̇b

)
= B̂

⎛
⎝ ψ̇1

ψ̇2
ψ̇3

⎞
⎠ , (1)

ẏb = tan(θb +φb)ẋb,

Â =

⎛
⎝ â11 â12

â21 â22
â31 â32

⎞
⎠ , B̂ = diag( b̂11 b̂22 b̂33 ) ,

â11 = sin(θ1 +φ1)−cos(θ1 +φ1) tan(θb +φb), â12 =−l cos(θ1 +φ1 −θb)− l cosφ1,

â21 = sin(θ2 +φ2)−cos(θ2 +φ2) tan(θb +φb), â22 = l cos(θ2 +φ2 −θb +
1
3 π)+ l cos φ2,

â31 = sin(θ3 +φ3)−cos(θ3 +φ3) tan(θb +φb), â32 = l cos(θ3 +φ3 −θb − 1
3 π)+ l cos φ3,

b̂11 = l cosφ1, b̂22 =−l cosφ2, b̂33 =−l cosφ3.

[B] ‖sin(θb +φb)‖> 1√
2

:

Ǎ

(
ẏb
θ̇b

)
= B̌

⎛
⎝ ψ̇1

ψ̇2
ψ̇3

⎞
⎠ , (2)

ẋb = tan(θb +φb)
−1ẏb,

Ǎ =

⎛
⎝ ǎ11 ǎ12

ǎ21 ǎ22
ǎ31 ǎ32

⎞
⎠ , B̌ = diag( b̌11 b̌22 b̌33 ) ,

ǎ11 = sin(θ1 +φ1) tan(θb +φb)
−1 −cos(θ1 +φ1), ǎ12 =−l cos(θ1 +φ1 −θb)− l cosφ1,

ǎ21 = sin(θ2 +φ2) tan(θb +φb)
−1 −cos(θ2 +φ2), ǎ22 = l cos(θ2 +φ2 −θb +

1
3 π)+ l cos φ2,

ǎ31 = sin(θ3 +φ3) tan(θb +φb)
−1 −cos(θ3 +φ3), ǎ32 = l cos(θ3 +φ3 −θb − 1

3 π)+ l cos φ3,

b̌11 = l cosφ1, b̌22 =−l cosφ2, b̌33 =−l cosφ3.

ψ̇i = θ̇i − θ̇b, i = 1,2,3. (3)

A vector (xb,yb)
T represents the position of the barycenter of the equilateral triangular

base. Angles θ1, θ2, θ3 and θb respectively represent the orientations of the links 1-3
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and the base. Angles φ1, φ2, φ3 and φb respectively represent the steering angles of the
steering systems on the links 1-3 and on the base. Angular velocities ψ̇1, ψ̇2 and ψ̇3

are the angular velocities of driving the joints 1-3 respectively. It is understood from
Eqs.(1) and (2), that there is a singular attitude on performing undulatory locomotion
of the trident steering walker shown in Fig.1 as follows.

<<Singular Attitude>>
”The attitude of rankÂ < 2 in Eq.(1) or rankǍ < 2 in Eq.(2) is a singular attitude in
which the moving velocity (ẋb, ẏb)

T and the rotational angular velocity θ̇b of the equi-
lateral triangular base cannot be uniquely determined from the angular velocities ψ̇1,
ψ̇2 and ψ̇3 of driving the joints 1-3, i.e., in which the trident steering walker cannot be
controlled.”

5.2 Kinematical Equation of Trident Steering Walker with Virtual Mechanical
Elements

This subsection describes the kinematical equation in the s-d coordinate system of the
trident steering walker with the virtual mechanical elements shown in Fig.2. A vector x
shown below is defined as a state variable vector.

x =
(
s,d,φ0,θp0,φc,θpb,φ1,θp1,φ2,θp2,φ3,θp3

)T
. (4)

A vector (s,d)T represents the position of the barycenter of the equilateral triangular
base in the s-d coordinate system. Angles θp0, θpb, θp1, θp2 and θp3 respectively repre-
sent the orientations of the virtual link, the base and the links 1-3 relative to the orienta-
tion of the tangent of the path at the point Ps. Angles φ0, φc, φ1, φ2 and φ3 respectively
represent the virtual steering angle of the virtual link, the virtual steering angle of the
base, and the steering angles of the links 1-3.

When we take the velocity of the virtual link to be u1, the kinematical equation which
is the time derivative ẋ of the state variable vector x is derived as:

ẋ = Σ 6
i=1gi(x)ui. (5)

Components of gi(x), i = 1,2, · · · ,6 in Eq.(5) are given in the paper [9]. Five control
inputs u2, u3, u4, u5 and u6 in Eq.(5) are the virtual steering angular velocity of the
virtual link, the virtual steering angular velocity of the base, and the steering angular
velocities of the links 1-3, respectively. Obviously, the velocity u1 of the virtual link is
not a control input. This u1 is determined so that Eq.(6) is satisfied when the angular
velocities ψ̇1, ψ̇2 and ψ̇3 that drive the joints 1-3 are taken to be angular velocity inputs
v1, v2 and v3.

ψ̇i = θ̇pi − θ̇pb = γiu1 = vi, i = 1,2,3. (6)

Scalars γi, i = 1,2,3 are given in the paper [9]. An angular velocity ψ̇0 that drives the
virtual joint, that is, an angular velocity input v0, is calculated from u1 so that Eq.(7) is
satisfied as:

ψ̇0 = θ̇p0 − θ̇pb = γ0u1 = v0. (7)

A scalar γ0 is given in the paper [9].
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6 Propulsion Transfer Function

This section describes the definition of a propulsion transfer function [8] which is a met-
ric of the attitude of the trident steering walker from the singular attitude. As we have
described in Subsection 5.1, the singular attitude is an attitude in which the moving
velocity (ẋb, ẏb)

T and the rotational angular velocity θ̇b of the equilateral triangular base
cannot be uniquely determined from the angular velocities ψ̇1, ψ̇2 and ψ̇3 of driving the
joints 1-3. This physically means that the singular attitude is an attitude in which the
trident steering walker cannot be propelled. There is a singular attitude in which all the
steering wheels are parallel to each other. Also, there is a singular attitude in which all
the steering wheels have the same revolution center in a two-dimensional plane. When
an experimental vehicle of the trident steering walker has the singular attitude, it de-
celerates because of resistance, e.g., rolling resistance of wheels. In order to cause the
trident steering walker to move against such resistance, it is necessary to prevent the
locomotor from having the singular attitude as much as possible. To this end, we define
a metric of the attitude of the locomotor from the singular attitude, a propulsion transfer
function as:

[A] ‖cos(θb +φb)‖ ≥ 1√
2

:

P̂ = P̂1 + P̂2 + P̂3, (8)

P̂1 =
∥∥detM̂1

∥∥ , P̂2 =
∥∥detM̂2

∥∥ , P̂3 =
∥∥detM̂3

∥∥ ,
M̂1 =

(
â11 â12
â21 â22

)
, M̂2 =

(
â21 â22
â31 â32

)
, M̂3 =

(
â11 â12
â31 â32

)
.

[B] ‖sin(θb +φb)‖> 1√
2

:

P̌ = P̌1 + P̌2 + P̌3, (9)

P̌1 =
∥∥detM̌1

∥∥ , P̌2 =
∥∥detM̌2

∥∥ , P̌3 =
∥∥detM̌3

∥∥ ,
M̌1 =

(
ǎ11 ǎ12
ǎ21 ǎ22

)
, M̌2 =

(
ǎ21 ǎ22
ǎ31 ǎ32

)
, M̌3 =

(
ǎ11 ǎ12
ǎ31 ǎ32

)
.

When the trident steering walker has the singular attitudes, the propulsion transfer func-
tion P̂ in Eq.(8) or P̌ in Eq.(9) is zero. Therefore, we design the motion parameters of
the locomotor in such a manner as to make P̂ in Eq.(8) or P̌ in Eq.(9) as high as possible.

7 Conversion into Chained Form

This section describes the conversion [9] [10] of the kinematical equation of the trident
steering walker with the virtual mechanical elements shown in Fig.2 into a five-chain,
single-generator chained form based on differential geometry [5]. First, the six vector
fields gi(x), i = 1,2, · · · ,6, of Eq.(5) are converted as:{

f1(x) = g1(x)(1−dc(s))/cos θp0
fi(x) = gi(x), i = 2,3, · · · ,6. (10)



Control of a Trident Steering Walker - Design of Motion Parameters 699

Next, the six values ui, i = 1,2, · · · ,6, are converted as:{
ũ1 = u1 cosθp0/(1−dc(s))
ũi = ui, i = 2,3, · · · ,6. (11)

Thus, the kinematical equation of Eq.(5) is rewritten as:

ẋ = Σ 6
i=1 fi(x)ũi. (12)

Using the six vector fields fi(x), i = 1,2, · · · ,6, the state variables in the kinematical
equation of Eq.(5) are converted as:⎧⎪⎪⎨

⎪⎪⎩
z11 = h1 = s
z21 = L2

f1
h2

z22 = L f1 h2
z23 = h2 = d

z31 = L f1 h3
z32 = h3 = θp0 −θpb
z41 = L f1 h4
z42 = h4 = θp1 −θpb

z51 = L f1 h5
z52 = h5 = θp2 −θpb
z61 = L f1 h6
z62 = h6 = θp3 −θpb,

(13)

where Lpq= ∂q
∂x1

p1 +
∂q
∂x2

p2 + · · ·+ ∂q
∂xn

pn, p = (p1, p2, · · · , pn)
T . The time derivative

of Eq.(13) becomes the five-chain, single-generator chained form shown in Eq.(14).
ż11 = w1 ż21 = w2

ż22 = z21w1
ż23 = z22w1

żi1 = wi
żi2 = zi1w1
i = 3,4,5,6,

(14)

w1 = ũ1
wi = Σ 6

j=1L f j L
2
f1

hiũ j, i = 3,4,5,6.

8 Control Inputs for Path Following Motion

This section describes the path following feedback control method [9] [10]. Based on
the five-chain, single-generator chained form of Eq.(14), the control inputs wi, i =
1,2, · · · ,6, are designed as below. The control input w1 is designed as:

w1 = a0 �= 0. (15)

The value a0 of Eq.(15) is a non-zero constant. It physically means the moving veloc-
ity ũ1 of the barycenter of the equilateral triangular base along the path. The moving
velocity u1(=ũ1(1− dc(s))/cosθp0) of the virtual link is not zero either. The angular
velocities ψ̇1, ψ̇2 and ψ̇3 for driving the joints 1-3, i.e., the angular velocity inputs v1,
v2 and v3, are determined uniquely by Eq.(6). The angular velocity ψ̇0 for driving the
virtual joint, i.e., the angular velocity input v0, is also determined uniquely by Eq.(7).

The control input w2 is designed as:

w2 = p21z21 + p22
z22

a0
+ p23

z23

a2
0
. (16)

The coefficients p21, p22 and p23 are designed so that the variable z23(=d) converges
into zero exponentially.

The control input w3 is designed as:

w3 = p31z31 + p32
z32 +θpbd

a0
. (17)

The coefficients p31 and p32 are designed so that the orientation θpb of the equilateral
triangular base relative to the orientation of the tangent of the path at the point Ps con-
verges into a desired relative orientation θpbd exponentially.
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Of course, it is necessary that the trident steering walker following the path keeps
moving. In other words, at least one of the joints 1-3 must be driven to satisfy the con-
dition of w1=a0 �=0 in Eq.(15). Thus, the angles ψ1 (=z42), ψ2 (=z52) and ψ3 (=x62) of
the joints 1-3 must be changed periodically while the trident steering walker avoids the
singular attitude, so that the control inputs wi, i = 4,5,6, are designed as:

wi = pi1zi1 + pi2
zi2
a0

+Ai sin(ωit +ϕi),

i = 4,5,6.
(18)

The coefficients pi1, pi2, i = 4,5,6, are designed so that the variables zi2, i = 4,5,6, that
represent the angles of the joints 1-3 converge into periodic functions ri, i = 4,5,6, as
shown in Eq.(19).

zi2 = ri = Âi sin(ω̂it + ϕ̂i),
i = 4,5,6,

(19)

where ω̂i=ωi, i = 4,5,6. The amplitudes Âi and phases ϕ̂i of the periodic functions ri,
i = 4,5,6, in Eq.(19) are functions of the amplitudes Ai and phases ϕi of the oscillatory
terms Ai sin(ωit +ϕi), i = 4,5,6, in Eq.(18). By adjusting Ai, ωi and ϕi, i = 4,5,6, in
Eq.(18), therefore, Âi, ω̂i and ϕ̂i, i = 4,5,6, in Eq.(19) are designed to keep the trident
steering walker moving while avoiding the singular attitude of rankÂ < 2 in Eq.(1) or
rankǍ < 2 in Eq.(2).

9 Simulation Results

A 10th-order Bezier curve is set to be the path as shown in Fig.3. Its control points are
indicated by black dots.
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Fig. 3. A 10th-order Bezier Curve

In order to cause the point Ps which represents the position of the barycenter of the
base on the path to move the distance L(=3.123816[m]) from the start point P0 to the
end point P10 in the time T (=60.0[s]), the moving velocity w1 of the point Ps on the
path is given as:

ṡ = ũ1 = w1 = a0 = L/T = 3.123816/60.0 = 0.052064[m/s].
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The desired value θpbd of the orientation θpb of the base relative to the orientation of
the tangent of the path at the point Ps is given as:

θpbd = 0.0[rad].

The coefficients of Eqs.(16), (17) and (18) which are the control inputs are given as:

p21 =−0.9, p22 =−0.27, p23 =−0.027,
pi1 =−0.6, pi2 =−0.09, i = 3,4,5,6.

Then, the amplitudes Âi, the angular frequencies ω̂i, and the phases ϕ̂i of the periodic
functions ri, i = 4,5,6, of Eq.(19) into which the angles ψ1(=z42), ψ2(=z52), ψ3(=z62)
of the joints 1-3 converge respectively, are given as:

Â4 = π/12[rad], ω̂4 = π/5[rad/sec], ϕ̂4 = π/3[rad],
Â5 = π/12[rad], ω̂5 = π/5[rad/sec], ϕ̂5 = π/6[rad],
Â6 = π/12[rad], ω̂6 = π/5[rad/sec], ϕ̂6 = 0.0[rad].

At this time, the amplitudes Ai, the angular frequencies ωi, and the phases ϕi of the
oscillatory terms Ai sin(ωit+ϕi), i = 4,5,6, in the control input of Eq.(18) are given as:

Ai = Âi
4ω̂2

i +p2
i1

4a0
,ωi = ω̂i,ϕi = ϕ̂i −atan2(4ω̂i pi1,−4ω̂2

i + p2
i1),

i = 4,5,6.

The initial conditions are given as:

(s,d)T |t=0 = (0.0[m],0.0[m])T ,
φ0|t=0 = 0.0[rad], θp0|t=0 = 0.0[rad],
φc|t=0 = 0.0[rad], θpb|t=0 = 0.0[rad],
φ1|t=0 = 0.097162[rad], θp1|t=0 = 0.228690[rad],
φ2|t=0 =−0.602318[rad], θp2|t=0 = 0.129428[rad],
φ3|t=0 =−0.564380[rad], θp3|t=0 =−0.002479[rad].

A model of the trident steering walker in a commercial multibody dynamics simula-
tor, LMS Virtual. Lab Motion, is shown in Fig.4. The parameter that determines its
size is l=0.20[m]. The weight of the equilateral triangular base is 14.411[kg] and its
moment of inertia at its barycenter around an axis perpendicular to the x-y plane is
0.223[kgm2]. The weight of each of the links 1-3 is 2.405[kg] and its moment of inertia
at its barycenter around an axis perpendicular to the x-y plane is 0.013[kgm2]. The ra-
dius of each of the steering wheels is 0.04[m] and its width is 0.003[m]. The weight of
the wheel is 0.042[kg]. The moment of inertia of the wheel at its barycenter around its
rolling axis is 3.036×10−5[kgm2] and that around an axis perpendicular to the x-y plane
is 1.538× 10−5[kgm2]. The weight of each of the forks holding the steering wheels is
0.061[kg] and the moment of inertia of the fork at its barycenter around an axis per-
pendicular to the x-y plane is 9.915× 10−6[kgm2]. The vertical stiffness of the steering
wheel is 10000[N/m] and its damping constant is 1000[kg/s]. The rolling resistance of
the steering wheel is 0.002. The friction coefficient between the steering wheel and the
ground is 1.0. The cornering stiffness of the steering wheel is 200535.288[mkg/rads2].
In order to evaluate the motion, we measure the resultant force fp(= fp1 + fp2 + fp3)
of the projections of the forces working on the base at its three corners in the direction
from the barycenter of the base to the joint 1 as shown in Fig.5.
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Fig. 4. A Model of the Trident Steering Walker in a Commercial Multibody Dynamics Simulator,
LMS Virtual. Lab Motion

x

y
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fj3

fj2

θb

direction of base
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fp1fp2
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θb
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Fig. 5. A Resultant Force fp(= fp1 + fp2 + fp3) of the Projections of the Forces Working on the
Base at its Three Corners in the Direction from its Barycenter to the Joint 1

A simulation result is shown in Figs.6 and 7. As can be understood from Fig.6, the
trident steering walker achieved the motion following the path which is the 10th-order
Bezier curve, however, it took 65.73[s] which is 5.73[s] more than T (=60.0[s]) for the
locomotor to reach the end point P10. This is because there is the rolling resistance of
the steering wheels. This is also because, as Fig.7(a) shows, the trident steering walker
has an attitude which is close to the singular attitude in which the propulsion transfer
function P̂(P̌) is zero at an interval 10.0[s], so that the locomotor decelerates by the
rolling resistance significantly in the interval. As Fig.7(b) shows, the resultant force fp

is low when the propulsion transfer function P̂(P̌) is low.
Another simulation result is shown in Figs.8 and 9. The phases ϕi, i = 4,5,6, of the

periodic functions ri, i = 4,5,6, of Eq.(19) are given as: ϕ̂4=4π/3[rad], ϕ̂5=2π/3[rad],
ϕ̂6=0.0[rad]. The initial conditions are given as:
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(s,d)T |t=0 = (0.0[m],0.0[m])T ,
φ0|t=0 = 0.0[rad], θp0|t=0 = 0.0[rad],
φc|t=0 = 0.0[rad], θpb|t=0 = 0.0[rad],
φ1|t=0 =−0.6388041[rad], θp1|t=0 =−0.1538821[rad],
φ2|t=0 =−0.1467246[rad], θp2|t=0 = 0.2603651[rad],
φ3|t=0 =−0.7331629[rad], θp3|t=0 =−0.1065828[rad].

The other conditions remain the same. As can be understood from Fig.8, it took 61.17[s]
which is 1.17[s] more than T (=60.0[s]) for the locomotor to reach the end point P10,
i.e., the locomotor could move faster compared with the case of Fig.6. This is because,
as Fig.9(a) shows, the trident steering walker never has the attitude which is close to
the singular attitude in which the propulsion transfer function P̂(P̌) is zero. As Fig.9(b)
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Fig. 7. (a) An Evolution of the Propulsion Transfer Function P̂(P̌) and (b) an Evolution of the
Resultant Force fp of the Projections of the Forces Working on the Base at its Three Corners in
the Direction from its Barycenter to the Joint 1
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Fig. 9. (a) An Evolution of the Propulsion Transfer Function P̂(P̌) and (b) an Evolution of the
Resultant Force fp of the Projections of the Forces Working on the Base at its Three Corners in
the Direction from its Barycenter to the Joint 1

shows, the resultant force fp is more stable compared with that in Fig.7(b), so that the
base is moved faster against the resistance force working on the base at its barycenter
which is due to the rolling resistance of the steering wheel on the base. As these sim-
ulation results show, the trident steering walker produces the propulsion force which
is more stable when the propulsion transfer function is higher, which means that it is
effective to design the motion parameters based on the propulsion transfer function.

10 Conclusion

We have proposed a novel design methodology of the motion parameters of an undu-
latory locomotor: a trident steering walker based on a performance index: a propulsion
transfer function. The trident steering walker transforms the periodic driving of its three
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joints into its movement by the periodic operation of its four steering systems, and the
locomotor has a singular attitude in which it cannot perform such transformation. In
order to prevent the locomotor from having the singular attitude, we have proposed to
design the motion parameters based on the propulsion transfer function which is a met-
ric of the attitude from the singular attitude. Especially, we have analyzed the relation-
ship between the propulsion transfer function defined in kinematics and the propulsion
force measured in a dynamics simulator, and we have demonstrated that it is effective
to design the motion parameters based on the propulsion transfer function.
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Abstract. In this paper, we present an improved version of our Dual Laser Tri-
angulation System, a low-cost color 3D model acquisition system built with com-
monly available machine vision products. The system produces a color point
cloud model of scanned objects that can be used to perform completeness in-
spection tasks on assembly lines. In particular, we show that model acquisition
and reconstruction can be achieved in real-time using such a low-cost solution.
Our results demonstrate that 3D-based inspection can be achieved readily and
economically in a real industrial production environment.

1 Introduction

Machine vision is widely used for quality control tasks in industrial environments. In the
past, such systems have relied mainly on 2D-based image analysis [4]. Without depth
information, difficulties often arise when dealing with non-rigid objects such as hoses
and cables, and when the contrast between the background and the part to be inspected
is low. As a result, there is a high interest in using 3D model acquisition technologies
to overcome these problems.

Although commercial 3D scanner products are becoming more readily available [2],
their proprietary nature and limited configurations make it difficult to adapt them to
different needs in an industrial environment. Some of them only produce range images
with only depth information, making it difficult to perform certain inspection tasks that
can be easily performed with color information. On the other hand, devices that pro-
duce both color and depth information usually have a prohibitively high cost. Our cur-
rent research is focused on developing a low-cost color 3D model acquisition system
that can be highly configurable for a variety of completeness inspection tasks (pres-
ence/absences of parts, correct type/position/orientation). The reconstructed model will
include both depth and color data so that both type of information can be readily ex-
ploited for the inspection task at hand. To this end, we have developed a prototype
using commercially available machine vision products. We have previously introduced
our Dual Laser Triangulation System (DLTS) in [5]. In this paper, we present improve-
ments to this system. In particular, we have integrated our DLTS with a conveyor belt

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 707–716.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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system, and substantially improved the processing software to perform in real-time,
making our system readily deployable in a real industrial production environment.

2 System Configuration

2.1 Dual Laser Triangulation System

In a laser triangulation system, if the plane of the a laser line with respect to a camera
is known, the 3D position of laser points observed on the image plane can be recovered
through triangulation. When a laser triangulation system is used in an assembly line
operation where the sensor assembly is scanning from a fixed direction, occlusions are
bound to occur due to object geometry. Although it is possible to use two cameras to
observe a single laser line to mitigate this problem, as we have previously argued in
[5], using dual lasers with one camera is more advantageous due to the lower cost and
the lower data processing. Our Dual Laser Triangulation System (DLTS) consists of
a downward-looking camera and two line lasers at a fixed orientation with respect to
the camera (Fig. 1). A line light provides illumination to part of the scene so that color
texture in addition to depth information can be obtained. Fig. 2 illustrates how our DLTS
is able to alleviate the occlusion problem on one of our sample inspection parts.

2.2 Hardware Prototype

In our first prototype, our DLTS was mounted on a robot arm (Fig. 3a), which is moved
over the object to be scanned and inspected. While this setup makes it flexible to posi-
tion the camera and lasers at arbitrary angles to obtain the scan, the large workspace of

Fig. 1. Configuration of our Dual Laser Triangulation System (DLTS). Here, the pink object can-
not be observed by the left laser due to occlusion from the taller green object. Using dual lasers
alleviates this problem.
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(a) (b)

Fig. 2. A practical example of the advantage of our DLTS over a single laser system. (a) Image
of the sample part being inspected. (b) Using dual lasers, the white connector being inspected
(circled in yellow) is occluded in the scan of one laser (green dots) while visible in other laser
(red dots).

(a) (b)

Fig. 3. (a) Our first prototype with the DLTS mounted on a robot arm. (b) Our current prototype
with the DLTS integrated into a conveyor belt system.

the robot arm makes it difficult to construct a compact enclosure to control the lighting.
We have constructed another prototype system incorporating a conveyor belt (Fig. 3b)
that simulates more realistically a typical assembly line environment. In this system,
an enclosure made with black curtains draped over the sensor assembly allows us to
create a controlled lighting environment, so that laser line detection can be performed
easily. The distance between the sensor assembly and the conveyor belt (h in Fig. 1), as
well as the orientation of the laser lines with respect to the camera (angles α and β in
Fig. 1) can be easily adjusted to adapt to different inspection requirements, as will be
elaborated in §2.4.
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Fig. 4. Camera to conveyor-belt calibration using multiple rigidly connected checkerboard pat-
terns (i.e., printed on a same sheet of paper)

2.3 Sensor Calibration

As before, our system is calibrated using a three step process as described below.

Camera Calibration

The intrinsic parameters of our camera is recovered using the widely used plane-based
technique by Zhang [6].

Camera to Laser Calibration

The plane of the laser lines with respect to the camera is recovered by observing the
projection of the laser lines on a checkerboard placed at various arbitrary orientations.
After the pose of the checkerboard is recovered, the 3D location of the observed laser
points can be triangulated. Repeating this at various checkerboard orientations results
in a collection of 3D points spanning the plane of the laser lines. The parameters of the
laser planes are then determined using principal component analysis.

Camera to Conveyor Belt Calibration

To combine the triangulated points obtained across different frames into a single model,
the motion of the scanned object on the conveyor belt relative to the camera coordinate
frame needs to be known. To recover this translation, we place a calibration board on
the conveyor belt and acquire images of it after commanding the conveyor belt to differ-
ent positions. Instead of a single checkerboard pattern, the calibration board has three
separate patterns printed on the same sheet of paper, so that the separation distances
between them are precisely known (Fig. 4). This is done so that the range of the motion
is not limited by the need to maintain the same checkerboard pattern within view of the
camera at all the different positions.

In addition to being a pure translation, the motion of an object on a conveyor belt is
further constrained because the translation should lie in the same plane as the conveyor
belt itself. Thus, we formulate the calibration problem as a constrained pose estimation
problem [3]. Instead of estimating n general poses {Ri ∈ SO(3),T i ∈ R

3} (rotation and
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Fig. 5. Definition of terms used to characterize point cloud density

translation from the camera to the checkerboard at position i = 1 . . .n) with 6n DOF, we
impose the following constraints. First, because the motion between the checkerboard
poses should be pure translations, all of the rotations should be the same, R1 = Ri =
. . .= Rn, so we estimate a single rotation R for all of the poses. Second, the translations
between all of the poses should be collinear, so we estimate a single direction vector
t̂ ∈ S2 such that T i = T 1 + μit̂, where μi is the magnitude of the translation from the
first checkerboard pose to the i-th pose. Third, because the translation should lie in the
plane of the checkerboards, t̂ is characterized using a single parameter θ such that t̂ =
cosθ î+sinθ ĵ, where î and ĵ are unit vectors along the X and Y axes in the checkerboard
coordinate frame. Hence, the objective function for our pose estimation problem is:

argmin
R,θ ,μi

‖x j −K · [R|T i] ·Xj‖2 (1)

This equation involves 6+ n independent variables (3 for R, 3 for T 1, θ , and μi for
i = 2 . . .n). Here, K refers to the camera calibration matrix, x j are the observed image
coordinates of the checkerboard corners, and Xj are the 3D coordinates of the checker-
board corners.

2.4 Point Cloud Density and Resolution

The point density of the reconstructed 3D model is determined by a number of inter-
dependent factors, including the camera frame rate, the speed of the conveyor belt, and
the orientation of the laser lines. As illustrated in Fig. 5, we define the translation scan
density as the distance between laser scan lines on a surface parallel to the translation
direction, the vertical scan density as the distance between laser scan lines on a surface
perpendicular to the conveyor belt, and the lateral scan density as the distance between
adjacent points in the same scan line.

The translational scan density is simply a function of the conveyor belt speed v and
the camera frame rate f ps: densitytranlational =

v
f ps . The vertical scan density is addi-

tionally dependent on the laser line orientation α: densityvertical = densitytranslational ·
tan(π −α). The lateral scan density is dependent on the camera focal length f , the
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Table 1. Reconstruction density and resolution

Parameter Value

Translation Scan Density 0.75 mm
Vertical Scan Density 1.61 mm
Lateral Scan Density 0.09 mm
Vertical Resolution 0.17 mm

pixel size spx, and the actual scene distance h: densitylateral = spx · h
f . Assuming unit

pixel resolution (i.e., no subpixel localization of the laser points), the lasers can be
oriented so that the their imaged points span half of the image over the range of the
height of the scanned object. Thus, the vertical resolution of our DLTS is resvertical =
maximum scanned object height

0.5·image height .
Table 1 shows the reconstruction density and resolution for our current setup, with

v= 15mm/s, f ps = 20, α = 25◦, h= 350mm, f = 17mm, and spx = 4.4μm. The camera
has a resolution of 1600x1200 pixels.

3 3D Model Acquisition Pipeline

Our 3D model acquisition pipeline follows a standard approach [1]. Previously, our
system is configured in a two-pass operation, with the lasers on and the lights off during
the forward pass to acquire range information, and with the lasers off and the lights on
during the backward pass to obtain texture information. By integrating a collimated line
light as shown in Fig. 1, a single-pass operation is made possible. Also, we believe that
a colorized point cloud (§3.4) along with a stitched texture image (§3.5) is sufficient
for most inspection tasks, so we have omitted the time-consuming step of surface mesh
reconstruction.

3.1 Laser Detection

The two lasers are positioned carefully such that their line of intersection is well above
the height of the object to be inspected, so their reflectance are restricted to separate
halves of an image. Each column in each half of an image is scanned for the location of
the respective laser line. Although the line lasers we are using are red, simply searching
for the peak value in the red channel along each column in the image is not very robust,
as the laser line often saturates the CCD sensor, and spurious reflections of the laser
line onto neighboring surfaces can result in multiple peaks, as shown in Fig. 6. Instead,
we scan for the peak of the sum of the pixel values across the RGB channels. This laser
detection method effectively results in unit pixel localization accuracy.

3.2 Point Cloud Generation

The detected laser points are triangulated as described in [5]. To combine scans from
multiple frames into a single point cloud mode, the triangulated 3D points from each
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Fig. 6. Laser detection. (a) Single frame showing laser line reflectance across the sample part. (b)
Laser reflectance profile across the single column highlighted in yellow in (a).

Fig. 7. Point cloud generated by combining the laser points observed by both lasers and referenc-
ing them to a common coordinate frame

frame i are translated along the conveyor belt direction by a distance di as given by the
conveyor belt encoder (Fig. 7). The laser points from each frame are triangulated and
integrated into the point cloud in real time.

3.3 Range Image

Range image generation is a one-time process performed after the entire point cloud has
been constructed. It is generated by simply projecting the point cloud onto the image
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(a) (b)

Fig. 8. Colored point cloud for two sample parts

plane at a user-specified resolution, and can be completed extremely fast in the order of
milliseconds. Example images can be found in [5].

3.4 Point Cloud Coloring

For each texture image, the camera is positioned over the point cloud at the position
where the image was acquired, and the points are projected onto the image plane. The
projected points that lie within the image are assigned the color of their corresponding
pixels. Fig. 8 shows the results of this process on two sample parts.

Because successive images overlap, to minimize processing time, the point cloud is
partitioned evenly between the images so that each point is only colorized using a single
image. Thus, each point is texturized using the view whose image center is closest to the
point. To produce better results, each point could be texturized using the view where
the viewing angle and the surface normal is minimized. However, this would require
estimating a surface normal for each point, thereby increasing the processing time.

3.5 Texture Stitching

For some inspection tasks, traditional 2D image analysis may still be the best approach.
We accommodate for this by generating a texture image stitched together from succes-
sive frames using the known conveyor belt motion. We follow a similar procedure as
described in [5], with modifications that discards overlapping regions between succes-
sive frames to minimize processing time, as we have done in the point cloud coloring
process. Furthermore, instead of using nearest-neighbor interpolation, which produces
sharp discontinuities (Fig. 9a), we have used bilinear interpolation along with blending
of pixel values between successive images to improve the results (Fig. 9b).
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(a) (b)

Fig. 9. Texture stitching. (a) Using nearest neighbor interpolation. Some of the sharp discontinu-
ties are highlighted in yellow. (b) Using bilinear interpolation and pixel blending across succes-
sive frames.

4 Experiments and Results

Table 2 shows some performance statistics of our color 3D model acquisition pipeline
over a typical scan using a standard workstation (Intel Xeon E3-1225 quad-core @
3.1GHz). The acquisition consists of 380 laser frames and texture frames (19 seconds),
producing a point cloud with 473,192 points (Fig. 8a). The total execution time of
18.5ms is well under the 50ms frame acquisition interval (for 20 fps).

Table 2. Performance Statistics

Process Time per Frame Total Time

Laser Detection and Triangulation 15.835 ms 5,589 ms
Range Image N/A 76 ms
Texture Stitching 0.725 ms 250 ms
Point Cloud Coloring 1.896 ms 654 ms
Total 18.456 ms 6.84 s

5 Conclusions and Future Work

We have demonstrated a color 3D model acquisition system that can perform in real-
time, making our system suitable for deployment in a real industrial production envi-
ronment. We are currently building a generic library of inspection algorithms that can
be applied to the colorized point cloud and stitched texture images, and we plan to
demonstrate a complete low-cost 3D inspection system soon.
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Abstract. Roll-to-roll based manufacturing technology play an important role 
in making printed electronics possible at high speed and low cost. In order to 
increase the adaptability and flexibility to detect effectively the external and in-
ternal disturbances, several algorithms for roll-to-roll web control system are 
proposed in recent years. However, almost all proposals are employed without 
taking attention in the change in time of radii of unwinder and rewinder. In this 
paper, a control system design is proposed firstly for non-linear roll-to-roll web 
control system using the uni-directional crossfeed two-channel design approach. 
Secondly, an evolution strategy based autonomous algorithm is developed to 
detect the errors and automatically recover the errors at every time interval in 
the presence of the varying radii. The numerical simulations validate the stabili-
ty and reliability of the proposed approach. 

Keywords: web tension, evolution strategy, feedback, roll-to-roll, uni-
directional crossfeed. 

1 Introduction 

With the rapid development of digital computer in recent years, the genetic algorithm 
(GA) and Evolution Strategy (ES) design are considered as a key role in developing 
the modern automation systems and the other fields that have the ability of detecting 
the system errors due to the external and internal disturbances and automatically reco-
vering the errors in order to make system stable and improve the precision. Until now, 
some modifications of GA are proposed and applied to automation systems (Aytekin 
Bagis, 2007; H. Madadi Kojabadi and Q. Cao, 2005; Jin-Sung Kim, Jin-Hwan Kim, Ji-
Mo Park, Sung-Man Park, Won-Yong Choe and Hoon Heo, 2008 ;Y.P. Wang, H.H. 
Chung, N.R. Watson, and S.S. Matair, 2000). To achieve more effective search, the 
optimization algorithm (Aytekin Bagis, 2007) is based on the integration of classical 
genetic algorithm structure and systematic neighborhood structure. The simulation 
results show that the proposed algorithm is applied only on the limit range such SISO 
linear system. The analytical procedures (M. Zhunang and D. P. Atherton, 1993) for 
obtaining optimum PID controller settings for minimization of time weighted integral 
performance criteria is employed for the dead time plant model. A method to design an 
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optimal disturbance rejection PID controller is proposed by (Renato A. Kronhling and 
Joost P. Rey, 2001) based on optimization of the disturbance rejection constraints. The 
simulation outcomes prove the slow response in time. An optimization algorithm is 
proposed for designing PID controllers (H. Madadi Kojabadi and Q. Cao, 2005; Chen-
Huei Hsieh and Jyh-Hong Chou (2007)), which minimizes the asymptotic open-loop 
gain of a system with uncertainty using the quantitative feedback theory. Hung-Cheng 
Chen and Sheng-Hsiung Chang (2006) suggested a PID controller design for an active 
magnetic bearing using the genetic algorithm.  The results show that the proposals are 
convenient for control system with fixed parameters and with no high accuracy re-
quirement. In reality, there are many plants with the changing parameters in time in 
operating progress such as roll-to-roll web system and under the effect of disturbances 
in operating process. Therefore, detecting the system errors and automatically recover-
ing the errors are necessary and are has been given attention by researchers in recent 
years. In this paper, an algorithm is proposed for the non-linear roll-to-roll web control 
systems with the changing of radii in time and due to the impact of disturbances. The 
contributions of the proposed algorithm are the following: 

1. A control system design is proposed firstly for non-linear roll-to-roll web control 
system using the uni-directional crossfeed two-channel design approach.  

2. An evolution strategy based autonomous algorithm is developed to detect the er-
rors and automatically recover the errors at every time interval in the presence of the 
varying radii. 

2 Design of Uni-directional Crossfeed Two Channel System 

Consider a linear state space model given below 

                             (1) 

                             (2) 

where the Jacobian matrices A, B, C, and D are constant and distinct for each operat-
ing point.  

The Evans and Cavicchi gain and phase root migration design procedures exist in 
the Laplace domain. Therefore, the Laplace transformation must be applied to the 
linear model in Equation (1) and (2).Laplace transformation leads to algebraic equa-
tions in the Laplace domain instead of differential equations in the time domain, 
which are appropriate for root locus usage. Taking the Laplace transformation of Eq-
uation (1) and (2) yields 

                  (3) 
 

where I is an identity matrix of the same dimensions as A, G(s) denotes the transfer 
function matrix, and s denotes complex frequency. G(s) can be further written as 

 det                               4  
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Equation (4) indicates G(s) is a rational polynomial matrix where each element has a 
common denominator polynomial, the system characteristic polynomial det (sI - A). 
Roots of the denominator polynomial coincide with the eigenvalues of A. 

Suppose the output and input vectors are expanded to show the individual scalar 
signals, or 

 
   ...                 (5) 

   ...                 (6) 
 

The following is designing steps for the systems of two-inputs and two outputs. 

2.1 Loop Closure 1 

There Consider a 2×2 system which is to be modified by a control system, such as an 
aircraft and roll-to-roll web control system with unsatisfactory handling characteris-
tics 

 

                           (7) 

 
Explicit dependency upon s has been deleted in Equation (7) for conciseness. Figure 1 
illustrates the block diagram of this open-loop system. In this development, the input 
and output signals are generic. However, in a R2R web control application, y1(s) and 
y2(s) could represent web velocity and tension, respectively, while u1(s) and u2(s) 
may represent torques at unwinder and rewinder. From Figure 1, four transfer func-
tions exist: y1(s)/u1(s) and y2(s)/u2(s) which are the main channels, and y1(s)/u2(s) 
and y2(s)/u1(s) which are the cross channels 
 

 

Fig. 1. Open-loop system 

 
The y1(s) to u1(s) loop is closed first. The control law loop is 

′                           (8) 

where k11 (s) denotes the compensator transfer function and ′  denotes the interme-
diate command signal entering the loop, as shown in Figure 2. The purpose of this 
loop might be to augment damping or quicken the response of a mode strongly asso-
ciated with the u1(s) to y1(s) channel. Another basic role this loop may serve in is to 
stabilize inherent airframe instability. 
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Fig. 2. Loop Closure 1 

 

Combining the equations (7) and (8) yields 
′                  (9) 

′                (10) 
 

Using the first of these equations, y1(s) can be solved for in terms of ′  and u2(s). 
After substituting this result for y1 (s) , the second of the two equations can be solved 
for  y2 (s) in terms of ′ and u2(s). The intermediate augmented system after 
closing the first loop is thus 

′                         (10) 

′                        (11) 

In Equation (11), the plant coupling factor (s) is defined as 

                          (12) 

Equation (12) is closely related to the plant transmission zero polynomial. The deno-
minator from equations (10) and (11) is used for the gain and phase root locus design, 
or  1 0                              (13) 

In the gain root locus, k11 is used to place the poles with θ11 = 0 rad, while in the 
phase root locus, θ11 is used to migrate the poles with the nominal design value for 
k11. These various gain and phase root loci would be used to design the nominal sta-
bility and performance levels and their robustness after the first loop closure. 

2.2 Crossfeed Insertion 

Various In the case that zeros of the modified y2(s)/u2(s) channel are not conducive 
for closing the second loop, a u2(s) to y'1c(s) crossfeed is often considered. The cross-
feed control law is 

                       (14) 

where kcf(s) is the crossfeed compensator and y1c(s) is the final command signal excit-
ing the initial loop. Figure 3 shows the block diagram for this second design step. 
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Fig. 3. Crossfeed Insertion 

 
Combing the equations (11), (12) and (13) yields: 

              (15) 

              (16) 

After manipulating Eqs (15) and (16), these two equations become 

                  (17) 

              (18) 

Equation (17) and (18) is the math model for the intermediate augmented system after 
crossfeed insertion. From Equations, observe that crossfeed gain appears in both the 
y1(s)/u1(s) and y2(s)/u2(s) channel numerators. The implication is that kcf(s) can be 
used for manipulation of transfer function zeros. The governing gain and phase root 
migration equation for the y2(s)/u2(s) channel zeros is 1 0                            (19) 

Comparing Equation (19) with Equation (13) shows that the zeros originate from the 
numerator roots of g22(s) + k11(s)  (s) for small values of kcf and terminate on the 
numerator roots of k11(s)g12(s) for large values of kcf . The objective here might be to 
leverage the root loci features in the second loop closure, yet to be considered, by 
relocating the zeros to more favorable regions in the complex plane. In the phase root 
locus, kcf is used to assess performance robustness through zero movements with the 
nominal design value for kcf fixed. 

The governing gain-phase root locus relation for the y1(s)/u2(s) channel zeros is 1 0                                (20) 

In Equation (20), the crossfeed compensator could be employed to render the re-
sponse y1(s), or an undesirable modal contribution to y1(s), unexcitable from input 
u2(s) by tailoring the zero locations in the gain root locus to cancel the critical poles. 
Robustness of the performance can also be evaluated with both the gain and phase 
root locus. Finally note in Equation (18), the closed-loop poles are not affected by the 
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crossfeed compensator, as well as the remaining channel numerators in y1(s)/y1c (s) 
and y2(s)/y1c(s). 

2.3 Loop Closure 2 

The y2(s)/u2(s) loop closure utilizes the following control law 

                       (21) 

where k22(s) denotes another compensator and y2c(s) denotes the command signal for 
the second feedback loop. Augmentation of damping or response speed could be the 
primary function in this loop. Other possible functions are to simply stabilize the air-
frame, or eliminate steady state errors. Figure 4 illustrates the corresponding block 
diagram 

 

Fig. 4. Loop Closure 2 

 

The output y2(s) is computed first from the second expression in Equation 
(21).Clearing the denominator and collecting the y2(s) terms results in an expression 
for y2(s) as a function of y1c(s) and y2c(s). Using the y2(s) result in the first expression 
in Equation (21) gives the corresponding expression for y1(s). The final closed-loop 
system resulting from this derivation is 

∆ ∆          (22) 

∆ ∆           (23) 

In Eqs (22) and (23), the final overall denominator term Δ(s) is defined as ∆ 1        (24) 

From the denominator of Equation (23), the gain and phase root locus can be intro-
duced based on the following relationship. 1 0                       (25) 

This design step would set the closed-loop poles at their final locations in the s-plane 
with resulting nominal stability and performance levels. The root loci can then be 
used to assess stability robustness (gain and phase margins).  
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3 Evolution Strategy Based Autonomous Algorithm for R2R 
Web System 

3.1 A Brief Overview of Evolution Strategy 

Evolution strategies (ES), piloted by Rechenberg in the 1960s and further explored by 
Schwefel, are then based on the concept of the evolution of evolution. While ESs con-
siders both genotypic and phenotypic evolution, the emphasis is toward the phenotyp-
ic behavior of individuals. Each individual is represented by its genetic building 
blocks and a set of strategy parameters that models the behavior of that individual in 
its environment. Evolution then consists of evolving both the genetic characteristics 
and the strategy parameters, where the evolution of the genetic characteristics is con-
trolled by the strategy parameters. The following is a brief of the proposed ES 

 
Initiate the strategy parameters 
Evaluate the objective function J  
Evaluate the constraints   
Calculate the maximum value of objective function 
Calculate the fitness function value of each population 

Select the best population 
While stopping condition(s) not true do 
    For i =1, n do 

        Choose i ≥ 2,  
        Constraint handling using the Deb’s method 
        Calculate and select the population 
        End 
        Tournament selection 
        Create offspring through Local, Intermediate recombination operator  
          Mutation with anisotropic self-adaption of mutation strength  
End 
Prepare new population to apply using the  
Check the boundary violence  
End 

3.2 Mathematical Model of Roll-to-roll Web System 

Figure 5 shows the two-span roll-to-roll web that consists of unwinder, winder, infeed 
unit, and two loadcells, rollers, lateral control unit and dancer system. The idle rollers 
guide the moving web around the load cell in a fixed angle. In order to operate web, 
unwinder and rewinder motors are used with control torques uτ and rτ  respectively. 

There are two dancers on unwind and rewind sides to take up the slack during start-up 
and shutdown 
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Fig. 5. The roll-to-roll web control system 

It is assumed that no web slippage occurs, the web has no permanent deformation 
due to applied tension, and the load cell and dancer dynamics is ignored. By using 
Newton’s law and the principle of mass conservation with aforementioned assump-
tions, the non-linear dynamic equations of single-span roll-to-roll web control system 
can be written as follows: 

                     (26) 

              (27) 

                      (28) 

The inertia change satisfies the following equations: 

                          (29) 

                                (30) 

where  0uJ = total moment of inertia of the unwind roll and motor at start-up time, 

0rJ = total moment of initial inertia of the rewind roll and motor at start-up time, uJ

= total moment of inertia of the unwind roll and motor, rJ = total moment of inertia 

of the rewind roll and motor, uω = angular velocity of the unwind roll, uθ  = rota-

tional angular of the unwind roll, rω = angular velocity of the rewind roll, rθ  = 

rotational angular of the rewind roll, 0rR  = initial radius of the rewind roll, 0uR = 

initial radius of the unwind roll, uR = operating radius of the unwind roll, rR  = 

radius of the rewind roll,  w = the width of web. The given problem is to design the 
controller that is required to keep web tension and web velocity at prescribed refer-
ence values, satisfy the performance specifications and obtain the high precision and 
stability. 
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3.3 Evolution Strategy Based Autonomous Proposal for Roll to Roll Web 
Control System 

In this proposal, digital computers are considered as controllers. The use of sensors is 
to determine the output values of system. Depending on the reference values, output 
values and the objective function, the proposed algorithm calculates the convenient 
gains of controllers and automatically updates the gains after certain time intervals.   

Due to the change of parameters and disturbances in operating process, the initial 
gains are not suitable any more. Thus, a gain tuning scheme needs to be employed at 
every time interval to make system stable and reliable. The second one has a function 
that will adjust automatically the gains by using the information about the difference 
between the output and reference and the value of objective function. The following is 
the algorithm diagram for the ES based control system design scheme. 

 

 
Fig. 6. Evolution strategy base control system design algorithm 

 

 

Fig. 7. The algorithm diagram of automatically tuning controller scheme 
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4 Numerical Simulation 

4.1 Simulation Data 

By applying the proposed design of PI controllers in chapter 2 and using the root lo-
cus design method shown in Fig. 1, Fig. 2, Fig. 3 and Fig. 4, the design parameters are 
shown in table I, II, and III. The radii of the R2R web system is changing in time, 
thus,  an automatically tuning scheme of web control system is represented in Fig. 6 
and Fig. 7, the simulation results are employed with the parameters in two cases. 
Firstly, a tension command of 0.5 (kgf) is employed in 10 seconds to show the effect 
of the proposed design in chapter 2. Secondly, a tension command of 0.5 kgf is em-
ployed in 50 seconds to show the effect of the online gain tuning scheme using the 
ES. 

Table 1. Parameters of ES 

Parameters  Values 

A number of generation N=100 

Size of population S=10 

The probability of mutation pm=0.5 

 The probability of crossover  Pc=0.5 

Evolution strategy parameters τ=0.5;τ’=0.25 

Table 2. Simulation Parameters of Web Control System 

Parameters  values units 

Radius of the unwind roll  0.04 (m) 

Radius of the rewind roll 0.015 (m) 

Total moment of inertia of unwind roll and motor 0.0000195 (kg/m/s) 

Total moment of inertia of rewind roll and motor 0.0000195 (kg/m/s) 

Total length of web  0.3 (m) 

Spring constant of web  200 (kg/m) 

Coefficient of vicious friction of unwinder  0.00002533 (kgms/rad) 

Coefficient of vicious friction of unwinder 0.00002533 (kgms/rad) 

The thickness of web 0.00002 (m) 

The width of web 0.02 (m) 

Table 3. Design Parameters in Chapter 2 

Parameters  values units 

kcf 0.03 [] 

Tension controller: kp 4.30 [] 

Tension controller: ki 0.11 [] 

Web velocity controller: kp 0.50 [] 

Web velocity controller: ki 0.13 [] 
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4.2 Experimental Results 

Case 1: Step command for web tension  
The simulation condition is set up with the zero initial conditions and the desired web 
tension (Kgf)  0.5Tref = and web velocity of 3.5 (m/s). The following is simulation 

results; 

 

Fig. 8. Step command of 0.5 (kgf) in 10 seconds 

 
From the simulation result, the time response of web tension of the proposed de-

sign eliminates the overshoot as compared to the classical design method 
 

Case 2: Affect of the change of radii  

 

 

Fig. 9. Step command of 0.5 (kgf) in 50 seconds 
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From the above simulation result, the web tension response of the classical design 
goes away from the reference tension due the change of radii of unwinder and re-
winder shown with the dashed line in Figure 9. With the online gain tuning scheme of 
using the ES, the web tension response of the classical design is improved well shown 
on the solid line in Figure 9 

5 Conclusion 

In this paper, firstly, 2 inputs and 2 outputs control system design is proposed for non-
linear control system using the uni-directional crossfeed two-channel design ap-
proach. Secondly, a scheme for designing the control system with automatic gain 
tuning in the presence of disturbance and changing parameters in time of using the 
Evolution Strategy. Finally, single-span roll to roll web control system is applied. The 
simulation results employed in Matlab/Simulink give the feasibility of proposed algo-
rithm. The following conclusions are made: 

1. The web tension response of single-span roll to roll web system with proposed 
algorithm eliminates overshoot, shorter settling time and also gives high precision 
when compared to the classical approaches.  

2. The online gain tuning scheme of using the ES keeps web tension at reference 
tension in the presence of the changing radii.  

With the rapid development of sensors and electronic devices, the proposed control 
algorithm results in a control system with high precision and are useful for applica-
tions with digital computational system. 
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Abstract. As a high redundancy system with high stability and adaptability, dis-
aster rescue robot is widely used in collapsed buildings for search and rescue
work. In the paper, a snake-like robot based on cylinder module is developed.
The robot prototype consists of eleven modules that are connected by revolute
joints. Each joint has two degrees of freedom and allows bending in two mu-
tually orthogonal planes. The serpenoid curve is considered as the control law
and control parameters of snake curve are chosen by simulation and adjusted af-
ter experiment. Experimental results of snake robot show that the gait based on
serpentine curve is reasonable and controlled easily.

1 Introduction

Snake robots have the potential to make substantial contributions in areas such as res-
cue missions, firefighting, and maintenance where it may either is too narrow or too
dangerous for personnel to operate [1]. It has proven that the snake-like robots are more
flexible and adaptable in difficult environments than conventional wheeled or legged
mobile mechanisms.

Snake robots with many degrees of freedom have been studied in the past decades.
The important characteristic of limbless locomotion was investigated and the mech-
anism of snake robot was also analyzed by many researchers. The early research on
snake robots can be dated as far back as the robot made by Shigeo Hirose in 1972 which
has 20 revolute joints with one degree of freedom called the Active Cord Mechanism
model ACM II [2]. After his snake robot more and more prototypes and locomotion
methods related to snake-like robot has been reported. A serpentine robot named GMD
was realized by driving wheel as the scales [3]. Recently, the paper [4] presented a
novel joint mechanism with spherical module for a snake robot aimed at enabling the
robot to demonstrate obstacle-aided locomotion in cluttered and irregular environments.
Furthermore, research has been aimed at mathematical formulation of snake motion,
kinematics [4] and dynamics [5], using robotic snakes with wheels [6], crawler tracks
[7] or only the snake body itself [8]. The work in [9] offered a Gibbs-Appell method
analyzing the dynamic dynamic model in detail. The work [10] explained the method
of non-smooth to build the dynamic model of the snake robot.
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S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 731–738.
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Although much work related to snake robot was analyzed in the published literature,
there are still many challenges to face both on the modeling and control of snake robot
due to its high number of degrees of freedom and how to achieve an easily controlled
gait for practical use of snakelike robot movement is worthwhile to consider. Most work
was done on the creeping propulsion since lateral locomotion is the most frequently and
efficient form of snakes. To achieve creeping locomotion on a supporting plane, a snake
robot with different friction coefficients in the tangential and the normal directions with
respect to the body is designed in the paper. Up to now most of the snake robot employ
wheels to realize the directional friction, which are also utilized in our robot. To es-
tablish an easily controlled gait for practical use of snakelike robot movement, a crawl
locomotion gait model based on a serpenoid curve is presented in the paper. The ef-
ficiency of the gait is given. Parameters of the criterions and their influence on the
efficiency of the gait are discussed by simulations and experiments.

2 Mechanical Designs and Control System

As a biological machine, snake robot is always designed to connect in series joint units
which can bend in an animated manner. In the section, the mechanism design and con-
trol system of our robot will be introduced.

2.1 Mechanism Design

In our design, the cylinder module of snake robot is capable of becoming extended or
removed easily. The whole mechanical snake consists of eleven links which are con-
nected through active joints that allow bending in two mutually orthogonal planes. The
joint module of snake robot, as shown in Fig. 1, mainly consists of two small dc motors,
two motor housings, two bevel gear set, passive wheels and an active ring. Each revo-
lute joint with two degrees of freedom is directly actuated by two motors. One motor is
used to control the angle between one link and the next link on the horizontal plane and
the other is used to control the angle between the link and the next on the vertical plane.

To show the diversity of our snake robot, we will discuss the mechanism compared
to Anna Konda which is designed as a firefighter robot with joints operated by a water

Fig. 1. The structure of one joint of our snake robot
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hydraulic actuation system[12]. In our design, A small geared dc motor is chosen to
actuate the joint due to its great torque and compact size that make it possible to realize
small module to increases flexibility in ruins environment. The joints with two degrees
of freedom make it possible for snake robot to be capable of locomotion in complex
three-dimensional environment.

The dimension of the module of our snake robot is much smaller than that of Anna
Konda. The head link of our robot is special where it does not contain the same internals
as the body links, but rather makes room for infrared sensor, power and controllers.
This gives the head segment a length 20cm, and a radius 8cm while the body segments
a length 16cm and a radius 8cm. The maximum angle in yaw and pitch direction with
respect to each module are both ±45◦ which are limited by the position and shape of
the bevel gear set.

In the published paper [10], Anna Konda achieves sidewinding motion successfully
but the lateral locomotion without the aid of external obstacles is not mentioned and it
is a apparent challenge since its mechanism design does not meeting the character of
diversity of friction force in normal and tangential direction which is essential to the
special gait of serpentine locomotion. Wheels are a simple and efficient tool to help
achieve the locomotion. In our design, six passive wheels are fixed on the cylinder
body in the uniform distribution. With the modified construction, the flexibility and
adaptability of our snake robot will be enhanced.

2.2 Control System of Snake Robot

Our snake robot consists of 11 links and has 20 degrees of freedom. The robot control
system mainly comprises of a computer, dual serial motor controllers, position feedback
sensors and power supply, and is shown in Fig. 2.

The main computer, as a centralized controller, is responsible for the high level con-
trol such as parameters setting, motion shape selection and dealing with the feedback
information from position sensors. The microcontroller based on Atmel Atmega1280
is employed to detect the voltage change signal of position sensor and offers feedback
to the computer. The dual serial motor controller Qik 2s9v1 produced by Pololu com-
pany, as Fig. 3, is employed as a motor controller. Each joint is equipped with such a

Fig. 2. The general control architecture of the snake robot
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controller. Once the motor controller receives control data from computer via RS232
transmitted in the scheduled protocol format defined by the motor controllers’ manu-
facturer, it drives to control the joints’ pitch and yaw.

3 Gaits for Snake Robot and Kinetics Model

The snake robots achieve all forms of movement mainly through controlling the shape
of the body. We control the shape appropriately, and then the snake robot will achieve
the desired locomotion. Here, inchworm locomotion based on serpentine curve is the
elective movement for our robot. The inchworm locomotion is based on traveling waves
of mechanism deformation on the plane. We simplify the snakelike robot as a multilink
system consisting of N identical links. The number of links that form the traveling wave
is n = 4 and the number of whole snake robot is N =11. Fig. 4 shows general steps of
the inchworm locomotion of snake robot. At the beginning all the links stay in a straight
line. The propulsion step of a traveling wave is from state b to state d. After one entire
cycle of movements, the snake robot advances along the desired direction for a distance
dstep. In the paper, we assume the robot move in low speed, so its dynamistic effect can
be not considered in this case and its kinematical analysis of serpentine locomotion is
presented in the following paper. The traveling wave model is shown as Fig. 5, and the
relative angles of the joint are derived from serpenoid curve.

Serpenoid curve first introduced by Shigeo Hirose is efficient [11]. According to
his studies, the tangential angles of this path must be a sinusoidal function, the snake
curvature satisfies

ρ = −absin(bs) (1)

where α represents the amplitude of an angle, b represents constant ratio and s rep-
resents the snake curve arc length, respectively. The curve angle can be derived from
integration of the curvature function as follows

θ (s) = αcos(bs) (2)

Then we find the relative joint angle as

ϕ = θ (s+ l)−θ (s− l) = 2αsin(bl)sin(bs) (3)

Fig. 3. A dual serial motor controller Qik 2s9v1 used in the snake robot
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where l is half the length of one body link of snake robot. Now we can get the relative
angle of each joint which is time function as follow

ϕi = Asin(−ωt +(i− 1)β ) (4)

where A = −2sin(bl), ωt = bs, β = 2bl, for i = 1, · · · , N − 1. In the work [12], it
presents that A, β are the parameters that determine the shape of the serpenoid curve
realized by the snake robot and ω specifies how fast the serpentine wave propagates
along the body, the simulation results based on different control parameters are shown
as Fig. 6.

Fig. 4. The movement steps of the inchworm gait based on traveling wave

Fig. 5. The link model of snake robot
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varies(right)
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In the paper, we assume the number of links forming the traveling wave n = 4. The
initial relative angle of the motion curve at t = 0 is obtained as

ϕ0
i = Asin(iβ ) (5)

for i= 1, 2, 3. Then the forward distance after one entire cycle of movements is obtained
by

dstep = l(n−
n

∑
i=0

cos(ϕi+1 −ϕi)) (6)

We assume that the initial shape of snake robot is in a straight line state, and thus
there is a transition step of movement from static state to creeping state. For starting
the locomotion, the initial winding angle is increased gradually from zero to a required
value. The change is transmitted from the front joint to the end joint in order and the
snake robot move forward at a distance of dstep after one entire cycle of the traveling
wave formed by n joints.

4 Experience

In this section, we present the experimental results. All the small motors are actuated at
the same time, so the body of snake robot can be curled up into sine curve in a moment.
Then we will carry on control all segment rotating in the same regulation, but just
under a time space. The reference relative joint angles are dependent on the parameters
α = π/6 rad, β = π/3 rad, ω = 1.5 rad, which control the shape of the traveling wave
and the speed of the wave. The experimental motion is shown in Fig. 7.

From the Fig. 7, we find that the traveling wave seems smooth since the relative
joint angels are based on the classical serpentine curve. The inchworm locomotion is

Fig. 7. The experimental result of inchworm locomotion
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often applied on the vertical plane, but it does not mean the similar traveling wave is
impossible to realize on the horizontal plane. The experimental results for the motion
prove that the inchworm locomotion is a useful method for snake robot. The robot
moves forward at a distance 9cm approximately within 10 seconds after one entire
cycle of the sine wave traveled from the end joint to the front joint in order.

However, there are some problems needed to notice. The shape of the whole snake
robot was not able to recover a straight line as an initial straight line state when one cy-
cle motion ends. Many reasons might account for the problem. Firstly, although snake
robot moves slowly to avoid the sideslip, it is not valid that the contact force between
a snake-like robot and the ground surface is not considered totally. So the pure kine-
matical model built in the paper may contribute to the final arc state of the snake robot.
Secondly, the snake robot designed in the paper has a noticeable free play in the joints
of about 3− 5◦. This results in that the control of the joint angles is not completely
accurate and a joint angle might not be able to reach its desired angle.

5 Conclusion

In the paper we design a snake robot with joint of two degrees of freedom and realize its
inchworm gait which is a practical motion and controlled easily. Experimental results
of the snake robot show that the gait based on serpentine curve is reasonable and the
snake robot moves forward smoothly. However, there are still a lot of work that need
to solve. The speed of the motion is not enough efficient in order to avoid sideslip. The
contact force between snake robot and the ground surface is necessary to consider and
a new model is needed to build badly.
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Abstract. In this paper, an automatic system for recognizing expression 
intensity is proposed. Modified Active Appearance Model (MAAM) is utilized 
to extract facial feature points (FFPs), and then, according to the FFPs' position, 
the sequence is preprocessed. Coarse-to-fine pyramid algorithm is employed to 
track FFPs for extracting 23 optical flow vectors, and eliminating the error 
caused by rigid movement of head. Expression intensity is recognized by 
multilayer hybrid classifier. Support Vector Machine (SVM) classifies the 
expression in the form of optical flow vectors, and KNN classifier recognizes 
the intensity. We conduct the experiments on Cohn-Kanade expression database 
and the result shows good effect.  

Keywords: Expression intensity recognition, MAAM, optical flow vector, 
SVM, KNN. 

1 Introduction 

Facial expression, an important form for communication, has rich emotion information. 
Automatic expression understanding can increase the emotional dimension for human-
computer interaction (HCI). Since the 1990s, the research of expression recognition is 
increasingly active and has attracted many institutes [1-4].  

The static and dynamic expression recognition under controlled condition has 
reached a high level. However most of them only recognize six basic expressions: 
happy, sad, fear, disgust, surprise and angry. Psychology research indicates that only 
six basic expressions cannot understand human emotion perfectly. Actually human 
emotion may vary with intensity of identical expression, so recognizing different 
intensity is significant and can serve in HCI for perceiving human emotion precisely. 
Now, researchers have studied subtle expression recognition: James and Kanade used 
the method combining sparse optical flow, dense optical flow and the high gradient 
for subtle expression recognition [5]; Park and Kim recognized subtle expression by 
amplifying facial optical flow feature vector [6]. Expression intensity recognition 
attracts no comprehensive attention, as it is more difficult than subtle expression 
recognition. For expression intensity recognition: Essa and Pentland used optical flow 
representing the variety of the expression intensity [7]; Amin and Yan measured 
expression intensity from facial images by self-organizing maps [8]. 
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Expression intensity recognition is still developing; further effort is required to 
promote the expression recognition. This paper proposes expression intensity 
automatic recognition system as shown in Fig.1: It consists of two main parts: (1) 
feature extraction and (2) expression intensity recognition. Feature extraction consists 
of three steps: First, Modified-AAM fitting extracts 40 facial feature points. Second, 
the input sequence is preprocessed. Finally, the motion vectors of 23 feature points 
are extracted. After feature extracted, expression intensity is recognized: Using SVM 
recognize expression and then corresponding K-NN classifier is selected to classify 
expression intensity into less, middle and very. 

{

 

Fig. 1. Expression intensity automatic recognition system 

 

Fig. 2. An expression sequence and its classification 
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Expression intensity is divided into three classes, which is corresponding to a part 
of the time sequence of expression, which is shown in Fig.2. 

The remainder of this paper is as follows. In Section 2, we introduce how to extract 
optical flow vectors. In Section 3, multilayer hybrid classifier is presented to 
recognize expression intensity. Section 4 discusses experimental results on CMU 
Expression Database showing that our approach is effective for expression intensity 
recognition. Conclusions are stated in Section 5. 

2 Feature Extraction 

Automatic expression recognition can not be achieved by manually marking FFPs, so 
we extract facial feature points (FFPs) automatically with modified active appearance 
model. 

2.1 Modified Active Appearance Model (MAAM) 

In 1998, Cootes first proposed AAM based on ASM [9]. AAM establishes models for 
both object shape and texture, and than combining shape and texture model to 
establish appearance model, which reflects change of object shape in company with 
texture, so the accuracy is higher than the ASM. But it fails to align object in large 
scale motion. In order to improve the nonlinear alignment performance of AAM, we 
apply a variant of the nonlinear manifold learning algorithm, Local Linear Embedded, 
to model shape-texture manifold [10]. Experiments show that our method maintains a 
lower alignment residual to some small scale movements compared to traditional 
AAM based on Principal Component Analysis (PCA) and makes a successful 
alignment to large scale motions when PCA-AAM failed. 

After AAM model is established, target matching is realized by adjusting the 
parameters of the model to make the gray difference between synthetized image and 
searched image minimum, namely minimizing the error showing in (1). 

 
2 2

s mg g gδΔ = = −                             (1)
 

Where sg  is the normalized sampling values of actual image texture, and mg  is 
image texture, which can be calculated by texture model. 

With a larger number of FFPs to build appearance model, the result is more accurate 
at the expense of computational complexity. So we use 40 feature points representing 
the facial shape. We extract FFPs in the Cohn-Kanade database by MAAM, shown in 
Fig.3.  

2.2 Image Preprocess 

Recognition accuracy can be improved by preprocessing, including angle and size 
normalization. 
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Fig. 3. 40 FFPs on the face 

Angle normalization: the quality of extracted feature vectors will be affected by 
tilted facial images. So facial images need to be rotated ensure uniformity of the face 
geometrical position. Firstly we calculate the angle between horizontal line and two 
eyes, and then, image is reverse rotated by this angle. Bilinear quadratic interpolation 
is used to calculate pixel gray value of the new coordinates produced by rotation, and 
rotated image is clipped to match the original. 

Size normalization: clipping image to reduce the factor has nothing to do with the 
expression intensity recognition after image rotated. Suppose horizontal distance of 
eyes is D, clipping approach and clipped image are illustrated in Fig.4. 

 

Fig. 4. Rotated and clipped image 

2.3 Feature Extraction 

AAM can be applied to video tracking directly, which is suitable for small motion, 
but fails to make use of similarity between frames. So we use LK algorithm to track 
FFPs. Barron compared various optical flow algorithms [11], and the result indicates 
that LK algorithm is more accurate, stability, fast, and easy to implement. 

The principle of LK algorithm tracking FFPs is based on three hypotheses: the first 
one is brightness constant which can be expressed as: 

 
( ) ( ) ( ), , , ,f t I x y t I x x y y t t≡ = + Δ + Δ + Δ                 (2) 

θ

 

. 
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Where ( ), ,I x y t  is the gray of ( ),x y  at time t , ( ), ,I x x y y t t+ Δ + Δ + Δ  is gray of 

( ),x x y y+ Δ + Δ at time t t+ Δ . 

The second is time continuous and Equation (2) can be converted to Taylor formula 
at ( ), ,I x y t . 

 

0
I I I

u v
x y t

∂ ∂ ∂+ + =
∂ ∂ ∂                        (3) 

Where 
dx

u
dt

= ,
dy

v
dt

=  is velocity in x and y axis of ( ),x y  at time interval 

1k kt t t −Δ = −  respectively. There are two variable in (3). It has no definitely solution 
without constraint added.  

The last hypothesis is spatial consistent, in other words, pixels in a small area have 
the same optical flow. This can be established as follows. 

 

( ) ( )
( ) ( )

( ) ( )

( )
( )

( )

1 1 1

2 2 2

x y t

x y t

x n n y n n t n n

I p I p I p

I p I p I pu

v

I p I p I p× × ×

   
   

    =        
     

  
               (4) 

u , v motion weight can be calculated from (4). 
We select 23 FFPs most relevant to expression, of which 6 in eyebrows, 8 in eyes, 

3 in nose and 6 in mouth. LK algorithm is utilized to track FFPs for obtaining optical 
flow vectors. Fig.5 illustrates the changing process of disgust sequence FFPs' 
position. Expression characteristics are: the eyebrows curl, lips down, the nose drive 
up, and eyes closed slightly reveal an expression of disgust. 

 

 

Fig. 5. The changing process of disgust sequence FFPs' position 

Rigid motion of head is inevitable in the process of tracking FFPs. There is large 
error in optical flow vectors as illustrated in Fig.6.  

 

(a)         ( b)        (c)          (d)        (e) 
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Fig. 6. Fixed optical flow vectors are achieved 

In order to eliminate it, optical flow vectors are fixed by affine transform to current 
frame: firstly, angle rotation; secondly, align with the first frame. Then using the 
current FFPs' position minus the first frame, fixed optical flow vectors will be 
achieved as Fig.6 shows. 

3 Expression Intensity Classify 

Six basic facial expressions and each have three kinds of intensity; the classes need to 
be recognized up to 18. For samples near the hyperplane constructed by SVM, it is 
not easy to discriminate them. But, KNN classifier can use the information of samples 
to classify them, so multilayer hybrid classifier is used to recognize expression 
intensity. Firstly, SVM classifies the expression in the form of optical flow vectors 
into six basic expressions, and then recognizing intensity by corresponding KNN 
classifier. 

3.1 SVM Recognize Expression 

SVM can solve problems of small samples, nonlinear and high dimensional, widely 
applied in pattern recognition. The basic idea can summary as follows: converting 
input space into a higher dimension by non-linear transform, then constructing 
optimal linear plane in new space. Nonlinear transform is achieved by kernel 
function, so the key issue of SVM classifier design is to choose the kernel function. 
There are four kernel functions: linear kernel, polynomial kernel function, radial basis 
kernel function and Gaussian kernel function. The kernel function is selected by 
experiment based on classification accuracy, and finally we choose radial basis kernel 
function. 

For training samples, 23 feature vectors are used to train SVM classifier. The 
trained SVM is used to classify 23 feature vectors of test sample into six basic 
expressions, and then the KNN classifier is selected to classify expression intensity 
into three kinds. 

3.2 KNN Classify Intensity 

Edward proposed K-Nearest Neighbor (KNN) on the basis of Nearest Neighbor (NN) 
[12]. It classifies test sample to the class who appears most time among the k nearest 
neighbors' sample. This non-parametric classification algorithm is very effective, and 
its basic principles are summarized as follows: 
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( ){ }, , , 1,2, ,d
i i iL x y x i N= ∈ =R   are labeled data sets, ix  is train data, iy  is 

its label, and { }1 2, , ,i cy ω ω ω∈  . tx  is the test sample and yt  is its label, 

Euclidean distance between ix  and tx  is: 
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1 2
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 = −
 = 

                   (5) 

Suppose ik  represents sample number of class iω  among k nearest sample of tx . 

1

c

i
i

k k
=

=                             (6) 

The class of tx  is the label corresponding to maximum of ik   

( )maxt i
i

y k=                           (7) 

Then we label the expression sequence and then extract the optical flow vectors of 
different intensity. Optical flow vectors of different intensity are added to training set. 
There are training set for six basic expressions respectively and six KNN classifiers 
are constructed to classify expression intensity. 

4 Result 

The expression databases used in our experiments are Cohn-Kanade Expression 
Database [13]. As we know, expression intensity varies from neutral to apex in 
sequence. 40 sequences are randomly selected from the database for each basic 
expression. 15 students to label the sequence; 1, 2, 3 represent less, middle and very 
respectively. According to the statistical results, we label each of the sequence with 
the class which most of the students have agreed on. Fig.7 is a labeled sequence. 
 

 

Fig. 7. The labeled sequence 

Firstly expression of last frame is recognized, the selected 40 sequences are 
divided into quarters. The feature vectors are extracted by our approach and SVM is 
used to classify the feature vectors. The leave-one cross-validation approach is used to 
make maximal use of the available data. Table I presents confusion matrix, contrast to 
the result without image sequences preprocessed and rigid motion error eliminated, 
our method is better. 

 

Neutral     1         2         3
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Table 1. Confusion matrix for expression recognition 

Expression happy sad fear disgust surprise angry 

happy 40 0 0 0 0 0 

sad 0 37 1 0 0 2 

fear 3 0 35 1 1 0 

disgust 0 0 1 39 0 0 

surprise 0 0 1 0 39 0 

angry 0 2 0 3 1 34 

 
For expression intensity recognition, 10 sequences are picked out of 40 labeled 

sequences as test set and the rest as training set.  Sample of less, middle and very 
intensity is selected from a sequence respectively. So each basic expression includes 
30 test samples and 90 training samples. For training samples, totally 540 of six basic 
expressions are used to train SVM and 90 of each expression includes three kinds of 
intensity are employed to train KNN classifier. For test samples, SVM classifies them 
into six basic expressions. According to the result of expression recognition, 
corresponding KNN classifier is selected to recognize expression intensity. Table II is 
the recognition result of expression with different intensity by SVM and Table III is 
expression intensity recognition result by KNN classifier. 

Table 2. Expression with different intensity recognition result 

Expression happy sad fear disgust surprise angry 

happy 26 1 2 1 0 0 

sad 1 21 3 2 1 2 

fear 6 1 20 1 2 0 

disgust 1 0 3 22 0 4 

surprise 2 0 2 1 25 0 

angry 1 5 1 3 0 21 

Table 3. Expression intensity recognition result by KNN classifier 

Expression happy sad fear 

intensity 1 2 3 1 2 3 1 2 3 

accuracy 7 9 10 5 6 8 5 7 8 

Expression disgust surprise angry 

intensity 1 2 3 1 2 3 1 2 3 

accuracy 5 7 10 6 8 10 5 6 9 

The above three experiments indicates that recognition accuracy of last frame in 
sequence can reach 95.5% by image sequences preprocessing and error eliminating. 
While recognition accuracy of expression including different intensity is 75.5%, for 
the discrimination of less intensity is low. Even though, expression intensity 
recognition accuracy of this approach is far better than [8] and accuracy obtained by a 
single classifier (SVM or KNN). 
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5 Conclusion 

This paper presents an automatic intensity recognition system, which can recognize 
different expression intensity. MAAM is used to promote the accuracy of FFPs mark, 
as the foundation for the system. Then we use pyramid LK algorithm to track FFPs 
and obtain optical flow vectors with error eliminated. Expression intensity is 
recognized by multi-level hybrid classifier and classification capacity is better than a 
single classifier (SVM or KNN). It can be used in intelligent machine to understand 
human emotion precisely.  

Good result for expression intensity recognition is achieved with the average 
accuracy 75.5%. But now, the accuracy is still low and there are no more effective 
approaches for expression intensity recognition, so further research is needed to 
improve the expression intensity recognition accuracy. 
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Abstract. The problem of multi-robot for searching mission with fully commu-
nicative known environment is considered in this paper. Robots are required to
maneuver every part of the given environment repeatedly until they find a target
object. In order to increase the effectiveness of deploying the mult-robot, they
need to be spread out sufficiently, not overlapping the searching area with other
robots. To achieve this, we proposed an algorithm about deploying the multi-robot
with maximizing the on-line coverage of the searching area. A shared dynamic
map and its updating algorithm is proposed. Robots find next exploration area
autonomously while updating the shared dynamic map. The algorithm is tested
by simulation and the result is presented.

Keywords: multi-robot, coverage, searching, cooperative searching.

1 Introduction

A multi-robot system is well suited for searching and exploration of robotic mission,
especially when the mission is time consuming or dangerous. Searching a target with
multiple mobile robots is practical for such applications as building maintenance or
environmental monitoring. The multi-robot system can locate the fire ignition point
[1], clean or find an intruder of a building [2] or search source of radiation, mines [3],
victims [4], and the odor of waste [5], regarding its attached sensor and manipulator.
To find a target with multi-robot, rather than visiting the searching area once, robots
are required to maneuver continuously until they find a target object or terminated by
user. The purpose of multi-robot searching algorithm is therefore different with multi-
robot coverage or exploration problem.[6][7] Robots have to continuously visit every
part of the map, by maximizing the multi-robot coverage at the same time. In order
to increase the effectiveness of deploying the multi-robot, they need to be spread out
sufficiently, while not overlapping the searching area with other robot. We proposed a
multi-robot searching algorithm satisfying these requirements by deploying the multi-
robot which autonomously finds the next exploration area. Since all robots have own
goal, they move simultaneously to maximize overall spatial coverage, this problem is
the matter of cooperative distributed intelligence problem.[8] This paper is organized
as follows. Section II contains background knowledge about assumptions and dynamic
map. Section III introduces the proposed algorithm with virtual goal selection. Section
IV presents experimental results of the proposed searching algorithm. Finally, section
V briefly discusses conclusion and future work.
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2 Background

2.1 Premise

The cooperative searching algorithm is performed on the basis of following premise.

1. Robots are performed in known environment and able to localize.
2. Robots can fully communicate.
3. When target object is within the sensor range, the robot is able to detect it.

Robots are deployed on the known environment with location sensor, thus, the robot
knows where itself and other robots are. Since the main pupose of the algorithm is to
find an object on an empty area, such as finding a fire point, or finding an intruder in
a building, no dynamic obstacle is assumed. The fully communicative infrastructure
enables robots know locations of other robots and share the same topological map.
Robots have their sensor to recognize the target object. The sensor can vary for its
application, for example, a camera for finding a human intruder, or a thermometer for
finding a fire point. When the target object is within the sensor range, we assumed that
the robot is always able to detect it. Once the target is found, the mission is terminated.

2.2 Dynamic Map

The global map in [6] is used to represent the area that has been explored, and further
plan the paths and coordinate actions. In addition to the property of the global map, fol-
lowing two mechanisms are applied to change the values of the grid cells. The dynamic
map is expressed with decrement and reset mechanism.

Decrement. The dynamic map automatically changes the overall value of the grid cells
on each time step either ascending or descending order, the opposite of the reset
value.

Reset. The value of the grid cells within sensor range are the reset value.

The dynamic map is similar to the occupancy grid map, however, the only difference is
that it automatically changes the value of grid cell after certain amount of time step. For
convenience we assumed descending order. The decremental cells refers the open space
of the dynamic map. The minumuim value is limited to 1 to prevent from confusion of
the wall value 0.
Cells covered by sensor are the checked area by the robot meaning no object of interest
was found. The value of the grid cells in such area is set to 255, the white color when
expressed in bitmap. The reset and decrement value of the cell Ci j of dynamic map can
be expressed respectively as in the Eq.1.

Ci j =

{
255, if Ci j is within the sensor range

Ci j − 1, otherwise (Ci j ≥ 1)
(1)
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The updating algorithm of the dynamic map using two mechanism is summarized in
Algorithm1.

Step Algorithm 1 Dynamic map updating algorithm
1: Initialize dynamic map to 1.
2: While Moving to the virtual goal do

(a) If grid cells are within sensor range: Ci j = 255;
(b) Else: Ci j =Ci j −1(Ci j ≥ 1) ;

The dynamic map after few steps a robot has moved is depicted in the Fig.1. All
cells of dynamic map are initialized to one. (Fig.1 (a)) Then, cells are updated to 255 if
they are within sensor range. Otherwise, rest of the cells in dynamic map is decreased
by one.(Fig.1 (b)) Fig.1 (c) and (d) shows the dynamicmap after robot’s first and tenth
move, repectively.

Having cells updated, other robots should know which cells have been reset because
this information is further used to select virtual goal. Therefore, coordinates of the reset
cells are broadcasted to other robots. Rather than sending the checked cells’coordinates
directly every time, the robot collects the cells for certain amount of time and broadcast
them to other robot at once to reduce communication load. Only coordinates of reset
cells are necessary because others will be automatically degraded every time step. This
way, all robots can share one dynamic map.

2.3 Virtual Goal

To keep robots continuously wandering the given area, robots are required to select
own virtual goal, and move toward it. From the initial arbitrarily positions, robots select
own virtual goal from the dynamic map. When selecting the virtual goal, the lowest
value among frontier cells is chosen as in the Fig.2. Frontier cell is the boundary cell of
the sensor distance. Since the dynamic map is descending order, it can be inferred that
lowest value means it has not been discovered for a long time. If there are frontier cells
with same value, the one closest to the robot’s front orientation is selected.

2.4 Cooperative Searching Algorithm

When moving toward the virtual goal, the robot updates the dynamic map regarding
the method in section 2.2. In this operation, the robot checks the cells within the sensor
distance whether target object exists or not. If target object does not appear, the values
of the cells are set to reset value. (In this case, 255) And, these cell’s coordinates are
collected and broadcasted to other robots so that the other robots also recognize the
area has been discovered. Robot itself also updates own dynamic map if coordinates
of other robot are received. Thus, all robots can maintain one dynamic map. When a
robot reaches to the virtual goal, it automatically selects new virtual goal using the
method in section 2.3 again to explore new area until the user commands termination.
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(a) Initial dynamic map setting (b) Updating the dynamic map at the initial
position.

(c) Updating the dynamic map after first step. (d) Updating the dynamic map after tenth
step.

Fig. 1. Updating the dynamic map after several time step

Fig. 2. The virtual goal is selected as the lowest cell among boundary cells of the sensor distance
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As a result, robots can move all regions continuously until they find the object. The
proposed algorithm can be summarized as follows.

Step Algorithm 2 Coordinated multi-robot searching algorithm
1: Initialize the dynamic map.
2: Find the lowest value of boundary cell for the virtual goal.
3: If there are several candidates for the virtual goal from step 2,

select one that closest to the robot’s orientation.
4: While moving to the virtual goal do

If cells are within sensor distance: Ci j = 255;
Else Ci j =Ci j −1, (Ci j ≥ 1);

5: If the robot has arrived to the virtual goal, go to step 2.
6: If the target object is found, the algorithm is terminated.

3 Experimental Results

We tested the algorithm on 9× 12m office-like map as in Fig.3. The map is simply
composed of wall and open space. Robot’s sensor range is assumed to be 1.5m and
180 degree. Five differential drive robots are used. The dynamic map is shared among
robots instantaneously. New virtual goal is selected when the robot approaches the tar-
get within 1m.

R1

R2

R3
R4

R5

Fig. 3. Five robots are depicted in red. For experiment, six spots are selected in the middle of the
room and the corridor in blue dots to measure how often robots visit the point.

To measure the passing rate of robot, six blue spots are selected from the middle of
four rooms and corridor as in the Fig.3. From the lower left fiducial point of the map,
points are located as in the Table 1.

The simulation result is depicted in Fig.4. It represents overall dynamic map after
several time step. Fig.4.(a) shows the bitmap image of the dynamic map that initially
unexplored except the front side of robot. It can be seen from the Fig.4.(b),(c) and (d),
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Table 1. Coordinates of the selected spots

Points 1 2 3 4 5 6
x: 2 6 10 5 2 8
y: 2 2 2 4.7 7 7

after 7, 30 and 150 time step, respectively, that as the robot moves toward the dark
area of the map, the past passage correspondingly become darker. The bright area is the
sensor range of five robots, meaning the region has currently being discovered. And the
dark area means the area has not been detected for a while.

(a) 1t (b) 7t

(c) 30t (d) 150t

Fig. 4. Image file of the dynamic map after 1t(a), 7t(b), 30t(c), 150t(d)

During simulation it has been observed that since the robot selects virtual goal au-
tonomously, the algorithm helps robot being scattered to different region, even though
more than one robots are gathered to near position once.

Figure 5 shows the passing time of the corresponding six points after 2000 seconds.
As can be seen in the Fig. 4 and 5, the frequency of the robot passing through the points
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Fig. 5. Five robots are depicted in red. For experiment, six spots are selected in the middle of the
room and the corridor in blue dots to measure how often robots visit the point.

can possibly be non-uniform; however, the all points receives almost equal chance being
detected by robot as time passes.

4 Conclusion

The problem we consider is that robots are required to repeatedly visit every part of the
map in order to detect the object of interest. Thus, we proposed a multi-robot searching
algorithm using dynamic map and virtual goal selection method. The simulation result
proves that the proposed algorithm is considerably effective and relatively simple for
searching mission in a known environment of multi-robot system. To reinforce the al-
gorithm, physical test should be followed. This algorithm can be used in surveillance
and monitoring of robotic mission.

Acknowledgements. This research was supported by MKE under collaborative intel-
ligence project.(10037352)
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Abstract. This paper aims to investigate the effect of different emotional states
on healthy subjects’ steady-state visual evoked potential responses. First, affec-
tive steady-state visual evoked response experiments are designed and imple-
mented. Emotion eliciting pictures selected from the International Affective
Picture System are flickered on the four directions of the screen at the frequency
of 10Hz, 11Hz, 12Hz and 15Hz respectively. Subjects’ EEG signals are recorded
by a Quik-cap simultaneously. After that, spectral density analysis and canonical
correlation analysis are conducted across trials respectively to extract features.
Then a one-way analysis of variance is performed to evaluate the effect of differ-
ent emotional states on subjects’ steady-state visual evoked potential responses.
Results show that there exist significant differences between steady-state visual
potential response under different emotional states. Both positive and negative
emotions enhance subjects’ steady-state visual evoked potential responses. Thus
it is easier to detect subjects response under positive and negative emotional states
than that under neutral state.

Keywords: affective, steady-state visual evoked potential responses, canonical
correlation analysis.

1 Introduction

The essence of Brain Computer Interface (BCI) is to infer human’s mind by brain ac-
tivities [1]. It not only broadens the range of human-computer interfaces, but also of-
fers a new development method to study the human brain. Steady-state visual evoked
potentials (SSVEPs) are subjects’ natural responses to visual stimulation at specific fre-
quencies. When the retina is excited by a visual stimulus ranging from 1 Hz to 100
Hz, the brain generates electrical activity at the same or multiples of frequency of the
visual stimulus. SSVEP has several superiorities such as higher signal-to-noise ratio,
higher accuracy rate, better information transfer rate as well as little training compared
with other sources, such as slow cortical potentials and cortical rhythms, therefor it
has been one of the most commonly used noninvasive electrophysiological sources in
EEG-based BCI systems [2][3]. Although considerable progress has been made in the
field of SSVEP-based BCI, and several related systems have already been proposed

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 757–766.
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[2][4][5][6][7][8], only a few researchers have considered the affective effects on sub-
jects’ SSVEP responses. Affect is a psycho-physiological phenomena, which may in-
fluence subjects’ SSVEP brain responses [9][10].

A. H. Kemp et al. [11] were the first to investigate affective effects on subjects’
SSVEP responses. Seventy-five pictures from the International Affective Picture Sys-
tem (IAPS) , categorized as pleasant, neutral, and unpleasant, were selected according
to the Self-Assessment Manikin (SAM) ratings. Each emotion eliciting picture was
presented in a flickering paradigm at 13Hz for a period of 6s. Steady-state probe to-
pography was used to evaluate the SSVEP associated with the processing of pleasant
and unpleasant images low in arousal content. After that, analysis was conducted by the
subtraction between the activity when viewing neutral pictures and the activity when
viewing pleasant as well as unpleasant pictures. Results revealed that both pleasant and
unpleasant valence was related to transient, widespread, and bilateral frontal SSVEP
latency reductions.

Andreas Keil et al. [12] conducted a similar experiment. They chose sixty pictures
from IAPS to present in a flickering paradigm at 10Hz and analyzed the visual percep-
tional differences among six categories, i.e. threat and mutilation (unpleasant), families
and erotica (pleasant), and household objects and persons (neutral). Phase and ampli-
tude of the 10Hz SSVEP were extracted by FFT, and the analysis of variance (ANOVA)
was conducted. The experimental results showed that the amplitude of the 10Hz SSVEP
was boosted up during viewing of pleasant and unpleasant pictures, in contrast to neu-
tral pictures at parieto-occipital recording sites.

Instead of using IAPS pictures, Hovagim Bakardjian et al. [13] adopted eight emo-
tion eliciting video clips of facial expression image sequences. Each emotion eliciting
video clip was associated with an independent command and flashed on the different lo-
cations of the monitor simultaneously at different frequencies, i.e. 5.0Hz, 5.4Hz, 6.0Hz,
6.67Hz, 7.5Hz, 8.55Hz, 10.0Hz, and 12.0Hz. The participants were asked to focus on a
fixed video stimulus during a period of 4s to . The evoked SSVEP was translated to con-
trol a robotic arm. Signal energy measures were conducted for the BCI analysis. At last,
a two-way ANOVA was carried out, showing that the SSVEP activity was significantly
dependent on the affective type of video clips.

In this paper, we aim to investigate the effect of different emotional states on healthy
subjects’ SSVEP at four commonly used frequencies, including 10Hz, 11Hz, 12Hz and
15Hz. The framework of our work is illustrated in Figure 1. First, an affective SSVEP
experiment is designed and implemented. Eighty-four pictures, consisting of twenty-
eight positive, twenty-eight neutral and twenty-eight negative ones, are selected from
IAPS. Since the brightness and contrast of stimuli are associated with SSVEP brain
responses[8][14], a one-way ANOVA is performed to evaluate whether there are sig-
nificant differences in brightness or contrast between three kinds of emotion eliciting
images. The analysis results show that there are no significant differences in brightness
or contrast among three groups.

Then each emotion eliciting picture is flickered on the four locations of the screen
at a frequency of 10Hz, 11Hz, 12Hz and 15Hz respectively. Subjects’ EEG signals are
recorded by a Quik-cap simultaneously. During the interval of two trials, subjects are
required to report their induced emotions in valence and arousal with the help of SAM.
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These self-reported data are used to evaluate the effect of emotion eliciting pictures .
After data collection, spectral density analysis (SDA) and canonical correlation analy-
sis (CCA) are conducted across trials respectively to extract features. Then, a one-way
ANOVA is performed to evaluate the effect of different emotional states on subjects’
SSVEP responses. Experimental results show that there exists significant differences
between SSVEP responses under different emotional states. Both positive and nega-
tive emotions enhance subjects’ SSVEP responses. Last, classification is conducted ac-
cording to the two kinds of features respectively. Better performance is obtained when
subjects are under positive or negative states, which indicates that it is easier to de-
tect subjects’ responses under positive and negative emotional states than under neutral
state.

The rest of this paper is organized as follows. Section 2 describes the affective
SSVEP experiment. Section 3 elaborates on data analysis. Experimental results and
discussions are given in Section 4. Section 5 summarizes the paper.

Fig. 1. Framework of the proposed method

2 Affective SSVEP Experiments

2.1 Subjects

Six healthy participants (three males and three females, from 18 to 23 years old) partic-
ipated in the experiments. All of them were ensured in normal corrected vision. Before
the experiment, an informed consent form was signed by each subject and we paid a
certain amount of money for his/her participation after the experiment.

2.2 Stimuli

Eighty-four emotion eliciting pictures, were chosen as stimuli from the IAPS [8], in-
cluding 28 positive pictures whose valence ranges from 7.02 to 8.34, 28 neutral pic-
tures with valence from 4.46 to 5.46, and 28 negative pictures with valence from 1.8
to 3.47 [5].
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2.3 Experiment Procedure

First, a detailed description was given to the participants about the arrangement of the
experiments, the meaning and the measurement scale of arousal and valence and matters
needing attention during the experiment. Second, he/she was asked to sit on a sofa in the
isolate room and wear the Quick-cap and an earphone. Third, the experiment was per-
formed according to the experimental protocol illustrated in Figure 2. For each experi-
ment, there were four blocks, representing 10Hz, 11Hz, 12Hz and 15Hz, respectively.
Participants were required to focus on one of four locations in each block continuously,
which consist of the following steps:

Step 1. A fixation cross was displayed for 3s.
Step 2. Four rectangles in four directions (up, down, left and right) with one in yellow

were shown to remind the subject which rectangle to gaze at in the following BCI task
for 2s.

Step 3. One emotion eliciting picture flickered with frequencies of 10Hz, 11Hz, 12Hz
and 15Hz for 10s respectively. Then the experiment procedure went to step 2. This
loop continued 21 times, displaying seven positive, seven neutral and seven negative
pictures. The order of emotion category of pictures was random, in order to reduce the
order effect.

Fig. 2. Experiment protocol

During the interval of the trials, subjects were asked to report their real induced
emotion using valence and arousal, ranging from -2 to 2, with the help of the SAM.

EEG signals were acquired via a Quik-cap (Neuro Inc., EI Paso, TX) with 32 Ag-
AgCl electrodes arranged in an extended 10-20 system montage. Neuroscan Synamps2
bio amplifiers were used, and EEG signals were recorded using Neuroscan Scan soft-
ware (v4.3.1). The sampling rate for all channels was 500Hz. For presentation, E-prime
(v2.0 beta) was used [16].

3 Data Analyses

After the affective SSVEP experiments, data analyses are performed on the collected
EEG signals, including data preprocessing, feature extraction of SDA and CCA, a one-
way ANOVA and classification.
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3.1 Preprocessing

First, bad channels of raw EEG data are removed. Second, the remaining EEG data are
filtered by a high-pass filter with a cut-off frequency of 1Hz to remove the direct current
(DC) noise. Finally, Independent Component Analysis (ICA) is performed to remove
blink, eye movement and muscle artifacts. One subject’s EEG data was deleted due to
its invalid collection. Thus, for each kind of frequency, there are 105 samples. Since the
SSVEP response can be effectively detected in the occipital region [2][17][18], EEG
signals of five electronica nodes, O1, O2, Oz, P3 and P4, are taken for further analysis,
among which, O1,O2 and Oz are in the center of the occipital region, and P3 and P4 are
in the edge of the occipital region.

3.2 Feature Extraction

Two kinds of commonly used features are extracted from the preprocessed EEG signals.
One is SDA, and the other is CCA. To successfully detect harmonic frequencies from
SSVEP, SDA requires more EEG data to achieve the same performance as that of CCA.
Thus, 9s and 5s EEG data are used to extract features of SDA and CCA respectively.

SDA is a method to calculate a function of frequency related to a deterministic func-
tion of time or a stationary stochastic process. FFT is performed on a period of 9s EEG
data, and the sums of fourier coefficients at fundamental frequency and its correspond-
ing second harmonics for four frequencies are extracted as features [19].

CCA method is a statistical method, measuring the linear relationship between two
sets of variables. It finds a set of basis vectors for each set of variables so that the
correlation between the two canonical variables, and the projections of the variables
onto these basis vectors, are maximized [2][6][20][21].

Here, X(t) = (X1(t), X2(t), ...X5(t)) represents five channels of preprocessed
EEG signals. The other variable Yf (t), represents repetitive visual stimuli,

Yf (t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

sin(2πft)
cos(2πft)
sin(4πft)
cos(4πft)
sin(6πft)
cos(6πft)

⎤
⎥⎥⎥⎥⎥⎥⎦
t =

1

T
,
2

T
, ...,

N

T
; f = 10, 11, 12, 15. (1)

where f is the base frequency, T is the sampling period, and N is the number of sampling
points.

Let Wx and Wx denote two sets of basis vectors. Then a pair of combinations{
U = XTWx, V = Y TWy

}
, are the projection of X and Y onto U and V respectively.

The linear relationship between X and Y, now can be obtained by computing the maxi-
mum value of correlation coefficient between U and V in terms of the selection of Wx

and Wx [19][20], which can be computed by the following formula:
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Thus, four coefficients are obtained.

3.3 Affective Effect Analyses Using ANOVA

After feature extraction, a one-way ANOVA is performed to investigate whether there
exists significant difference between SSVEP response under three kinds of emotions
for each frequency.

3.4 Classification

Classification is performed using SDA features and CCA features respectively. The
command is recognized as the frequency whose corresponding feature is the largest
among four kinds of frequencies.

4 Experimental Results and Discussion

4.1 Analyses of the Stimuli

Since the brightness and contrast of stimuli are associated with SSVEP brain responses
[8][14], the brightness and contrast of difference emotion eliciting pictures should be
similar in our experiments, since we only investigate affective effects on SSVEP re-
sponses. We first extract the mean and variance of the gray value of each picture as
the features of brightness and contrast respectively. Then, a one-way ANOVA was per-
formed to evaluate whether there are significant differences in brightness and contrast
between three kinds of emotion eliciting pictures respectively. For brightness, F(2, 81)
= 0.629 and p = 0.536, and for contrast, F(2,81) = 0.099 and p = 0.906. The results
showed that there are no significant differences in brightness and contrast among three
emotional images.

Although the chosen eighty-four pictures are well evaluated by 100 college students
according to [15], subjects in our experiments may have different feelings about these
pictures, since their racial and cultural backgrounds are different. Thus, subjects are
required to give their evaluation to the stimuli during the experiments. Then, a one-
way ANOVA is conducted on self-report data of the three groups to investigate whether
there are significant differences among them. The result of [F = 216.76, p<0.001] shows
there exist significant differences among three kinds of emotion eliciting pictures. After
that, three groups of t-test are performed, and results showed that there exist significant
differences between the self-reported data of positive and negative pictures, positive
and neutral pictures, and neutral and negative pictures. It demonstrated that the chosen
pictures achieved the eliciting purpose of emotions.
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4.2 Experimental Results and Analyses of Affective Effect on SSVEP Responses

The mean of five channels’ SDA and CCA are used for analysis of ANOVA. Table 1
and Table 2 list the results.

Table 1. Significance differences of SSVEP responses under three emotional states at a 0.05
level(with *) by using SDA

Emotions 10Hz 11Hz 12Hz 15Hz
Overall 0.003* 0.005* 0.012* 0.005*

Neutral vs. Negative 0.001* 0.001* 0.004* 0.002*
Neutral vs. Positive 0.008* 0.027* 0.023* 0.031*

Negative vs. Positive 0.445 0.243 0.461 0.508

Table 2. Significance differences of SSVEP responses under three emotional states at a 0.05 level
(with *) by using CCA

Emotions 10Hz 11Hz 12Hz 15Hz
Overall 0.009* 0.000* 0.007* 0.001*

Neutral vs. Negative 0.003* 0.000* 0.000* 0.000*
Neutral vs. Positive 0.017* 0.001* 0.006* 0.005*

Negative vs. Positive 0.49 0.36 0.632 0.296

From the two tables, we can see that overall significant differences of SSVEP re-
sponses under three emotions in four frequencies are discovered by using both SDA and
CCA features, which may reveal that emotion eliciting pictures induce human emotions
successfully and have effects on SSVEP responses. Furthermore, significant differences
(p < 0.05) between SSVEP responses under neutral states and those under negative
states as well as positive states are found by using both SDA and CCA features. It also
shows that no significant difference between SSVEP responses under negative states
and those under positive states are found by using either SDA or CCA features, which
may display that both positive and negative states have similar effects on SSVEP re-
sponses.

Figure 3 and Figure 4 present the Mean Amplitude of SDA and CCA under three
emotions in four frequencies. From the two Figures, we can see that the means of fea-
tures are larger in the negative and the positive states than in the neutral state, which
also demonstrates that emotion eliciting pictures can boost up the SSVEP responses.
Negative pictures enhanced SSVEP amplitude slightly higher than positive ones, which
may reflect that negative content is better stimuli to elicit SSVEP. However, a long-
time negative state would reduce subjects’ comfort level and increase fatigue. Consid-
ering the reliability as well as participants’ comfort level, positive pictures would be
the best choice as stimuli. All the results shown in the tables and figures support that
brain activity of SSVEP can be enhanced by positive or negative pictures compared
with neutral pictures in four kinds of frequencies, which are consistent with previous



764 S. Wang, G. Wu, and Y. Zhu

Fig. 3. Mean Amplitude of SDA of 10Hz, 11Hz, 12Hz and 15Hz for three emotions

Fig. 4. Mean Coefficient of CCA of 10Hz, 11Hz, 12Hz and 15Hz for three emotions

research [11][13][18]. The reason may be that as a consequence of overt visual attention
for SSVEP response, positive or negative stimuli may be more attractive than neutral
stimuli [22].

4.3 Classification

The classification rates are presented in Table 3, which shows that better performance
is achieved in the negative and positive states than in the neutral state. It could be ex-
plained from the perspective of the enhancement of signal-noise-ratio, since stronger
SSVEP is elicited by the negative or the positive state compared with the neutral state.
In addition, negative pictures enhanced SSVEP amplitude slightly higher than positive
ones do. Thus, the classification performance under negative states is a little better than
that under positive states. The classifier using SDA is slightly more effective than that
using CCA. However CCA requires less EEG data than SDA does.

Table 3. classification performance

Accuracy rate using SDA Accuracy rate using CCA
Neutral 82.05% 74.36%

Negative 83.92% 82.52%
Positive 83.75% 81.25%
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5 Conclusions and Future Works

This study aims to investigate the effect of different emotional states on SSVEP re-
sponses at four kinds of frequencies. First, we design the affective SSVEP experiment,
in which emotion eliciting pictures from IAPS are adopted to induce subjects’ emotions
and SSVEP responses. Second, SDA and CCA features are extracted from the EEG
data. A one-way ANOVA is performed to evaluate the effects of different emotional
states on SSVEP responses. Then, classification is conducted according to two kinds of
features respectively. The experimental results show that the brain activity of SSVEP
can be enhanced by positive or negative pictures compared with neutral pictures, and
negative pictures enhance SSVEP amplitude slightly higher than positive ones do.

Compared with others’ work, our contribution can be concluded as follows: first, we
investigate affective effects on SSVEP responses at four kinds of frequencies (10Hz,
11Hz, 12Hz, 15Hz) simultaneously and independently, while Andreas Keil et al. [12]
and A. H. Kemp et al. [11] only focused on one frequency. Our research shows the po-
tential of affective SSVEP response in the application of multi-command BCI. Second,
we have considered not only SDA but also CCA. Both features are proper to distinguish
different SSVEP response. The classification performance of SDA is slightly better than
that of CCA, while CCA requires less data than SDA.

This work does not consider gender difference in affective SSVEP responses. We
plan to recruit more subjects and conduct further experiments on the gender effect on
affective SSVEP responses. Our study may provide potential new directions in BCI
research.
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Abstract. In this study, we tackled the reduction of computational complexity 
by pruning the igo game tree using the potential model based on the knowledge 
expression of igo. The potential model considers go stones as potentials. 
Specific potential distributions on the go board result from each arrangement of 
the stones on the go board. Pruning, using the potential model, categorizes the 
legal moves into effective and ineffective moves in accordance with the 
threshold of the potential. In this experiment, 4 kinds of pruning strategies using 
the potential and 5 kinds of pruning strategies using the potential gradients were 
evaluated. The reduction rates differed according to how the potential and 
potential gradients were set. The best pruning strategy resulted in a 20% 
reduction of the computational complexity. In this research we have 
successfully demonstrated pruning using the potential model for reducing 
computational complexity of the go game. 

Keywords: Monte-Carlo Go, potential, potential gradient, pruning. 

1 Introduction 

Monte-Carlo Go [1] is computer igo which satisfies strength without the knowledge 
expressions of igo. Monte-Carlo Go is very computationally intensive. However, 
reducing computational complexity is possible by properly pruning the igo game tree. 
In this study, we tackled the reduction of computational complexity by pruning the 
igo game tree using the potential and the potential gradient. 

2 Proposed Method 

The proposed method in this research consists of Monte-Carlo Go and the potential 
model. 

2.1 Monte-Carlo Go 

Monte-Carlo Go evaluates legal moves at each phase to choose the next move by 
simulation based on the Monte-Carlo search. Monte-Carlo search consists of many 
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moves of a simulation. This simulation is called “Play Out”. Play Out involves both 
sides constantly choosing the next move alternately and randomly from the current 
phase to the end game. Play Out calculates an estimation ( Xi

) for each legal move (i). 

Variable number (Si) is the number of times of Play Out. Variable number (Xi) is the 
total considerations of Play Out. In Play Out, if an offensive move wins, the 
consideration is (+1), and if it loses, the consideration is (+0). As a result, the move 
which has the best estimation is selected as the next move. 

Xi = Xi / Si
 (1) 

2.2 Potential Model 

Stones influence the possibility that surrounding intersections become their territory. 
The potential model quantifies these influences by assuming go stones as potentials 
following earlier studies [2–4]. 

2.2.1   Definition of Potential Model 
The definition of potential in this experiment is shown in (2–4) and Table 1. The plus 
or minus of (3) is switched by the setting of the proposed method. The potential 
gradient PG(X, Y) is calculated by Geographical Information Systems [5] with 
potential value. 

( ) ( )22
ii yYxXr −+−=  (2) 

r
i mYXP /1),( ±= (3) 

( )
=

=
n

k
kall YXPYXP

1

,),( (4) 

Table 1. Mathematical Expression 

Symbol Definition 

r Euclidean distance 

m Attenuation rate of potential. m > 1. 

xi, yi Intersection of stonei
 

Pk(X, Y) Potential to intersection (X, Y) from stonek
 

n Total number of stones on the go board 

Pall(X, Y) Total potential to intersection (X, Y) from stone1–n 

PG(X, Y) A potential gradient at an intersection (X, Y) 
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2.2.2   Pruning Using Potential Model 

Potential Filters: Potential Filters are pruning instruments in this experiment. At 
each phase to choose the next move, these Filters pruned legal moves according to the 
following procedures: 
 

I. Calculate potential distribution result from arrangement of go stones on the go 
board. 

II. Rank legal moves by each magnitude of potential (or potential gradient.)  
III. Categorize the ranked legal moves into effective and ineffective moves in 

accordance with thresholds for the ranking. (Each Potential Filter has unique 
threshold levels.) 

IV. Eliminate the ineffective moves from candidates for the next move. (Run Monte-
Carlo search only on effective moves.) 

 
In accordance with the number of eliminated legal moves, the computational load of 
Monte-Carlo search is reduced, i.e., these Potential Filters reduce the range of search 
spaces on the go board. 
 
Configurations of Potential Filters: Table 2 shows the threshold conditions of 5 
Filters. Each Potential Filter ranked legal moves in descending order of potential 
values (except for Random Filter), and categorized them in accordance with each 
threshold condition for the ranking. All Filters mutually reduced by half the number 
of legal moves. Thus all Filters reduced by half the computational load at each phase 
to choose the next move. 

Table 3 shows the threshold conditions of another 5 Filters. Each Potential Filter 
ranked legal moves in descending order of potential gradient values and categorized 
them in accordance with each threshold condition for the ranking. In these Potential 
Filters, the attenuation rate (m) critically involved their filtering functions. According 
to the magnitude of (m), potential gradients of surrounding intersections of each stone 
became higher.  In contrast, the lower (m) became, there were higher potential 
gradients of intersections between black stones and white stones. For example in 
Table 3, Potential Filter 5, variable (m) is 4 and the intersection marked with an x 
between a black stone and a white stone is ranked 41st in order of magnitude of 
potential gradient. In the case of Potential Filter 6, the intersection marked with an x 
is ranked 23rd. In the case of Potential Filter 7, the intersection marked with an x is 
ranked 9th. In the case of Potential Filter 8, the intersection marked with an x is ranked 
3rd. In the case of Potential Filter 9, the intersection marked with an x is ranked 1st. 

 
On and Off Switch of Potential Filter: Potential Filters had a switching point, which 
switched their states on and off. This switching point was within a range of legal 
intersection numbers on the go board. A switching point was selectable from 2 to 169 
when the board size was 13 x 13 (= 169). 

During the course of a game, in the case a remaining legal move number on the go 
board was above a switching point, the Potential Filters were on. If a remaining legal 
move number was under a switching point, the Potential Filters were off. In this  
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Table 2. Types of Potential Filters (Random Filter and Potential Filter 1–4)  

Method Random Filter Potential Filter 1 Potential Filter 2 Potential Filter 3 Potential Filter 4 
Ranking - Potential Potential Potential Potential 

m - 2 2 2 2 
Black/ 
White 

- +/– +/– +/– +/+ 

Filtering Random Low 50% Top 50% 
Above 25% and 

below 75% 
Low 50% 

Overhead - 

 

 

  

 

 

 
 

Landscape - 

 

 

  

 

 

 
 

Table 3. Types of Potential Filters (Potential Filter 5–9)  

Method Potential Filter 5 Potential Filter 6 Potential Filter 7 Potential Filter 8 Potential Filter 9 
Ranking Potential Gradient Potential Gradient Potential Gradient Potential Gradient Potential Gradient 

m 4 2 1.5 1.25 1.15 
Black/ 
White 

+/– +/– +/– +/– +/– 

Filtering Low 50% Low 50% Low 50% Low 50% Low 50% 

Overhead 

 

 

 

 

  

 

 

 
 

Landscape 
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experiment, boundaries where Potential Filters became ineffective from effective 
were measured by changing the switching point. The boundaries were the points 
where winning percentages crossed an average winning percentage between two 
normal Monte-Carlo Go. 

Monte-Carlo search has higher performance when a game tree is small. In contrast, 
Monte-Carlo search has low performance when a game tree is large. Thus, pruning is 
effective in the opening game. However, afterwards, pruning gradually becomes 
ineffective. 

3 Strength of Monte-Carlo Go with Potential Filters 

Monte-Carlo Go with Potential Filters used the initiative move while normal Monte-
Carlo Go used the passive move. In a match-up between two normal Monte-Carlo Go, 
the winning percentage of the initiative move was 51% when board size was 13 x 13. 
(The winning percentage of the initiative move exceeded 50% because the initiative 
move was advantageous.) Therefore, 51% is considered the average level of normal 
strength. 

4 Results and Observation 

The strength of Monte-Carlo Go with Potential Filters is shown in Fig. 1, upper 
(Random Filter and Potential Filter 1–4) and lower (Potential Filter 5–9) graphs, left 
axis. Strength transitioned with Filters and switching points. A winning percentage of 
51% and calculating the results of the Random Filter were important for comparing 
and evaluating the effects and tendency of Potential Filters. Total Play Out numbers 
needed in one game are shown in Fig. 1, upper and lower graphs, right scale. Total 
Play Out numbers transitioned with these Filters and switching points. 

In theory, when the Random Filter was used, the next move became the best move 
by Monte-Carlo search 50% of the time and the second or several moves thereafter by 
Monte-Carlo search the other 50% of the time. When the number of legal moves was 
large, Monte-Carlo search had low precision. Thus, strength did not decrease very 
much because there was no defining difference between the best move and the second 
or several moves thereafter by Monte-Carlo search. The precision of Monte-Carlo 
search increased with a decrease in the number of legal moves. The strength of the 
Random Filter decreased gradually with a decrease in the number of legal moves. 

Potential Filter 1 became the bias around which black stones gathered. In the 
opening game, these collective black stones effectively strengthened initiative 
territory. However, in the middle game, the initiative move could not expand its 
territory. As a result, the passive move acquired more territory than the initiative 
move on the go board. When strength exceeded average (51%), Potential Filter 1 
properly pruned ineffective moves that Monte-Carlo search was unable to do. 
Thereafter, the strength of the Potential Filter 1 decreased gradually with a decrease in 
the number of legal moves and an increase in the precision of Monte-Carlo search. In 
fact, the pruning of Potential Filter 1 hampered the precision of Monte-Carlo search. 
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Method Border 
Play Out 

Number 

Reduction

Rate 
Method Border 

Play Out 

Number 

Reduction 

Rate 

Random - 722400 0.00 
Potential 
Filter 5 

160 681150 05.7 

Potential 
Filter 1 

157 673200 06.8 
Potential 
Filter 6 

135 592350 18.0 

Potential 
Filter 2 

152 649950 10.2 
Potential 
Filter 7 

132 578950 19.9 

Potential 
Filter 3 

- 722400 00.0 
Potential 
Filter 8 

132 578950 19.9 

Potential 
Filter 4 

135 592350 18.0 
Potential 
Filter 9 

129 572400 20.1 

Fig. 1. Strengths of Monte-Carlo Go with Potential Filters 
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Potential Filter 2 became the bias where black stones were attracted around white 
stones. In the opening game, black stones effectively suppressed white stones. 
However, in the middle game, black stones were removed easily by collective white 
stones. As a result, the passive move acquired more territory than the initiative move 
on the go board. When strength exceeded average (51%), Potential Filter 2 properly 
pruned ineffective moves. 

Potential Filter 3 became the bias where black stones were scattered on the go 
board. These black stones were removed easily by collective white stones. As a result, 
the passive move acquired more territory than the initiative move on the go board. In 
the opening game, Potential Filter 3 barely pruned ineffective moves. However, 
Potential Filter 3 gradually decreased in strength compared with other Filters. 

Potential Filter 4 became the bias where stones were attracted around black and 
white stones. Potential Filter 4 could prune more properly than the other Filters, but 
drastically decreased in strength compared with other Filters in the middle game. 

Potential Filter 5–9 became the bias where black stones were attracted around 
black and white stones, and areas between black and white stones were closed. This is 
important in igo. Potential Filter 5–9 could prune more properly than the other Filters 
but drastically decreased in strength compared with other Filters in the middle game. 
Each Potential Filter had a specific value (m). The lower (m) became, the stronger 
their bias and effect of pruning became. However, this experiment showed that the 
effects of pruning converge at a constant level even when (m) became lower 
considerably. 

5 Summary 

In this study, we tackled the reduction of computational complexity by pruning the 
igo game tree using the potential model based on the knowledge expression of igo. In 
our experiments, 9 pruning strategies (Potential Filters) were evaluated for their 
pruning effect. Maintaining normal strength of Monte-Carlo Go, Potential Filter 4, 
based on homopolarity potential distribution, could reduce up to 18% of total Play 
Out numbers needed in one game. Homopolarity potential could identify important 
areas around black and white stones. Potential gradient could identify important areas 
around black and white stones that were in closer proximity. Potential Filters 5–9, 
based on potential gradient distribution, could reduce up to 5.7–20.1% of total Play 
Out numbers needed in one game. Potential gradient could identify important areas 
around black and white stones that were in closer proximity, In addition, identified 
areas and their pruning effect changed according to attenuation rate (m). 

In this research we successfully demonstrated pruning using the potential model 
for reducing computational complexity of the go game. However, our experiments 
were limited as the Play Out number was set at 100 and the board size was set at 13 x 
13. For our future research, we will expand the proposed strategy to tackle more 
complex games with larger Play Out numbers and go board size. We will analyse the 
effect on game developments in more detail, both numerically and analytically. 
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Abstract. We have studied about ground behavior on the locust model
under the virtual physical environment. In the previous study, the locust
model acquires jumping behavior by use of neuro-evolution. However, a
real locust often uses the jumping and walking behavior more flexibil-
ity. In this study, we realize the jumping and walking behavior for the
same locust model. Both of those behavior are trained by use of neuro-
evolution which is composed of artificial neural network(ANN) and real-
coded genetic algorithm(RCGA). We analyze the obtained jumping and
walking behavior and show the possibility to acquire flexible behavior.

1 Introduction

The creature often uses walking, running, and jumping behavior as ground be-
havior. They realize effective and flexible locomotion to select appropriate behav-
ior from them which is suitable for surroundings and purpose. As for an artificial
creature, most of studies focus on only one ground behavior[1][2][3]. However,
in order to realize effective and flexible locomotion, it needs to acquire multi-
ple ground behavior and composite behavior composed of multiple optimized
behavior on the same model .

Such a model and composite behavior have been applied to various fields such
as robotics [4], biological analysis[5] and CG animation[6]. In this paper, we use
the locust model as a locomotion model under the virtual physical environment.
Neuro-evolution is applied to optimize the locomotion of the given locust model
and the jumping and if is proved that the model acquires walking behavior.

2 The Locust Model

We prepare the virtual physical environment by use of PhysX for the model.
PhysX is a physics motion calculating engine developed by NVIDIA. PhysX
reproduces a physical phenomenon such as gravity, collision and friction by in-
tegrating physical equations. By use of PhysX, we can model rigid body with
joints between some rigid body.

We model the locust elements composed of some rigid body with joints. The
model is composed of three parts, body, fore legs and back legs as shown in Fig.1.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 775–783.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. The locust model

Eight actuators are implemented to joints between a body and a femur and
between a femur and a tibia at both sides of fore legs and back legs. The model is
controlled by eight actuators and the active leg angle ranges are shown in Fig.1
where θ1, θ2, θ3, φ1andφ2 represent their angles. θxR, φxR represents each angle
at right legs and θxL, φxL represents each angle at left legs.

3 Neuro-evolution

Neuro-evolution is one of learning methods to optimize Artificial Neural Net-
work(ANN) by Genetic Algorithm(GA). We adopt Real-Coded Genetic Algo-
rithm(RCGA) where genes in GA are represented by the real number.

3.1 ANN

ANN is a learning model on human train. The human brain learns by evolving
the synaptic connection. ANN realizes learning by changing synaptic weights.
We adopt three layer ANN because it has sufficient learning ability and a simple
complex structure(Fig.2).

3.2 RCGA

GA is one of Evolutionary Computation(EC). GA adopts some operations for
evolution of creature such as reproduction, natural selection and mutation. In
GA, a group of solution candidates corresponds to considered population. The
value calculated by evaluation function corresponds to fitness of each individ-
ual in the given environment. GA reaches the optimum solution by advancing
evolution of a group of solution candidates with their evaluation values.

RCGA has genes as real number. Genes correspond to synaptic weights of
ANN. RCGA optimizes ANN by evolving a group of genes. The following rep-
resents a flow of RCGA.
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Fig. 2. ANN

Fig. 3. -Neuro- crossover

1. Generate which have random numbers[-1.0,1.0]
2. Evaluate the genes by calculating fitness function
3. Apply ”selection”, ”crossover” and ”mutation” operation
4. Preserve a new group of genes as the next generation
5. Repeat 2)∼4) till a terminating condition is satisfied
6. Extract a best solution in the last generation

”selection”, ”crossover” and ”mutation” are used as the genetic operation.
An elite preserving strategy is adopted as ”selection” which preserves the best

individual to the next generation.
”Crossover” adopts the two-point crossover(Fig.3).
”Mutation” changes one of genes. It avoids to fall into local solutions.

4 Acquiring Jumping Behavior

The model acquires jumping behavior by optimizing angles of actuators at back
legs by use of neuro-evolution. The output of ANN controls actuators at the
back legs. We suppose that a locust mainly jumps by use of the back legs so that
the fore legs are fixed in this experiment.
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Fig. 4. The global axis and the local axis

Fig. 5. Locomotion of the locust model trained for jumping

4.1 Setting Neuro-evolution

In this experiment, the ANN has 10 units in the input layer, 20 units in hidden
layer and four units in output layer. The following variables represent 10 inputs.

• four angles at the back legs
φ1R, φ1L ∈ [0, 7π/9],φ2R, φ2L ∈ [0, 17π/18]

• inclination of the model ic1, ic2, ic3 ∈ [−1, 1]
• touch sensors of the back legs and the ground
s1R, s1L ∈ (1or − 1)

• equation about height of the model 1/(H + 1) ∈ [0, 1]

The inclination of the model represents the inner product of the local axis and
the global axis(Fig.4).

Right and left back legs have touch sensors s at their lower edge. The touch
sensor gives 1 if the back leg touches the ground and the touch sensor gives −1
if the back leg does not touch the ground.

We give the height of the model 1/(H + 1) to the input as the equation in
order to restrict the range.

Four outputs, O1, O2, O3, O4 ∈ [−1, 1] are scaled up to O′
1, O

′
2, O

′
3, O

′
4 ∈

[−10◦, 10◦]. O′
1 ∼ O′

4 represent displacement angles every 1/120[s] for each ac-
tuators. Each actuators at back legs are operated according to O′

1 ∼ O′
4.
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In RCGA, we have 50 individuals as a population. RCGA is terminated when
the generation number becomes 1000. The elite preserving strategy, crossover
and mutation rate are implemented with 10%, 30% and 0.1% respectively.

The fitness function is set as expressed in (1). D represents the forward dis-
tance that the model has jumped. H represents the hight the model has jumped.
Maximizing E leads to acquire jumping behavior far and higher.

E = D ∗H (1)

4.2 Results and Discussion

Acquired jumping behavior is shown in Fig.5. The model jumps forward by
kicking back legs.

Fig. 6. Recurrent ANN

5 Acquiring Walking Behavior

The model acquires the walking behavior by optimizing angles of actuators at
fore legs by use of neuro-evolution as well. The output of ANN controls actuators
at fore legs. We suppose that a locust mainly walks by use of fore legs so that
the back legs are fixed in this experiment.

5.1 Setting of Neuro-evolution

In this experiment, the ANN has 17 units in the input layer, 20 units in the
hidden layer and six units in the output layer. The following variables represent
17 inputs.

• six angles at fore legs
θ1R, θ1L ∈ [−π/6, π/6], θ2Rθ2L ∈ [−π/6, π/3]
θ3R, θ3L ∈ [0, π/3]

• inclination of the model ic1, ic2, ic3 ∈ [−1, 1]
• touch sensors of fore legs s2R, s2L ∈ (1 or − 1)
• outputs of ANN O5, O6, O7, O8, O9, O10 ∈ [−1, 1]
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We consider that walking behavior is realized by repeating the movement of legs
periodically. Six outputs ANN are set. The recurrent ANN is used. The recurrent
ANN has an advantage to acquire the walking behavior easily.

Six outputsO5, O6, O7, O8, O9, O10 are also scaled up toO′
5, O

′
6, O

′
7, O

′
8, O

′
9, O

′
10

∈ [−2◦, 2◦]. Each actuator at fore legs is operated according to O′
5 ∼ O′

10 as dis-
placement angles every 1/120[s].

Setting RCGA is same as experiment in acquiring the jumping behavior. The
50 individuals are given and RCGA is terminated when the the generation num-
ber reaches 1000. The elite preserving strategy, cross over and mutation rate are
implemented with 10%, 30% and 0.1%.

The fitness function is set as expressed in (2). Maximizing E leads to acquiring
a forward behavior further.

E = D (2)

5.2 Results and Discussion

Acquired walking behavior is shown in Fig.7. The model walks by controlling
fore legs periodically.

Fig.8∼10 represent displacement of the output at each actuator. Some outputs
take the form of waveform. The model realizes periodical leg locomotion behavior
by use of this feature.

Fig. 7. Locomotion of the locust model trained for walking

Fig. 8. Displacement of the output correspond to θ3 and θ′3
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Fig. 9. Displacement of the output corresponding to θ3 and θ′3

Fig. 10. Displacement of the output corresponding to θ3 and θ′3

6 Acquiring Walking Behavior By Four Legs

The model acquires walking behavior by use of two fore legs. In this experiment,
we add the middle legs on the model and analyze whether the model also acquires
the walking behavior on four legs.

6.1 The Locust Model

We add the middle legs to the model as shown in Fig.11. σ1, σ2, σ3 represent
angles of each actuator. Angle ranges of σ1 and σ2 are the same as θ1 and θ2.
The angle range of σ3 is set as shown in Fig.11.

6.2 Setting of Neuro-evolution

In this experiment, the ANN has 31 units in the input layer, 35 units in the
hidden layer and 12 units in the output layer. The following variables represent
31 inputs.

• six angles at fore legs
θ1R, θ1L ∈ [−π/6, π/6], θ2Rθ2L ∈ [−π/6, π/3]
θ3R, θ3L ∈ [0, π/3]



782 Y. Umemura et al.

Fig. 11. The locust model with middle legs

• six angles at middle legs
σ1R, σ1L ∈ [−π/6, π/6], σ2Rσ2L ∈ [−π/6, π/3]
σ3R, σ3L ∈ [−π/3, 0]

• inclination of the model ic1, ic2, ic3 ∈ [−1, 1]
• touch sensors of fore legs s2R, s2L ∈ (1 or − 1)
• touch sensors of middle legs s3R, s3L ∈ (1 or − 1)
• outputs of ANN O11 ∼ O22 ∈ [−1, 1]

We also adopt the recurrent ANN in this experiment. 12 outputs O11 ∼ O22 are
scaled up to O′

11 ∼ O′
22 ∈ [−2◦, 2◦]. Each actuators at fore legs and middle legs

are operated according to O′
11 ∼ O′

22 as displacement angles every 1/120[s].
Setting RCGA is the same as the experiment of acquiring the jumping behav-

ior and acquiring walking behavior on fore legs. The elite preserving strategy,
cross over and mutation rate are implemented with 10%, 30% and 0.1% in 50
individuals and 1000 generation.In this experiment, we also use (2) as the fitness
function.

6.3 Results and Discussion

Acquired walking behavior is shown in Fig.12. The model walks by controlling
fore legs and middle legs.

Fig. 12. Locomotion of the locust model with middle legs trained for walking



Acquisition of Ground Behavior on the Locust Model 783

However, the model only use two legs to walk. It fixes other two legs not to be
obstacles for walking. The reason why such behavior are obtained is synchroniz-
ing legs’ control are not taken consideration. If we consider about the stability
of posture of the model in the fitness function, the model may use four legs for
walking and acquire stable walking.

7 Conclusion

The locust model acquires the jumping and walking behavior by use of neuro-
evolution. A functional difference between that back legs take charge of the
jumping behavior and that fore legs take charge of the walking behavior leads
to acquire different behavior on the same model.

In a future work, we plan to acquire more flexible and efficient behavior by
combining both jumping and walking behavior.
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Abstract. The Great East Japan Earthquake occurred at 14:46 on Friday, 11 
March 2011. It was the most powerful known earthquake to have hit Japan, and 
one of the five most powerful earthquakes in the world since modern record-
keeping began in 1900. The earthquake triggered extremely destructive 
TSUNAMI waves of up to 40.5 meters. In this study, we study about damage of 
ships and urgent evacuation to pick new actual explication and various lessons 
out. We focus on the evacuation from TSUNAMI. Then, we analyze about 
ships evacuation from TSUNAMI using multi-agent simulation and we want to 
prepare for a coming earthquake. Then, we investigate the evacuation to shelter 
from TSUNAMI of evacuee and perform the own mission of staffs. 

Keywords: The Great East Japan Earthquake, TSUNAMI, evacuation,  
multi-agent simulation. 

1 Introduction 

The earthquake off the Pacific coast of Tohoku, also known as the 2011 Tohoku 
earthquake, or the Great East Japan Earthquake, was a magnitude 9.0 undersea 
megathrust earthquake off the coast of Japan that occurred at 14:46 on Friday, 11 
March 2011. It was the most powerful known earthquake to have hit Japan, and one 
of the five most powerful earthquakes in the world overall since modern record-
keeping began in 1900. The earthquake triggered extremely destructive tsunami 
waves of up to 40.5 meters. In some cases it traveled up to 10 km inland. 

Over 20,000 people dead and the missed and over 125,000 buildings damaged or 
destroyed by the earthquake. The earthquake and tsunami caused extensive and severe 
structural damage in Japan, including heavy damage to roads and railways as well as 
fires in many areas, and a dam collapse. Around 4.4 million households in 
northeastern Japan were left without electricity and 1.5 million without water. 

In our viewpoint, we focus on the evacuation from TSUNAMI. Then, we analyze 
about evacuation of ships from TSUNAMI using multi-agent simulation and we want 
to prepare for a coming earthquake. When considering evacuation, we often stick to 
only evacuation to a hill and a shelter to get it. But, as seen on TV news, some ships 
rode on land, capsized or sink by TSUNAMI. And staffs of local public bodies lead 
evacuation or staffs of peace or rescue organization go to the office urgently. Then, 
there occur very traffic jam and it is difficult to reach the destination. We investigate 
the evacuation to shelter from TSUNAMI of evacuee and perform the own mission of 
staffs. 
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2 Behavior of Ships after the Earthquake 

We can review the behavior of ships by AIS data in Japan immediately after the 
earthquake, because AIS data of ships were recorded. AIS is abbreviation of 
Automatic Identification System [1].  

With the AIS installed, ships are able to monitor the movement of a multiple 
number of ships simultaneously regardless of visibility, thereby dramatically reducing 
the ship collision. Furthermore, ground facilities can obtain the ship-specific 
information necessary for automatic, real-time maritime traffic control. AIS will play 
an important role in ensuring navigational and operational efficiency in congested 
waterways [1].  

In Japan, passenger ships of less than 300 tons of gross tonnage and all ships of 
more than 300 tons of gross tonnage for international sailing, and all ships of more 
than 500 tons of gross tonnage for non-international sailing have to be equipped AIS 
[2]. It was described by Table 1. 

 

Fig. 1. Functions of AIS [1] 

Table 1. Obligation of AIS equipment on ship in Japan[2] 

Gross Tonnage 
International Voyage 

Engage in Not Engage 

Under 300 tons Passenger Liner No 

Above 300 tons All Ships No 

Above 500 tons All Ships All Ships 
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2.1 Hachinohe Port 

Figure 2 is figure of the real AIS data of ships at Hachinohe Port in Aomori. Figure 2 
(a) shows that six ships with active AIS berthed at the earthquake. An isosceles 
triangle is the symbol of ship and the heading is shown by the top. Speed and the 
heading of the ship are described by a bar, that is, length of the bar means the speed 
and the direction of bar means the heading of ship. And light lines mean the tracks of 
ships. 

In this area, TSUNAMI warning announced at 14:49 and big TSUNAMI warning 
announced at 15:14. Then, TSUNAMI attacked Hachinohe Port at 15:51 and it was up 
to 6.2 meters. Figure 2 (b) shows the behavior of ships when TSUNAMI attacked. 
Four ships left the wharf, which is wall of bank, to offshore in 30 minutes after the 
earthquake and they could get over TUSNAMI. Ship A (1 k tons), which anchored off 
the wharf urgently, was tossed about by TSUNAMI, but it could get over TSUNAMI. 
As shown in Figure 2 (c), ship A could go offshore. Figure 2 (c) shows the behavior 
of ships at 1.5 hour after the earthquake, there was another ship B in the port. It left 
the wharf urgently and anchored 200 meter off wharf, but, it was pushed by 
TSUNAMI and hit the wharf. Moreover, about 350 fishing ships are flowed out or 
damaged.  Gross tonnage of ship B is 56 k tons. 

 

 

(a) Immediately after the earthquake 

 

(b) When TSUNAMI attacked 

Fig. 2. Tracks of ships in Hachinohe port 

 
 

A

B

A

B



788 S. Iwanaga and Y. Matsuura 

 
(c) At 1.5 hour after one hour 

Fig. 2. (continued) 

2.2 Kamaishi Port 

Figure 3 is figure of the real AIS data of ships at Kamaishi Port in Iwate. In Figure 3 
(a) shows that a ship with active AIS berthed at the earthquake. In this area, big 
TSUNAMI warning announced at 14:49.  TSUNAMI attacked Kamaishi Port at 
15:21 and it was up to 4.1 meter. Figure 3 (b) shows the behavior of ships when 
TSUNAMI attacked. The ship C was loading and unloading at that time. And it was 
pushed by TSUNAMI and the mooring rope was cut. Figure 3 (c) shows the behavior 
of ships at 2 hour after the earthquake, the ship floated and rode on land. 546 fishing 
ships are also flowed out or damaged. Gross tonnage of ship C is 4 k tons. 

 
(a) Immediately after the earthquake 

 
(b) When TSUNAMI attacked 

Fig. 3. Tracks of ships in Kamaishi port 

AB

C

C
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(c) At 2 hour after one hour 

Fig. 3. (continued) 

2.3 Sendai-Shiogama Port 

Figure 4 is figure of the real AIS data of ships at Sendai-Shiogama Port in Miyagi. 
Figure 4 Figure 4 (a) shows that 14 ships with active AIS berthed at the earthquake. In 
this area, big TSUNAMI warning announced at 14:49. TSUNAMI attacked Sendai-
Shiogama Port at 15:49. Figure 4 (b) shows the behavior of ships when TSUNAMI 
attacked. Nine ships left the wharf to offshore in 30 minutes after the earthquake and 
they could manage to escape from TUSNAMI. Ship D left the wharf about 40 minutes 
after the earthquake, then it was tossed about by TSUNAMI, but it could to escape 
from TUSNAMI. Figure 4 (c) shows the behavior of ships at 1.5 hour after the 
earthquake, there were five ships in the bay. Ship E left the wharf about 1 hour after 
the earthquake and it dodged other ships and could escape from TUSNAMI. Ship F, 
G and H were said to be loading and unloading at that time and gross tonnage of each 
ship is 6 k, 154 k, 5 k tons. Ship F left the wharf and anchoring urgently and it was 
tossed about by TSUNAMI. And the rope was get round, then it could not sail lat last. 
Ship G also left the wharf and anchoring urgently and it was tossed about by 
TSUNAMI. But, it could escape from the port though it hit another ship F. And ship 
H started to leave the wharf, but, it was too late. Rope was cut by TSUNAMI and it 
floated and rode on land. 

 

(a) Immediately after the earthquake 

Fig. 4. Tracks of ships in Sendai-Shiogama port 

C

D

E

F G

H
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(b) When TSUNAMI attacked 

 

(c) At 1.5 hour after one hour 

Fig. 4. (continued) 

Then, we found that going offshore early for ship, about in 30 minutes, could 
escape the TSUNAMI. But, indeed many ships were loading or unloading at the 
earthquake. And ships anchored off the wharf, but, whether it is safety or not depend 
on the circumstance. In case of TSUNAMI, Japan Coast Guard also advises to go 
leave the port for safety, which is the cope with the TSUNAMI. Table 2. shows cope 
with TSUNAMI when TSUNAMI warning alarmed in the port, which is settled in 
“TSUNAMI measure of Japan Coast Guard” [3]. In the action plan for disaster of 
Japan Coast Guard provide the emergency measure for disaster. And it include ensure 
the traffic safety on the sea and safety action for dangerous object. The damage of 
ship is not only loss of property. If large ships hit the wharf, go down or ride on land, 
it causes the delay of restoration or transport. Otherwise, the accident of ship loaded 
dangerous object happens to be environmental damage. Therefore, the evacuation of 
ships is important. 
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Table 2. Cope with TSUNAMI when TSUNAMI warning alarmed in the port (current 
version)[3] 

TSUNAMI 
Warning 

Time to 
Spare 

Ships Getting Shore 
Large or middle ship Small ship 

Ship Leaden 
Dangerous Object 

General Ship Pleasure Boat, small 
fishing boat 

3m, 4m, 
6m, 8m, 

Above 10m 

No 
SL, SW, EP in 

principle 
SL, EL EL 

Middle 
SL, SW, EP in 

principle 
SL, EP or 

EL 
LT or EL 

(EP in some cases) 

Yes SL, SW, EP SL, EP 
LT 

(EP in some cases) 

1m, 2m 

No 
SL, SW, EP in 

principle 
SL, EL or SM EL 

Middle SL, SW, EP in 
principle 

SL, EP or EL 
or SM 

LT or EL 
(EP in some cases) 

Yes SL, SW, EP SL, EP or SM 
LT (EP in some 

cases) 

SL: Stop Loading or unloading  SW: Stop Working 
EP: Evacuation from the Port  EL: Evacuation for Land 
LT: Landing and Tie the ship  SM: Strengthen Mooring 

3 Model 

When ship berths, that is stays in the port, the sailors are not always on the ship and 
many sailors are on the ground. So, to go offshore the ship, the sailors must rerun the 
ship quickly. But, the roads to the port are crowded because many people evacuate 
from TSUNAMI for the shelters or hills. Then, sailors will confront the crowded for 
the port.  

After the earthquake, almost people will evacuate for shelters or hills. But, there 
are other people. Indeed, Staffs of local public bodies or city worker have to lead 
evacuation or broadcast for going away to hills. Policemen went to the traffic accident 
point. Firemen extinguish a fire. And some fire brigades went to shut the floodgate. 
Staffs of Japan Coast Guard went to work, which is the port, immediately. 

At the beginning, we only focus on evacuation of ships. But, ships could not 
launch because the sailor could not gather the ship in time. So, we expand the 
research area not only on the sea but also on the land. Generally speaking, when we 
think about disaster, we tend to focus on the evacuation of people. But, there are 
many people to support the evacuee. And they want to complete the mission, safety. 
But, there occur very traffic jam and it is difficult to arrive at the destination. Then, 
we investigate the evacuation to shelter from TSUNAMI of evacuee and action to 
perform the own mission using multi-agent simulation. 

Then, we have an idea of simulation of earthquake offshore of Japan and 
TSUNAMI. We denote briefly as follows. 
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3.1 Space 

We deal with land and ocean. The sample is shown Figure 5 using Google Map 
(http://www.google.co.jp). In land, there are many roads and almost people move on 
the roads to get away. And people want to get away in time to survive. So, behavior 
of people is restricted by space and time. But, there might be traffic jam or the road 
might cut by earthquake. On the other hand, sailors gather to port to launch the ship to 
offshore. If sailor is in town, he will be done to confront the crowded for the port to 
go back to port. Then, when the sailors gather to the ship, the ship will launch to 
offshore. On the sea, ship can move freely because there are not specified road. But, if 
ship move freely, ships can corrupt each other or ship can go aground. Then, it 
becomes difficult for ships to go away. Especially after earthquake, almost all are in 
hurry. Then, we design the sea route for simplify the simulation. 

 

Fig. 5. Image of simulation 

3.2 Agents 

We define the agents as Table 3. Evacuee agent evacuate from TSUNAMI shelter or 
hill immediately. City worker agent of local public bodies broadcasts the information 
about TSUNAMI and leads evacuation or patrol the town immediately. And 
policeman agent goes to point of traffic jam or traffic accident immediately. Fireman 
agent leads evacuation. Sailor agent in town goes to the port. If sailors of ship are 
gathered, the ship agent leaves the port t to offshore. 
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Table 3. Agents in Simulation 

 

 
Behavior Destination Start time 

Evacuee Move Hills Immediately 

City worker 
Stay building Immediately 

Patrol Immediately 
Policeman Move Traffic jam point Immediately 
Fireman Patrol Immediately 
Sailor Move Port Immediately 
Ship Move Offshore When sailors gather 

3.3 Simulation 

We are now programming using multi-agent simulator Artisoc [4]. Artisoc allows us 
to help easily and quickly reproduced on a computer interactions between humans, is 
a multi-agent simulator to analyze social phenomena alive dynamically changing.  

Artisoc, the five-year plan implemented in fiscal 2003 Scientific Creation Project 
"social order change research by the multi-agent simulator," which was developed as 
part of copyright, Ltd. Kozo Keikaku belong to both the Graduate School of Arts and 
Sciences, Professor, University of Tokyo Susumu Yamakage. Using this simulator, 
some disasters or accidents are dealt with such as TSUNAMI in Okushiri in 1993, 
accident on Akashi footbridge in 2001. 

4 Conclusion 

Now, we are discussing and programming the simulation. We analyze about ships 
evacuation from TSUNAMI using multi-agent simulation and we want to prepare for a 
coming earthquake. By AIS data, we found that going offshore early for ships effective 
to escape the TSUNAMI. When considering evacuation, we often stick to only 
evacuation to a hill and a shelter to get it. And staffs of local public bodies lead 
evacuation or staffs of peace or rescue organization go to the office urgently. Then, 
there occur very traffic jam and it is difficult to reach the destination. Then, we expand 
the research area not only on the sea but also on the land. We investigate the evacuation 
to shelter from TSUNAMI of evacuee and perform the own mission of staffs. 
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Abstract. Target enclosure by autonomous robots is useful for many practical
applications, for example, surveillance of disaster sites. Scalability is important
for autonomous robots because a larger group is more robust against breakdown,
accidents, and failure. However, traditional models only discussed cases in which
minimum number of robots enclose a single target so that there is no way to utilize
the redundant number of robots. In this paper, to achieve a highly scalable target
enclosure model about the number of target to enclose, we introduce swarm based
task assignment capability to Takayama et al.’s enclosure model. Our robots can
enclose without any global predefined position assignments for each target,, for
example, a Hamiltonian cycle, a chain structure etc.. The behavior is shown by
computer simulations.

1 Introduction

In this paper, we propose a robotic swarm model that can allocate robots to an un-
specified number of targets. In this model, each robot moves according to Takayama’s
target enclosure model but a new reference rule is introduced. By this reference rule,
the robots do not need to keep the predefined assigned position of circular formation, so
that it is possible for each robot to switch its target. Additionally, density based target
selection rule is adopted to achieve stable target enclosure. The performance is verified
by computer simulation.

Target enclosure, which is useful for monitoring disaster sites and unknown vehi-
cles, has recently become an important goal for multiple robots. Robots can operate in
dangerous circumstances, replacing human presence.

Disaster sites are usually far from an operator. In this case, it is uncertain for a group
of robots to examine the exact number of sites to be observed. Therefore, it is desirable
that more robots than necessary are employed, which enables them to accept a larger
number of targets . For this purpose, the tasks of target allocation and target enclosure
must be performed simultaneously.

However, it seems difficult for most target enclosure models proposed so far to real-
ize this requirement.

There are 2 reasons as follows. Firstly, there is no researches which discuss multiple
target to enclose environments. Secondly, except for the study of Kobayashi et al.[4], all
other studies require that a particular physical arrangement of the robots be maintained
in order to build a target enclosure.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 795–803.
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For example, Yamaguchi[11] discussed a target capturing task in which the robots
must maintain a chain structure. Kim et al.[3] discussed the target enclosure problem;
in their solution, each robot needs information on the relative speed of one robot and
relative geographical relation to its target to determine its behavior. If the relationship
between a robot and its reference robot is considered as a link in graph theory, the graph
of the group of robots must follow a Hamiltonian cycle.

When a robot changes the target to be enclosed, the following two events should be
considered: withdrawal and accedence of the robot. In the former, the remaining robots
in the group must maintain the constraint of the Hamiltonian cycle without the removed
robot. In the latter, a group that satisfies the Hamiltonian cycle condition and the new
member must form a new Hamiltonian cycle. As far as we know, discussion of these
events is inadequate when there are no restrictions on the timing of withdrawal and
accedence of robots.

Therefore, at first, we propose a new reference rule which makes this condition of
maintaining a Hamiltonian cycle to achieve target enclosure relax. We focused on the
study of Takayama et al.[10]. In their model, each robot needs information of one neigh-
bor and its target. As in other studies, this model also requires the Hamiltonian cycle
constraint. However, in this paper, we show that this model can realize target enclosure
without this constraint when each robot bases its behavior on information from its near-
est neighboring robot [6]. Therefore, in this model, robots can change targets without
considering the above two events.

Target assignment function for a group of robots is achieved also by distributed
manner. Robots can change their target by themselves. However, they fail to enclose
multiple targets when too many robots change their target simultaneously. Therefore,
we introduce density based target change rule which is inspired by the task allocation
mechanism of swarm robotics research [12].

This paper is organized as follows. First, Takayama et al.’s model is introduced. Next
the proposed method based on using the nearest neighbor as a reference is presented.
Then, computer simulations are also used to demonstrate the multiple targets allocation
capability of this model.

2 Takayama’s Target Enclosure Model

Firstly, Takayama’s target enclosure model is explainedD

2.1 Takayama’s Target Enclosure Model

In this section, we assume that all robots choose the same target. We assume that on a
two-dimensional (2D) plane, there is only one target O at the origin and n robots. Fig.1
illustrates the case of n = 5. Robots are numbered counterclockwise as P1, . . . ,Pn, and
ri is the position vector of the robot Pi. In the target enclosure task, each robot moves to
the corresponding white marker.

To achieve this task, Takayama et al.[10] proposed the following model. Each robot
determines its control input, speed vi, and angular velocity ωi using two aspects of an-
gular information: relative angles with respect to the target and an anterior neighboring
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Fig. 1. Process of target enclosure using five robots

Fig. 2. Model of Takyama’s target enclosure: α,β

robot,denoted as αi and βi, respectively. As a result, rotational movement occurs with a
central focus on the target.

vi = f βi (1)

ωi = vi/r̄− k cosαi, (2)

where the parameters r̄,k, and f > 0 specified beforehand. Pi+1 is the robot to which
Pi refers, and r̄ is the expected distance to the target. In Takayama et al.’s model, the
i-th robot refers to the i+ 1-th robot, and the n-th robot refers to the first robot P1. That
is, if the relationship between a robot and its reference robot is considered as a link in
graph theory, the graph of the group of robots must be a Hamiltonian cycle. The authors
proved the convergence to the goal state of the target enclosure under this constraint.

Takayama et al. reported the following three characteristics of their model. (E1) The
distance between the target and each robot converges to r̄. (E2) The speed vector Vi and
the vector (O−Pi) are orthogonal. (E3) The gaps between a robot and its neighbors are
equalized, i.e., φi =

2π
n .
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Fig. 3. Verification of Takayama et al.’s model for a three-robot group. Open markers indicate start
points, and filled markers indicate final locations. This figure visualizes each robot approaching
the target along a circular orbit.

2.2 An Example of Enclosure Process

A set of computer simulations was conducted to verify characteristics (E1)-(E3).
The simulation conditions were as follows. The target was at the origin of a 100

× 100 2D plane field. The initial positions of three robots were randomly specified,
and it was assumed that r̄ = 20m. The robots’ trajectories are shown in Fig.3. Their
initial positions are indicated by open markers, and their final positions are noted by
filled markers. One robot started its motion near the origin; the other two were at least
20 units away from the origin. This figure shows that each robot converged to a circle
having a diameter r̄ of 20 units. The gaps between these robots also became equal, i.e.,
φi = 2π/n = 2π/3.

3 The Proposed Algorithm for Multple Targets Enclosure

3.1 Nearest Neighboring Robot as the Reference

In this paper, the robots observed by the i-th robot are considered to be its reference
robots. In the original Takayama et al.’s model, the i-th robot Pi’s reference robot is the
i+ 1-th robot Pi+1. This relationship forms a Hamiltonian cycle. As mentioned above,
this constraint makes target allocation behavior difficult. It also causes the scalability
problem. Furthermore, each robot must identify its reference robot from the group of
robots. This typically becomes difficult as the group size increases.

Therefore, we examine a new reference robot scheme in which each robot considers
its anterior neighboring robot as its reference robot. Each robot controls itself as de-
scribed in equations 1 and 2, but it chooses its nearest neighbor as its reference robot.
If possible, the robots can change their target during the target allocation task. Such a
system also has higher scalability because individual robots need not be identified to
observe the nearest robot.
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Algorithm 1. Multiple Targets Enclosure Agent
if modei attribute of agent i is Enclosuremode then

Keep enclosing its nearest target with its nearest agent in Enclosuremode.
if |ri − ri,neighbor |< rm then

Set its modei attribute to Target selectingmode with probability pet

end if
else if its modei attribute is Target selectingmode then

Choose a target to go, except for the nearest.
repeat

Go to the target.
until the target is not its nearest target.
Set its modei attribute to Enclosuremode.

end if

3.2 Enclosure of the Unspecified Number of Targets

In this section, a new robotic swarm of which agents adopt the proposed nearest neigh-
bor reference is proposed. Task assignment technique and information transmission of
swarm robotics fashion [12] are adopted for the target selection. An agent of this model
gives up its current target and shifts another when it is congested.

To achieve swarm for multiple targets, we introduce new parameter and terminology.
Firstly, a new attribute we call modei is introduced to represent current state of each
agent. 2 modes are used, namely, Enclosuremode and Target selectingmode. The first
mode indicates that an agent engages in the aforementioned target enclosure task. On
the other hand, Target selectingmode means that a robot tries to be changing its target.
Also, we suppose each agent can sense mode of its neighbor agents.

Algorithm1 denotes operations at agent i. When it is in Enclosuremode, agent i
encloses its nearest target while it is referring to its nearest agent . However, if the
distance between the referring agent is too short, namely |ri − ri,neighbor| < rm, agent i
changes its mode to Target selectingmode with probability pet per unit time.

When agent i is in Target selectingmode, this agent goes to one of new targets di-
rectly. It does not enclose any targets during this mode. Agent i changes its mode to
Enclosuremode when the target is its nearest target and it starts to enclose the target.

4 Verification of the Proposed Nearest Neighbor Reference Model

4.1 Evaluation of Enclosure Task

In this paper, the target enclosure task for an n-robot group is defined as follows. The
task consists of determining the distance to the target and equalizing the gap angle.

The distance task is

Ed =
n

∑
i=1

(ri − r̄)2. (3)
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Fig. 4. Time to achieve enclosure for 6-robot group

The angle equalization task is

Ea =
n

∑
i=1

(φi − 2π
n
)2. (4)

Because of these two requirements, the robots are deployed evenly on a circle having a
radius of r̄.

4.2 Verification of Target Enclosure Task for Larger Groups

The above discussion shows that the proposed model can achieve angle equalization for
a small group. However, we did not provide the proof of the distance task represented
by equation 3. In addition, we did not verify the performance for groups of more than
four robots. Therefore, in this section, we discuss the ability to achieve target enclosure
by using computer simulations.

We examined 3-, 4-, 6-, and 12-robot groups. There was only one target at the origin,
and it was assumed that r̄ = 20. The initial position of a robot was specified inside a
100 × 100 rectangular region by a 2D uniform random number generator. We counted
the time to achieve target enclosure as the time until Ed +Ea < 0.5 in equations 3 and
4. This simulation was repeated 100 times for each group size.

Fig.4 show the results for the 6-robot groups. The x-axis of each graph indicates
the time required to achieve enclosure, and the y-axis denotes the frequency. For the
three-robot system, the average time required for enclosure is 813.123, and the standard
deviation is 125.737. For the four-robot system, the average time is 847.660 and the
standard deviation is 102.825. For the six-robot system, the average time is 874.143 and
the standard deviation is 96.921. For the 12-robot system, the average time is 1044.371
and the standard deviation is 115.408.
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Fig. 5. A scene in the middle of a run(n=30)

Fig. 6. A scene in the end of a run(n=30)

Thus, as the number of robots increases, the time required to achieve target enclo-
sure increases. However, in all the simulations, groups of any size can achieve this task.
Therefore, we conclude that any group of fewer than 13 robots can achieve target en-
closure.

4.3 Computer Simulation

The result of computer simulation is shown in this section. Fig.5 and 6 illustrate a run
with 2 targets. The number of agent n is 30. r̄ = 4, rm = 0.5, pet = 0.01. There 2 targets
are 15 away.

Fig.5 shows a scene of middle of this run. On the other hand,Fig.6 illustrates a snap-
shot of end of this run. Initially, all of the 30 robots are deployed at random around right
hand side region of the field. Therefore, at the beginning, most of the all agents enclose
the right hand side target. This overconcentration causes congestion.Therefore, No.2
and No.20 agents in Fig.5 change their mode to Target selectingmode. These agents
are depicted by red filled circle. Right after this scene, these agents went to the left side
target and the number of agents who enclose the left target increased. Finally, in this
run, the number of agents of the left and the right hand side target were 11 and 19,
respectively. The balance seems to be influenced by rm. This result is reasonable so that
we confirm that the proposed agents can enclose multiple targets.
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Fig. 7. A scene in a run(n=80)

Fig.7 shows a snapshot of a 80 robots group for 3 targets. As you see, the proposed
robots can enclose more than 2 targets.

5 Conclusion

In this paper, algorithm for agents to enclose multiple targets has been discussed. Agents
do not know the exact number of targets beforehand. Traditional target enclosure mod-
els have to keep some predefined structures at every moment so that it is difficult to
adopt the difference of the number of targets. Therefore, firstly, a new condition of
Takayama’s target enclosure algorithm is discussed. In this condition, each agent en-
closes target with referring to its nearest neighbor and they do not have such predefined
constraints. This new condition is confirmed by the series of computer simulation. Fi-
nally, the new target enclosure algorithm is proposed which includes target selection
behavior based on swarm robots fashion. The total behavior is confirmed by the com-
puter simulation.
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Abstract. The paper proposes a method to acquire nonverbal cues for an 
intelligent agent that can be used in communications with human partner. A 
framework to extract the information that affords a key to understand intension, 
mental state, affect, or signs evoked by a person through nonverbal 
communication between the person and an intelligent agent. The aim of the 
framework is to make intelligent agents to be able to extract the nonverbal cues 
through trial-and-error style learning. A limited functionality of the framework 
is implemented and applied to a facial expression analysis as a case study. The 
main advantage of the method is that it would acquire the cues as some time-
series information inherent to particular facial expressions. Thus the agent 
Result in a preliminary experiment shows that this implemented method have 
potential to extract nonverbal cues concerning with fake and real smiles. 

Keywords: nonverbal cue, facial expression analysis, intelligent agent,  
time-series data. 

1 Introduction 

This paper proposes a method to extract the information that affords a key to 
understand intension, mental state, affect, or signs evoked by a person through 
nonverbal communication between the person and an intelligent agent.  

Recent progresses on intelligent agents have triggered demands for artificial 
creatures to behave much like human. Those demands include nonverbal 
communication. According to Argyle [1], nonverbal communication is a key to 
understand human social behavior. Psychological studies suggests that nonverbal cues 
convey information about attitudes, personality traits, intelligence, intentions, mental 
and physical states, physical characteristics, identity, deception, and roles [2]. 
Nonverbal communication is deeply related with nonverbal cues from human 
behaviors such as facial expression, gaze, gestures, postures, and so on [1]. 

There are a lot of psychological studies that try to analyze the relations between 
nonverbal cues and their meanings. It is natural that they rely on the human cognitive 
abilities of feature extraction in movements, because their targets are the interaction 
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between humans. Therefore, we should give such abilities to the intelligent agents so 
that they are able to interact with humans through nonverbal communication. 

This study, therefore, tries to introduce a mechanism with which the agent itself 
can extract the valid signals that can be considered as nonverbal cues, through 
interactions with human. Meanings of nonverbal signals vary variously depending on 
the culture, situation, sender, receiver, environment, and so forth. Moreover, it is hard 
to have clear definition concerning with which parts of the nonverbal cues should be 
taking into account. It must be very important for the agent to have clear definition of 
the nonverbal cues to be able to achieve thoughtful interaction with the partner. The 
definition might include meaning of a nonverbal cue, which part of the body is related 
to the cue, how the particular body part is moving, and which part of the movement is 
equivalent to the cue. The meaning of a nonverbal cue should be connected with 
behavior of the agents. This means that the agent should perceive the nonverbal cues 
as its possible behaviors with expected reactions by the partner as discussed in the 
next subsection. However, only an outline of the whole framework is described in the 
paper because this is an ongoing study and only some parts of the whole framework 
are implemented. 

This paper, therefore, concentrates on how to extract nonverbal cues when series of 
sensory inputs representing the cues with some meaning is provided. A perceptual 
mechanism of the nonverbal cues is also introduced. An implementation of the limited 
version of an invariant extraction method is described in detail from the perspective of 
mental state estimation through facial expressions obtained by a vision system [3]. A 
preliminary experiment shows the mental state estimation methods with the invariant 
have a potential to distinguish sequences of facial expression of voluntary smile from 
those of involuntary smile and voluntary disgust. 

2 Basic Framework of Agents with Perceptual Ability of 
Nonverbal Cues 

The intelligent agent assumed in this study consists of set of sensors, set of behaviors, 
actuators, and a decision-making module with the perceptual ability of nonverbal 
cues. Functions assigned to these components might differ depending on the role of 
the agent. The sensors are expected to sense information on targets assigned to the 
sensor. Namely, a tracking mechanism is expected to the sensors. The set of behaviors 
is also given earlier according to the role of the agents, and actuators realize the 
behavior in the environment of the agent.  

The set of sensors consists of various kinds of sensors. The sampling rate of each 
sensor, therefore, might be different according to the specification of the sensor. 
Therefore, temporal data with asynchronous observations by the sensors are obtained. 
The main task assigned to the perceptual mechanism in the decision-making module 
is to extract the patterns in the sequences of these temporal data that correlate highly 
with behavior of the agent. The patterns can be regarded as the nonverbal cues. 
Although a single sensor could obtain the patterns, combinations of these patterns 
obtained by several sensors might imply different nonverbal cues. The decision-
making module will provide the perceptual ability of the agent as described in the 
next paragraph. 
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Fig. 1. Interaction between Human Partner and Agent 

The perceptual ability of the cues is acquired through interaction with the partner 
person. Therefore, the perceptual ability of the agent is a function of the set of 
sensors, set of behaviors, actuators of the agents, environment, and the partner. Fig. 1 
illustrates basic idea of the acquisition of perceptual ability. The agent is assumed to 
be facing with a person with whom the agent interacts (we will refer the person as a 
partner). The agent observes movements of the partner through its sensors. The agent 
cannot interpret the movements as nonverbal cues at the beginning of the interaction. 
Then, the agent records the movement of the partner as a sequence of sensory inputs 
so that it can afterward extract the nonverbal cues from the accumulated set of the 
sequences. At this moment, the agent somehow selects a behavior from the given set 
of behaviors. The behavior selection is done at random at the beginning and gradually 
learned to select purpose-oriented behavior for achieving the role of the agent. The 
partner, then, is expected to observe the behavior of the agent and would react to it. 
This reactive behavior of the partner can be considered as an evaluation, or it provides 
a meaning of the previous behavior of the partner, because it reflects the behavior of 
the agent, and accordingly the perception of the previous behavior of the partner by 
the agent. Finally, the agent could notice the meanings by observing the reaction of 
the partner. Iterating this process provides relations between observed sequences of 
sensory inputs, selected behavior, and the reaction of the partner. When a particular 
behavior results in the same reaction of the partner, there might exist some invariants 
in the input sequences. This study assumes that the invariants can be considered as the 
nonverbal cues. The agent can use the nonverbal cues to expect the reaction of the 
partner when it reacts to the partner with certain behavior. 

One of the main points in the framework is how to extract nonverbal cues from 
sequences of the sensory input. This paper, therefore, will tackles with this point of 
the framework using a case study in the domain of facial expression analysis, and the 
other points are remained as future works. To make the problem much clearer, we 
would settle some limitations, i.e., we use a single vision sensor that senses facial 
expressions of a partner, and the sequences of the sensory inputs are labeled not with 
the behavior of the agent but by human observer, to the framework. 
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3 Acquisition of Nonverbal Cues on Facial Expression Analysis 

There are many studies that aim to extract information from facial expression of a 
person, e.g. [4], [5], [6]. Most studies in this domain rely on shapes of the facial parts, 
i.e., mouth, eyes, eyebrows and etc., which change as facial expression evoked. This 
paper tries to implement limited functionalities of proposed framework as a first step 
of the whole framework. As an example of what nonverbal cues imply, mental states 
of a person are considered. 

When we see facial expressions of other person, we are able to estimate mental 
states of the person. Moreover we can guess the facial expression is whether 
voluntary or spontaneous. This ability seems inherent to our perceptual ability and 
automatically achieved without forcing us to concentrate on the observation of the 
facial expressions. However, accuracy of the guessing grows higher when we are 
familiar with the person. What this circumstance implies can be inferred that we are 
able to acquire some key features in the movement of the facial expressions that 
expresses a particular mental state. The key features are extracted as a temporal 
sequence of sensory input and referred as the nonverbal cues in this paper.  

The overview of the whole mechanism is depicted in Fig. 2. The system roughly 
composed of a vision system, data collection process, data labeling process, the facial 
expression analyzer, the nonverbal cue extractor, nonverbal cue database, and mental 
state estimator. While the data collection processes and data labeling process are the 
tasks to be done by the agent itself in the framework, we would entrust the work to a 
person in this paper. The mechanism has two phases, i.e., extraction phase and 
estimation phase. The modules to be used in both phase is different: the extraction 
phase does not use mental state estimator and estimation phase does not require the 
data collection, labeling, and extractor. The rest of the section describes an 
implementation of each phase and its component in detail, respectively. 

3.1 Extraction Phase of Nonverbal Cues 

The goal of this phase is to construct a database of the nonverbal cues. The extraction 
phase starts from collections of the facial expressions as a set of dynamic images. 
Each dynamic image is collected in the duration when a person is naturally interacting 
with the partner. We will call this person as a target person. The camera of the vision 
system is set near the eye position of the target person.  

The target person is required to watch the collected raw dynamic images to judge 
what types of the mental states of the partner are observed during the interactions. 
This judgment is completely done in a subjective manner. Namely, the target person 
freely judges the mental states of the partner depend only on the knowledge, 
experience, or feeling of his/her own. The results of judgment are recorded as a 
couple of a sequence of the images and a label of the judgment. The labeling process 
is a selection of starting and ending point of the facial expressions that considered to 
be including particular signs of mental states. As results of the labeling process, we 
will obtain a set of dynamical images with a limited number of the labels. Each label  
is associated with nonverbal cues of mental states. 
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Fig. 2. Outline of Proposed Mechanism in Case Study 

The dynamic images are the input to the facial expression analyzer. The analyzer 
consists of a facial feature point extraction, a normalization of the feature points, and 
the clustering system. Each dynamical image contains the developmental process of 
the facial expressions. To capture the developmental process, we adopt the facial 
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feature point to make the too rich information of the visual data simpler. The 
movements of the facial feature points are assumed to represent the developmental 
process of the facial expressions. By tracking the feature points during the whole 
developmental process of the facial expression, we can identify facial expressions. To 
achieve the tasks, we have adopted the Face Sensing Engine (FSE) developed by OKI 
Electric Industry Co. Ltd. [7]. The FSE achieves a robust real time search of face and 
feature points for every frame of a dynamic image provided by the vision system 
compared to the Active Appearance Models (AAM) [8]. Because the vision system is 
affected by a variety of noises from ambient lights, this characteristic is important for 
the task. The FSE can detect up to fifty-six feature points. Among these points, we 
have empirically selected the twenty-six points to capture the facial expressions.  

By using FSE, we can translate the segmented raw dynamic images into sequences 
of the position vectors whose components are the positions of the feature points in the 
image coordinate system. The position vectors, however, are not representing the pure 
movements of the facial expressions derived only from the facial expressions. The 
distance between camera and the partner and movements of the head of the partner 
affect the vectors. To cancel these factors, we have to align the feature points by 
adjusting the center, the scale, and the angles of the vectors. For this aim, we use the 
point detected as the nose head as the center point, the distance between the points at 
the tail of the eyes as a unit distance, and rotate the vector so that the angle of the line 
linking the points is to be zero. 

The data still contain a lot of noises caused by the rapid movement of the person, 
change of facial contours, and the drawbacks of using the camera. Moreover, the 
movement of the face seldom occurs in the same way, and the subjective way of 
interpreting the mental state results in a variety of the facial expressions to be 
interpreted as the same meanings. One way to overcome the difficulties is treating the 
similar movements as the same movement. The clustering system serves as an 
implementation method of this role. The Self-Organizing Map (SOM) [9] can serve as 
the clustering system. The output layer in this paper has a lattice structure so that 
every output unit has the same number of the neighbor units. It can map not only the 
similar vectors into the same cluster, but the neighbor clusters have the similar input 
vectors as input. The output of the SOM is a state constituting the facial expression 
that the target person is interpreted as representing a mental state. 

The nonverbal cue extractor analyses the state transitions generated by the 
clustering system. The state transitions have following characteristics: a) the durations 
of the transitions are not uniform, b) The states that has labeled as the near number 
represent the similar movements, c) the state transitions with the same label can be 
interpreted as the same mental state but is not guaranteed to contain the same 
movement because of ambiguities of the human judgment, and d) states in a state 
transition might contain some states generated from the noise caused by the miss 
sensing of the facial feature point extraction process. 

The nonverbal cue extractor, firstly, tries to find common structure in the state 
transitions with the same label. This process is done in as follows. When we have Nl  

state transitions with the same label l , we denote the set of state transitions with label 

l  as Sl , where | Sl |= Nl . Each state transition labeled as l  then can be denoted as 
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Sj
l =< s0

jl, s1
jl,, snj

jl >, si
jl = {0,1,Nc}, where nj  is the duration of the transition and 

Nc is number of states, i.e., the output units in the SOM, to be allowed to use. 

si
jl ∈ Sj

l  is a candidate of the invariant, if and only if there exist smk

kl  in ∀Sk
l ∈ Sl , 

| si
jl − smk

kl |≤ N , where N  is the distance between the state to be allowed to treat the 

different states as the same state, and mk  is the state number of state transition k  

that should be minimum and never used before. Note that mk  proceeds when it is 

used as matched with previous si
jl . After examining all state transitions in the above 

manner, the nonverbal cues are defined as I l = {< {min(Ci
jl ),, max(Ci

jl )} >}, where 

Ci
jl  is a set of states that are selected as the i th candidate of the nonverbal cue.  

The second task of the nonverbal cue extractor is eliminating the common 
sequences observed among the different invariants. This elimination process is done 

by a simple manner. Namely, we just remove all element of the Ci
jl,Ck

jl , until 

Ci
jl ∩Ck

jl = {ϕ}. This would allow the nonverbal cues to be exclusive with each other. 

3.2 Mental State Estimation Phase Using Nonverbal Cues 

The mental state estimation phase uses the same clustering system, mental state 
estimator, and the database of the nonverbal cues. The partner in this time is facing 
with the agent. The dynamic images obtained in the same manner are categorized by 
the same clustering system, because the movement of the feature points must be 
categorized in the same cluster to compare it with the nonverbal cues. The categorized 
movement is also treated as a state in this phase. Every time the vision system 
captured a frame of image, the movement is calculated by subtracting the positions 
previous feature points from that of current feature points. The acquired movement is, 
then, translated into a state by the clustering system.  

The function of the mental state estimator is quite simple, i.e., it just receives the 
state from the clustering system and asks the database whether there exist nonverbal 
cues that contain corresponding state. When there are some cues, they are the 
candidates until there is an exception or the whole invariants are matched with state 
transitions temporally observed. In the latter case, the estimator concludes that the 
mental state is observed. The estimator always observes the possibility of the 
occurrence of any mental state corresponding to the nonverbal cues in the database in 
parallel.  

The rest of the paper is devoted to show the potential of the proposed method by 
showing the result of a brief preliminary experiment. 

4 Preliminary Experiment on Facial Expression 

To show the extraction ability of the nonverbal cue by of the proposed method, a 
simple preliminary experiment is carried out. The situation of the experiment is as 
follows: A student is facing with a professor in a room and asked to act smile for 
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seven times, and disgust for two times. After that the student chat with the professor. 
The whole situation was recorded through CCD camera from the professor’s point of 
view. After the sessions ended, the professor judged and labeled the facial expressions 
of the student as “fake smile”, “fake disgust”, and “real smile”. As a result, we have 
seven sequence of the “fake smile”, two of “fake disgust”, and two of “real smile”. 
The proposed mechanism extracts the nonverbal cues for “fake smile” using four 
sequences of “fake smile” and a “real smile”. The facial features constituting the 
facial expressions are categorized into thirty categories with the SOM.  

The only nonverbal cue “fake smile” extracted by the proposed mechanism 
consists of just one state transition between two states. This transition, however, could 
act as a nonverbal cue, because the method could identify the rest of the seven 
sequences of “fake smile” and distinguished them from the other nonverbal cues, i.e., 
“real smile” and “fake disgust”. The extracted nonverbal cue might consist of noise, 
because detected feature points often contain noise. The noises, however, themselves 
contain meaningful information that is derived from the combination of the 
environment, sensing device, and facial expressions. 

5 Conclusion 

This paper proposes a framework to extract the information that affords a key to 
understand intension, mental state, affect, or signs evoked by a person through 
nonverbal communication between the person and an intelligent agent. A limited 
functionality of the framework is implemented and applied to a facial expression 
analysis as a case study. The proposed method has potential to detect true mental state 
under a certain situation. However, verifications on the extracted invariants are 
remained as future works that includes applying more stable feature points detector, 
test in variety of environment with more subjects. Implementation of the whole 
framework is also remained as a future work. 
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Abstract. This paper describes the twining of seaweed in fluid environment by
computer simulation of virtual seaweed. The morphology of virtual seaweed is
modeled by Lindenmayer system. Then, two physical properties, which are ad-
hesiveness and tear, are artificially introduced into this model. Physics engine is
adopted to realize its physical motion. A fluid environment is constructed by the
Lattice Boltzmann method. The method calculates time evolution of particle dis-
tribution to simulate fluid motion. The motion of virtual seaweed is acquired by
moving in the environment. In order to find the twining conditions and the way
of avoiding it, the simulation is executed by altering the environment. We ascer-
tained that the virtual seaweed behavior has the close relationship with the water
flow.

Keywords: Seaweed cultivation, Twining of seaweed, Physics modeling,
Lindenmayer system, Lattice Boltzmann Method.

1 Introduction

In recent years, fossil fuel depletion is caused by growing world population and ex-
panding the globalization of industry, which is a serious problem. Seaweed cultivation
has been attracted as a means of new energy production [1][2]. Seaweed can be grown
ten times faster than most terrestrial plants, because it has high photosynthesis effi-
ciency. It consumes greenhouse gasses such as carbon dioxide and methane in growing.
These grown seaweed produce fine oil. Seaweed oil has a potential as an alternative to
petroleum oil. This oil can be applied to car fuel. Therefore, the seaweed cultivation
contributes as a realization of a material circulating society. However, there are large
number of challenges in the seaweed cultivation. One of the major challenges is the
realization of more large and more efficient environment for cultivating seaweed. It is
beneficial to maximize the advantage of photosynthesis for seaweed. General seaweed
cultivation tank usually circulates water to prevent the seaweed from sinking. This kind
of tank can be enhanced the absorption of carbon dioxide for the seaweed by moving
the entire underwater. However, the water circulation causes the seaweed to twine and
tear, which interfere with growth.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 815–824.
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In this paper, we study the twining of virtual seaweed in fluid environment from
computer simulation. This study aims at discovering the conditions which cause the
seaweed twining and the water circulation avoiding twinings. First, seaweed and fluid
environment are modeled by Lindenmayer system and fluid dynamics. Then, the be-
havior of the virtual seaweed can be controlled in the fluid environment and verifies its
physical motion from simulation.

2 Modeling Seaweed and Environment

We introduce the model of virtual seaweed and fluid environment. In order to mimic
real seaweeds, the morphology of the seaweed model is determined by Lindenmayer
system. The physical model of virtual seaweed is consisted of the connections of the
small rigid spheres. In order to model soft motions as marine plants of this model,
virtual seaweed has three degrees of freedom. Two physical properties (adhesiveness
and tear) are modeled into the seaweed model, which can be reflected real seaweed
properties.

In this study, physics engine is employed for simulating seaweed and fluid motions.
The physical model of fluid environment has constructed by NVIDIA PhysX which is
the physics engine provided by NVIDIA Corporation [3]. PhysX can be dynamically
simulated the basic physical law. However, applied functions are not supported in the
PhysX. Therefore, two fluid forces (buoyancy and drag force) are calculated in the
environment. The fluid motions are simulated by Lattice Boltzmann method.

2.1 Virtual Seaweed

Physics Model. The Lindenmayer system is an algorithm that can represent the growth
processes of natural objects [4][5]. This algorithm is proposed by Hungarian theoret-
ical biologist and botanist, Aristid Lindenmayer. Seaweed is grown by iterating cell
divisions and the cell growth. By applying the Lindenmayer system, the growth process
of virtual seaweed represents the natural form for most plants. Our proposed Linden-
mayer system is adopted as the modeling of seaweed. Its growth process shows in Fig.1.
This model consists of three hundred forty rigid bodies. One rigid body is the sphere of
0.50 meters in radius. The virtual seaweed model is shown in Fig.2.

Physical Property. The virtual seaweed mimics real seaweeds by modeling of two
physical properties. One property is an adhesiveness. This property represents epiphytic
property for seaweeds. The virtual seaweeds are worked weakly attractive force when
they colide each other in underwater. This property is defined as the adhesiveness and
it shows in Fig.3. The simulated coulomb force works to two rigid bodies as the adhe-
siveness, when the distance of two rigid bodies are less than a certain threshold rt. The
strength of the force are defined in the following 1.

FA = ka
1

r2
for r < rt (1)

where ka is the adhesive coefficientCr is the distance between two rigid bodies, and rt
is the threshold of distance between two rigid bodies.
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STEP 1 STEP 2 STEP 3 STEP 4

Fig. 1. Growth process of virtual seaweed

Fig. 2. Virtual seaweed model

The other is a tearing, this property is shown in Fig.4. Seaweed may be torn into
some parts by the twining and water flow. Its phenomenon are modelled by adding
strong force into seaweed. The connection between two rigid bodies for virtual model is
broken by adding the force FA above 106[N]. The torn connection by tear phenomenon
cannot be reproduced.

2.2 Fluid Environment

Fluid Forces. The fluid environment is developed by modeling two fluid forces. These
forces are buoyancy and drag force based on fluid dynamics.
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Fig. 3. Adhesiveness of virtual seaweed

Fig. 4. Tear phenomenon of virtual seaweed

In a fluid environment, the vertical upward force that called buoyancy FB works
to objects by Archimedes’ principle shown in Fig.5(a). The force is calculated by the
following (2).

FB = ρV g (2)

where ρ is the water density, V is a volume of rigid body, g is the gravity acceleration.
The drag force strength is given by (3). FD works the rigid body in fluid environment

shown in Fig.5(b). The drag force that is proportional to square of the relative velocity
with a fluid. Its direction is inverse movement vector.

FD =
1

2
ρACDv

2 (3)

ρ is water density, A is a projected area, CD is the substance-specific drag coefficient,
v is relative velocity with fluid.

Fluid Motion. In order to develop realistic water flow, the flow is modeled by Lattice
Boltzmann method that is one of analysis techniques for computational fluid dynamics
[6]. The Lattice Boltzmann method numerically simulates the fluid motion by calculat-
ing time evolution of particle distribution based on the idea of cellular automata. This
method can represent the high-precision flow without noise. The fluid environment is
discretized into unit lattices at the method. The continuous motion of fluid is determined
by the particle movements in the lattice. Functions for particle distribution is obtained
by calculating the ensemble average of number of particles in the lattice. It is easy to
compute the fluid density and velocity from the particle distribution. These particles
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(a)Buoyancy (b)Drag force

Fig. 5. Buoyancy and drag force

Fig. 6. 3D15V Model

iterate these processes of translation and collision for simulation. The particle move-
ments such as translation and collision is the important factors at the Lattice Boltzmann
method [7]. Water is a fluid and its density is not changed by pressure. Therefore, water
flow can be treated as a incompressible fluid.

Water is a fluid and its density is not changed by pressure. We employ D3Q15 model
as a particle distribution model. The D3Q15 is suitable for treating a incompressible
fluid. Its particles have fifteen velocities shown in Fig.6. The lattice Boltzmann equation
shown in (4) is employed for calculating time evolution of particle distribution [8].

fi (x+ eiΔt, t+Δt) =

(
λ− 1

λ

)
fi (x, t) +

1

λ
fi

eq (x, t) (4)

where λ is the relaxation frequency, fi is the particle distribution function, i is kind of
particle velocity.
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(a)Before (b)After

Fig. 7. This figure gives an overview of the translate and collide processes for a fluid cell next to
an obstacle

(a)Transverse
circulation

(b)Vertical
circulation

(c)Convection
circulation

Fig. 8. Three fluid environment

These particles move repeating a collision. They transit from movement state to equi-
librium one by constant rate. The following (5) represents the particle equilibrium dis-
tribution [8].

fi
eq (x, t) = ωiρ

(
1− 3

2
u2 + 3 (ei · u) + 9

2
(ei · u)2

)
(5)

where fi
eq is local equilibrium distribution, ωi is the weight coefficient, ρ is the fluid

density, u is the fluid velocity, ei is the particle velocity.
The particles distribution of the lattice including obstacles cannot be calculated.

Therefore, bounce-back is employed as boundary condition. This condition rebounds
particles into the 180 degrees of direction from the obstacle shown in Fig.7.

3 Twining Experiment

In order to observe the twining of virtual seaweed in fluid environment, we examine the
motions of the seaweed in three environments with different fluid velocity.

3.1 Objective

The motions of seaweeds are strongly influenced by the flow patterns and fluid veloci-
ties. Therefore, the objective of this experiment is to find the condition by altering the
fluid velocities and water flow patterns so as to avoid the twining of seeweeds.
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t=10.0[sec] t=20.0[sec] t=30.0[sec]

t=40.0[sec] t=50.0[sec] t=60.0[sec]

Fig. 9. Alteration of virtual seaweed’s motion

3.2 Experimental Conditions

In this experiment, the control environment is the virtual environment with transversely
circulate water. The fluid velocity is 1.4[m/s] for this environment and it is treated as
the control velocity. Its environment is shown in Fig.8(a). These environments for the
experiment consist of 803 lattices. There are two types of experiments as follows.

• Comparing seaweed motion by three kinds of fluid velocities
• Comparing seaweed motion by three kinds of flow patterns

First, these fluid velocity are twice and half of the control velocity. The twice velocity is
2.8[m/s] and half one is 0.7[m/s]. Then, three kinds of flow patterns are shown in Fig.8.
However, fluid velocity comparison is only conducted by Fig.8(a). Virtual seaweed den-
sity ρr = 998.2[kg/m3], adhesive coeffcient ka=103, water density ρ = 998.2[kg/m3],
drag coefficient CD = 1.0, the project area A = 0.252π.

3.3 Results

Different Fluid Velocity. The alteration of seaweed motion in control environment
shows in Fig.9. Then, the number of collisions between two rigid bodies for virtual sea-
weeds shows in Fig.10. From the results, it is easy to develop the twining phenomenon
when decelerating the fluid velocity. The seaweed twining for twice control velocity is
rapidly resolved for circulation.

Different Flow Pattern. The number of collisions for virtual seaweeds by three kinds
of flow patterns are shown in Fig.11. At the convection circulation, parts of leng stem
are twined by water flow. Then, the other flow patterns twines the seaweed from parts
of short branch.
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Fig. 10. Comparison of seaweed motion for different fluid velocities
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Fig. 11. Comparison of seaweed motion for different flow patterns

3.4 Discussion

From the comparison for different velocity, seaweed motion is differently changed by
altering the fluid force strength. The high fluid velocity can be extended these seaweeds
toward the outside of tank by employing centrifugal force. Therefore, the contacted
parts of seaweed is peeled when adding the force larger than attractive one to these
seaweeds.
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(a) Hourglass twining (b) Looped twining

Fig. 12. Twining conditions

There are two kinds of the seaweed twining, which shows in Fig.12. One is a hour-
glass twining shown in Fig.12(a). At the Fig.8(c), water flow moves these seaweeds
in a hourglass motion. The hourglass motion surely develops the seaweed twining, be-
cause it cannot avoid the cross contact of seaweeds. Then, the other is a looped twining
shown in Fig.12(b). This type of twining is easily developed in most fluid flow. In the
Fig.12(b), the looped twining is also caused to seaweeds when one flow direction is
inverse.

4 Conclusion

In order to study the twining seaweed by computer simulations, we modeled virtual
seaweed with physical properties and fluid environment. This study shows about the
twining as follows.

• The twining can be avoided by high fluid velocity
• The low velocity cannot peel the contacted parts of seaweed.
• To generate the force strengh lager than attractive one is needed to resolve the twining
• There are two types of the twining seaweed
• The hourglass motion surely develops the twining phenomenon (Fig.12(a))
• The most twining type is the looped one (Fig.12(b))

In the future work, we will approach the control method of water flow for avoiding
twining seaweed. Analysis of motion from different seaweed models is also important
matter. Then, it is needed to compare this model with real seaweed and cultivation tank,
for improving reproducibility of this computer simulation.
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Abstract. The objective of this paper is to analyze how children de-
velop their spatial expression ability in 3-D space. We prepared a 3-
D expression system that has “Translation-test”, “Rotation-test” and
“Paper-lay-out-test”. As an experiment, we collected data by using our
3-D expression system for children between the ages of 4 and 6 in a pre-
school in August 2009, January 2010, and August 2010. We conducted
a survey on correlation between the system and WPPSI: WPPSI is an
IQ test. At these experiments, we conducted 5 performance tests with
WPPSI. The results are summarized as follows: 1) Children are able to
recognize virtual 3-D space of the system, and are able to express images
in virtual 3-D space; 2) The data shows the trend that spatial expression
ability in space becomes better with advancing ages; 3) We obtained cor-
relations between the system and WPPSI. The system can analyze some
abilities that are difficult for WPPSI.

1 Introduction

Various articles have been published on the process of how children in Japan
develop their spatial perception. For example, these articles try to understand it
by means of studying paintings[1], using toy blocks[2] and having conversations
[3][4]. However, paintings depends on 2-D expression. And with toy blocks, chil-
dren are highly likely to have space with different parameters. Children likely
to have a different sense of gravity and children’s space likely to have a differ-
ent coordinate axis from our adult’s space. And children’s conversational ability
needs a long period for development. The Wechsler Preschool and Primary Scale
of Intelligence test (WPPSI)[5], one of the standardized IQ tests, has subtests
to analyze spatial perception ability. But the WPPSI analyzes ability using 2-
D space. Moreover, test examiners need to understand the WPPSI test, and
children need to endure a test period of longer than 2 hours.

So, we feel that our approach, which uses a computer, is more effective. We
prepared a 3-D expression system to measure the developmental growth of spatial
expression ability in 3-D space. As far as we know, this is the first approach that
studies children’s spatial development using a computer. We conducted a series
of experiments with 4 to 6 years old children in a pre-school, as the first step

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 825–834.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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in studying the development of spatial growth. The aim of the experiment is to
measure how children develop their spatial expression ability over a period of
time.

2 Prepared System

2.1 3-D Expression System

We define some basic spatial expression abilities as follows:

– Operation abilities in defined 3-D space
• ability to cognize and understand a limited 3 dimensional area
• ability to move something to a target position in a space, or ability to
draw a figure in a 3 dimensional area

– Expression abilities of relations
• ability to cognize relations of distances, directions, and dimensions be-
tween one thing and the other

• ability to decide distances, directions, and dimensions for the target re-
lations

Our 3-D expression system needs functions for understanding those abilities, and
needs methods of spatial expressions for understanding that childrenfs immanent
3-D space. So, we formulated the following methods of spatial expressions in a
computer, and employed those methods on our 3-D expression system. Fig.1 is
a mock picture showing the stage of expression of complex perspective (4 to 7
years old) according to Higashiyama[1]. The picture has a road and a railway
track from an overhead view and a house and a train from lateral view. A 3-D
image can be expressed by dividing Fig.1 into various parts and to lay out the
parts in a 3-D image as Fig.2. Similarly, we applied this method to the system.
The system has a function that a user to lay out illustrated papers in a virtual
3-D program. We also equipped the system with other functions by means of
operating cubes for understanding the operation abilities.

Fig. 1. A child’s drawing Fig. 2. Lay out in 3-D space
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2.2 Overview of the System

We prepared a 3-D expression system which meets the requirements in section2.1.
We developed the system using the C++ programming language, the system
works on Windows. Fig.3 shows the execution screen of the system. The function
buttons are located at the top of the screen. Located at the left of the screen are
a color palette, undo button and redo button, and the button that can be used
to create a paper. The rest of the area is space to express 3-D images. We applied
Nintendo’s Wii Remote[6] as an operation device for the system. The operation
device for the system requires acceleration sensors and gyroscope sensors to
rotate the papers, and optical sensors and buttons to translate and choose the
papers. Because, to use a mouse and a manipulator, which are commonly used
in computer graphics, is hard for children who have limited or no computer
experiences. So, we adopted Wii Remote for the system.

The system has functions of creating new papers, drawing on papers, dis-
playing cubes for experiments, translating and rotating papers and cubes, and
translating and rotating a view. And the system has functions of Translation-
test, Rotation-test, Paper-lay-out-test for experiments. The Translation-test and
the Rotation-test are tests for analyzing the operation abilities in 3-D space. The
Paper-lay-out-test is a test for analyzing the expression abilities of relations.

Fig. 3. 3-D expression system
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3 Experiment Overview

We conducted the experimental tests in August 2009, January 2010, and August
2010 in a pre-school as shown Fig.4. The examinees were 14 children 4-years-
old, 17 children 5-years-old, and 11 children 6-years-old, 26 boys and 16 girls.
15 children took the experiments twice in the first experiment and also in the
second experiment. We tested Translation-test, Rotation-test, and Paper-lay-
out-test for children in every experiment. In August 2010, we used the WPPSI
IQ test. These experiments were conducted in individual room. We explained
to them the method of operation, and tests before tests. The required time of
experiments was about 20 minutes. Fig.5 shows the process of the tests.

First experiment in August 2009

Second experiment in January 2010

Third experiment in August 2010 and August 2011

Experiment with the same examinees

15 persons

15 persons

10 persons

11 persons

21 persons

Comparison of the first and the second

Comparison experiment the system and WPPSI
For the all examinees: Understanding developments in age-group

Fig. 4. Experiment plan

Translation-test (6 tests) Rotation-test (5 tests) Paper-lay-out-test (3 tests)

Fig. 5. Process of tests
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4 Difference of Operation Ability in Space in Half a Year

4.1 Experiment Methods

We describe Translation-test and Rotation-test as follows:

– Translation-Test: Two cubes of the same size but different colors are arranged
at different positions in advance. An examinee translates the highlighted
cube at the center to another cube. There are 6 different tests as shown
Fig.6.

– Rotation-test: Two cubes of the same size but different colors are arranged
in different directions in advance. An examinee rotates the highlighted cube
until the same direction is obtained as the other one. There are 5 different
tests as shown in Fig.7.
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4.2 Experimental Result

Fig.8 shows the average times and the standard deviations of time required to
complete a test, and the rates of completion. In the second experiment, most of
the average times of the Translation-test and the Rotation-test are shorter than
the first experiment. And in the second experiment, most rates of completion
of the Translation-test and the Rotation-test are greater than the first experi-
ment. By t-test, the average times of right-rotation, right-left-rotation, and two-
axis-rotation(2) are significantly different between the first experiment and the
second experiment (p¡.05). By F-test, the average times of right-translation, up-
translation, right-rotation, right-left-rotation, and up-rotation are significantly
different between the first experiment and the second experiment. This result
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provides evidence that shows the difference of children’s development of oper-
ation ability in space. Moreover, the result provides evidence that children can
recognize the virtual space.

Fig.9 shows the average times and the rates of completion of all the exami-
nees of the Translation-test and the Rotation-test in their age-group. The average
times decrease with the rates of completion increasing with advancing age. How-
ever, the average time of 5-year-old children for the Translation-test is longer
than for the 4-year-old children. Because the rates of completion increase from
5-year-old, the examinees of 5-year-old that could complete the tests with longer
time increased. This result shows that we can measure development of operation
ability in space using the system.

5 Correlation of the System and a IQ Test

5.1 Experiment Methods

In our experiment in August 2010 and August 2011, we used this system and the
Japanese version of the WPSSI for the 14 children. The aim of this experiment
was to validate the evidence that the system is an effective tool to measure a
developmental stage of spatial expression ability.

The Japanese version of the WPPSI is an intelligence test designed for children
ages 3 years 10 months to 7 years 1 months. The WPPSI provides subtests with
6 verbal tests and 5 performance tests. And it provides Verbal and Performance
IQ scores, and a Full Scale IQ score. However, the WPPSI is not specialized
in understanding the spatial expression ability. We conducted all 5 performance
subtests of Animal House, Picture Completion, Mazes, Geometric Design, and
Block Design.
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5.2 Experimental Result

Fig.10 shows the examples of correlation between the required times of the sys-
tem and the scores of the WPPSI. The upper graphs show correlations between
average times of the Translation-test and the WPPSI, and the lower graphs show
correlations between average times of the Rotation-test and the WPPSI.

In the Translation-test and the WPPSI, the average time increases with the
score of WPPSI increasing. This result is the same in other all Translation-tests.
By test of no correlation, Picture Completion and Geometric Design correlate
significantly with the Translation-test (p¡.05). Moreover, the sum of raw score
correlates significantly with the Translation-test. This result shows that children
have an ability of systematizing a way to reach a goal in Mazes, or an ability of
painting by comparing an original with their own picture in Geometric Design
effect in virtual space. But, we found no correlation between the Rotation-test
and the WPPSI. However, this result shows that the system can analyze abilities
that are hard for the WPPSI to measure because the results of the Rotation-test
improve with advancing age in section 4.2.

That is, the system obtained an equal result to the WPPSI for analyzing
spatial expression ability. And the system can analyze spatial expression abilities
that are hard to understand with the WPPSI.

6 Visualization of Expression Abilities of Relations

6.1 Experimental Method

Paper-lay-out-test is an experiment to test the ability to express the positional
relation between two papers. Two illustrated papers are arranged in virtual 3-
D space of the system in advance. In real space, the test examiner shows a
relation to the child using the two illustrated papers. And in the virtual 3-D

X

X

YZ

X

YZ

Z

Y

Parallel-lay-out-test

Vertical-lay-out-test (1)

Vertical-lay-out-test (2)

Fig. 11. Paper-lay-out-test
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space of the system, the child will arrange the papers similar to the relation.
The Paper-lay-out-test consists of Parallel-lay-out-test, Vertical-lay-out-test(1),
and Vertical-lay-out-test(2) as in Fig.11. We added vertical-lay-out-test(2) from
January 2010.

6.2 Experimental Result

Fig.12 shows the 9 typical expression patterns that we obtained from the exam-
inees. Table 1 shows the frequencies of expression patterns of all examinees and
the frequencies of examinees of the first experiment and the second experiment,
the underlined data shows the correct expression pattern.

In the pattern 0, two papers are arranged at the same position, is highest
frequency in all the tests except the Vertical-lay-out-test(2). This result is caused
by a lack of understanding the experimental descriptions, a confusion of the
Translation-test, or undeveloped spatial expression ability.

In the Parallel-lay-out-test, 8 examinees expressed the correct expression for
the pattern 1. The rest of children expressed the pattern 2 or 5. We could
not obtain significant differences between the first experiment and the second

Fig. 12. Expression patterns

Table 1. Result of Paper-lay-out-test

Parallel Vertical(1) Vertical(2)
patterns all first second all first second all
0 36 10 8 24 6 4 14
1 8 2 1 9 4 1 1
2 5 2 2 1 0 0 5
3 1 0 1 3 0 2 0
4 0 0 0 14 3 5 0
5 7 1 3 2 0 2 16
6 1 0 0 2 1 1 0
7 2 0 0 3 1 0 0
8 1 0 0 1 0 0 1
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experiment. This result is caused by the following reasons: it was hard for exam-
inees to understand whether they should arrange the papers with opening a gap
or arrange the papers to the same position such as the pattern 0; or undeveloped
spatial expression abilities.

In the Vertical-lay-out-test(1), 14 examinees expressed the correct expression
for the pattern 4. We see that the number of the pattern 4 increases, the number
of the pattern 3 and 5 as nearly correct expression increases, the number of
the pattern 0 and 1 decreasing in half a year. In the Vertical-lay-out-test(2),
the highest number of 16 examinees expressed the correct expression for the
pattern 5.

This result shows that we are able to obtain spatial expression in 3-D space,
and the system obtained data showing childrenfs development of the expression
abilities of relations with advancing age.

7 Conclusion

We prepared a 3-D expression system to understand the developmental stage
of spatial expression ability, and conducted evaluation experiments using the
system in a pre-school. The results are summarized as follows:

– Children are able to recognize virtual 3-D space of the system, and are able
to express images in virtual 3-D space.

– The data shows the trend that spatial expression ability in space becomes
better with advancing age.

– We obtained correlations between the system and WPPSI. The system can
analyze some abilities that are difficult for WPPSI.

In future studies, we will continue to conduct experiments in a pre-school, and
make an evaluation method to understand developmental stages of spatial ex-
pression ability from the acquired data.
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Abstract. Flocking algorithm of multi agent system is robust and disaster toler-
ant even though agents face obstacles or destructed. In this paper, we focus on
applying these mechanism to single humanoid robot by assuming that the robot
is the set of agents. We extend flocking algorithm to be capable of using in single
robot and apply it to humanoid robot to maintain standing posture.

1 Introduction

In multi agent system, several distributed algorithms such as the work of Reynolds[1]
are known to have agents flock. Systems using these techniques are robust and disaster
tolerant even though some of them are destructed.These are known as swarm intelli-
gence and there exists multi-agent robot system applied these techniques.

Also, hexapod robot OSCAR[2] is designed to be fault tolerant by applying boids
algorithm.

However, for single robot there is no particular way to apply these techniques to
generate homeostasis in robot. In this paper, we introduce the way to apply flocking
algorithm for multi agent system to single humanoid robot for stabilizing its attitude.

We expect that these techniques make robot robust and be capable of dealing with
unexpected situation.

We assume that each sensor and servo motor of humanoid robot is an agent of multi
agent system to apply distributed algorithms.

2 Flocking Algorithm

Without theoretical framework, it is hard to extend algorithm so we adopt distributed
flocking algorithm presented by Olfati Saber[3]. In his work, a theoretical framework
for design and analysis of distributed flocking algorithms are proposed as follows.

Now we consider the agent set V . Let qi ∈ R
m denote the position of agent i for all

i ∈V . Each agent has dynamics {
q̇i = pi

ṗi = ui
(1)

where qi, pi,ui ∈ R
m.

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 835–842.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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The set of neighbors of agent i is denoted by

Ni = {i ∈V : ‖q j − qi‖< r} (2)

where r > 0 is the interaction range.
Agents are designed to maintain identical distance with other agents denoted as

follows.
‖q j − qi‖= d,∀ j ∈ Ni(q) (3)

Then, the input ui for the agent i is determined

ui = uα
i + uγ

i (4)

where uα
i is a gradient-based and consensus term, uγ

i is a navigational feedback.
By using σ -norm such as

‖z‖σ =
1
ε
[
√

1+ ε‖z‖2 − 1] (5)

and bump function ρh(z),

ρh(z) =

⎧⎪⎨
⎪⎩

1 z ∈ [0,h)
1
2 [1+ cosπ (z−h)

(1−h) ] z ∈ [h,1]

0 otherwise

(6)

elements ai j of adjacency matrix A(q) is defined

ai j(q) = ρh(‖q j − qi‖σ/rα) ∈ [0,1], j �= i (7)

where rα = ‖r‖σ .
Also, gradient σε(z) is given by

σε (z) =
z√

1+ ε‖z‖2
=

z
1+ ε‖z‖σ

(8)

Then, define an action function φα(z) as

φα (z) = ρh(z/rα )φ(z− dα) (9)

φ(z) =
1
2
[(a+ b)σ1(z+ c)+ (a− b)] (10)

where dα = ‖d‖σ .

Now define nij as

nij = σε(q j − qi) =
q j − qi√

1+ ε‖q j − qi‖2
(11)

Then,
ui

α = ∑
j∈Ni

φα (‖q j − qi‖σ )nij + ∑
j∈Ni

ai j(q)(p j − pi) (12)

ui
γ =−c1(qi − qr)− c2(pi − pr) (13)

where qr,pr are the state of ideal agent.
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3 Extended Flocking Algorithm

This algorithm is to have agents configure uniform lattice satisfies (3). However, to
apply this algorithm to single humanoid robot,we extend this algorithm to be capable of
configuring arbitrary lattice. We introduce the extended distributed flocking algorithm
which can make any lattice. We consider a matrix D.This matrix D has elements given
by the distance d in (3) among each agent. The distance between agent i and j is denoted
as di j.Now we assume that there exists n agents.

D =

⎡
⎢⎢⎢⎢⎣

d11 d12 · · · d1n

d21
. . .

...
...

. . .
...

dn1 · · · · · · dnn

⎤
⎥⎥⎥⎥⎦ (14)

where dii = 0,(i = 1,2, ...,n),di j = d ji,(i, j = 1,2, ...,n).

Also, we assume that each agent has own destination. The destination means the ideal
agent. It is allowed that some destinations are shared among some agents. Now we con-
sider that s destinations exist. The distance among destinations are denoted by matrix R
as

R =

⎡
⎢⎢⎢⎢⎣

r11 r12 · · · r1s

r21
. . .

...
...

. . .
...

rs1 · · · · · · rs

⎤
⎥⎥⎥⎥⎦ (15)

where rii = 0,ri j = r ji,(i, j = 0,1, ...,s).
Then we define r in (2) for each agent. ri, r for agent i which has destination k, is

given by

ri = min{rk j, j = 1,2, ...,s,(k �= j)} (16)

Therefore, (2),(7),(9) are changed as follows.

Ni = {i ∈V : ‖q j − qi‖< ri} (17)

ai j(q) = ρh(‖q j − qi‖σ/riα) ∈ [0,1], j �= i (18)

φα(z) = ρh(z/rα)φ(z− di jα ) (19)

Also, if agent i has a destination k,(20) is given by

ui
γ =−c1(qi − qrk)− c2(pi − prk) (20)

where qrk and prk are the state of ideal agent which indicates destination k.
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Fig.2 shows the example of flocking configured by this extended algorithm. In Fig.2,
three circles indicate destination. Agents are represented as small triangle. The destina-
tion for each agent is the circle which is the same color. In this experiment, the distance
di j is determined as

di j =

{
const si = s j

ri j si �= s j
(21)

where si is the destination of agent i and s j is that of agent j.
Fig.2 shows the sequential results of the blue and red circle’s move.

Fig. 1. The relationship among agents

4 1-Dimensional Flocking Algorithm and Probabilistic Fluctuation

To apply this algorithm to humanoid robot, we consider the state of agent as scalar.
Each agent represents the value of angle of servo motor or specific sensor value. We
also apply probabilistic fluctuation to agents in order to avoid stagnation. We consider
a robot model which have constraints below,

1. There are 6 agents. Each agent represent a part of robot body.
2. Agent 4 is uncontrollable. The state of this agent is determined by the equation

q4 = p3 − 0.3p5+ 0.01urandom (22)

where urandom ∈ (−0.5,0.5). this value is given randomly from this range.
3. The task of agents is to reduce error value of Agent 4 from Agent 4’s destination.

Agents destinations are {0,0.2,0.4,0.6,0.8,1.0} respectively. Error value ε is given
by

ε =
√
(q4 − qr4)

2 (23)

4. Agent 4 represents a sensor of robot and input value has model of environment.
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Fig. 2. 2 dimensional flocking experiment
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Fig. 3. Servos and Sensors of KHR-3HV

Fig. 4. KHR-3HV

In this situation, without any changes, agents except agent 4 are bound for their
destination and wouldn’t move to adjust agent 4’s state. To deal with this problem, we
introduce probabilistic fluctuation term to input value ui. Now we change (4) as

ui = uα
i + uγ

i + uprob
i (24)

uprob
i = 0.01εvrandom (25)

where vrandom ∈ (−0.5,0.5).
We experimented in this situation. Each trial consists of 10000 steps. Table 1 shows

that the average ε value of 10000 trial of both with probabilistic fluctuation term and
without it.
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Fig. 5. FSR402 Sensors

Table 1. Experimental results of Average ε values

Average ε value
With fluctuation term 295.61
Without fluctuation term 354.77

This result indicates that agent’s movement caused by the probabilistic fluctuation
term reduce the error value of Agent 4, sensor agent. This mechanism is useful to adjust
sensor values by moving servo motors of single humanoid robot in environment which
has unknown model.

5 Applying Algorithm to Humanoid Robot

We apply this algorithm to single humanoid robot. In this experiment, we use humanoid
robot, Kondo KHR-3HV. This robot has 10 sensors. 8 sensors are force sensing resistor
FSR402 as pressure sensor. Other 2 sensors are acceleration sensors. Also this consists
of 17 servo motors.

We consider each servo and sensor to be an agent which have scalar state value. Servo
agents have angle value, and sensors have own specific value. We give the humanoid
robot the task to maintain standing posture. Before the experiment, we have to make
robot stand and record its specific value of each agent. These ideal values of standing
posture is the destinations for each agent. Through experiment, we succeeded in having
robot maintain standing posture by applying flocking algorithm.

Fig.6 shows the result of this experiment. In Fig.6, x-axis and y-axis shows time
steps and ε values respectively. When this experiment start, posture of this humanoid
robot is ideal, so ε value is almost zero. However, small move causes great increase of
ε value (step 0-10). After that, we can see the decrease and suppression of ε value.
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Fig. 6. Result of ε value

6 Conclusion

We extended flocking algorithm to be capable of making arbitrary lattice of agents. Also
we introduced probabilistic fluctuation term to the algorithm to adjust sensor values by
moving servo motors. And we applied these algorithm to single humanoid robot to have
maintain standing posture.
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Abstract. Most of robotic systems introduce a directionless neighborhood area, 
such as a circle or sphere, for robot communication and interaction because it 
reflects a natural property of some physical sensors and devices. On the other 
hand, it has reported that some of natural birds employ directional neighbor-
hood for neighbor observation. In this paper, we introduce the directional 
neighbor to a robotic swarm system, and we investigate how it affects to the 
connectivity and stability of the system. 

Keywords: flocking, directional neighborhood, velocity correlation. 

1 Introduction 

The objective of this paper is to investigate the effect of directional neighborhoods in 
flocking in swarms. In the conventional flocking algorithms, a shape of neighbor-
hoods of agents or robots is not considered significantly. For example, most of mul-
tiple agent systems introduce a circular neighborhood for the neighborhoods, because 
it is the simplest shape and it reflects a neighborhood of physical devices such as om-
nidirectional cameras and radio communication devices.  

However, recent research activities have shown that starling birds seem to observe 
other ones topologically, not by a metric distance [1]. They shoot a video of a flock of 
the starling birds, reconstruct a 3D model of the flock, and generated a 3D position 
and velocity of the birds. The results show that the birds are not placed isotropic: The 
placement of the nearest neighborhood birds changed by a heading angle, such that 
more birds are distributed in left and right sides but less ones are found in front and 
back sides. Furthermore, it has reported that behavioral correlations in the swarm are 
scale free: The motion change of a single bird affects to and is affected by that of all 
other birds in the swarm, no matter how large the swarm is. The scale-free correla-
tions provide each bird with an effective perception range much larger than the direct 
inter-individual interaction range, thus enhancing global response to perturbations. 
The results suggest that flocks behave as critical systems, poised to respond maximal-
ly to environmental perturbations [2]. 

From those evidences, it can have an advantage if we introduce a directional 
neighborhood to a robotic swarm system, particularly when we have a very large 
number of robots such as thousands of them.  
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On the other hand, if we introduce it, a flock can be fragile, which means easy to 
be fragmented, because a neighborhood shape is affected sensitively by a heading 
angle. Therefore, it is important to know how much the robotic swarm is maintained 
and fragmented if we introduce the directional neighborhood.  

At this point, let us review briefly about flocking. In the field of the swarm robotics 
[3], the formation and the stability of a swarm are of the central issues. The first re-
search on an artificial swarm is called Boid model proposed by Reynolds in 1987 [4]. 
Each of the robots can know the relative speed and position of neighboring robots and 
decides its motion using them. Reynolds showed that a natural looking swarm can be 
emerged only by the three simple local interaction rules of separation, cohesion, and 
alignment. However, Boid model is a rule based system and the mathematical proper-
ties such as the stability of the swarm were not discussed. 

Olfati-saber gave a mathematical framework to the swarm formation [5]. He for-
malized the motion of the robots as a dynamical system of particles, and showed sev-
eral stability theorem of a swarm. For example, he proved that a swarm made by Boid 
model is easy to be fragmented, and that a swarm is stable if all of the robots know a 
destination. Su et al. investigated the relation between the swarm stability and the 
number of robots which knows the destination [6]. They showed numerically that a 
small number of the robots can navigate a swarm to the destination. Furthermore, 
many models based on the local interaction are proposed [7] [8].  

All the above models assume an isotropic neighbor or abstract neighbor model, in 
which they have not considered a specific shape of neighborhoods.  

In this paper, we develop the dynamical system for the directional neighborhood, 
and show how it affects to the flocking. More concretely, we introduce an angle af-
fected norm to the distance measurement in the dynamical system, and develop a 
linear system for the flocking. Then we investigate the velocity correlation among 
agents. The numerical experiments show that a different velocity correlation patterns 
are found in flocking of the directional neighborhood from the conventional un-
directional one, which can give us a new notion of flocking.  

The outline of the paper is organized as follows: Section 2 presents the directional 
neighborhood and the dynamics of flocking. We show numerical experiments of the 
proposed model in Section 3. Conclusion is given in Section 4. 

2 Directional Neighborhood and Flocking 

In the proposed swarm model, each of the robots is assumed to communicate with 
other robots in a directional neighborhood area as shown in Fig.1, in which a shape of 
the neighborhood area is a bow tie shape, spreading widely in left and right sides. If 
the other robots are in the area, they are regarded as neighborhood robots. As shown 
in Fig. 2, the configuration of the robot is a position of x and y, and a heading angle of 
θ. Since the neighborhood area is angle sensitive, the neighborhood network becomes 
an asymmetric one. For example, in Fig. 2, the robot r1 observes r2 and r3, but r2 can-
not observe r1.  
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Fig. 1. Directional neighborhood area 

 

Fig. 2. Robots and directional neighborhood area. The neighborhood relations form an asym-
metric observation graph. 

Then, let us define the anisotropic neighbor as  

( ) ).cos(),,( 22 φθθ ++== kyxyxnb Tp  (1) 

In the following, we use k=1 and φ=π/2, which make the neighbor as in Fig. 2. If we 
introduce k=0 and φ=π/2, it becomes a circular neighborhood. Therefore, the above 
anisotropic neighbor can be considered as a generalized neighborhood function.  

Next, let us represent a set of neighboring robots of a robot i as Ni. If a robot i 

},)( { r nbjN iji <−= pp  (2) 

where pi and pj is a position vector of a robot i and j, respectively.  
We represent motion of the robots by an attractive and repulsive force of each pair 

of the robots, and the force interaction is limited in the neighborhood range. There-
fore, if a robot is out of the range of all the other robots, it is isolated, and it cannot be 
controlled by the target anymore. We call the situation as fragmentation, and we  
consider a swarm is stable if the fragmentation is never occurred. The basic idea of 

r1=(x1,y1,θ1)T

r3=((x3,y3,θ3)T
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flocking is shown in Fig. 3. Each of the robots generates a translational and rotational 
acceleration so that it remains in a fixed distance d, aligns a heading angle, then coin-
cides a translational and rotational velocity to other robots in neighborhood. 

 

Fig. 3. Flocking force. Each of the robots generates a force so as maintaining a fixed distance d, 
aligning a heading angle, and coinciding a translational and rotational velocity. 

Now, let us represent the dynamics of a robot i. In this paper, all of the robots are 
assumed to be a point mass and the motion of the robots is represented by a force. 
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where pi, vi, and ui is the position or configuration, velocity, and acceleration as a 
control input of i-th robot, respectively. 

Then, let us represent the acceleration for flocking. We introduce a potential force 
on the distance so that we can represent the robot motion of keeping a distance d to 
the others. Furthermore, we introduce a consensus force on the velocity for the equal 
velocity to the others. 
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where k related terms represent a control gain, in which the subscripts p and v shows a 
position and velocity, respectively, and the superscripts t and r do a translational and 
rotational motion, respectively. Eq (6) expresses position related acceleration such as 
an attraction and repulsion, while Eq (7) does velocity matching one. By summing 
those two accelerations, flocking can be done. 

Interaction
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3 Numerical Experiments on Flocking 

First, let us see the very simple instance of flocking by two robots. Figure 4 shows a 
sequence of snapshots of the two robots, moving from left to right. They are placed in 
a stable distance with a same orientation and a same translational velocity, but they 
have different rotational speed in an initial condition. Then, they move to left, rotating 
counter clockwise direction. During the motion, a relative distance between the two 
robots is almost same, but a neighborhood is changing: They observe each other in 
earlier time period, but they go out of the neighborhood in later time period. 

The above instance shows a typical phenomenon of the directional neighborhood: 
Even if they are stayed in a close area, they may not observe each other. The neigh-
borhood graph can be changed easily just by changing an orientation of robots a little 
amount. On the other hand, if we apply directionless neighborhood such as a simple 
circle, the above phenomenon never occurs, because a distance between robots is 
related to the neighborhood area directly, once a robot goes out of a neighborhood 
area of other robots, there is no chance to come back to it.  

 

Fig. 4. Flocking force. Each of the robots generates a force so as maintaining a fixed distance d, 
aligning a heading angle, and coinciding a translational and rotational velocity. 

The, let us investigate with a larger number of robots of a hundred, comparing the 
directional neighborhood robots with the directionless ones. Figure 5 shows a se-
quence of snapshots of a hundred of robots by the directional neighborhood with one 
second intervals. Each of the dots represents a robot, and the dot with a circle shows a 
reference robot, which moves with a fixed constant velocity, but all the other robots 
are influenced by the reference robot if it is in a neighborhood area. The reference 
robot is introduced for giving a fixed point to a swarm for measurement, because a 
swarm always changes positions and velocities, and it is difficult to analyze in a static 
frame. In this case, the reference robot moves left to right, horizontally. Similarly, 
Fig. 6 shows a sequence of snapshots of a same number of robots with the direction-
less neighborhood. Same control parameters and initial conditions are given to both of 
the cases.  
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Fig. 5. Swarm of directional neighborhood robots 

 

Fig. 6. Swarm of un-directional neighborhood robots 

 

(a) Initial state.  (b) 1 sec. later. 

(c) 2 sec. later.  (d) 3 sec. later. 

(a) Initial state.  (b) 1 sec. later. 

(c) 2 sec. later.  (d) 3 sec. later. 
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Observing Fig. 5, a swarm of the directional neighborhood changes itself largely to 
a longer and narrower shape. On the other hand, in a swarm of the directionless 
neighborhood case, most of the robots far from the reference robot stay in almost 
same position as in initial ones, and only some of the robots close to the reference 
robot change their position. Therefore, a part of the swarm changes its shape. Just 
glancing the two figures, the directional neighborhood robots give us an impression 
more similar to a natural swarm.  

Then, let us see inside the swarm. Figure 7 is a velocity correlation to the reference 
robot for a distance from it with a time interval of one second in the case of the direc-
tional neighborhood robots. And Fig. 8 shows a same one for the directionless neigh-
borhood robots case.  

Figure 7(a) and 8(a) shows an initial state, in which velocity of all of the robots are 
initialized with random values, a correlation value of all of the robots are distributed 
around zero values.  

In the case of the directionless neighborhood robots, shown in Fig. 8, as times 
goes, robots near the reference robot interact with it, and their velocity becomes close 
to it due to the mechanism of flocking, yielding a velocity correlation close to one in a 
short distance to the reference robot. On the other hand, robots far from the reference  

 

 

Fig. 7. Velocity correlation of directional neighborhood robots 

(a) Initial state.  (b) 1 sec. later. 

(c) 2 sec. later. (d) 3 sec. later. 
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Fig. 8. Velocity correlation of un-directional neighborhood robots 

robot have no opportunity to interact with it directly, and a velocity correlation gets 
close to zero in a long distance to the reference. Therefore, the relation between the 
distance to the reference robot and the velocity correlation to it shows a gradual  
decrease from one to zero, which is shown in Fig. 8(b) and (c). If time passes fur-
thermore, the reference robot moves away from the swarm, the swarm has no direct 
interaction with it. Eventually, the velocity correlation to the reference robot stays in a 
certain value, not changing by a distance to it, which is shown in Fig. 8(d).  

Then, in the case of the directional neighborhood robots, they show almost same 
changes in later stages such as in Fig, 7(c) and (d). However, in a transient stage of 
Fig. 7(b), it shows an interesting velocity correlation, in which there exist two robot 
groups with a different velocity correlation even they are located at a same distance to 
the reference robot. In other words, the swarm involves a large velocity fluctuation 
between robots, which can be observed in an natural flock [1]. We conclude that  
naturally looking flocking can be emerged from the directional neighborhood robots. 

(a) Initial state.  (b) 1 sec. later. 

(c) 2 sec. later.  (d) 3 sec. later. 
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4 Conclusion 

In this paper, we developed the dynamical system for the swarm robotic system with 
the directional neighborhood. We showed that the directional neighborhood can make 
more naturally looking flocking than the directionless neighborhood robots.  

The proposed directional neighborhood robots show interesting characteristic when 
giving a perturbation to a stable or static swarm, which can be some basis for devel-
oping a faster converging flocking. 
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Abstract. As a way of resolving vehicle congestion, there is a feedback control 
approach which models a traffic network as a discrete dynamical system and 
derives feedback gain for controlling green light times of each junction. Since 
the input is the sensory observed traffic flow of each link, and since the state 
equation models both the topology and the parameters of the network, it is 
effective for adaptive control of a wide area traffic in real-time. One of the 
essential factors in a state equation is the vehicles’ turning ratio at each 
junction. However, in a normal traffic sensor layout, it is impossible to directly 
measure this value in real-time, and values from traffic census are used. This 
paper is to propose a method that predicts this value in real-time through 
machine learning and gives more appropriate feedback control. Out idea is to 
find the turning ratio through probabilistic search by Reinforcement Learning 
referring to the degree of improvement of the entire traffic flow. At this 
moment we have finished formulation of the scheme and the verification for the 
performance by a traffic simulator is on the way. 

Keywords: Reinforcement Learning, Traffic light Control, Feedback Control, 
Discrete Dynamical System, Split. 

1 Introduction 

It is desired for modern urban transport to control traffic lights in a wide area in real-
time according to sensory observed parameters such as traffic flows and queue 
lengths [3]-[5]. However, the number and the variations of traffic sensors are usually 
very limited in an urban road network, and it is also difficult to put many new sensors 
in a network by the reasons of cost and construction problems etc.  

Our approach is to apply Machine Learning to estimate values of current traffic 
properties that are important but are not being able to measure by current sensor 
layouts. The approach is linked with a feedback based traffic network control [1][2].  

From the next chapter, firstly we describe the background of the current traffic 
light control methods and why we focus on the feedback approaches. Secondly, we 
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of cars turning to each direction. By formulating the traffic as a discrete dynamical 
system, the approach applies feedback control to control split by the flow rate of each 
road. In the papers [1] [2], they derive feedback control gain directly by using optimal 
control methods such as the LQ optimization methodology.  

This approach is both theoretically and practically useful and is used in some cities. 
But there are still some parameters that human should carefully predetermine. 

One of the biggest parameters that are essential for modeling but is difficult to 
measure is a turning ratio. This is the rate of cars that turns to each direction, and thus 
contains human factors, which is not able to measure by sensors. Since the rate de-
scribes the key structure of a junction, its accuracy affects the feedback performance. 

 

Fig. 2. Situations where turning rate is not measured by vehicle sensors 

However, this factor is difficult to monitor in real time. One reason is that, as in 
Fig.2., a traffic sensors allocated at the inward of the junction cannot separate either 
the coming car is from left or right. Another is that, although a sensor is allocated at a 
turning lane, the lane is often used both right turn and straight traffic, and cannot de-
rive pure right turning traffic. Also in a near saturated situation, where queue is reach-
ing to the next junction, potential demand for turning is not measured because of the 
blockage, and model parameters are wrongly estimated. 

This paper aims at providing a machine learning approach to estimate turning ratio 
from observation of traffic flow, by which traffic lights control that properly reflects 
the current situation will be realized. 

Because exact turning ratio is not measurable in real-time, any methods that needs 
training data are not applicable. However, it is said that the traffic flow will be im-
proved if the feedback controller uses more exact model, that is, more exact turning 
ratio values. It results in a combinatorial search for a set of turning ratios that will 
improve the traffic flow, and this is done by Reinforcement Learning (RL) [6]. 

In this paper, the notion of feedback control of traffic lights by discrete dynamical 
systems modeling is first introduced, and the design of learning systems to predict the 
parameters of the model is described in detail. 
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For this state equation, the LQ-optimal control problem is able to be applied, which 
derives the feedback gain K for the following feedback scheme [1]: 

               (4) 

This is also used as a feedback scheme without explicitly using the nominal green 
time  and the flow  such that: 1 1                  (5) 

By this, a split for a phase of a junction is modified in real time according to the cur-
rent flow of the links in a network. 

 

Fig. 5. Description of inflow 

5 Learning to Estimate Turning Ratio 

5.1 Application of Unsupervised Learning 

The feedback gain K depends mainly on the saturated traffic flows, road network 
configuration, and the turning ratios. The former two factors do not change in a short 
period. But the turning ratios are the most changeable factors and it is necessary to 
know its latest value in real time. As described in section 1 and Fig.2, the turning ratio 
is usually difficult to measure, and the values which are collected by such as traffic 
survey are often used. Our idea is to estimate the value through observations by using 
machine learning method.  

Since the true values for the turning ratio are not known, it is not possible to apply 
supervised learning methods. Instead, it is expected that the total traffic flow will be 
improved if the feedback controller uses more exact model parameters. This means 
that we can use an unsupervised learning method that searches for a set of turning 
ratios that will improve the traffic flow. 
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5.2 Design of the Learning System 

To this end, we employ a Reinforcement Learning (RL) method [6]. The design of the 
learner is as follows: 

1) State Space 

Appropriate state space design is important for both the time to the convergence and 
the specificity of the acquired knowledge. Urban transportation is a daily event and 
the profile of the flow in a day is mostly the same on the day of the week. Also there 
are seasonal changes and the weather condition factors. About a day flow profile, a 
peak period traffic usually lasts for an hour or around. Thus, the granularity of the 
turning ratio parameter would be at least one hour. By these, one idea of the state 
space is to split every 30 minutes, 7 days, and 12 months plus public holidays. This 
results in around 4000 states. 

2) Learner allocation and actions 

The learning system’s output is the set of turning ratios for every direction. A link i 
is connecting to other links | , and each connecting link n is associated 
with a turning ratio . By this, we allocate one RL at each link. An RL has an action 
set | , 1 …  where W is a number of actions. A candidate 
turning ratio  should be initialized by using appropriate value such as the one 
being fluctuated a small amount from a value collected by traffic survey data. Too 
much number of actions leads to insufficient learning experiences, and the appropriate 
value should be five (larger, a bit larger, normal, a bit smaller, and smaller) for one 
ratio. Thus, in case of 3 directions, the action should be 15 in total.  

In RL, a state-action value function Q(s,a) is learned, and one action that has prob-
abilistically highest Q value is selected. Since the Q value represents a flow of corres-
ponding links, it means that the parameter set that improves nearby flow will be  
chosen. 

 

Fig. 6. Links corresponding to a turn rate 
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7 Conclusions 

This paper proposed a machine learning approach to improve the model parameters of 
the feedback control of an urban transit network. The proposed method is to provide 
estimation of turning ratio that is not obtained from real-time sensor measurement. An 
estimation method by RL is suitable for this purpose since the result of choosing a 
candidate of the parameter is measurable in real time. We will continue to verify the 
performance of the proposed method through simulations.  

The feedback method on which this paper is relying is not considering cycle time 
and offset control. Including these controls will be highly complex problem, and a 
stochastic combinatorial approach like this paper seems to be one of the promising 
ways for further investigation. 
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Abstract. This paper proposes a composite artificial neural network (CANN). 
The CANN is a method that contains concepts of an evolutionary artificial 
neural network, a neural network ensemble and subsumption architecture, and 
designed for efficient robot control. In the CANN, while low-level ANNs work 
as actual controllers for calculating outputs, a high-level work as a selector. The 
high-level ANN works up some optimized ANNs, which output real values, 
into a controller. In order to verify performance of the CANN, numerical 
experiments are carried out. An artificial flying creature (AFC) is controlled by 
the CANN for flying to a target point. Motions of the AFC is calculated by a 
virtual physics environment, which consists of functions of a physical engine 
PhysX and a simple drag force calculation. Experimental results show that 
performance of the CANN is higher than that of a simple ANN.  

Keywords: artificial life, evolutionary artificial neural network, particle swarm 
optimization, neural network ensemble. 

1 Introduction 

As robots used by human become complex, their control methods also become 
complex. Although many researchers have built up the knowledge to control the 
complex robots, it is not often sufficient. If a control strategy looks like the best, there 
are sometimes better strategies that no one has discovered yet. An evolutionary 
artificial neural network (EANN [2]) is one of the methods that have a potential for 
discovering unknown but better control strategies.  

The EANN is the method that uses an artificial neural network (ANN) as a 
controller and optimizes parameters of ANNs by using an evolutionary computation 
(EC). The EC is an efficient algorithm but trial and error to search unknown solutions. 
Therefore, there can exist both the case of discovering the best solution and the case of 
missing the best. In spite of this uncertainty, the EANN has been used in a field of 
robot control, such as virtual creatures [1] and bipedal robots [3], and successfully 
realized the control for complex behaviors.  

While the EANN has the advantage that only little knowledge is required for 
controlling robots, there is a weakness in the EANN that optimization by the EC 
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depends on a probability. An initial convergence of solutions, that is, the phenomenon 
that solutions stay at a local minimum value in early search steps, especially prevents 
the EANN from searching better solutions. To avoid this phenomenon, methods of 
keeping diversity of genes or behaviors in search groups have been studied by 
researchers [4]~[5]. A difficulty of additional learning is also a factor that prevents the 
EANN from realizing better controls. 

In fields of pattern recognition and classification, neural network ensembles [6] 
have been introduced. The neural network ensemble is a method that an average value 
or a major decision of many ANNs that are learned enough is used as an output of the 
ensemble group for improving ability of ANNs. The neural network ensemble seems to 
be not efficient for controlling robots, because output values of the EANN are real 
numbers in robot control, which are different from binary values in the pattern 
recognition.  

To solve this problem, we propose a composite ANN (CANN) for robot control. 
The CANN is the control method based on the EANN, to which concepts of the neural 
network ensemble and subsumption architecture [7] are applied. The CANN uses the 
ANN selected from many ANNs by a selector ANN to calculate output values. Since 
the CANN as a whole works as an ANN, a CANN can use another CANN as a part of 
itself.  

In order to verify performance of the CANN, experiments of numerical calculation 
for controlling an artificial flying creature (AFC) are carried out. A flight behavior is a 
complex movement in three-dimensional space and requires complex control. Motions 
of the AFC are calculated by a virtual physics environment, which is based on a 
physics engine, PhysX, for expressing real motions following the physical law.  

The computational method of the virtual physics environment is described in 
Section Two. Particle swarm optimization (PSO) is adopted as an EC method in our 
study. Algorithms of the CANN and the PSO are explained in Section Three. Details of 
experiments, such as a structure of the AFC and experimental conditions, are written in 
Section Four. Results of the experiments are described in Section Five. Finally, our 
study is summarized in Section Six as a conclusion.  

2 Virtual Physics Environment 

2.1 Summary of Function 

The virtual physics environment is the software that can automatically calculate the 
multi-body dynamics in fluid. It fundamentally uses PhysX functions for calculating 
rigid body dynamics. Although PhysX supports a kind of fluid simulation, its 
computational costs is so high that it is not suitable for real time simulation. Therefore, 
we have additionally implemented a simple drag force calculation, which has low 
computational costs, to develop the virtual physics environment. The virtual physics 
environment can carried out simulation in fluid very fast. However, it cannot calculate 
simulation of fluid itself, because no change of fluid is took account of in the 
environment.  
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2.2 Physical Engine 

A most common purpose of a physical engine, such as PhysX, is to improve reality of 
motions in three dimensional computer graphics (3DCG). It is mainly used in fields of 
3DCG animation and game. In addition to reality, the physical engine can simulate 
easily various types of physical objects, such as a cloth, an elastic object and a vehicle, 
in recent years. So it is often used for research on robotics, artificial life and other 
application.  

The physical engine can calculate motions of many types of objects. The function of 
joint constraints is especially useful for modeling complex robots. Not only joint 
constraints, but also effects of collision and friction are considered by the physical 
engine to calculate motions. Since complex calculations are automatically performed, 
the physical engine can be regarded as a black box for physical motion calculation.  

2.3 Drag Force 

An object in fluid is affected via surfaces of the object by the fluid, and then a motion 
of the object is changed. If a state of fluid changes little, it is considered that an effect 
from fluid to the object depends on its velocity and angular velocity relative to the 
constant flow. Therefore, this effect is roughly expressed by a drag force, which is 
known in fluid dynamics.  

Suppose that an object is moving in fluid as shown in Fig. 1. The drag force ΔD, 
which acts on a divided small surface of the object, is given by  

 θρ cos    
2

1 2vdCAD Δ=Δ  (1) 

where ΔA, ρ, Cd, v, and θ  are the area of the divided small surface, the density of 
fluid, a drag coefficient, the velocity of the small surface, and an angle between a 
normal of the surface and a direction of v.  

 

Fig. 1. An object moving in fluid 
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Fig. 2. The artificial flying creature 
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Applying the equation (1) to all divided surfaces of the object leads to the drag 
force that acts on the object. Although this drag force is a kind of the quasi-steady fluid 
force and a rough approximation for the real fluid force, it is processed fast and easily 
combined with a physical engine.  

3 Composite Artificial Neural Network 

3.1 Calculation Algorithm 

The CANN is one of methods applying the neural network ensemble to robot control. 
Although there can be many methods for working up ANNs which output real numbers 
into the neural network ensemble, the CANN simply uses an ANN as a selector.  

Fig. 2 shows a concept of the CANN. A CANN has a selector ANN and a group of 
ANNs, which actually output signals for controlling a robot. In a CANN, the selector 
ANN is referred to as the high-level ANN and an ANN in the group is referred to as a 
low-level ANN. When an input vector x is given, the CANN can calculate an output 
vector y by following three steps which are demonstrated below.  

1) Calculation in the high-level ANN:  The high-level ANN calculates the output 
vector s from the input vector x. The dimension of s is the same as the number of 
low-level ANNs.  

2) Selection of the activated low-level ANN:  Each element in the vector s 
represents a priority of each low-level ANN. The low-level ANN that has the 
maximum value of the priority is selected.  

3) Calculation in the low-level ANN:  The selected low-level ANN calculates the 
output vector y, which is the output of the CANN, from the input vector x.  

3.2 Particle Swarm Optimization 

A high-level ANN and low-level ANNs in the CANN are optimized by using an 
evolutionary computation (EC) the same as the EANN. Particle swarm optimization 
(PSO [8]) is adopted as the EC in the CANN, because the PSO has a highly convergent 
feature and has shown a higher performance than real-coded genetic algorithm 
(RCGA) in preliminary examinations.  
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Fig. 3. The artificial flying creature 
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The PSO is the optimization method that many particles move about in hyperspace 
for searching the optimal solution. A position of a particle represents the parameters of 
an ANN. The position of the particle i at search step k+1, pi

k+1, is calculated by  

 vi
k+1 = wvi

k + c1r1(pd
i
k – pi

k) + c2r2(pgk – pi
k).                   (2) 

and 

 pi
k+1 = pi

k + vi
k+1.                          (3) 

where w, c1 and c2 are coefficients. r1 and r2 are uniform random numbers from 0 to 1. 
pd is the best position of the particle i. pg is the best of all particles.  

4 Experimental Setup 

4.1 Artificial Flying Creature 

An artificial flying creature (AFC) is a virtual robot realized in silicon by the virtual 
physics environment. The AFC shown in Fig. 3 consists of four parts: a body, a tail and 
two wings. The tail and two wings can rotate on each axis. When a value is given as a 
relative rotation angle, the AFC rotates each part to correspond its relative angle with 
the given angle. To simplify control of the AFC, rotations of two wings are perfectly 
symmetrical. Therefore, there are four control parameters for controlling the AFC.  

The AFC has a virtual sensory system and a controller, which is a simple three-
layered ANN or a CANN. The sensory system can measure states of the AFC, and 
perceive cognitive information about the target that the AFC has to go. The sensory 
system gives the following eight values: pitch and roll angles of the AFC, a forward 
velocity, relative angles on the axes eL1 and eL2, an angular velocity on the axis eL1, and 
vertical and horizontal angles relative to the target point. A controller of the AFC 
receives these values as inputs from the sensory system to calculate four values as 
outputs, and then the AFC moves each part according to the outputs.  

4.2 Controller 

To compare performances of a CANN and a simple ANN, two types of controllers are 
designed for controlling the AFC. One is the CANN that has a high-level ANN and 
three low-level ANNs. The number of inputs in all ANNs is eight values shown above. 
The number of neurons in the middle layer is twenty for all ANNs. The number of 
outputs is three for the high-level ANN, and four for the low-level ANNs. The other is 
the ANN that has eight, twenty and four neurons in the input, middle and output layer. 
It is completely the same as the low-level ANN in the CANN.  

4.3 Experimental Conditions 

The AFC is initially placed on the point of (0, 100, 0) in a state of rest. The direction of 
z axis is the same as an initial forward direction of the AFC. After the initial setup, the 
AFC starts flying to the target point of (100, 150, 100) by using its own controller.  
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The time step of numerical integration in PhysX is set up as 1/100 seconds. The 
AFC is moving by its controller for twenty seconds, in other words, for two thousand 
steps. The AFC is also been evaluated for the flight. The evaluation of the AFC is 
calculated by  

 ( ) ( )
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where t, r, and T are a time step, a distance from the center of the AFC to the target 
point of (100, 150, 100), and the time that the AFC arrives at a position within one 
meter from the target for the first time in its flight.  

All ANNs are optimized by PSO, in which coefficients w, c1 and c2 are set up as 0.4, 
2.0 and 2.0, and in which the number of particles is set up as twenty. In the case of the 
CANN, learning of a high-level ANN is carried out after independent learning of each 
low-level ANN. Learning of a low-level ANN is done for two hundred search steps 
independently three times. After three learned low-level ANNs have been given, a 
high-level ANN in the CANN is done for four hundred search steps. So the total search 
step of the CANN is one thousand.  

On the other hand, learning of a simple ANN, which is the same way as learning of 
a low-level ANN in the CANN, is done simply for one thousand. Since computational 
costs for physical simulation by PhysX is much higher than that for calculation of an 
ANN or a CANN, computational costs for evaluating a flight of the AFC controlled by 
the simple ANN is almost the same as that by the CANN.  

5 Result and Analysis 

5.1 Result for Thirty Trials 

The learning experiments of the simple ANN and the CANN ware carried out thirty 
times. Fig. 4 shows each change of the averaged evaluation for thirty trials given by 
PSO. In the case of the CANN, each evaluation given by three independent learning 
for low-level ANNs is put in order before six hundred search steps, and then the 
evaluation for a high-level ANN is shown from six hundred to a thousand search steps.  

Fig. 4 shows that the average evaluation of the CANN at six hundred search steps, 
when the learning of a high-level ANN in the CANN starts, is higher than the average 
evaluation for three low-level ANNs. This result means that the best low-level ANN 
among three is selected as a base for control at the first step in the learning of a high-
level ANN. The average evaluation of the CANN at a thousand search steps, when the 
learning is finished, is 5.04 percent higher than that of the simple ANN.  

Fig. 5 shows the rate of increase in comparing six hundred search steps and a 
thousand search steps for thirty trials. Although the rate is lower than 50 percent in 
most cases, there are four cases that the rate is higher than 100 percent. The average 
rate of increase is 40.00 percent. This result shows that the CANN, which simply 
selects a low-level ANN by a high-level ANN to calculate outputs, can have higher  
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Fig. 4. The average evaluations for thirty trials 
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Fig. 5. The rates of increase 

performance than each performance of low-level ANNs. If the concept of selection by 
a high-level ANN results in high performance, replacing low-level ANNs in the 
CANN with various types of controllers will be one of future works and lead to higher 
performance.  

5.2 The Best Example 

The highest rate of increase in comparing six hundred and a thousand search steps is 
307.25 percent. In the best case, the evaluations of three low-level ANNs that have 
finished learning are no more than 295.35, 386.70 and 303.11. The AFC can arrive at a 
position within one meter from the target in less than twenty seconds by using none of 
the three low-level ANNs. After the learning of a high-level ANN, however, the AFC 
can do in no more than 4.96 seconds by using the low-level ANN 0 and 1.  

Fig. 6 shows the change of selection for low-level ANNs. Although the low-level 
ANN 2 is not selected at all, the CANN selects the low-level ANN 0 and 1 well for 
better flight. Red, green and blue lines in Fig. 7 are flight trajectories for flight of the 
low-level ANN 0, 1 and the CANN. In the flight of the low-level ANN 0, the 
movement of the AFC is very slow but stable. In that of the low-level ANN 1, the AFC 
is moving relatively fast but unstably. On the other hand, in the flight of the CANN, 
the movement of the AFC is very fast and stable. The flight of the CANN is much 
faster than that of the low-level ANN 0 and 1. This result shows a feature that the 
CANN can realize high performance, which is quite different from performance of 
each low-level ANN.  
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Fig. 6. The numbers of selected low-level ANNs 

 

Fig. 7. The trajectories of the AFC 

6 Conclution 

This paper describes the CANN, which contains concepts of the EANN, the neural 
network ensemble and the subsumption architecture. In addition, numerical 
experiments for controlling the AFC by using the CANN are carried out, and then the 
following are demonstrated.  

1) The CANN uses the best low-level ANN as a base controller.  
2) The CANN has higher performance than that of a simple ANN for the same 

computational costs.  
3) The CANN changes the selected low-level ANN at various timing of intervals 

to realize higher performance that is quite different from performance of each 
low-level ANN.  

In this paper, the CANN uses the low-level ANNs that learned in the same 
experimental conditions, such as an evaluation. Examination for performance in the 
case that the CANN uses the low-level ANNs, which learned in different experimental 
conditions, is one of future works.  
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Abstract. This paper proposes an generic framework of kinematics process for 
improving the operability of robotic systems. In the framework, metaphysical 
subsystems and connection rules are defined, and kinematics process is 
composed of a set of subsystems assembled by their connection rules in which 
input/output relation of subsystems are associated with each other. Kinematics 
of generic robotic systems is solved by cooperating the localized calculation 
embedded in subsystems. The framework is applied to case studies of the 
forward and the inverse kinematics problems of seven d.o.f. robot manipulator. 

Keywords: robotics system, kinematics, polycentric. 

1 Introduction 

Robot technologies have been cultivated in so far as practical industrial applications. 
Indeed, many types of robot are widely used into mass manufacturers as an 
indispensable facilities. This success has brought about the expectation that is 
practical use of robotic technologies of late, not only for industrial fields but also for 
human life support problems. That is, however, not easy and not always in the case of 
human life support robots because of the complicated versatility to be concerned on 
tasks, users, and environments. 

The circumstances of human life ought to be not tailored for robots much still less 
than for robot works. The works and the surroundings would be in complicated and 
versatile situations. The situations can not be anticipated in the most cases. In addition 
to this, typical robot users, who are rarely distinguished for one’s knowledge of 
robotic technologies, have to be required to make plan and operation about robot 
motion and control. More sophisticated operability is especially desirable to embody 
human life support robotic systems. 

The operability of robotic system is closely related to the robot motion control 
because of the manipulation of robot users to be almost concerned to motion control. 
Then kinematics technique is also indispensable basis in robotic motion control.  
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So, the first thing to be addressed in this study investigates a generic kinematics 
framework. 

In the kinematics of robotic systems, mathematical analysis had been investigated 
[1][2][3], and the techniques based on the analysis is still used for formularizing the 
kinematics models. Hence the technique of kinematics in robotic systems is rarely 
discussed in so far as recently. The conventional techniques are, however, often the 
rigid principles in the least meaning of that the technique is regarded as the way to 
make a formula for individual robots, and of that a singularity problem can not be 
disregarded by its mathematical rigors. 

For improving the operability in robotic systems, this study introduces the concept 
of polycentric systems[4] in developing of a generic kinematics framework. 
Polycentric system is generally designed by subdividing a complicated large-scale 
system  into several subsystems. It does not have any central control elements, and 
each subsystem may play as a prime mover on the circumstances. This paper presents 
a polycentric kinematics framework and the possible impact of the improved robotic 
systems is confirmed through the case studies. 

2 Polycentric Kinematics Framework 

2.1 Preliminary Design Concept 

When it is generally said “operability”, it tends to suppose human/machine interface 
problems. The term of “operability” in this study refers to enable the robotic system to 
permit the insufficient  manipulation of robot users and the changing situation in the 
current of robot motion as a normal condition, and to compensate for the insufficiency 
and the uncertainties. The matters must be also provided in a generic and potential 
ability, because the matters referred here are related to an intelligent, and an 
intelligent is a generic framework possible to induce an appropriate situation for the 
various circumstances. This study applies the concept of polycentric system as a 
practical prescription to represent intelligent in artificial systems into developing a 
kinematics framework. 

Polycentric systems approach in robotic systems is not ever brand-new, and several 
activities have been conventionally studied as a modeling method of kinematics 
process[5][6]. Robotic systems are composed of the mechanical parts such as 
prismatic or rotational joints, links, effectors, and so on. Especially, the relation 
between a pair of joints and their adjacent links is well known as a basis of the 
description of kinematics properties[1]. Many approaches, therefore, are often treated 
as an object oriented approach in which the kinematics role of mechanical parts such 
as joints and links are formulated as a processing part for modeling kinematics 
process. 

On the other hand, a polycentric system is defined as the system in which system 
objectives is emerged by the interaction through the individual action of distributed 
subsystems[7]. The feature is an inherent instability provoked by the closed 
information/data network structure so as to be shown in for example a social system, 
ecological system, biological system, and so on[4] and it becomes a source of  
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Fig. 1. Subsystems and connection rules prepared in this kinematics framework 

versatility in an artificial system. For utilizing the feature, the kinematic role of 
mechanical parts are subdivided into metaphysical subsystems, and some rules to 
connect the I/O relation of subsystems are defined as it possible to draw out more 
elaborate polycentric efficiency. 

2.2 Subsystem Definitions 

Five types of subsystems and their connection rules, as shown in Fig.1, are defined for 
constituting a polycentric kinematics framework. A subsystem is a software entity 
which consists of data objects and their processing, and leads themselves to their 
interaction through the delivery of data objects with each other. They are called by the 
names of State Vector (SV in short), Operating Motion (OM in short), Composite 
Motion (CM in short), Target Deviation (TD in short), and Joint Deviation (JD in 
short), respectively. 

SV consists of a vector object and its transformation process. The vector object  is 
used to represent the part of geometry in robotic systems such as the point of actions, 
the pose of joints, the position of end effecters, fingertips, and so on. All geometric 
information needed for modeling of robotic systems are represented by using of a set 
of SVs. Transformation process transforms vector object for the data of composite 
motion delivered from CM described in the below.  
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Fig. 2. Kinematics process model of typical manipulator 

TD calculates the position deviation between the point of action and its target 
point. The point of action here refers to the point of tasks, such as fingertips, end 
effecter, and so on, to be remarked for the kinematics process and it is represented by 
SV. Target point is assigned from the outside of system as a manipulation of robot 
operators. The generated deviation provokes subsystem JD to be transformed into 
joint deviation. JD is one-to-one correspondence with TD, and it transforms target 
deviation into joint deviation. The geometry data of joint are represented by two SVs 
associated with itself. The joint deviation transformed by JD is the solution of inverse 
kinematics process locally conducted at the joint and that is succession from {TD} to 
{JD}. 

OM generates operating motion for the joint deviation transformed by JD. 
Operating motion depends upon the pose of joint. The pose of joint is taken from two 
SVs associated with itself. As shown in Fig.1, OM is connected to CM, and the 
generated operating motion are passed to subsystems located at the tip side of robotic 
systems via CM. CM makes a composite motion by combining two operating motion 
transmitted from OM and CM. CM plays the role of the link in a practical robotic 
mechanism. The succession from{OM} to {SV} via {CM} represents forward 
kinematics process conducted locally at each joint.  

In addition to this, real constants that take the values in zero to one can be also set 
on each subsystem for controlling the activity of subsystems based on an intention of 
robot operators. The constants work to control the start and stop of subsystems, or to 
multiplier factors of the output of each subsystem. 

2.3 Kinematics Process Modeling 

Kinematics process is composed of subsystems assembled according to the 
mechanism of robotic systems. Figure 2 shows the kinematics process of typical three 
degree of freedom manipulator. Arrows in Fig.2 explain the input/output relation of 
each subsystem as well as the data object feed.  
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Fig. 3. Extension example of kinematics process model 

A set of {SV,SV,OM,JD} enclosed by hatching, {SV,TD}, and {CM}in Fig.2 
correspond to joints, the point of action, and links, respectively. The succession from 
{SV,SV} to {OM}, then successively performed from {CM}, {SV,SV},…,{CM}, to 
{SV} represents the robot mechanism from the base to the fingertip. The succession 
also describes the flow of process to obtain forward kinematics solution. The 
succession from {TD} to {JD} corresponds to inverse kinematics process performed 
locally on the each of joints. The process of forward and inverse kinematics is closed 
via {OM}, so a closed system is formed as shown in Fig.2. 

The framework can easily applied for the kinematics process model of various type 
of mechanism in robotic systems. Figure 3 shows kinematics process of the extended 
robot mechanism. The extension can be done by connecting input/output of 
subsystems newly added for the extension. 

3 Principle of Kinematics Process 

3.1 Forward Kinematics Process 

The feature of this framework is to be the instability that is the inherent feature of 
closed system in which the dynamic of behavior is emerged by the change of 
circumstances. The instability is provoked by the manipulation of robot users. For 
instance, when output of all subsystems is maintained in a specified state, the entire 
system can be considered under a stable situation. In the case, if the output of a 
certain subsystem shifts a different value, the chain reaction of all subsystems would 
be invoked by this small change. Every subsystem plays this leading role, and the 
system is polycentric. 

 



878 A. Hayashi, T. Satake, and S. Haramaki 

 

Fig. 4. The sequence of forward kinematics process 

Suppose in the case that the entire system is stable state as shown in Fig.4 (a). In 
the situation, the rotation of joint located at the most base side induces OM to 
generate operating motion T1

 that consists of rotation and translation. The operating 
motion is transmitted to next two SVs via CM, as the result of this, the pose of joint is 
transformed as shown in Fig.4 (b). If this joint also rotates, operating motion T2

 is 
generated in the same manner. Both of operating motions are compounded into 1T2

, 
then  the composite motion 1T2

 is transmitted toward the tip side of manipulator via 
CM. Each operating motion is correctly transmitted toward tip side of manipulator 
with their composition in Fig.4 (c) to (d). Kinematics properties, therefore, are 
satisfied for the overall robots. In finally, the operating motion 1T3

 is transformed to 
the point of action located at the tip end of manipulator. 

3.2 Inverse Kinematics Process 

Inverse kinematics process is invoked by the successive approximations of JDs for 
the deviation obtained by TD. In the case that the pose of manipulator is in a stable 
state, if a target point was assigned to TD, then TD calculates the target deviation 
between the point of action and the target point. The target deviation provokes JD to 
transform the target deviation into joint deviation. Joint deviation is the projection of 
target deviation for the pose of joint. The joint deviation of each joint is transformed 
to the operating motion by OM. According to the manner of forward kinematics 
process, The operating motion transforms the pose of robots, as the result of this, the 
target deviation is also changed, and then new action of JD is provoked for the 
different target deviation. The sequences described in the above are repeated until that 
the entire system becomes a next stable situation. When this next stable situation is 
appropriate for the circumstances, it would be considered that the sequence can be 
regarded as a sort of adaptation. The geometric data of joints and the point of action 
are internal knowledge in terms of the pose of robot recognized by robotic system 
itself. The operating motion of each joint also expresses the solution of inverse 
kinematics problem. 
 
 
 
 



 Polycentric Framework for Robotic Kinematics 879 

 

Fig. 5. The obtained pose of manipulator 

 

 

Fig. 6. The transition of target point deviations 

4 Case Studies 

The inverse kinematics process of seven d.o.f. manipulator has been executed to 
confirm the potential impact of this framework. The initial pose of manipulator is 
shown in Fig.5 (a). Three points of action are set at the fingertip of manipulator. 
Three target points are assigned on the points of action respectively, staying the 
relation about their location. This corresponds to a typical inverse kinematics problem 
for the pose of fingertip. 

Figure 5 (b) is the pose of manipulator to be obtained by this numerical 
experiment. The numerical result is shown in Fig.6 that explains the transition of 
deviation between three points of action and their target points in iteration process. 
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Fig. 7. The transition of joint operating angles 

 

Fig. 8. The pose detect problem for three target points 

The deviations gradually converge toward zero so that means to obtain the desired 
pose for the fingertip. Figure 7 is the transition of operating angle in each joint. Figure 
indicates that instability of operating angles are provoked first, and then they are 
converged to next stable situation. 

Three points of action are reset at the fingertip, fourth joint, and sixth joint, 
respectively. The pose of middle part of fingertip position. The joints located at the 
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base side, such as the first joint, second joint, and third joint, affect the motion of all 
points of action. The extent of influence can be preferred by real constants set on JDs.  

The results are showed in Fig.8. Black circles of the figure are three target points 
which are set for a parts of fingertip, sixth joint, and fourth joint. The pose (a) is the 
initial pose. The pose (b) is the result in the same value of real constants to be set on 
all JDs. The pose (c) is preferred with the fourth joint. The pose (d) is preferred with 
the sixth joint. These results indicates to be able to obtain a preferred pose of robots 
by changing the value of real constants to be set on JDs. 

In mathematical rigorous technique, solvable target points must be desired in the 
inverse kinematics problems without the singularity problem. This local inverse 
technique is to find operating angle for minimizing the deviation from the point of 
action to the target point, therefore, the solvable is not required for target points. 
Indeed, the configuration of manipulator does not exist to satisfy three target points in 
this case study, hence the pose of robots depends upon the value of real constants. 

5 Conclusion Remarks 

This paper proposes a polycentric kinematic framework for the basis to improve the 
operability of robotic systems by means of a polycentric system concept. In the 
framework, metaphysical subsystems and their connection rules are defined as 
elements to construct kinematic process in robotic systems. Subsystem is a software 
entity consisting of data objects and their operation. Kinematics model is composed of 
a set of the subsystems. It represents the mechanism as well as the forward and the 
inverse kinematics process of robotic systems. The inverse kinematics problems have 
been performed for typical seven d.o.f. manipulator. The feasibility and the possible 
impact of the improved robotic systems is confirmed through the case studies. 
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Abstract. Swarm robotics is a new research field of multi-robot sys-
tems which generally consists of many homogeneous autonomous robots
without a global controller. Since a robotic swarm is controlled by an
emergent way of many interactions with the other robots or an environ-
ment, such as a result of self-organization, robot learning or artificial
evolution, no method has been known to grasp the macroscopic collec-
tive behavior in a practical sense, according to the best of our knowledge.
In this paper, based on this situation, a novel method for analyzing the
macroscopic collective behavior inspired by a technique in the field of
complex network is proposed. The effectiveness of the proposed method is
demonstrated on a robotic swarm behavior for the cooperative transport
problem by extracting the community structure based on the modularity
optimization.

1 Introduction

Swarm Robotics (SR) [5], [8], [7], [13], is a new research field that deals with
many homogeneous autonomous robots without a global controller. The main
inspirations come from the observation of social insects like termites or bees.
Therefore, SR expects the emergence of sophisticated global behavior as a result
of self-organization through many local interactions among autonomous robots
and between autonomous robots and their environment.

So far, it has been pointed out that the design methodology of robot con-
trollers can mainly be classified into the following two approaches [13]. The
one is so-called the ad-hoc approach or the behavior-based approach [1]. This
approach implies that behaviors of individual robots are designed manually be-
forehand to achieve a desired collective behavior. The other is called the princi-
pled approach [4], [10], [11], [13]. Instead of programming each robot’s behaviors
manually, a certain general methodology is adopted for developing appropriate
collective behavior. In either case, since a robotic swarm is controlled by a way
of emergent synthesis, no methods have been known for grasping the collective
behavior in a macroscopic manner so far, according to the best of our knowledge.
This would be caused by the intrinsic characteristic that a robotic swarm has

S. Lee et al. (Eds.): Intelligent Autonomous Systems 12, AISC 194, pp. 883–891.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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a too much redundancy for controlling by a conventional method. No one can
identify which robots are useful and which robots are useless in a robotic swarm,
particularly in a changing situation.

In this paper, based on this recognition, a novel method for grasping the
macroscopic collective behavior is proposed based on the techniques in complex
networks. The effectiveness of the proposed method is demonstrated with a series
of computer simulations that deals with the cooperative transport problem by
40 autonomous robots.

2 Cooperative Transport

Figure 1(a) shows the cooperative transport problem at the initial condition.
The size of the square field is 3500 × 4000. A robotic swarm composed of 40
autonomous mobile robots is randomly placed on the upper-left of the field.
Three objects, L, M and S, whose bodies are painted in green, violet and white,
respectively, are placed on the field. On the other hand, a fixed obstacle painted
in red is also placed on the field. The objective of the robotic swarm is to push
three objects to their goals each of which is painted in the same color as the
object, respectively. The three objects are assumed to be so heavy that a single
robot cannot move. For instance, L needs five robots to move. Of course, these
robots have to cooperate with each other to push the object to the same direction
to combine their forces. Similarly, it is also assumed that two objects, M and S,
need three and two robots to move, respectively.

All the robots are assumed to have the same specifications as shown in Fig-
ure 1(b). A robot has six IR sensors at its front and two IR sensors at its back.
An omni-vision camera is equipped on the center of its body. A robot has the
ability of detecting the nearest robot, the second nearest robot and the nearest
object through the image processing from the camera. The information about
the observing robot is composed of the nearest distance, the direction to it, the
direction of the robot’s front and the color represented as the set of R, G and
B. Note that each direction is shown by a pair of sin function and cos func-
tion. A robot detects an object as the information of the nearest distance and
the direction. It is also assumed that a robot has a compass for finding its own
global direction and two motors for right and left wheels, respectively. However,
since we assume here that a robot cannot detect any information about the
goals, they have to find the goal positions through artificial evolution. There-
fore, the information obtained by these types of sensors forms the input layer
of a robot controller composed of 32 neurons and the output layer composed of
two neurons. All the robots are assumed to have the same ANN controllers.

3 Associated Network

In the field of swarm robotics, some big projects, such as [3] and [9], have been
discussing the methodologies of how to develop useful collective behaviors by
means of artificial evolution. The cooperative transport problem is one of the
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Fig. 1. Cooperative transport problem

Fig. 2. Network associated with a SRS

representatives in this problem domain. Some results for this problem have been
obtained by Dorigo’s group [11], [14]. However, to the best of our knowledge,
no methods have widely been known for how to analyze the evolving collective
behavior from a macroscopic viewpoint.

Therefore, in this paper, a novel method of analyzing macroscopic collective
behavior of a robotic swarm is proposed. Suppose that a robotic swarm is mapped
onto a complex network comprised of nodes as robots and links as informational
connections between them. Then, various tools in the field of complex networks
is applicable to the network. For instance, suppose that 40 robots are scattered
as shown in the left side of Figure 2. Then, a complex network can be built
as shown in the right side. For instance, let us discuss how to divide a robotic
swarm into subgroups each of which may have a certain functional role. Then,
we can think about applying various clustering techniques of complex networks.
Assume that we take the GN method [2] [6] to detect the community structure.
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The output of the GN method may be drawn in the form of a dendrogram,
which represents an entire nested hierarchy of possible community divisions for
the network as shown in the left side of Figure 3. In order to determine the
best clustering result for a given network, a measure called modularity [6] is
introduced. The modularity measure Q is calculated as follows:

Q =
∑
i

(eii − a2i ) = Tr(e)− ||e||2 (1)

where the matrix e is the symmetric matrix k × k where k is the number of
divisions, the element eij of e is the fraction of links that connects the node in
the cluster i and the node in the cluster j, ai =

∑
j eij , Tr(e) =

∑
i eii gives the

fraction of edges in the network that connect vertices in the same community.
||e|| indicates the sum of the matrix elements. If the number of within-community
edges is no better than random,Q = 0. A value approaching the maximumQ = 1
implies a strong community structure. Then, we can obtain the best community
structure on a dendrogram at the condition that Q shows the maximal value.
Based on this discussion, a robotic swarm can be divided into subgroups at the
condition that the associated network shows the best community structure.

4 Computer Simulations

4.1 Experimental Settings

The evolving swarm has to solve the initial condition as shown in Figure 1(a).
This layout is called the basic pattern (BP) below. If the robotic swarm can
solve BP successfully, then five additional patterns called the random patterns
(RPs) in which three objects and one obstacle are placed randomly in the field
are examined. For each run, the swarm collects the points described on Table 1.
Therefore, the fitness f of the swarm is calculated as:

f =

{
PBP if it fails in BP,

PBP + 1
5

∑5
n=1 PRPn otherwise.

(2)

where PBP is the sum of points collected while solving in the case of BP. Simi-
larly, PRPn is the sum of points while solving in the case of the n-th RP. This form
of fitness calculation is for the purpose of avoiding the overfitting to BP. Objects
are removed from the field when they reach their goal corners, respectively.

The ANN controller is evolved by means of MBEANN with the parameter set
in Table 2. The details of MBEANN are described in elsewhere [12].

4.2 Simulated Results

The robotic swarm has achieved appropriate behavior by artificial evolution
with MBEANN. The details of evolving process are not described here, because
artificial evolution is not the main part of this paper. Let us focus on checking
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Fig. 3. Illustrating the subgroup detection by clustering for a group of 10 robots

Table 1. Points for object L (Points for M and S are
calculated in the same way as L and then multiplied
by 0.6 and 0.4, respectively)

Successful transport +3000(/object)

Unsuccessful Transport +Dist(last pos., goal pos.)

Touching an object +0.05(/step)

Table 2. Parameters for
MBEANN

Population size 100

Maximal generation 500

Add-node rate 0.01

Add-connection rate 0.1

Weight mutation rate 1.0

the usefulness of the proposed method for analyzing the macroscopic collective
behavior.

Figures 4 and 5 show the snapshots of simulated experiments in the case of
BP. Note that robots belonging to the same subgroup are painted in the same
color, but color itself does not have a particular meaning.

Figure 4(a) shows the initial positions of the swarm. They are placed at ran-
domly at the square upper-left corner divided into nine subgroups. Graph placed
at the right side shows the nine dots each of which shows the resultant velocity
of the robots in the subgroup. Since the dots are gathering at the center of the
graph, they are not actively moving at the beginning.

Figure 4(b) shows the snapshot that all subgroups are approaching to objects.
The right graph shows that the subgroup 7 is approaching to the objects the
fastest of all the subgroups.
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Fig. 4. Results of clustering for several snapshots and the resultant velocities of the
subgroups
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Fig. 5. Results of clustering for several snapshots and the resultant velocities of the
subgroups
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Figure 4(c) shows the snapshot that L and S are pushing by the robots. S is
pushed by the subgroups 2 and 6 moving to the lower right side. On the other
hand, L is mainly pushed by the subgroup 4 to the lower left side and subsidiarily
is pushed by the subgroup 1 to the right side. Thanks to the balance between
the two subgroups, L is moving to the lower side to avoid the obstacle.

Figure 4(d) shows the snapshot that L is almost reaching the goal. L is pushed
to the lower side by the subgroup 5, to the lower right by the subgroup 2, to the
upper right by the subgroup 6 and to the upper side by the subgroup 7, then L
is moving to the right side. On the other hand, S is moved by the subgroup 4 to
the upper side. The subgroups 1 and 3 are doing nothing.

Figure 5(a) shows the snapshot just after L reaches its goal. The subgroup 4
still continues pushing S, while almost all the others are moving to the upper
left. From Figure 5(b), we can understand that the subgroup 1 starts pushing M
to the upper side, while the subgroup, labeled 2 in this snapshot, is continuously
but slowly pushing S to the upper side. Similarly, from Figure 5(c) showing the
snapshot just after finishing pushing S to its goal, M is pushed by the subgroups
2 and 8 to the lower left. The last one, Figure 5(g), shows the snapshot just
before reaching M to its goal. The subgroup 5 mainly pushes M to the left side
while the subgroup 3 is supporting the subgroup 5. The others are wandering
around the unmovable object.

As explained above, the usefulness of the proposed method has been verified.

5 Conclusions

In this paper, a novel method of analyzing the collective behavior of a robotic
swarm based on clustering was proposed. The method was evaluated with the
cooperative transport problem in which three objects to move and a fixed ob-
stacle were placed on the field. It was found that the proposed method is useful
for grasping the functional roles of the subgroups. In the near future, we are
planning to generalize the associated network not only as an indirected graph
but also as a weighted directed graph so that the associated network can include
more information about the robotic swarm.
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Abstract. In this study, we propose a novel breast cancer detection algorithm 
based on texture properties of mass area. Proposed method extracts the 
midpoint of mass area by using AHE (Adaptive Histogram Equalization), and 
selects the ROI (Region of Interest) in the original image. L1-norm based 
smoothing filter is then employed to stabilize the mass area, and the form of the 
mass is determined. Additionally, we measured homogeneity and Ranklet using 
SVM (Support Vector Machine) to analyze texture properties of the selected 
mass area. As a result, we observed that the proposed method shows the more 
stable and outstanding performance for Korean women compared with the 
existing methods. 

Keywords: mammogram, breast cancer, SVM (Support Vector Machine), 
Ranklet, homogeneity. 

1 Introduction 

Recently, an early diagnosis of breast cancer has been shown to be an important 
research as the death rate of breast cancer increases [1,2]. Mass is one of the most 
essential factor to diagnose breast cancer among the existing parameters. Although 
numerous studies have performed to detect malignant areas based on the mass 
properties, the detection rate is still remained as about 80% [3,4]. Asian females 
including Korean women typically show the characteristics of dense breast. In 
general, it is difficult to detect the malignant tissues on dense breast, since dense 
breast have much larger mammary glandular tissues compared with the normal [5]. 
The existing diagnostic algorithms therefore present the low detection accuracy for 
mass type breast cancer in Korean women. 

To cope with these limitations, a number of studies were done to improve the 
detection rate for mass type breast cancer. Karseemeijer detected the malignant 
tissues in the original image based on the directivity of texture to improve the 
detection rate [6]. As similar with [6], Mudigonda et al. extracted the directivity of 
each pixel from the original image, and analyzed texture properties [7]. Brake et al. 
improved the detection accuracy for breast cancer by employing Karseemeijer’s 
method as multi focusing way [8]. Huang et al. translated mass properties into 1 
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dimensional profile, and diagnosed the cancer based on their peak and bottom points 
[9]. In addition, Petrick et al. applied the adaptive enhancement filter to obtain the 
increased detection rate for the breast cancer [10]. On the other hand, Zheng presented 
the high true positive rate (TP) of 90% for the breast cancer based on Gabor cancer 
detection (GCD) algorithm [11]. Despite these efforts, the existing methods revealed 
some fatal limitations. Firstly, the previous methods failed to determine the directivity 
of the pixel gradient due to the minor variances of the original image. Secondly, the 
malignant tissues were not separated from the normal tissues in dense breast image. 

In this study, we propose a novel breast cancer detection technique based on 
texture properties of mass area to cope with the above limitations. The proposed 
algorithm extracts the midpoint of mass area by using AHE (Adaptive Histogram 
Equalization), and selects the ROI (Region of Interest) from the original mammogram 
image. Next, L1-norm based smoothing filter is employed to stabilize the mass area, 
and then the form of the mass is determined. In addition, in order to analyze texture 
properties of the selected mass area, we measured homogeneity and Ranklet by using 
SVM (Support Vector Machine). The rest of the paper is organized as follows: 
Section 2 introduces the details of the proposed detection algorithm. Section 3 gives 
the experimental results. Lastly we conclude our findings in Section 4. 

2 Methods 

2.1 Extraction of Mass Area Using AHE (Adaptive Histogram Equalization) 

Generally, malignant tissues are brighter than normal tissues. We therefore applied 
AHE algorithm iteratively to separate the mass type cancer area from the original 
image. AHE separates the midpoint of the mass area from the background as the 
contrast of the image increases locally [12]. In particular, the brightness between the 
midpoint and background shows clear differences. We thus determined the threshold 
value (Tc) adaptively for all test images (Figure 1). Figure 2 presents the extraction 
procedure of the midpoint from the original mammogram image by using iterative 
AHE. We performed AHE 18 times iteratively, and obtained midpoints of mass area. 

In the digital mammogram, it is required to determine the midpoint of mass as well 
as mass area to extract cancer tissues. To do this, we computed the radius of mass 
area based on the mean brightness of the neighboring pixels regarding midpoint. 
Generally, mass area is brighter than the background area, and the brightness is 
diminished, when the pixel recedes from the center of mass. In other words, the mean 
brightness decreases as the radius from the midpoint increases, whereas the value 
converges to a certain level as the radius breaks away from the mass. We therefore  

 

 

Fig. 1. Extraction procedure of mass area 



 Detection of Breast Cancer Based on Texture Analysis from Digital Mammograms 895 

    

(a) Original image (b) AHE 1 time (c) AHE 18 time (d) Centers of masses 

Fig. 2. Extraction procedure of the midpoint based on AHE (Adaptive Histogram Equalization) 

considered that the pixel belongs to a different mass area, only when the mean 
brightness increases three consecutive times. Namely, we classified the ROIs as 
malignant tissues, when the mean brightness converges to a certain value.  

Mean brightness of the pixels that located within the radius r from the center of 
mass can be calculated by equation (1): 

( ) 
∈

==
rCj)(i,γ

1,2,rj),I(i,
N
1γC 

 
(1) 

where the I(i, j) indicates the brightness corresponding to the midpoint, γ means the 
radius of mass area, and Cr means coordinates of each pixel located within radius r. 
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The radius of mass area is derived by equation (2) for i=0, 1, and 2, and we finally 
obtained radius of mass area by γ =min (r1, r2). 

2.2 Extraction of the Form of Mass Using Smoothing Filter 

As mentioned above, mass area is relatively brighter than normal tissues. It is 
however difficult to detect the mass area specifically due to the large variation of 
pixels within the mass area. We therefore employed an L1-norm based smoothing 
filter to stabilize the unstable image signals. We also determined the form of mass by 
using the line connection method. 

Nevertheless, mass area generally showed discontinuity in the boundary lines, as 
we detected all image signals without any residues based on the employed smoothing 
filter. The condition for determining the boundary lines in the mass area is shown in 
equation (3) with a co-occurrence matrix p for i=0, 1, and 2. In other words, we  
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Fig. 3. Determination of the mass from based on line connection method 

selected the contour lines of mass area, when the brightness converges to a certain 
value or suddenly increases or increases after some reduction. We then computed the 
included angle for each location by utilizing location information. In addition, we 
produced the boundary lines after supplementing directivity properties (Figure 3). 
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2.3 Texture Analysis Based on the Homogeneity and Ranklet 

The central area of mass shows uniform texture form, since mass type breast cancer 
usually spreads from the center section to the surrounding tissues [13]. It is therefore 
possible to separate the malignant tissues from the normal tissues in the dense breast 
image by using a homogeneity coefficient. The homogeneity coefficient (H) can be 
calculated by equation (4): 

 
≤ ≤ −+

=
Mi Mj ji1

j)P(i,
H (4) 

where p(i,j) means a co-occurrence matrix with a vertical and horizontal distance of 1. 
M indicates the size of the central area to measure the uniformity of texture. We 
adjusted M as 20% of the total size of mass, and the size of the co-occurrence matrix 
was designated as 5x5. 
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Additionally, we extracted the directivity coefficients for vertical, horizontal and 
diagonal directions by employing Ranklet approach. Based on these directivities, the 
malignant tissues were differentiated from the background image. Ranklet vectors 
corresponding to each direction are computed by equation (5): 

dh,v,i1,
4N

2W
R

2

i
YX =−= (5) 

where WYX presents the coefficient of the relative brightness grade, Ri indicates 
Ranklet Vectors for each direction, and N is the number of total pixels. 

2.4 Optimization of the experimental parameters by SVM (Support Vector 
Machine) 

SVM method minimizes the general errors due to the utilization of SRM (Structural 
Risk Minimization). We therefore employed SVM classifier to optimize the 
homogeneity coefficient and Ranklet vector. Discriminating equation for SVM 
classifier is shown in equation (6): 

b))x(xyαsgn(f(x)
N

1i

T
iii += 

=
(6) 

where αi and yi indicates the weight vector and class level, respectively. N and x 
means the number of support vector and the number of input vector, respectively. 

We set each of the fifty mammograms to perform SVM training for optimization of 
the Homogeneity and Ranklet. The optimum threshold value was selected as 0.37, 
since the missing rate of mass detection was revealed less than 5%. We then produced 
the specific Ranklet model, which showed 115 support vectors, 1.7857 of weight 
vector value, and bias of 1.9451. 

 

  

Fig. 4. Mass detection results of the proposed method 
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(d) (e) (f) 

Fig. 5. Cancer (a,b,c) and normal regions (d,e,f) for measuring Homogeneity and Ranklet 

Table 1. Results of texture analysis by SVM (Support Vector Machine) 

 (a) (b) (c) (d) (e) (f) 

Ha 0.4934 0.5354 0.5250 0.3533 0.3776 0.3667 

RVb 0.17 0.12 0.04 0.51 0.61 0.66 

RHc 0.25 0.20 0.25 0.07 0.22 0.14 

RDd 0.26 0.35 0.18 0.66 0.18 0.12 

a. Homogeneity, b. Vertical Ranklet, c. Horizontal Ranklet, d. Diagonal Ranklet 

3 Results 

The existing methods need advanced information to detect the mass, whereas our 
method detected the size of mass adaptively even without any information about mass 
properties. The proposed method therefore revealed a high detection rate of mass over 
98% for pre-diagnosed breast cancer tissues by clinician (Figure 4). In addition, our 
method produced an 85.4% of true pulse rate for a total of 82 mass-type breast cancer 
cases, and the number of false alarms was shown as 2.6 per image. Moreover, we 
succeeded to reduce the computational load compared to the gradient-orientation 
based approach due to the utilization of the variation of pixel brightness. 

On the analysis of texture by homogeneity and Ranklet, our method also revealed 
reasonable results. The proposed approach presented clear differences of the 
homogeneity between normal tissues and cancer tissues. Figure 5 and Table 1 indicate 
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the results of texture analysis based on homogeneity and Ranklet vectors. Moreover, 
the differences of the Ranklets were also significant. Namely, Ranklet vectors were 
shown to be small in cancer tissues, whereas the large values were revealed in the 
normal tissues. Consequently, we confirmed that the cancer tissues show no 
directivity due to the dispersive diffusion of the cancer. 

4 Conclusions 

In this study, we proposed a novel cancer detection algorithm based on texture 
properties of tissues. Proposed algorithm extracted the midpoint of mass area using 
AHE, and selected the ROI from the original image. In addition, L1-norm based 
smoothing filter was employed to stabilize the mass area, and the form of the mass 
was determined. In order to analyze the texture properties of mass area, we measured 
homogeneity and Ranklet by using SVM. As a result, it was observed that the 
proposed method shows the more stable and outstanding detection performance for 
Korean women compared with the existing algorithms. 

In future study, we will focus on the minimization of the false alarm of mass 
detection by employing the weight function for each texture property. Through this 
implementations, we will develop the fully automated CAD system to provide an 
early diagnosis of breast cancer. 
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