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Preface

There is an enormous world-wide effort in basic scientific research as well as in in-
dustrial development in the area of organic electronics. It is becoming increasingly
clear that if devices based on organic materials are ever going to have a significant
relevance beyond being a cheap replacement for inorganic semiconductors, one will
need to understand interface formation, film growth, and functionality. Control of
these aspects will allow the realisation of totally new device concepts exploiting the
enormous flexibility inherent in organic chemistry. In the field of device-relevant
semiconducting organic materials one finds many parallels with that of inorganic
semiconductors. However, the versatility of organic molecules comes at the cost of
higher materials complexity. This rules out the simple transfer of concepts estab-
lished from inorganic semiconductor research, and makes work on organic semi-
conductors particularly challenging.

World-wide, investigations into organic thin films can be partitioned into three
areas of focus with different aims and a mix of applied versus basic research: (1) the
development and production of devices, (2) thin film characterisation, and, more
recently, with the recognition of the importance of molecular level control (3) sur-
face and interface science. As shown in this volume, linking these branches creates
enormous synergies leading to a significant advance in the field of organic semicon-
ductors.

In this review we focus on oligomeric/molecular films, as we believe that the con-
trol of molecular structures and interfaces provides highly defined systems which
allows, on the one hand, the study of the basic physics and, on the other hand, to
find the important parameters necessary to improve organic devices.

Even the simplest organic devices have a number of constituents whose mor-
phology, order, and interfaces have a major influence on their properties. This book
is conceived to report on the activities of the leading groups in Austria and their
international collaborators, who work in the field of growth and characterisation of
organic films and devices and focus on the fabrication and characterisation of highly
ordered functional organic films. The wide range of expertise of the contributing
groups allows the combination of different methodologies and aspects of physics,
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chemistry, and materials science for the design and understanding of well-defined
organic structures.

Our vision is that functional organic molecules can be the basic building blocks
for both low cost large area and new nano-scale devices, ranging from solar cells to
chemical sensors. Because of the technological relevance and the applications that
can be imagined for devices incorporating organic films it is important to understand
the fundamental processes of organic film formation, the structures that are formed,
their interfaces and their properties.

The scope of this book is such that it bridges the gap between fundamental re-
search and basic applied sciences. This will contribute to new concepts and a knowl-
edge base, which will have a direct impact in the fields of electronic, opto-electronic,
and photovoltaic devices, as well as sensors and nanoscopic devices.

Claudia Draxl
Michael Ramsey

Helmut Sitter

Berlin, Germany
Graz, Austria
Linz, Austria
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Chapter 1
The Structure of Molecular Orbitals
Investigated by Angle-Resolved Photoemission

Peter Puschnig, Georg Koller, Claudia Draxl, and Michael G. Ramsey

Abstract In this contribution, it is shown how the combination of angle-resolved
photoemission spectroscopy (ARPES) with ab-initio electronic-structure calcula-
tions within the framework of density-functional theory (DFT) leads to insights into
electronic and structural properties of organic molecular layers well beyond con-
ventional density-of-sates or E(k) investigations. In particular, we emphasize the
rather simple, but for many cases sufficiently accurate, connection between the ob-
served angular dependence of the photocurrent with the spatial distribution of the
molecular orbital from which it is arising. After discussing the accuracy and limi-
tations of this approach, which is based on a plane-wave approximation of the final
state, three examples are presented. The first utilizes the characteristic angular pat-
tern of the highest occupied molecular orbitals (HOMO) in a pentacene multilayer
film in order to measure the molecular tilt angle in the film. In the second example,
the nature of two closely spaced molecular emissions from a porphyrin thin film is
unambiguously identified as HOMO and HOMO-1, and the molecule’s azimuthal
alignment is determined. Finally, for a monolayer of para-sexiphenyl on Cu(110), it
is demonstrated how the real-space distribution of the filled LUMO and the HOMO
of para-sexiphenyl can be reconstructed from the angular dependence of the pho-
tocurrent.
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1.1 Introduction

Electronic orbitals are the prime determinants of the respective compounds’ chem-
ical, electronic, and optical properties. Therefore, the knowledge of energetic posi-
tions, ordering, and spatial extent of molecular orbitals is of great interest. However,
the valence bands of large conjugated molecules consist of a multitude of closely
spaced molecular states, which makes their correct assignment challenging both ex-
perimentally and theoretically.

Experimentally, energy positions of molecular orbitals in organic molecular lay-
ers can be studied by ultra-violet photoemission spectroscopy (UPS) [1] or by scan-
ning tunneling spectroscopy (STS) [2–7]. UPS has the advantage that accessible
binding energies are not limited to a few electron volts from the Fermi level as in
STS. However, UPS spectra of thin molecular layers on metals often show only
weak and rather broad features and are, therefore, not always conclusive. Also, UPS
data depend on the experimental geometry, molecular orientation, and photon en-
ergy, which further complicates the assignment of the measured peaks. Moreover,
experimental techniques which are probing the spatial structure of individual or-
bitals are rare, and the interpretation of experimental data is commonly difficult and
requires guidance from theory [8]. Here, scanning tunneling microscopy (STM) has
proven to be a powerful technique for mapping orbital structures of rather complex
molecules [2]. However, strong bonding interactions with the substrate make the
interpretation of the images in terms of orbital structures problematic [9].

Angle-resolved photoelectron spectroscopy (ARPES), on the other hand, is the
technique to study the band structure of solids by measuring the kinetic energy of
the photoemitted electrons versus their angular distribution [10]. Particularly, many
questions in nanophysics and interface engineering are often addressed by this ex-
perimental technique which, in combination with density-functional-theory calcu-
lations, leads to important physical insight. Recently, however, it has been shown
that ARPES provides an alternative route to obtain information regarding the spatial
structure of individual molecular orbitals [11–14]. By making certain assumptions
about the photoemisson transition matrix element, ARPES intensity maps can also
provide useful information regarding orbital structures. Specifically, it has become
possible to obtain the one-dimensional wave functions of quantum-well states on
nano-structured gold surfaces [13, 15], and the two-dimensional spatial electron
distribution in the frontier orbitals of organic π -conjugated molecules adsorbed at
metallic surfaces [12, 14].

In this contribution, we review the recent progress in measuring the spatial struc-
ture of molecular orbitals by using angle-resolved photoemission spectroscopy. By
comparing measured ARPES data with simulations of the photoemission intensity
based on density-functional theory, we demonstrate the strength of this method
which lies in the direct and easy-to-apply connection between the measured an-
gular dependence of the photocurrent and the Fourier transform of the molecular
orbital from which electrons are emitted. First, we will give a brief account on the
theoretical description which is based on the one-step model of photoemission. The
implication of using a plane wave for the final state will be shown, and the lim-
its of this approximation will be discussed. Then, three examples for molecular



1 The Structure of Molecular Orbitals Investigated by Angle-Resolved 5

films consisting of highly oriented multi-layers of π -conjugated molecules down
to monolayers adsorbed at metallic surfaces will be given: First, results for a pen-
tacene multilayer film are shown for which the tilt angle of the molecules could
be determined from a comparison between the ARPES data and momentum maps
of the free molecule. Second, data for a monolayer of tetraphenyl porphyrine on
Cu(110) demonstrate the strength of the method in identifying of molecular or-
bitals and determining azimuthal molecular orientations. Finally, for a monolayer
of para-sexiphenyl on Cu(110) it is demonstrated how ARPES momentum maps of
the former lowest unoccupied molecular orbital (LUMO) and the highest occupied
molecular orbital (HOMO) are utilized to reconstruct real-space distributions of the
respective orbitals.

1.2 Theory

Photoemission spectroscopy is commonly applied to study the band structure of
solids by measuring the kinetic energy versus angular distribution of the photoemit-
ted electrons. Here we show that this experimental technique can also be used to gain
information on the spatial electron distribution in molecular orbitals [12]. In angle-
resolved photoemission spectroscopy (ARPES), schematically depicted in Fig. 1.1,
an incident photon of energy �ω excites an electron from a bound initial state, de-
scribed by wave function ψi and energy Ei , to a final electron state ψf with kinetic
energy Ekin. Because energy and momentum parallel to the surface are conserved
during the photoemission process, the measurement of the emitted electron’s energy
and momentum probes the band structure of solids. Thus, ARPES is commonly used
to study band dispersions, Fermi surfaces and many-body correlations in a wide
range of materials [16].

1.2.1 One-Step Model of Photoemission

A theoretical description of the angle-resolved photoelectron intensity is generally
rather involved, and attempts to compute it in a quantitative manner are rather
scarce. Within this work, photo-excitation is treated as a single coherent process
from a molecular orbital to the final state which is referred to as the one-step model
of photoemission (PE). The PE intensity I (θ,φ;Ekin) is given by a Fermi golden
rule formula [17]

I (θ,φ;Ekin) ∝
∑

i

∣∣〈ψf (θ,φ;Ekin)|A · p|ψi

〉∣∣2 × δ(Ei + Φ + Ekin − �ω). (1.1)

Here, the polar and azimuthal emission angles defined in Fig. 1.1 are denoted by
θ and φ, respectively. The photocurrent I is given by a sum over all transitions
from occupied initial states i described by wave functions ψi to the final state ψf
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Fig. 1.1 (a) Schematic energy level diagram of a photoemission experiment showing the energy
of the initial state, Ei , the Fermi level EF , the vacuum level Evac, and the final-state energy Ef .
(b) In angle-resolved photoemission spectroscopy, an incident photon with energy hν and vector
potential A excites an electron from the initial state ψi to the final state ψf characterized by
the kinetic energy Ekin and the momentum vector k. The polar and azimuthal angles θ and φ,
respectively, define the direction of the photoemitted electron

characterized by the direction (θ,φ) and the kinetic energy of the emitted electron.
The delta function ensures energy conservation, where Φ denotes the sample work
function. The transition matrix element is given in the dipole approximation, where
p and A, respectively, denote the momentum operator and the vector potential of the
exciting electro-magnetic wave.

Plane-Wave Approximation

The difficult part in evaluating Eq. (1.1) is the proper treatment of the final state.
In the most simple approach, it is approximated by a plane wave (PW) only char-
acterized by the direction and wave number of the emitted electron. This has al-
ready been proposed more than 30 years ago [18] with some success in explaining
the observed PE distribution from atoms and small molecules adsorbed at surfaces.
Using a plane-wave approximation is appealing since the evaluation of Eq. (1.1)
renders the photocurrent Ii arising from one particular initial state i proportional
to the Fourier transform ψ̃i(k) of the initial-state wave function corrected by the
polarization factor A · k:

∣∣ψ̃i(k)
∣∣ ∝

√
Ii(θ,φ)

|A · k| . (1.2)

Thus, if the angle-dependent photocurrent of individual initial states can be selec-
tively measured (as it can for organic molecules where the intermolecular band
dispersion is often smaller than the energetic separation of individual orbitals), a
one-to-one relation between the photocurrent and the molecular orbitals in recip-
rocal space can be established. This allows the measurement of the absolute value
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of the initial-state wave function in reciprocal space and, via a subsequent Fourier
transform, a reconstruction of molecular orbital densities in real space.

Limitations of the Plane-Wave Approximation

It has been observed rather early that the plane-wave final-state approximation
had problems in describing the photoemission intensity of some large polyatomic
molecules and/or certain experimental geometries [19, 20]. This led to the conclu-
sion that the plane-wave final-state approximation should not be used and nour-
ished the development of the so-called independent-atomic-center (IAC) approxi-
mation [21]. In the IAC approximation, the initial state is decomposed into atomic
eigenfunctions which build up the initial molecular orbitals, while the final state is
composed of scattering solutions of the atomic Schrödinger equation at the final-

state energy Ek = �
2

2m
k2. The transition matrix element is then given by a coherent

sum over these initial and final states, respectively. Thus, the IAC expression for the
photoelectron wave function A with kinetic energy Ekin at the detector position R
can be written in the following form [21]:

A(R,Ekin) =
∑

α

∑

nlm

Cα,nlmeikRα
∑

LM

MLM
α,nlm(Ekin)YLM(R̂). (1.3)

Here, the initial orbital ψi(r) is expressed as a linear combination of atomic orbitals
φα,nlm centered at the position Rα , where nlm represent the principal and angular-
momentum quantum numbers of the orbital and α the atomic center on which it
resides:

ψ(r) =
∑

α

∑

nlm

Cα,nlmφα,nlm(r − Rα). (1.4)

The matrix elements MLM
α,nlm in Eq. (1.3) are dipole matrix elements between the

atomic wave functions φα,nlm and solutions of the Schrödinger equation in an atomic
potential at the energy Ekin and angular momentum LM .

The goal of the remaining part of this section is to shed light on the relation be-
tween the IAC and the simpler PW approach and to hint towards possible limitations
of the latter. It was already noted by Grobman that expression (1.3) can be consid-
erably simplified if the initial molecular orbital is comprised of atomic orbitals of
the same chemical and orbital character. A specific example of such a situation is
given by a π molecular orbital of a planar polyatomic molecule. Then the coeffi-
cients Cα,nlm are only non-zero for atomic pz orbitals and only one term remains of
the sum over nlm:

A(R,Ekin) =
∑

α

Cα,2pze
ikRα

∑

LM

MLM
2pz

(Ekin)YLM(R̂). (1.5)

In the above expression we have also omitted the atomic index α in the transition
matrix elements since they do not depend on the position of the atom but only on the
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type of atomic orbital which is assumed to be 2pz for all contributing atoms. Thus,
the sum over the final-state angular-momentum quantum numbers LM , the atomic
factor, which we abbreviate as

N2pz(Ekin, R̂) =
∑

LM

MLM
2pz

(Ekin)YLM(R̂), (1.6)

can be put in front of the summation over atoms α and we are left with the simplified
expression for the photoemission amplitude at the detector:

A(R,Ekin) = N2pz(Ekin, R̂)
∑

α

Cα,2pze
ikRα . (1.7)

As has been noted by Grobman [21] the term N2pz(Ekin, R̂) acts only as a weakly
varying envelope function while the main angular dependence of the photoemission
intensity is dominated by the last term in Eq. (1.7), which is closely related to the
Fourier transform of the initial molecular orbital. By taking the Fourier transform
(FT) on both sides of Eq. (1.4) we see that the FT of the initial molecular orbital
ψ̃(k) can be written as

ψ̃(k) = φ̃2pz(k)
∑

α

Cα,2pze
ikRα . (1.8)

Here, we have introduced the FT of a pz orbital, φ̃2pz(k), whose angular part is
simply given by the spherical harmonic, Y10(θ,φ) ∝ cos θ [18].

Equivalence of IAC and PW Approximation

For large π conjugated molecules, the main angular dependence will be determined
by the last term in Eq. (1.7). By combining Eqs. (1.7) and (1.8) we see that the
IAC produces a result which is in fact very similar to the PW final-state assumption,
compare Eq. (1.2), provided that the initial molecular orbital is composed of atomic
orbitals of the same type as is the case for planar π conjugated molecules:

A(R,Ekin) =
(

N2pz(Ekin, R̂)

φ̃2pz(k)

)
× ψ̃(k). (1.9)

Last but not least we note that the prefactor, N2pz/ψ̃2pz can be shown to become
completely independent of the emission direction (θ,φ) for the special case where
the polarization vector A of the photon is exactly parallel to the emission direc-
tion k. For this particular geometry the photoemission intensity resulting from the
IAC, which is the square of A(R,Ekin), reduces exactly to the intensity emerging
from the plane-wave final-state assumption. This observation has already been made
by Goldberg for the photoemission cross section from atoms [22]. Moreover, due to
the overall weak angular dependence of the envelope factor N2pz/ψ̃2pz , the Fourier
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transform of the initial molecular orbital ψ̃(k) continues to provide a good descrip-
tion of the angle-dependent PE intensity also when the direction of the polarization
vector deviates from the emission direction. Hence it is expected that the difference
between the PW result, Eq. (1.2), and the IAC expression, Eq. (1.8), only grows
weakly with the deviation from the above mentioned condition.

Summary of Theoretical Consideration

From what was said above, the plane-wave final-state assumption can be expected
to be valid if the following conditions are fulfilled: (i) π orbital emissions from large
planar molecules, (ii) an experimental geometry in which the angle between the po-
larization vector A and the direction of the emitted electron k is rather small, and
(iii) molecules consisting of many light atoms (H, C, N, O). The latter requirement is
a result of the small scattering cross section of light atoms and the presence of many
scattering centers expected to lead to a rather weak and structureless angular pattern
[11, 23]. With these conditions satisfied, a one-to-one mapping between the PE in-
tensity and individual molecular orbitals in reciprocal space is possible, providing a
valuable tool for the investigation of organic molecular films and monolayers. This
will be demonstrated with several examples in the following sections.

1.3 Photoemission Experiments

Presently, there are a number of display-type analyzers that are capable of obtaining
angular-dependent photoemission intensity maps suitable for our approach [24]. Our
ARPES experiments are performed at room temperature using a toroidal electron-
energy analyzer described elsewhere [25] attached to the TGM-4 beamline at the
synchrotron radiation facility BESSY II. This toroidal electron analyzer allows si-
multaneous collection of photoelectrons in a kinetic energy window of 0.8 eV over
a polar angle θ range of 180° in the specular plane. Azimuthal scans are then made
by rotating the sample around the surface normal in 1° steps for >180° of azimuthal
angle φ. The angular emission data are then converted to momentum k‖ using the

formula k‖ = √
2meEkin/�2 sin θ [Å−1] to create the momentum maps. The photon

incidence angle is α = 40◦, and the polarization direction is always in the specular
plane. A photon energy of hν = 35 eV is used throughout.

1.4 Results

In this section, we demonstrate the viability of the simple plane-wave final-state ap-
proach in conjunction with initial-state orbitals taken from density-functional the-
ory for a number π -conjugated organic molecules. First, we present data for the
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Fig. 1.2 (a) Chemical structure of pentacene and its highest molecular orbital (HOMO) calculated
from density-functional theory. (b) Three-dimensional Fourier transform of the pentacene HOMO
orbital, yellow (blue) showing an isosurface of a constant positive (negative) value. The red hemi-
sphere illustrates a region of constant kinetic energy as explained in the text. (c) Absolute value of
the pentacene HOMO Fourier transform on the hemisphere indicated in panel (b)

well-known molecular semiconductor pentacene in a multilayer thin film. Here, we
focus on the emission from the HOMO and show that ARPES momentum maps—
when compared to calculations—allow for a precise determination of the molec-
ular tilt angle. As a second example, we compare ARPES momentum maps of a
monolayer of tetraphenyl porphyrine with calculations of the PE intensity allowing
for an identification of the HOMO and HOMO-1 and the determination of the az-
imuthal molecular orientation. Thirdly, we demonstrate that in certain cases the PW
final-state approach enables a reconstruction of real-space orbitals. Here, we show
ARPES data of a monolayer of para-sexiphenyl bonded to the Cu(110) surface. Not
only are we able to reconstruct a real-space image of the HOMO but we also show
that the PE intensity at the Fermi level that appears on adsorption has the orbital
structure of the lowest unoccupied molecular orbital (LUMO).

1.4.1 Determination of Molecular Orientations

Pentacene is a planar aromatic molecule consisting of five linearly edge-fused
phenyl rings, and has been extensively studied due to its interesting opto-electronic
properties. Its electronic structure, in particular the intermolecular HOMO disper-
sion, has been analyzed by means of both photoemission experiments [26–28] and
calculations within the framework of density-functional theory [29–31].

To illustrate the relation between the measured PE intensity and the FT of
the emitting orbital, we calculate the electronic structure of an isolated pentacene
molecule using DFT [32]. The resulting HOMO orbital is depicted in Fig. 1.2a, and
its corresponding three-dimensional FT in Fig. 1.2b. Because the momentum maps
are measured at constant binding energy, we evaluate the FT on a hemisphere of ra-
dius k = √

(2m/�2)Ekin (indicated in red). The value of the FT on that hemisphere
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Fig. 1.3 (a) Geometry of the (002) plane of pentacene crystal structure exhibiting flat lying
molecules with a tilt angle of β = 26◦. (b) Simulated Fourier transform of the pentacene HOMO
of a molecule with a tilt angle of β = 26◦. (c) Same as (b) but for a tilt angle of β = −26◦

for a kinetic energy of 29.8 eV is shown in Fig. 1.2c. We observe four main inten-

sity maxima centered around (kx = 1.15, ky = 1.2) Å
−1

and symmetrically located
around the Γ point (normal emission). For emission planes parallel (perpendicular)
to the long (short) molecular axis, i.e., in the xz and yz planes, respectively, a van-
ishing photoemission intensity is predicted. This fact is reflecting the nodal structure
of the pentacene HOMO orbital.

When the molecule is vacuum deposited on the p(2x1) oxygen reconstructed
Cu(110) surface, its long axis orients parallel to the oxygen rows, resulting in crys-
talline pentacene(022) films [33] as depicted in Fig. 1.3a. When comparing the the-
oretical results of Fig. 1.2 with the experimental ARPES data of a multilayer of
pentacene grown on a Cu(110)-(2x1)O substrate, one has to consider the orienta-
tion of the molecules in this multilayer film. From X-ray diffraction pole-figure
measurements [33], the contact plane is determined to be the (022) crystallite ori-
entation. As visualized in Fig. 1.3, this surface termination exhibits molecules with
their long axis parallel to the surface but the π face tilted out of the surface plane
by an angle of β = 26◦. When this tilt angle is taken into account in the calculation
of the Fourier transform, the four main lobes described above are shifted in y direc-
tion. This is illustrated in Figs. 1.3b and c, which show the pentacene HOMO of a
molecule with a tilt angle of β = 26◦ and β = −26◦, respectively.

In the multilayer film, an effective average of the two molecular orientations,
+26° and −26°, is to be expected due to the two-fold symmetry of the substrate
surface. In Fig. 1.4, we therefore compute an average of the results for β = 26◦ and
β = −26◦. Figure 1.4 also shows an experimental momentum map, at the HOMO
energy of a pentacene multilayer using a toroidal electron-energy analyzer at the
synchrotron radiation facility BESSY II [25]. As a function of the momentum vector
parallel to the molecular axis, kx , there is a pronounced intensity maximum of the
photoemission intensity centered at 1.15 Å−1, as observed previously [28]. In the

momentum maps, we see that these intense features extend about ±0.8 Å
−1

in ky

direction, and, in addition, there are weaker intensity lobes at about the same kx

value around ky ≈ ±2 Å
−1

. The comparison between the simulated momentum
map (Fig. 1.4a) and the measurement (Fig. 1.4b) is very satisfying. In particular, the
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Fig. 1.4 (a) The sum of the data shown in Figs. 1.3b and c corresponding to the experimental
situation where both tilts will be present. (b) Experimental photoemission intensity at a constant
binding energy corresponding to the pentacene HOMO from the multilayer of pentacene as de-
scribed in the text. (c) Experimental (symbols) vs. theoretical (lines) line scans at kx = −1.1 Å as
indicated by the white dashed line in (a) and (b). Simulations for three different tilt angles β are
shown, 20° (brown, dashed), 25° (black, solid), 30° (orange). (d) Difference between experiment
and simulation expressed as the sum of squared differences versus pentacene tilt angle β

maxima at the ky = 0 line are clearly found to originate from the tilt angle of the

molecules. Both the strong maxima at ky = 0 and the weak peaks at ky = 2 Å
−1

result from the out-of-plane tilt angle of the pentacene molecules. Clearly, the FT
approach describes the PE intensity well and therefore allows molecular orientations
to be determined.

In order to emphasize the sensitivity of the PE intensity on the tilt angle we show
a line scan along ky at constant kx = −1.1 Å as indicated by the white dashed line
in Fig. 1.4a. These plots are shown in Fig. 1.4c where we compare the experimental
line scan (symbols) with our simulated PE intensity for three different tilt angles β of
the pentacene molecule. Clearly, the simulation result for β = 25◦ is in better agree-
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ment with the measurement than the computations for 20° and 30°, respectively.

In particular, the peak position of the maxima around ky ≈ ±2 Å
−1

are shifted to
lower (higher) values by decreasing (increasing) the tilt angle. But also the shape of
the main feature centered around ky = 0 is reproduced better by the simulation for
β = 25◦. To quantify the quality of the simulations for various tilt angles β we also
show the sum of the squared differences between the experimental line scans and the
simulated ones in Fig. 1.4d. The curve shows a minimum at β = 24◦ which is very
close to the value of 26° obtained from X-ray pole-figure measurements on these
pentacene multilayer films [33] and assuming the bulk structure from Mattheus and
co-workers [34]. Thus, we estimate the accuracy of the ARPES approach to deter-
mine molecular tilt angles better than 5°. Compared to alternative methods, such
as NEXAFS, the ARPES approach has the added advantage that rather than giving
an average orientation, multiple orientations are immediately apparent and can be
resolved. Moreover, ARPES works at low photon energies, minimizing damage to
the sample, and does not require a tunable photon source.

1.4.2 Identification of Molecular Orbitals

In this section, it is demonstrated how ARPES momentum maps can be utilized to
identify molecular states of organic molecules adsorbed on metallic surfaces be-
yond a simple comparison of calculated orbital energies with energy-distribution
curves measured by UPS. As an example, we choose porphyrines which are of in-
terest as versatile materials for organic electronics due to their tendency to form
π–π stacked layers. In particular, thin films of tetraphenyl porphyrin, C44H30N4,
(H2TPP) deposited on the oxygen reconstructed Cu(110)-(2x1)O surface have been
shown to produce well-ordered, epitaxially aligned porphyrin thin films [35].

As can be seen from Fig. 1.5a, H2TPP molecules consists of a highly conju-
gated porphyrin skeleton (macrocycle) in which two hydrogen atoms are attached
to two out of four nitrogen atoms sitting in the center of the molecule. The macro-
cycle is surrounded by four phenyl rings which are tilted out of the porphyrin plane.
Figure 1.5 shows the optimized geometry of an isolated H2TPP molecule as ob-
tained from DFT by using a generalized gradient approximation [36] for exchange-
correlation effects together with a density-of-states plot (b) and orbital pictures of
the HOMO (c) and HOMO-1 (d). At the GGA-DFT level, the two highest occu-
pied orbitals, the HOMO and HOMO-1, are separated by 0.4 eV followed by two
closely spaced states at about 1 eV binding energy. The LUMO is separated from the
HOMO by a GGA-DFT gap of about 1.7 eV. Focusing on the HOMO and HOMO-1,
we observe distinct nodal patterns which should also be reflected in the respective
momentum maps thereby allowing for a clear distinction of these two orbitals. For
instance, the HOMO is both symmetric about the xz plane and about the yz plane,
while the HOMO-1 is anti-symmetric about these two planes, i.e., exhibits nodal
planes in the xz and yz planes.
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Fig. 1.5 (a) Chemical structure of tetraphenyl porphyrine with two hydrogen atoms saturating the
bonds at the center of the molecule (H2TPP). (b) Density of states of an isolated H2TPP molecule
as obtained from density-functional theory and a generalized gradient approximation for the ex-
change-correlation potential. (c) and (d) are corresponding orbital pictures of the HOMO and HO-
MO-1 separated by 0.4 eV

Fig. 1.6 (a) Experimental photoemission intensity (color coded) of a H2TPP film as a function
of binding energy Eb and momenta kx and ky , respectively. Two ‘horizontal’ sections at constant
binding energies, −1.38 and −1.55 eV, as well as two ‘vertical’ sections at ky = 0 and at an angle
of −22° from kx are shown. Panels (b) and (c) display those constant binding energy momentum
maps corresponding to Eb = −1.38 and −1.55 eV, respectively. Panels (d) and (e) are simulated
momentum maps corresponding the H2TPP HOMO and HOMO-1, respectively

In Fig. 1.6, ARPES data of a thin film of H2TPP on Cu(110)-(2x1)O with a
nominal thickness of 6 Å are compared to simulated momentum maps of the iso-
lated molecule. By using 35 eV photons and the toroidal electron-energy analyzer
at BESSY II, an energy window from about −1.0 to −1.8 eV below the Fermi level
has been scanned. Further, by collecting electrons with a polar angle span from −70
to +70° and by azimuthally rotating the sample around 180°, a comprehensive data
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Fig. 1.7 (a) Band map of a H2TPP film in the xz emission plane. (b) Same as (a) but for an
emission plane rotated by −22° with respect to the yz plane as indicated by the ‘vertical’ sections
through the three-dimensional data cube shown in Fig. 1.6. (c) Energy-distribution curves (EDC)
integrated over the whole kx–ky plane (black line) as well as for the emission planes shown in (b)
and (c), respectively

set of the photoemission intensity, I , as a function of binding energy Eb and parallel
momenta components kx and ky has been measured. These ARPES data are visual-
ized in Fig. 1.6a in which the intensity is color-coded and several sections through
the data are shown. On the one hand, two ‘vertical’ sections show the energy and
polar angle distribution of the photocurrent for fixed azimuths of the emission plane.
These tomographic sections are displayed separately in Fig. 1.7 and are discussed
in more detail below. On the other hand, Fig. 1.6a also features two ‘horizontal’
sections at constant binding energies (CBE), namely at Eb = −1.38 and −1.55 eV.
For clarity, these CBE momentum maps are also displayed in panels (b) and (c) of
Fig. 1.6, respectively. Although quite close in energy, i.e., only 170 meV, the az-
imuthal intensity distribution appears different. While the map at −1.55 eV exhibits
minima along the kx = 0 and ky = 0 directions, the intensity along these directions
has clearly increased for the momentum map at −1.38 eV. This is indicative of
the distinct symmetries and nodal patterns of the HOMO-1 and HOMO of H2TPP
mentioned earlier.

Indeed, the calculated momentum maps of the isolated molecule’s HOMO and
HOMO-1 displayed in panels (d) and (e) of Fig. 1.6 also reflect the orbitals’ symme-
try and their nodal patterns. In addition, also the (kx, ky) positions of the intensity
maxima can be compared to the measured maps.1 This comparison lets us con-
clude that the HOMO of the adsorbed H2TPP is centered at an energy of −1.38 eV

1Note that the intensity maxima close to the substrate’s [001] direction are due to a measurement
artifact, i.e., a reflection of the primary photon beam into the detector.
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whereas its HOMO-1 has a peak at a binding energy of −1.55 eV. It is also evident
from the ‘vertical’ sections in Fig. 1.6a that the HOMO and HOMO-1 resonances
are observed over several tenth of an eV and are, therefore, overlapping in energy.
Hence, both momentum maps at −1.38 and −1.55 eV show contributions from
both HOMO and HOMO-1 and the symmetry and nodal patterns cannot be seen as
clearly as in the computed, pure maps. But how could we separate these two orbital
resonances and assign to them the above mentioned binding energies?

The key are those ‘vertical’ sections through I (Eb, kx, ky) which can be chosen
in such a way as to highlight characteristic features of the respective molecular
orbitals. For instance, the HOMO is expected to have maxima along kx as indicated
by the white dashed line in panel (b), while the HOMO-1 has a nodal plane in
this direction. Therefore, ARPES scans along this azimuth project out contributions
of the HOMO. Similarly, the HOMO-1 has intensity maxima for an emission plane
rotated by 22° with respect to the ky axis (dashed line in panel (c)), while the HOMO
has almost vanishing intensity along this azimuth. Hence, this azimuth serves as a
fingerprint for the HOMO-1. As can be seen from Fig. 1.6a, this allowed us to assign
the energies of −1.38 eV and −1.55 eV to the center of the HOMO and HOMO-
1 emissions and determine their energy width to be about 0.5 eV. For clarity, the
ARPES band maps at the above mentioned azimuthal directions are also reproduced
in Fig. 1.7. Panel (c) of this figure also shows the corresponding energy-distribution
curves (EDC) integrated over all polar angles, i.e. parallel momentum values, along
the kx axis (red line) and the 22° azimuth with respect to the ky axis (blue line).
Also, these EDCs exhibit different energy peak positions allowing the HOMO and
HOMO-1 to be separated. In contrast, an EDC integrated over the full polar and
azimuthal angle dependence, i.e., integrated over the kx–ky plane (black line), yields
a broad and featureless peak with no possibility to discern the contributions from
the two involved orbitals. In summary, the characteristic (kx, ky)-dependences of
molecular emissions allows their energy position and width to be determined beyond
the limit of energy resolution. Our data also show that emission planes not carefully
chosen may emphasize or suppress particular molecular orbitals due to selection
rules inevitably involved in any photoemission process.

We conclude this section by discussing the azimuthal alignment of the H2TPP
molecules with respect to the Cu(110)-(2x1)O substrate. Tacitly, we have been as-
suming throughout this section that the molecule’s (x, y) coordinate frame is ro-
tated by 45° with respect to the principal substrate directions as already indicated
in Fig. 1.6 and visualized more clearly in Fig. 1.8. Indeed, there is evidence for
such an alignment from X-ray diffraction pole-figure measurements of 370 Å thick
film of H2TPP/Cu(110)-(2x1)O [35]. For these thicker films, the X-ray diffraction
showed the (5103) net plane of the triclinic H2TPP polymorph crystal structure to
be parallel to the substrate surface. In this plane, the porphyrin macrocycle is al-
most parallel to the substrate surface. Moreover, the epitaxial relationships revealed
that the molecules are oriented such that the central hydrogens attached to the nitro-
gen atoms are pointing towards a 45° direction with respect to the [001] substrate
axis [35] as also indicated in Fig. 1.8. In addition to this evidence derived from a
370 Å thick film, also the ARPES data for the 6 Å film reveal the identical align-
ment. As can be seen from Fig. 1.6, the chosen azimuthal orientation maximizes the
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Fig. 1.8 Top (a) and side view (b) showing the azimuthal alignment of H2TPP adsorbed on the
Cu(110)-(2x1)O substrate. The substrate’s [001], i.e., the oxygen row direction, and [1-10] direc-
tions are indicated as well as the (x, y) coordinate frame of the molecule which is rotated by 45°
about the substrate’s principal axes. Copper atoms are colored dark blue, oxygens red, carbons
dark brown, nitrogens light blue, and hydrogens light brown

agreement with the calculated momentum maps for both the HOMO and HOMO-
1. Thus, ARPES maps do not only allow molecular emissions to be identified but
also enable azimuthal alignments of extremely thin films, down to monolayers, to
be determined.

1.4.3 Reconstruction of Molecular Orbitals in Real Space

We continue by demonstrating the viability of the plane-wave approach for both
reciprocal space mapping as well as real-space reconstructions of relatively com-
plicated molecular orbitals. Here, we show that this approach allows reconstruction
of the orbitals of para-sexiphenyl bonded to the Cu(110) surface. Not only are we
able to reconstruct a real-space image of the HOMO but we also show that the PE
intensity at the Fermi level that appears on adsorption has the orbital structure of the
lowest unoccupied molecular orbital (LUMO).

When deposited on a Cu(110) substrate, sexiphenyl (6P) molecules align with
their long molecular axes parallel to the [1-10] azimuth of Cu(110) [37], i.e., parallel
to the copper rows and, upon saturation, form a well-ordered monolayer. A struc-
tural motif of this adlayer together with the underlying Cu(110) substrate is dis-
played in Fig. 1.9a. Here, we show the primitive surface unit cell of the saturated
adlayer indicated by the blue arrows. This structure has been deduced from both
low energy electron diffraction [38] and the STM in Fig. 1.9b. This typical room
temperature STM image of a saturated monolayer of sexiphenyl on Cu(110) was
obtained with a bias voltage 0.19 V.

In Fig. 1.9c, we show the angle-dependent photoemission of the sexiphenyl
monolayer adsorbed on Cu(110) with the emission plane parallel to the long molec-
ular axis. Comparison with equivalent photoemission data for the clean Cu(110)
surface identifies the two features indicated by the red arrows as stemming from
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Fig. 1.9 (a) Schematic representation of the para-sexiphenyl (6P) monolayer on the Cu(110) sur-
face. The long molecular axis is oriented parallel to the [1-10] direction of the Cu(110) surface,
the primitive surface unit cell of the adlayer is indicated by blue arrows. (b) STM image of the 6P
monolayer on the Cu(110) surface. The substrate [1-10] direction is indicated by the arrow, and the
equivalent centered surface unit cell [c(2x22)] of the 6P adlayer is marked as the blue rectangle.
(c) Angle-resolved photoemission intensity from the 6P monolayer on Cu(110) with an emission
plane parallel to the long molecular axis. The dashed line indicates the Fermi level and arrows
point at features that we identify as originating from the sexiphenyl HOMO and LUMO. Between
0 and −2 eV, the intensity scale has been magnified for clarity

molecule. The state slightly below the Fermi level is tentatively attributed to the
partially filled LUMO, while the newly appearing emission with a binding energy
of 1.9 eV is likely due to the sexiphenyl HOMO. The fact that the peaks are at po-
sitions in kx direction which reflect the main spatial periodicity of the sexiphenyl
HOMO [39] and LUMO, respectively, is already the first indication for this assign-
ment.

A proof of this assignment can be given by measuring kx–ky momentum maps
at the constant binding energies corresponding to these features appearing upon
adsorption, i.e., at 0.3 and 1.9 eV below the Fermi level. Momentum maps at these
two binding energies are shown in Fig. 1.10 and compared to the calculated FTs of
the HOMO and LUMO from an isolated 6P molecule (Figs. 1.10c and d). The main

characteristics, maxima at kHOMO
x ≈ ±1.45 Å

−1
reflecting the spatial periodicity set
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Fig. 1.10 Measured photoemission intensities (left column) compared to calculated Fourier trans-
forms (right column). (a) Photoemission momentum map (square root of the intensity) from a 6P
of sexiphenyl on Cu(110) at a binding energy of 0.3 eV corresponding to the 6P LUMO. (b) Same
as in (a) but for a binding energy of 1.9 eV corresponding to the 6P HOMO. (c) Absolute value of
the Fourier transform of the 6P LUMO calculated for an isolated molecule within DFT. (d) Same
as in (c) but for the sexiphenyl HOMO. Characteristic features in the computed Fourier transforms
are indicated by the white arrows as described in the text

by the length of one phenyl ring (2π/kHOMO
x ≈ 4.3 Å) [39], are observed in the data

as well as in the calculation. Also, the width 
kx , which is inversely proportional to
the length of the molecule, appears consistent in the PE data. The same holds for the
extension in y direction, 
ky , which is related to the width of a phenyl ring. We take
these findings as strong evidence that the molecular feature observed at a binding
energy of 1.9 eV can indeed be attributed to the sexiphenyl HOMO and, moreover,
that its character is preserved even in a strongly interacting monolayer on a metal
surface. In a similar manner, we are able to unambiguously assign the intensity close
to the Fermi level to an emission from the filled LUMO (Fig. 1.10a and c). This
emission thus indicates electron transfer from the metal into the former LUMO of
the isolated molecule: as was the case for the HOMO, the nodal structure of the
LUMO is found to be preserved on adsorption. Thus, we see that PE momentum
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Fig. 1.11 Molecular orbitals reconstructed from photoemission data compared to DFT orbitals.
(a) The 6P LUMO reconstructed from the PE momentum map at a binding energy of 0.3 eV.
(b) LUMO of an isolated 6P molecule from DFT. (c) The HOMO of sexiphenyl reconstructed from
the momentum map at a binding energy of 1.9 eV. (d) LUMO of an isolated 6P molecule from
DFT. Experimentally determined orbitals are displayed as density plots where red (blue) colors
indicate positive (negative) values isolines are added for clarity. The DFT orbitals are represented
as isosurface plots using the same color code. The molecular backbone is indicated by black lines

maps provide fingerprints of molecular states allowing for their unique identification
even in cases where there is a rather strong bonding interaction.

The ability to reproduce the PE momentum maps with Fourier transforms of the
initial-state wave functions encouraged us to reconstruct real-space images of the
molecular orbital densities from the experimental photoemission data. According to
Eq. (1.2) we take the square root of the PE data and divide it by the polarization fac-
tor |A · k| ∝ | sin θ cosχ − cos θ sinχ |. Restricting the data to positive kx values and
considering the incidence angle χ = −40◦ of the p-polarized photons, this function
has a maximum for a take-off angle θ = 50◦ and a minimum value of 0.64 at normal
emission. Before performing the inverse FT of the processed PE data we mirror the
data to the negative kx plane and change their sign (or leave it unchanged) according
to the parity of the wave function which is even (odd) for the HOMO (LUMO). By
the latter procedure we restore phase information on the wave function to facilitate
the comparison with calculated orbitals. The inverse Fourier transforms of the PE
data for the adsorbed sexiphenyl HOMO and LUMO are compared with the DFT
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calculated orbitals of the isolated molecule in Fig. 1.11. Spatial periodicities and
nodal structure are well-conserved across theory and experiment. Because the res-
olution 
x in the reconstructed images is inversely proportional to the plane-wave
cut-off kmax (thus 
x = π/kmax), kinetic energies of around 30 eV as used in our
experiments lead to 
x ≈ 1 Å.

Compared to the DFT orbitals, both the HOMO and LUMO electron densities
obtained from photoemission are more weighted around the center of the molecule,
a distinction we tentatively attribute to the interaction with the Cu surface. Indeed, in
sexiphenyl charge transfer salts the local distortions and the transferred electrons are
located around the center of the molecule [40]. Furthermore, although STM images
typically do not match molecular orbital images exactly, an STM image of a mono-
layer of sexiphenyl adsorbed on Cu(110) does show an electron density distribution
that is weighted towards the center of the molecules (Fig. 1.9). Nonetheless, we
feel that improvements in the PE signal-to-background ratio are necessary before
any strong conclusions can be reached concerning the extent of orbital distortion
introduced by the metal surface.

1.5 Conclusion

We have demonstrated that the simple relation between the photoemission inten-
sity and the Fourier transform of the molecular orbital can be a valuable tool for
the investigation of organic molecular films and their interfaces with metallic sur-
faces. We envision a wide applicability of the presented approach for studying the
valence-band electronic structure of organic molecular films, particularly with the
latest generation of angular-resolved display-type electron spectrometers. This may
not only lead to a renaissance of angle-resolved photoemission spectroscopy in the
field of organic electronics, but it also provides stringent tests for further develop-
ment of accurate electronic-structure calculations.
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Part II
Growth Model and Interfaces



Chapter 2
Pre-nucleation and Growth of Self-assembling
Organic Molecule Crystals

Alexander J. Fleming and Michael G. Ramsey

Abstract The self-assembly of the prototypical organic molecule sexiphenyl (6P)
into ordered molecular crystals is examined on two different types of surface. It is
shown that new measurements taken during the pre-nucleation deposition period us-
ing Photoemission Electron Microscopy (PEEM) can explain the different preferred
orientations of the molecular crystals observed for each substrate. The strength of
molecule-substrate interaction (adjusted by using two different substrates: metal
Cu (110) and oxide-covered metal Cu (110) 2 × 1 – O surfaces) is shown to de-
termine the final molecular crystal orientation ((20-3) needles and (21-3) crosses,
respectively). Measurements of molecular diffusion anisotropy and temperature de-
pendence using PEEM are presented that support the finding that, in both cases, the
preferred critical nuclei orientation is (20-3) and that only post-nucleation processes
that occur exclusively in the case of 6P deposited on the Cu (110) substrate, lead to a
change to the (21-3) orientation. Nucleation energies measured using PEEM show,
in both cases, a nearly identical value of 950 meV. This confirms that the two struc-
tures observed, needles and crosses, both start from identical (20-3) critical nuclei;
and it is the latter that is caused by nuclei continuing to grow in the presence of a
molecular reconstructed layer in the post-nucleation deposition period.

Self-assembly is a general term used to describe the growth of ordered structures
which emerge over time from a disordered reservoir/collection of building blocks
(molecules) [1]. For the organic electronics industry it promises to be the most ef-
ficient way to achieve bottom-up construction—as inferred from the plurality of
self-assembled complex molecular structures that are ubiquitous in nature. A major
hurdle though is that the degree of control demonstrated by nature, however desir-
able, still remains poorly understood. Our approach to improve our understanding is
to distil the complexity of natural self-assembly processes into controllable model
systems that can be investigated in the laboratory [2]. A good approach, such as
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depositing synthetic molecules on atomically clean metal crystal surfaces in ultra-
high-vacuum, sets a well defined environment for experimentation. A careful choice
of molecule and substrate can ensure that a good yield of identical self-assembled
structures of a single type form on the surface is obtained. This is desirable, since it
reduces the number of possible mechanisms that must be examined and it demon-
strates that the self-assembly process, although unknown, is at least under control.
In this chapter, growth of a proto typical linear conjugated molecule on two differ-
ent surfaces is presented. Many interesting dynamic phenomena are highlighted that
explain the growth at different stages of the self-assembly process.

Numerous studies conducted on sexiphenyl (6P) to date, such as electronic band
formation [3, 4] and doping [5, 6], have demonstrated that this molecule is excep-
tionally well suited to be a text book example of organic molecule phenomenology
in the condensed phase. Our focus recently has been to comprehensively explain
growth phenomena of 6P [7]. Having accrued many years of experience prepar-
ing high quality single crystals of 6P on surfaces for various electron spectroscopy
[8, 9] and surface probe techniques [10, 11], we have with our detailed in-situ
growth study by photoemission electron microscopy (PEEM), systematically ex-
amined the three growth processes: pre-nucleation, nucleation and 3D growth [12].
The process of molecular crystal growth can be observed by various techniques
after nucleation has begun, however, our emphasis here will be to highlight the cru-
cial events that occur prior to nucleation and their importance in determining final
crystal morphologies. PEEM has been used previously to observe the growth of
pentacene [13] on SiO2, chloroaluminium phthalocyanine on MoS2 film [14], an-
thracence on Si(111) [15], PTCDA on Ag (111) [16] and to study the dynamic CO
oxidation on platinum [17] and other dynamic processes [18].

Anisotropic properties of surfaces and molecules are of particular interest in the
development of low-dimensional molecular nanostructures. Needles are a common
type of nanostructure that is routinely observed when anisotropic molecules are
deposited on anisotropic surfaces. For instance 6P deposited on TiO2 (110) [19],
Mica [20], Cu (110) and Cu (110) 2 × 1 – O [7, 10] will self-assemble into nano-
needles. Furthermore, in terms of the self-assembly sequence of events, the choice
of an anisotropic molecule/substrate combination permits the decoupling of the de-
scription of molecular interactions into two separate directions: (a) parallel direction
and (b) perpendicular direction to the atomic surface corrugation. Although this de-
coupling will be shown to facilitate our understanding of the assembly process, the
extended and linear shape of 6P molecules interacting with an anisotropic surface
means that a standard hard-sphere atomistic approximation [21] is really not appli-
cable. Likewise, classical nucleation theory, an effective tool in predicting growth
behaviour, does not deal with the underlying kinetic mechanisms of growth [22].
Therefore, for our interpretation, we rely on trends observed from our data and some
well founded assumptions of nucleation theory to propose and/or exclude possible
growth mechanisms. This is aided by the fact that fully grown 6P nanostructures,
identical to those presented here, have previously been characterised in terms of
their geometric and electronic structure, through various static techniques such as
NEXAFS [4], STM [10], RDS [23, 24] and ARUPS [8].
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Fig. 2.1 PEEM image of two types of 6P self-assembled nanostructure that forms when 6P is
deposited on (a) Cu (110) and (b) Cu (110) 2×1 – O surfaces. Typical heights of the nanostructures
are in the range 50–500 nm. Insets: top view of crystalline structure of the nanostructures grown
and top view of the Cu (110) and Cu (110) 2 × 1 – O substrates with arrows indicating surface
corrugation direction (both surfaces are anisotropic and the surface corrugations are orthogonally
oriented with respect to the other). PEEM images of nucleation induced dewetting demonstrate the
different anisotropies of the surfaces

When 6P (also known as hexaphenyl and p6P) molecules are deposited on Cu
(110) and Cu (110) 2 × 1 – O surfaces, two different 6P nanostructures form as
shown in Fig. 2.1(a) and (b), respectively. The differences in structure are due to
changes to the surface by the formation of the 2 × 1 – O reconstruction. These
changes lead to a rotation of the molecular long axis by 90° and dissimilar dewet-
ting phenomena as shown in the insets of Fig. 2.1(a) and (b). As with many weakly
bound organic crystals of short chain-like molecules, 6P readily nucleates into an en-
ergetically stable herring-bone crystalline structure. When 6P nucleates on a surface,
a combination of kinetics and energetics determines which plane of the molecular
herring-bone crystal contacts the substrate surface. In Fig. 2.2, several relevant crys-
tal contact planes of a 6P crystal are given. It is important to note that the molecular
orientation with respect to the crystal plane can be described as tilted, flat, or com-
binations of tilted and flat. When 6P is deposited on weakly interacting anisotropic
substrates (Cu (110) 2 × 1 – O, TiO2 and organic crystals) a tilted wetting layer
covers the surface [4, 7, 8, 11]. On top of this tilted wetting layer all subsequent
molecules arrange into crystals with the (20-3) plane contacting the wetting layer.
On the other hand, when 6P is deposited on stronger interacting substrates [10, 23]
(Cu (110) and Al (111)) a flat-lying wetting layer covers the surface). On top of this
wetting layer crystals grow with alternate layers arranged in tilted/flat/tilted intra-
layer orientations. This corresponds to the (21-3) or (-629) crystal plane contacting
the flat-lying wetting layer. Henceforth 6P nanostructures are described as (21-3)
crystals on Cu (110) and (20-3) crystals on Cu (110) 2 × 1 – O.

Highly ordered and aligned molecular crystallites form when 6P molecules are
deposited on Cu (110) and Cu (110) 2 × 1 – O. Templating of the first molecular
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Fig. 2.2 Stereoscopic, top and side views of some commonly observed 6P crystallite orientations
where the molecular axes are parallel to the substrate: crystal planes (-629), (20-3) and (21-3) of
the 6P herring-bone crystal. The surface densities required for full-coverage for each plane relative
to the (20-3) crystal plane are given in italics

layer by the metal surface corrugation into an ordered and aligned layer, leads to
anisotropic surface diffusion of molecules and anisotropic crystallite growth. Shown
in Fig. 2.1 are typical examples of the different nanostructures that form when 6P is
deposited Cu (110) and Cu (110) at 140 °C. Straight (20-3) needles form when 6P is
deposited on Cu (110) 2 × 1 – O, whereas crossed (21-3) needles form when 6P is
deposited on Cu (110). It is the binding/sticking anisotropy of linear 6P molecules
which results in a preferred co-facial stacking. Hence upon stacking, crystallites
grow perpendicular to the molecular orientation within the molecular crystal [11].
As will be shown later, this growth direction is also perpendicular to the fastest
molecular diffusion direction.

It will also be shown that although the deposition of 6P on both substrates re-
sults in entirely different molecular crystal orientation growth ((20-3) versus (21-3))
during the post-nucleation deposition period, during the time defined by the pre-
nucleation deposition period there are some remarkable similarities. These include
the gradual filling of meta-stable layers to a similar density of tilted molecules fol-
lowed by the formation, in both cases, of (20-3) critical nuclei. Although this may
seem counter-intuitive, it is only after nucleation that differences start to become
apparent.

2.1 Experimental Methodology

The experiments were performed in a custom-designed, combined Omicron VT-
AFM/scanning tunnelling microscopy (STM)-PEEM UHV instrument with a base
pressure < 2 × 10−10 mbar. The Cu (110) crystal was cleaned in five steps, namely
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(a) flashing of the crystal to above the desorption temperature of 6P (>220 °C) to
reduce the amount of 6P on the crystal before sputtering, (b) Ar+ sputtering (10 µA,
1.5 kV, 45 min) followed by (c) annealing for 5 min at 500 °C (d) cooling in oxygen
partial pressure at 5×10−7 mbar for 5 min and (e) flashing to 500 °C. Several cycles
of the cleaning steps (b) through to (e) were performed with the final cleaning cycle
omitting (d) and (e). These cleaning steps result in a Cu (110) surface. To form the
2 × 1 – O reconstruction 50 L of O2 are dosed in the chamber at 2 × 10−7 mbar.
Following cleaning, the sample was transferred, via a magnetically coupled transfer
rod, to the PEEM.

The molecular evaporator, mounted in-situ and facing the sample holder of the
PEEM, consists of a Knudsen type effusion cell resistively heated by current sup-
plied to a filament by a constant-current source. The 6P in powder form, supplied by
TCI chemicals (Japan) and introduced previously into the Knudsen cell, is degassed
thoroughly by extended heating just below the sublimation temperature of 6P. The
first few 6P films deposited are not used for measurements. There is no quartz thick-
ness monitor available due to space restrictions so no instantaneous deposition rate
monitoring is possible. However, the constant-current supply allows the heating of
the evaporator to be stabilised to a given temperature, which when combined with
the accurate photoemission intensity versus time curves (see results) allows for an
accurate a posteriori calculation of the stabilised deposition rate. Typical deposition
rates of molecules are between 0.25 to 1 ML min−1. However, it will be shown that
the deposition rate does not influence the layer filling in the time-scales explored
during deposition. Unless otherwise stated, the molecular evaporator shutter is open
throughout the entire deposition. After nucleation, and once dewetting is complete,
the shutter is opened and closed periodically to probe molecular surface diffusion.

PEEM measurements were carried out using a FOCUS/Omicron PEEM instru-
ment in high magnification mode using a Mercury HBO 103W/2 discharge lamp
(maximum of hν = 4.9 eV) for illumination at angle of incidence of 25°. For the
molecule/substrate combination used here the image contrast in PEEM makes use
of laterally distributed local workfunction differences that result in varying yields
of photoelectrons. In threshold mode, the ionisation potential of 6P (6.12 eV) is too
large for the Hg lamp excitation source (4.9 eV) thus no photoemission is observed
from 6P. However, the workfunction of the metal substrate is less than 4.9 eV, there-
fore photoemission from the metal surface is observed. Depositing 6P (a dielectric)
on to the metal substrate reduces the surface dipole component of the metal sur-
face workfunction and hence the photoemission intensity increases. However, once
the first monolayer is complete no more changes to the surface dipole of the metal
occur so any further molecules deposited do not change the workfunction but in-
stead attenuate the photoemission originating from the metal. The attenuation is due
to inelastic scattering of photoelectrons by 6P molecules (the electronic bandgap
is ∼ 3.9 eV). An aperture size of 50 µm together with a fully open iris gave the
optimal resolution for images with a pre-calibrated (in-house) field-of-view of 20–
70 µm. Extractor voltages of 10.5–13.5 kV were employed, with a sample-extractor
distance of 1.8 mm. No adverse effects, such as decomposition or desorption, arising
from the UV light or high electric field were observed for 6P on Cu (110). Photoelec-
tron intensities plotted in the results section were acquired directly from intensity
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averaged areas of the PEEM images. Area-averaging of the intensity works well up
to the point when dark structures form on the surface (nucleation). Once dark struc-
tures start growing, area-averaging the intensity to determine the surface molecular
density will become distorted by the coverage of three-dimensional dark structures.
At 140 °C the ratio of dark structures to bright area is small; therefore the error in-
troduced is also small. A video camera exposure time of 500 ms at an acquisition
rate of 2 Hz was found to be adequate to monitor dynamic processes on the surface.
In-situ sample heating was achieved by indirect heating with a filament following a
pre-determined and calibrated temperature-time curve.

To observe dynamic changes in surface molecular density during the pre-
nucleation deposition period, some post-processing of PEEM images is required.
First all PEEM images of a video sequence are normalised to the average intensity
of the first image (clean surface before deposition) and batch processed to produce a
difference image sequence with respect to the first image. Furthermore, any contrast
enhancement observed can be quantised by batch processing PEEM image sequence
to determine the intensity r.m.s. deviation for each image and plot it versus deposi-
tion time.

2.2 PEEM Photoemission Intensity Time Plots

Typical area-averaged photoemission intensity versus time plots which correspond
to 6P deposited on (a) Cu (110) 2 × 1 – O and (b) Cu (110) are given in Fig. 2.3.
Both plots undergo a similar general trend which involves (1) a sharp rise in in-
tensity, (2) a maximum with a subsequent decrease in intensity (this decrease is
more prolonged for 6P on Cu (110) since more molecules must be deposited), and
(3) upon reaching a critical deposited amount, a sharp cusp followed by a constant
gentle rise in intensity thereafter. The transition from increasing to decreasing pho-
toemission intensity upon completion of the first layer is a general characteristic of
photoemission obtained in the threshold regime.

To facilitate comparison, the photoemission intensity curves, shown in Fig. 2.3,
are double normalised to the maximum intensity and to one complete monolayer
as explained in more detail in Fleming et al. [7]. To facilitate interpretation of the
double normalised plots, the inset in Fig. 2.3 is a plot of the same data where the
normalised photoemission intensity is plotted versus the total surface density of
molecules deposited. This better illustrates how more material must be deposited to
form a tilted first layer on Cu (110) 2 × 1 – O compared to a flat-lying first layer
on Cu (110). A noticeable difference between the evolution of the photoemission
intensity for 6P on Cu (110) and 6P on Cu (110) 2 × 1 – O up to 1 ML deposited
material, is the presence of a rearrangement kink at ∼ 0.2 ML in the double nor-
malised plot for 6P deposited on Cu (110) 2 × 1 – O. A kink describes a sudden
change in the rate of intensity increase/decrease with deposition time. Thus during
the initial deposition of 6P on Cu (110) 2 × 1 – O, PEEM correctly indicates that
the dilute layer undergoes a rearrangement from flat-lying to tilted 6P orientation
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Fig. 2.3 Normalised
area-averaged photoemission
intensity versus normalised
time for 6P deposited on Cu
(110) 2 × 1 – O at 140 °C
(black line) and on Cu (110)
at 125 °C (grey line). Inset:
Same data re-plotted with
normalised intensity as a
function of total surface
molecular density

Fig. 2.4 Schematic diagram of 6P molecular layers on Cu (110) 2 × 1 – O during the pre-nu-
cleation deposition period illustrating (molecular end-on view only) the various orientations and
packing changes that explain the shape of the photoelectron intensity versus normalised time plot.
The short axis of the 6P molecule is illustrated by a double-headed arrow. Critical nucleation be-
gins at F. The packing angle θ is the angle between the molecular short axis and the surface. The
O induced corrugated surface reconstruction is indicated by showing the end atoms of extended O
rows (which run into and out of the printed page in the [001] crystal direction). Distance between
adjacent rows is 5.1 Å

(Fig. 2.4 A and B). This agrees with the observation, from STM [8] and LEED,
that the 6P wetting layer molecules are tilted at an angle of 37° with respect to the
surface. It can therefore be deduced from the monotonic intensity increase during
the initial deposition of 6P on Cu (110) (i.e. without a rearrangement kink between
0 ML and 1 ML) that molecules in the wetting layer remain flat-lying (Fig. 2.5 a)
throughout first layer formation. This is supported by STM [10] and valence-band
photoemission [3, 8] of the wetting layer, which shows that the wetting layer con-
sists of flat-lying 6P molecules strongly bound to the surface. Thus, unlike with
Cu (110) 2 × 1 – O, no change in tilt is observed nor expected for the first layer
deposition.

During second layer filling, on the other hand, photoemission intensity decrease
of both systems are not monotonic. The rearrangement kinks, observed at ∼ 1.2 ML
for 6P deposited on Cu (110) 2 × 1 – O and at ∼ 1.1 ML for 6P deposited on
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Fig. 2.5 Schematic of the filling scheme for 50–125 °C for 6P deposited on Cu (110). (a) Wetting
layer completion (first layer). (b) Condensation at steps of incomplete second layer. Molecules
diffuse flat then join subcritical (20-3) tilted second layer that extends over the terraces from the
steps. (c) Completion of second layer for 50–125 °C. The interaction with the wetting layer beneath
prevents critical nucleation from occurring. (d) Partial condensation at steps by incomplete third
layer due to coupling with tilted second layer to form a double meta-stable layer. (e)–(f) Critical
surface density reached when a third layer can spontaneously form large enough nuclei that no
longer require kinetic stabilisation and are thus energetically stable. This leads to dewetting of the
double layer of tilted molecules surrounding the critical nucleus. (g) Sketch showing the dewetting
induced spontaneous reconstruction of the double tilted layer into channels that include flat lying
molecules. These channels, visible in Fig. 2.7(a), run in to and out of the page. The effect of the
reconstruction is to force molecules to assemble into (21-3) layers rather than continue with (20-3)

Cu (110) indicate that rearrangements of dilute second layer molecules occur. The
implication is that for both systems the second layers are initially filled with flat-
lying molecules which, at a certain surface density, tilt to eventually form a densely
packed layer of tilted molecules (Fig. 2.4 C, D and E, and Fig. 2.5(b) and (c)).
This filling process is temperature independent for 6P deposited on Cu (110) 2 ×
1 – O and it proceeds until a maximum surface density is reached (when the tilt
angle of the second layer reaches ∼ 33◦). At this maximum surface density, critical
nucleation occurs, followed by growth and concomitant dewetting (Fig. 2.4 F).

For 6P on Cu (110) on the other hand, neither nucleation nor dewetting occurs
during second layer filling. Instead layer filling continues uninterrupted up to ∼
3.8 ML. However, there is a significant kink at 2.4 ML. This is not a rearrangement
kink as described above, rather it indicates when a layer is completed and next layer
filling commences. The surface density of a full-coverage 6P tilted layer (at 33°) is a
factor ∼ 1.4 greater than the density of a full-coverage flat-lying layer (at 0°). Hence
the 1.4 factor difference in the density between a flat-lying and a tilted layer should
be taken into account when interpreting the time evolution of the averaged area
photoemission intensity for coverages > 1 ML in the double normalised plot. This
means that the normalised time required to fill identical tilted layers will be 1.4 ML
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for 6P deposited on Cu (110) and 1.0 ML for 6P deposited on Cu (110) 2 × 1 – O.
As can be seen from the plot, there is a kink in the intensity evolution at ∼ 2.4 ML.
This kink at 2.4 ML indicates that a second layer, composed of tilted molecules, is
completed (Fig. 2.5(c) and (d)). More significantly, the important result from this
quantitative analysis is that both second layers, on Cu (110) 2 × 1 – O and on Cu
(110), have the same density (as can also be seen in the inset Fig. 2.3).

On Cu (110), once the tilted second layer is complete a subsequent third layer
begins to fill for 6P deposited on Cu (110). This layer, in common with the second
layer, also has a rearrangement kink located at ∼ 2.5 ML which indicates a change
from flat-lying to tilted orientation (Fig. 2.5(d) and (e)). As can be seen in Fig. 2.3,
third layer filling continues until a critical density is reached and spontaneous nucle-
ation occurs (Fig. 2.5(f)). For 6P deposited on Cu (110), the critical surface density
is reached at 3.8 ML (normalised time) which corresponds to two completed tilted
6P layers (1.4 ML + 1.4 ML) deposited on top of a flat-lying first layer (1 ML). Thus
critical nucleation occurs at the point in time when the third layer is just completed.
Similarly, for 6P deposited on Cu (110) 2 × 1 – O, critical nucleation begins when
the second layer is just completed at ∼ 2 ML. Note that the second and third layers
on Cu (110) and the second layer on Cu (110) 2 × 1 – O, all have the same den-
sity. This will be shown later to be the deciding factor that determines what crystal
structure critical nuclei have.

To summarise, comparison of area-averaged photoemission intensity versus de-
position time curves for both substrates indicates that more 6P must be deposited on
Cu (110) to initiate critical nuclei formation. 6P deposited on Cu (110) 2 × 1 – O
fills two layers with tilted-lying-down molecules: the first layer is a permanent tilted
wetting layer and the second is a tilted layer. This second layer is meta-stable since
it dewets upon critical nucleation. On the other hand, 6P deposited on Cu (110) fills
three layers: the first is a flat-lying permanent wetting layer and the second/third
layers together form a tilted-lying-down double layer. This double layer will be also
shown to be meta-stable since it partially dewets upon critical nucleation to form
a permanent second layer reconstruction. Interestingly, the photoemission intensity
curves also show that at 125 °C all tilted layers on any of the systems have approxi-
mately the same density.

2.3 Nucleation Mechanism of 6P on Cu (110) 2 × 1 – O

Below the critical density, second layer molecules are in a 2D liquid state with ran-
domly staggered intermolecular overlaps such as in a smectic phase, and hence have
little or no long-range order along the [001] direction (they only have orientation or-
der due to the anisotropy of the molecule and substrate). As more molecules are de-
posited the second layer becomes denser by packing molecules closer together with
a smaller spacing S by increasing the average tilt angle θ (Fig. 2.4 C, D and E). The
sliding displacement along the short axis of the molecule as θ increases in turn leads
to a greater intermolecular π -orbital overlap which leads to stronger intermolecular
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binding. Nevertheless, the actual intermolecular binding between the molecules is
also determined by the lateral overlap along the long axis of the molecule. The total
intermolecular overlap area α is given by α = L(W − (T / tan θ)), if sin θ > T/W ,
where L is the length, W is the short axis width and T is the thickness, of the
molecule. Statistically, certain regions in the layer will have molecules in preferred
arrangements with a greater overall overlap. For 6P on Cu (110) 2 × 1 – O, regions
with the strongest molecular binding are eclipsed with θ = 33◦. This is the required
alignment for a 2D sheet of the (20-3) crystal plane. As discussed earlier a larger θ

and hence α does not necessarily guarantee stability since the interaction with the
first layer surface corrugation will also play a role.

For any given tilt angle any regions where molecules have an optimal long axis
overlap will survive longer as a nucleus (the binding energy is high hence the rate of
de-binding is low). Therefore, as the tilt angle of bound molecules increases so does
their lifetime as a bound entity increase. This lifetime is crucial for the next step
that involves all the molecules that surround a nucleus that are still in a 2D liquid
state. Molecules loosely bound to other molecules in regions surrounding the longer
lifetime nucleus have smaller intermolecular π -orbital overlaps and are therefore
weaker bound, have much shorter lifetimes as bound entities and as a consequence
are very mobile (as demonstrated by the fast dewetting of the second layer once
critical nuclei form).

An important outcome of molecules crystallising into strongly bound 2D nuclei
is that bound molecules are less able to move independently from each other and
hence are immobile. This means that surrounding molecules experience less colli-
sions from molecules bound in the nucleus. Therefore, as soon as a more strongly
bound long-lifetime (and hence meta-stable) 2D nucleus forms, suddenly all sur-
rounding molecules experience a net diffusion driving force pushing them towards
the nucleus along the corrugation grooves in the [001] direction (Fig. 2.4 F). A much
smaller contribution will arise from the perpendicular direction [110] due to the fact
that if molecules move into the third layer from this direction the space left behind
it will be partially filled by molecules from a 2D nucleus by reducing θ . The effect
will be to severely reduce the lifetime of 2D nuclei.

The net force on molecules results from the thermal motion of unbound
molecules giving rise to a biased random walk towards the nucleus, hence the net
driving force will be larger for high surface densities and high temperatures. If this
driving force is sufficient, given the mobility of 6P molecules, to move enough
molecules on top of the 2D critical nucleus during the lifetime of the 2D critical
nucleus, then a stable 3D nucleus will form. It is this driving force that explains
how a large enough number of molecules can move into the third layer, in a fast
dewetting process, to create a high enough third layer density for molecules to ar-
range into the bulk structure (with θ = 33◦) as shown in the insets of Fig. 2.1 and in
Fig. 2.7. It is therefore evident that in the two step process of forming bulk-type 3D
needles, the first required step is the formation of a 2D critical nucleus to act as a
stable platform. The net driving force that pushes molecules to climb on top of the
2D critical nucleus and form a stable 3D nucleus is a diffusion process that results
from the non-equilibrium surface density gradient at the interface of the nucleus
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and the surrounding 2D liquid as soon as crystallisation begins. As the dewetting
proceeds the net driving force will keep decreasing in tandem with the 2D liquid
layer density decrease. The shape of the 3D nucleus will also play a role since the
more layers a molecule must climb above to crystallise the slower the process will
be (the mobility of the molecules on the steps and terraces up to the upper most
layer may be much slower).

2.4 Nucleation Mechanism of 6P on Cu (110)

The comparison of 6P depositions on two substrates with differently bound wetting
layers reveals that there are several pre-nucleation mechanisms that determine the
nucleation process. At 50–125 °C deposition temperature range of 6P deposited on
Cu (110) produces (20-3) critical nuclei and 6P deposited on Cu (110) 2 × 1 – O
produces (20-3) critical nuclei at all temperatures. In both cases, critical nucleation
occurs after filling two layers with tilted molecules that are meta-stable where each
layer has a density approximately equal to the density of a (20-3) crystal plane. How-
ever, 6P deposition on Cu (110) is temperature dependent [12] whereas deposition
on Cu (110) 2 × 1 – O is not. The reason is that when 6P is deposited on Cu (110)
2 × 1 – O there is only one dominant orientation for molecules—a tilted orientation
whereby molecules are bound to the layer. However, for 6P deposited on Cu (110),
there are two different orientations, with equivalent binding energies, that molecules
in the second layer can adopt—tilted or flat-lying orientation. In the meta-stable
double layer, molecules can either tilt to bind with other tilted molecules or equiv-
alently lie flat to bind with the flat-lying wetting layer (for example Fig. 2.5(b)).
This mixture of orientations is confirmed by the observation, by STM, of channels
consisting of a mixture of molecular orientations in the energetically stable post-
nucleation reconstructed layer (Fig. 2.8(b)). The binding energies of both orienta-
tions will be roughly the same since the molecules are bound to other molecules by
their aromatic plane in both cases. This means that for 6P deposited on Cu (110)
these two molecular orientations are in continuous competition during layer filling
and hence temperature dependence is observed. The relative rate at which vacancies
in the second layer are occupied with flat-lying molecules, or flat-lying molecules
tilt and join the tilted layer, is given by the difference in chemical potential between
the two states. Since both states have similar binding energies, it is the surface den-
sity of available molecules that determines the chemical potential for each state.

As evidenced by the rearrangement of both the third and second layer into a
single reconstructed layer during dewetting (Fig. 2.8(b)), molecules in second and
third layers only exist as two tilted layers because of the kinetic stabilisation enabled
by the high surface density of 6P molecules. This confirms that for 6P deposited on
Cu (110) the dynamic behaviours of the two tilted layers (second and third layers)
are coupled to each other in the form of a meta-stable double layer. On the other
hand, for 6P deposited on Cu (110) 2 × 1 – O the tilted layers (first and second
layers) are not dynamically coupled since the wetting layer is energetically stabilised
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by the interaction with the Cu (110) 2 × 1 – O reconstruction. This means that
when 6P is deposited on Cu (110) 2 × 1 – O only the tilted second layer behaves
dynamically.

These factors play a significant role in determining at what total surface density
critical nucleation begins. It is important to ask the question: why does nucleation
of 6P on Cu (110) not begin earlier, say during second or third layer filling? As ex-
plained in the next section, condensation at steps forces molecules to adopt a much
higher local surface density compared to when molecules are evenly distributed over
the surface (as with 6P deposited on Cu (110) 2×1 – O), surely nucleation could be-
gin during second layer deposition? Answering these questions leads one to examine
the very nature of the nucleation process. As described earlier, the post-dewetting
reconstruction offers us a glimpse into what the preferred structure to assemble on
a flat-lying wetting layer is. During layer filling, 6P molecules will always try to
reach this energetically stable structure, but high temperatures will tend to encour-
age flat-lying molecules in the second layer to de-bind and tilt, and the presence of
an ever increasing amount of molecules will quickly fill the gap left behind with
tilted molecules. This process, given that both tilted layers are dynamically cou-
pled, is repeated during third layer filling via molecules rearranging together with
molecules in the second layer beneath. It should be noted that (20-3) meta-stable
layers are kinetically stabilised by a continuous filling of holes that appear in the
layers [12]. Averaged over a long time, at 50–125 °C, there are no holes and this is
illustrated in Fig. 2.5.

It is this competition between tilted and flat orientation for 6P deposited on Cu
(110) that prevents subcritical nuclei from growing in size within the layer, since
any gaps opened up by molecules climbing on top of subcritical nuclei will be filled
by a neighbouring molecule that will lie flat. It is the stability of flat lying molecules,
offered ultimately by the flat-lying wetting layer, which disrupts the growth of sub-
critical (20-3) nuclei and shortens their lifetime. It is only when complete coverage
is reached on the third layer that there is no rearrangement space for any gaps to
be stabilised by flat-lying molecules (the layer is fully kinetically stabilised with
tilted molecules) and this allows subcritical (20-3) nuclei to grow, uninterrupted, to
be large enough to become an energetically stable nuclei. Thus in order for criti-
cal nucleation to begin, the system has to effectively decouple the layer undergoing
critical nucleation (meta-stable third layer) from the flat-lying (first) layer by having
a layer of molecules between them (meta-stable second layer) acting as a buffer. At
higher temperatures 140–150 °C this process is repeated except that more molecules
are required to initiate critical nucleation. This is due to the continuous process of
hole creation and hole filling, leaving a net density of holes in the layer as molecules
climb to higher layers.

Upon critical nucleation, spontaneously induced dewetting reduces the surface
density (as molecules diffuse and attach to the nuclei) which in turn reduces the ki-
netic stabilisation of the second and third layers. The interaction with the flat-lying
wetting layer once again plays a role as it promotes an energetically stable recon-
struction that includes flat and tilted molecules (the holes are permanently filled with
flat-lying molecules). It is because of the similarity of the reconstruction structure to
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the (21-3) and (-629) crystal planes that ultimately crossed needles assemble around
the initial (20-3) critical nucleus.

2.5 6P Condensation at Steps During Pre-nucleation Deposition
Period for 6P on Cu (110)

In-situ real-time monitoring by PEEM enables surface density re-distributions to be
monitored during pre-nucleation and post-nucleation deposition periods. The differ-
ence image sequence shown in Fig. 2.6 A–F for 6P deposited on Cu (110) reveals
large changes in PEEM image contrast which indicate that 6P re-distributes on the
surface during the pre-nucleation deposition period. The contrast enhancement ob-
served, quantised by batch processing, is plotted versus normalised deposition time
and displayed in tandem with the corresponding photoemission intensity curve in
Fig. 2.6(b). Large variations in image contrast for the different layers are explained
by variations in molecule to surface interactions during this pre-nucleation deposi-
tion period. The surface on which molecules diffuse and condense changes depend-
ing on which layers are completed. This explains the varying behaviour as a function
of deposition time in Fig. 2.6(b). For deposition times < 1 ML 6P molecules dif-
fuse on Cu (110) whereas > 1 ML 6P molecules diffuse on either flat-lying (first
layer) or a tilted layer (second and third layer) of 6P. No 6P condensation at steps is
observed when deposited on Cu (110) 2 × 1 – O.

Examining Fig. 2.6(b) to compare the spatial r.m.s intensity versus the area-
averaged photoemission intensity plots reveals some trends. Namely, spatial r.m.s
intensity minima observed at 1 ML, 2.4 ML and 3.8 ML, coincide in time with
the completion of each successive layer: first, second and third layer, respectively
(these are indicated by B, D and F, respectively, in Fig. 2.6). Reciprocally, spa-
tial r.m.s intensity maxima coincide, with the exception of the first layer, with the
point in deposition time when a layer is exactly half filled (indicated by C and E in
Fig. 2.6). Thus when the condensation at steps reaches 50 % coverage of terraces
the contrast observed is maximised, whereas 50 % coverage with no condensation
at steps, whereby molecules are distributed homogeneously over the surface results
in no contrast enhancement. Likewise 100 % coverage of terraces (completed lay-
ers) results in no contrast enhancement, but serves to confirm that the normalised
deposition times for layer completion (1 ML, 2.4 ML and 3.8 ML), extrapolated
from the area-averaged photoemission intensity curves in Fig. 2.3 are correct. The
reasons why condensation at steps varies during deposition is explained next.

For depositions times ≤ 1 ML 6P molecules interact strongly with the metal sur-
face when 6P is deposited on Cu (110) and thus adopt a flat-lying orientation. This
strong binding interaction with the surface prevents a strong binding interaction be-
tween molecules (there is a minimal inter-molecular orbital overlap in the flat-lying
configuration) so no preferred condensation at steps is observed. This is illustrated
in Fig. 2.6 A. On the other hand, 6P molecules filling the second layer on Cu (110)
do not interact with the metal surface and instead experience weaker van der Waals
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Fig. 2.6 (a) Difference image sequence (A to F) for 6P deposited on Cu (110) that illustrates
the contrast enhancement provided by 6P condensation at steps during second layer and third
layer deposition. (b) Combined plot of area-averaged photoemission intensity for 6P on Cu (110)
deposited at 125 °C (grey) and corresponding area-calculated r.m.s. intensity deviation plotted
versus normalised deposition time in monolayers (black). Note that (A to F) correspond to the
image sequence. (c) Schematic diagram of condensation at steps starting from the bottom of the
step (condensation starting from top of step is also possible but not drawn) for A, C and E

interactions with flat-lying molecules from the first layer. It is this relative weakness
which allows molecules to re-orient into a tilted orientation. The process of tilting
is kinetically driven in the presence of a high surface density of molecules. Since
condensed and tilted 6P molecules on top of the flat-lying layer present a hydrogen
terminated surface towards the aromatic plane of the first layer, as shown in Fig. 2.6
C, the intra-layer intermolecular overlap of the second layer is comparatively greater
and hence the van der Waals interaction within the second layer will dominate. It is
important to note that the flat-lying layer also presents a relatively small surface
topology corrugation compared to the bare substrate. This combination facilitates
the 6P condensation at steps process since second layer molecules will diffuse on
terraces and collect at stronger binding sites such as steps. It should be noted that
condensation at steps does not produce a bulk type crystal arrangement (in fact the
layers are meta-stable), but it is nevertheless energetically favourable during the
pre-nucleation deposition period to condense.

From Fig. 2.6 it is clear that third layer condensation at steps produces a weaker
contrast enhancement than the second layer. Although condensed molecules in the
third layer also present a hydrogen terminated surface to the second layer, the match-
ing surface topology (they can adopt a 1:1 commensurate spacing) to the second
layer hydrogen termination results in molecules condensing anywhere on the ter-
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races including at step edges. Thus this more sympathetic interaction leads to only a
partial condensation at steps for the third layer. It should be noted that due to the dif-
ferential layer photoemission attenuation, the maximum contrast enhancement from
the third layer condensation at steps will be half that of the contrast enhancement
of the second layer. Apart from confirming some of the conclusions garnered from
photoemission intensity curves, the agreement between the positions of r.m.s. min-
ima and layer completion kinks indicates that at 125 °C the layer filling mode, in
the pre-nucleation deposition time, is layer-by-layer.

2.6 Spontaneous Dewetting During Post-nucleation Deposition
Period

Thus far, it has been shown that comparisons between the intensity evolution of
6P on Cu (110) 2 × 1 – O and 6P on Cu (110) allows pre-nucleation layer filling
mechanisms to be established. The post-nucleation deposition period can also be
studied. When 6P is deposited on Cu (110) 2 × 1 – O, second layer molecules form
a meta-stable layer that spontaneously dewets at a critical density to form 6P (20-
3) 3D needles [7]. No condensation at steps is observed during deposition of the
second layer, since in this case the layer is in a homogeneous liquid state up until
a critical surface density is reached at ∼ 1.95 ML. At this critical density, (20-3)
nuclei form and spontaneous dewetting of the layer to form 3D nuclei proceeds. As
described above, the deposition timeline for 6P deposited on Cu (110) is different—
layer filling continues up to 3.8 ML (one flat and two tilted layers); upon when
spontaneous nucleation induced dewetting occurs. It will be shown later that, unlike
with 6P deposited on Cu (110) 2 × 1 – O, the (20-3) critical nuclei formed when 6P
is deposited on Cu (110) do not determine the final structure of the nanostructures
that grow. This is because the process of dewetting leads to a molecular layer recon-
struction, of areas surrounding critical nuclei, which changes the favourable crystal
structure to self-assemble from (20-3) to (21-3) for temperatures > RT.

Shown in Fig. 2.7(a) and (b), are post-nucleation PEEM images, taken shortly
after nucleation has begun, of 6P deposited on Cu (110) and Cu (110) 2 × 1 – O,
respectively. In both cases, 6P crystals that form are darker in PEEM than the sur-
rounding area. This is due to their 3D structure of multiple 6P layers which, in to-
tal, attenuate secondary photoelectrons very strongly. Notice that areas immediately
surrounding nuclei are brighter than the rest of the image. These bright areas indi-
cate regions of low surface density where molecules have dewetted the surface by
diffused away (in the presence of a concentration gradient) to nuclei. The shape of
these low surface density regions is determined by how anisotropically 6P diffuses
on the surface. As can be seen in Fig. 2.7(a), the elongated bright areas are clear evi-
dence of anisotropic diffusion during the process of nucleation induced spontaneous
dewetting. In Fig. 2.7(b) the elongation is not as pronounced, however, in both cases
the direction of fastest dewetting is perpendicular to the fastest growth direction of
the nanostructures that form and is parallel to the surface corrugation that templated
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Fig. 2.7 Anisotropic dewetting of 6P from (a) meta-stable second and third layer of 6P on Cu
(110) to form crossed needles and (b) meta-stable second layer of 6P on Cu (110) 2 × 1 – O to
form needles. Areas with lower surface density of 6P molecules appear bright since there is less
attenuation of the photoemission from the Cu (110) 2 × 1 – O or Cu (110) surface beneath. The
fastest diffusion direction is along the Cu (110) 2 × 1 – O or Cu (110) surface corrugations. Note
that in both cases the permanent first layers never dewet

the wetting layer (shown in Fig. 2.1). In Fig. 2.7, the dewetting process occurs on a
much larger length scale for 6P on Cu (110). It is highly anisotropic (> 10:1) and
produces long thin streaks in the [1-10] direction that grow wider in tandem with the
length increase of the nanostructures. It is also important to note that the boundary of
the dewetted region is sharp in the [001] direction and smeared out in the direction
parallel to the fast diffusion direction [1-10]. 6P deposited on Cu (110) 2 × 1 – O,
on the other hand, produces a less anisotropic (roughly 4:1) spontaneous nucleation
dewetting bright area with sharp boundaries in all directions. This is because during
dewetting 6P molecules diffuse on an un-reconstructed tilted molecular layer which
weakly confines molecules into anisotropic diffusion. On the other hand, it will be
shown later that the high anisotropy observed during dewetting on Cu (110) is due
to molecules diffusing on a reconstructed molecular layer that channels molecules
towards the nuclei.

2.7 PEEM Measurement of Diffusion Anisotropy

It is possible to study this molecular diffusion process once the whole surface re-
construction is completed (roughly double the time required for nucleation to be-
gin). A simple way to probe molecular diffusion on the reconstructed surface is
to close the shutter of the molecular evaporator and examine the time evolution of
photoemission intensity that accompanies the reduction in the surface density of
6P molecules in areas between needles. Once the shutter is closed the equilibrium
surface density of molecules re-adjusts to a lower value since the rate of molecules
leaving the surface to join the 3D needles remains high, the rate of molecules leav-
ing the crossed needles to join the surface remains low and the number of molecules
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Fig. 2.8 (a) Multi-plot of photoemission intensity versus square-root-time, acquired after 6P nu-
cleation on Cu (110) and dewetting is complete. Measured from the time the molecular beam
shutter is closed. Insert: equivalent plot for 6P on Cu (110) 2 × 1 – O. (b) Reconstructed layer of
4 ML 6P on Cu (110) imaged by LT-STM at 5 K. Inset: RT STM of similar surface

arriving at the surface from the evaporator is now zero. Eventually a new equilib-
rium surface density in the areas between needles will be reached where the number
of molecules leaving the needle to diffuse in the surrounding area will equal the
number of molecules leaving the surrounding area to join the needle.

The resultant increase in photoemission intensity (since there is a depletion of
molecules attenuating) is plotted in Fig. 2.8. To test whether the molecular diffu-
sion is anisotropic the photoemission intensity is plotted against square-root-time
and compared to the inverse [7] of the one-dimensional diffusion [22] equation
ρ(x, t) = (ρ0/2)(πDt)−1/2 exp(−x2/4Dt) where ρ0 is the initial surface density,
D is the diffusion coefficient, x is the position along a 1-D ordinate and all other
symbols have their usual meaning. A straight line indicates that the system diffuses
one dimensionally. Certain considerations must be taken into account. For instance,
the photoemission intensity changes are measured when there are crossed needles on
the surface. Since the whole image is used to acquire the average intensity changes,
the effect of dark needles remaining constantly dark while the surface between the
needles undergoes rapid changes in intensity must be accounted for. When the in-
tensity for the one-dimensional diffusion equation is integrated and averaged over a
finite length (e.g. the distance between needles) a distinctive concave curve prior to
the onset of the linear regime as is observed in Fig. 2.8. The larger distance between
crossed needles at 150 °C produces a straighter plot.

The fact that a linear response is observed for all four temperature ranges ex-
plored indicates that molecular diffusion is anisotropic at all deposition temperatures
from RT to 150 °C. This confirms that at all deposition temperatures a reconstruc-
tion occurs that produces channels such as those in Fig. 2.8(b) on Cu (110) but not
Cu (110) 2 × 1 – O. Comparisons to similar diffusion measurements of 6P diffusing
on a (20-3) type wetting layer for 6P deposited on Cu (110) 2 × 1 – O (see inset
Fig. 2.8) suggest that if, hypothetically, the (20-3) type meta-stable double layer did
not undergo a reconstruction and remained intact, a pseudo 2-D diffusion would be
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observed at high temperatures. This is not observed. It is interesting to note that
since the total number of molecules of the meta-stable double layer (the second and
third layers) exceeds the number required to form a single reconstructed layer (the
post-dewetting permanent second layer), the reconstruction cannot proceed unless
excess molecules are removed from the surface via large scale mass transport to
growing nuclei. This reduction in surface density shifts the equilibrium away from
kinetic stabilisation of the meta-stable double layer and towards a single recon-
structed layer that is energetically stable. The energetic stability comes from partial
interaction of the reconstructed layer with flat-lying molecules of the underlying
wetting layer. During the pre-nucleation deposition period, the surface free energy
of the first/second layer interface is large due to the weak interaction between aro-
matic planes of first layer molecules and hydrogen atoms of the 6P tilted layer. The
reconstruction is therefore an attempt, by incorporating flat molecules, to reduce
the surface free energy of this interface. This is the layer measured by STM. The
exact ratio of flat-lying to tilted molecules of the reconstructed layer is most likely
temperature dependent (as is the rate at which molecules re-tilt). However, the im-
portant aspect of the reconstruction, in relation to the formation of (-629) and (21-3)
crossed needles, is that the reconstruction has a mixture of flat and tilted molecules
in a similar fashion to (-629) and (21-3) layers (see Fig. 2.2). It is for this reason that
crossed needles (21-3) grow when 6P is deposited on Cu (110) and straight (20-3)
needles grow when 6P is deposited Cu (110) 2 × 1 – O, even though both involve
an intermediate step where (20-3) layers form and (20-3) critical nuclei crystallise.

2.8 Direct Evidence of the Formation of (20-3) Critical Nuclei on
Cu (110)

More compelling evidence of the intermediate (20-3) layers and (20-3) critical nu-
clei formation for 6P deposited Cu (110) can be found in PEEM images in Fig. 2.9.
Comparison of the meta-stable layer densities on Cu (110) with 6P deposited on Cu
(110) 2 × 1 – O strongly suggests that critical nuclei that form will also be (20-3)
type. This would appear to be counter-intuitive because (21-3) crossed needles are
observed post-nucleation. However, as has been shown by the anisotropy of diffu-
sion and from STM, as soon as dewetting occurs areas surrounding critical nuclei in
the [110] direction reconstruct into a layer containing flat and tilted molecules. The
outcome of this process is that as soon as critical nuclei (20-3) grow larger and begin
to self-assemble over reconstructed areas that now surround nuclei, the favourable
structure to assemble changes from (20-3) to (21-3). Strong evidence that supports
the formation of critical (20-3) nuclei is provided by the occasional (20-3) needle
that happens to grow quicker than the reconstruction wave proceeds outwards. Some
examples are given in Fig. 2.9. This is possible because (20-3) needles grow perpen-
dicular to the spontaneous nucleation fastest dewetting direction. Some examples of
(20-3) needles are also observed at 140–150 °C. As can be seen in Fig. 2.9, at lower
temperature (115 °C), curvy needles grow because the rate of needle growth is com-
parable to the rate at which the reconstruction wave advances away from the critical
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Fig. 2.9 PEEM images, treated by applying an edge-detect filter (gradient algorithm) to enhance
weak features, clearly show several instances of straight needles (indicated by arrows) emerg-
ing from crossed needles. Straight needles are (20-3) needles that grew out of (20-3) critical nu-
clei ahead of the advancing surface reconstruction wave. The reconstruction wave changes two
meta-stable (20-3) type layers into a single reconstructed layer. Hence the straight (20-3) needles
are generally longer than crossed needles. Notice that all (20-3) straight needles point directly to
the central intersection of crossed needles where critical nucleation began. Many crossed needles
appear to have a missing centre which would correlate well with an original (20-3) critical nucleus
sacrificially Ostwald ripening to surrounding (21-3) needles

(20-3) nucleus. This leads to needles growing on top of partially reconstructed ar-
eas which will be a mixture of (20-3) type and flat/tilted reconstructed layers; and
hence some crossed needles straighten out in the [001] direction as they begin to
grow on un-reconstructed (20-3) type regions. As can be seen in Fig. 2.9, the fastest
(i.e. longest) growing needle (excluding the fast growing (20-3) needles) is always
the needle that is most likely to curve or kink. From inspection of many PEEM im-
ages of crossed needles grown at this temperature, the direction of curviness is also
always towards the midline (in the [001] direction) of a given crossed needle. This
direction of curviness confirms that the reconstruction wave starts at the centre of
the crossed needles (where the critical nucleus is located). This is further confirmed
by the fact that all fast growing (20-3) needles point towards the centre of crossed
needles. This is in fact a fingerprint of the original critical nucleus being (20-3) type.

At 140–150 °C crossed needles have no curviness, since at these higher tempera-
tures molecular rearrangements, required for reconstruction, proceed much quicker
than crossed needles grow. Thus crossed needles never cross the reconstruction wave
travelling boundary and thus remain straight. Another feature of crossed needles that
becomes more apparent at higher temperatures is the hole that appears at the inter-
section point of crossed needles. It is highly probable that this is a hole created
by (20-3) critical nuclei sacrificially Oswald ripening the crossed needles. Since
(20-3) critical nuclei have a crystalline structure that in the presence of flat and
tilted molecules of the reconstruction is inherently less energetically stable than
the surrounding (21-3) crossed needles (as evidenced by the reconstruction during
dewetting), eventually molecules forming (20-3) critical nuclei detach and diffuse
to (21-3) needles and leave behind a hole.
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Fig. 2.10 Arrhenius plot of
the natural log of the
nucleation rate per unit area
versus 1/T . The slope of the
plot is used to determine the
nucleation energy for 6P on
each surface. Note the general
similarity in slope for both
systems studied. This is
further confirmation that the
formation of (20-3) critical
nuclei is common to both

2.9 Nucleation Densities of (20-3) Critical Nuclei on Cu (110)
and Cu (110) 2 × 1 – O

When the rate of nucleation, which is proportional to the number of nuclei per unit
area, plotted in the form of an Arrhenius plot, allows the nucleation energy to be de-
termined, for a particular substrate/molecule combination, from the slope of the plot.
However, the term nucleation energy is slightly misleading since many activation
energies and binding energies determine the final rate of nucleation. The positive
slope of the plots in Fig. 2.10 indicates that at higher temperatures fewer nucleation
sites form. It is important to note that nucleation sites are formed when a critical
surface density of molecules is reached. It is at this point that kinetically stabilised
subcritical nuclei become energetically stable via dynamic processes that positions
molecules into static arrangements such as energetically stable crystalline structures.
The process of kinetic stabilisation is controlled by the rate at which molecules join
subcritical nuclei—which would appear to be controlled by activation barriers as-
sociated with diffusion. However, high layer densities required for 6P to nucleate
suggests that molecules spend more time bound to other molecules in the form of
small subcritical nuclei. Hence, intermolecular binding energies will therefore de-
termine the rates at which molecules de-bind from subcritical nuclei which will in
turn affect (a) the lifetime of subcritical nuclei and (b) the rate at which molecules
become available to diffuse to other subcritical nuclei. Conversely, when the criti-
cal surface density is low, such as with nucleation from a 2D gas phase, molecules
spend a greater proportion of time diffusing rather than binding/de-binding.

The nucleation rate data presented in Fig. 2.10 demonstrate that the nucleation
energy for both 6P deposited on Cu (110) and Cu (110) 2×1 – O in the temperature
range 85 < T < 150 °C are nearly identical at ∼ 950 meV. The nucleation rates for
depositions < 85 °C are too high for 6P on Cu (110) to be accurately assessed. The
near identical nucleation energy does strongly confirm that critical nuclei formed
on both substrates are (20-3) 6P crystallites. The molecular binding energy of 6P
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molecules in bulk-type arrangement was measured [7] to be 2.1 eV from PEEM
measurements of desorption of 6P molecules from needles grown on Cu (110) 2×1
– O. Since the nucleation energy is a combination of binding energies and activation
barriers, the maximum total activation energy for the nucleation of 6P deposited on
Cu (110) and Cu (110) 2 × 1 – O surfaces is 1.15 eV.

2.10 Conclusions

Nucleation is only the last part of a convoluted series of events in which many spon-
taneous molecular rearrangements occur. These events reveal a fluid and dynamic
picture of the pre-nucleation deposition period. Furthermore, the self-assembly pro-
cess has been shown to involve intermediary structures that depend on the substrate
in some form or another for stability, hence their meta-stability. Some can be very
stable indeed, such as the molecular reconstruction layer on Cu (110) that temporar-
ily forms during second layer filling and to which the system returns during the
post-nucleation dewetting process.

As has been shown, at the point of critical nucleation, facets which comprise (20-
3) nuclei become the new preferred surfaces for molecules to attach to and hence the
role of the substrate as a template for nuclei becomes less dominant. However, an
interesting case occurs on Cu (110) where after the formation of (20-3) nuclei and
spontaneous dewetting, there are two competing long-lifetime structures: the (20-
3) nuclei and the molecular layer reconstruction surrounding it. In the absence of a
reconstructed layer, (20-3) nuclei on Cu (110) would survive a long time, but instead
the reconstruction and molecules attaching to facets of (20-3) nuclei cooperate to
produce (21-3) needles.

To summarise, the conclusions that can be drawn from the comparison of the
nucleation of 6P on Cu (110) 2 × 1 – O and 6P on Cu (110) are:

(a) On an anisotropic substrate whereby 6P molecules align with their long axis
parallel to the surface, the densest arrangement of molecules in a layer is of a
(20-3) type. Therefore this is the preferred arrangement of 6P molecules in layer
that is kinetically stabilised.

(b) The geometric and energetic strength of interaction between layers decides
whether large scale molecular re-distributions, such as condensation at steps,
will occur. It will also decide whether kinetically stabilised layers are in an ori-
ented liquid state or, such as with 6P deposited on Cu (110), in a more crystalline
state.

(c) The creation of (20-3) critical nuclei requires a double layer of (20-3) type form,
with at least one layer being kinetically stabilised. Once a critical density is
reached energetically stable (20-3) critical nuclei will form.

(d) The first layer of 6P molecules, oriented by the choice of metal or metal oxide
substrate, ultimately determines what crystal structure the nanostructures will
have. There may be intermediate steps that will determine the rate of nucleation
but ultimately the dynamic interaction of the meta-stable layer with the wetting
layer will decide how the nanostructures will continue growing.
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Since most growth studies are not performed in-vitro or real-time, but rather in a
step-by-step fashion with sequential growth and measurements, the results obtained
may vary significantly. With this PEEM study of a prototypical organic molecule,
it is hoped that the dynamics of molecular crystal growth will become more appre-
ciated and understood, and that the door may open to controlling nano-structured
growth.
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Chapter 3
Organic–Organic Heteroepitaxy—The Method
of Choice to Tune Optical Emission of Organic
Nano-fibers?
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Abstract In this chapter the potential of Organic–Organic heteroepitaxy is dis-
cussed concerning the ability to provide efficient color tuning of organic nano-fibers
deposited on muscovite mica substrates. The first part is focused on the epitaxial
growth of rod-like molecules on sheet silicates which has been analyzed by de-
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positing p-6P and 6T using hot-wall epitaxy. It is demonstrated that substituting
para-phenylenes by other molecules for efficient color tuning is not trivial lead-
ing in the general case to multidirectional nano-fibers. The presented growth model
is based on detailed analysis using XRD pole-figure measurements, atomic force
microscopy and force-field simulations. In the second part it is demonstrated that
organic–organic heteroepitaxy provides a proper method for efficient color tuning
of organic nano-fibers. It is shown that using p-6P nano-fiber templates can be used
as fundament for the epitaxial growth of 6T crystallites. The formed 6T crystallites
adopt the molecular and morphological orientation of the p-6P layer beneath and
provide highly polarized emission in the blue, green, and red spectral range.

3.1 Introduction

During the last years a clear trend towards organic electronics could be recognized
within the scientific community. The huge spectrum of organic molecules available
by chemical synthesis [1] and adequate for the implementation of electronic, pho-
tonic and optoelectronic devices, combined with cheap and easy processing and
the ability to manufacture devices on flexible substrates opens niches not occu-
pied by anorganic semiconductors [2]. Moreover using organic molecules instead
of inorganic compounds in order to fabricate nanostructures, coincides with higher
luminescence efficiency at the same material density, more flexible spectroscopic
properties and easier processing since controlled, self-assembled growth can be im-
plemented [3].

Consequently a lot effort has been undertaken to study the growth of thiophenes
and phenylenes on various substrates [3–10], motivated by the discussed advan-
tages and especially due to their high affinity to form highly crystalline organic
nano-needles [7, 11, 12]. Nevertheless it turned out that oligo-p-phenylenes in com-
bination with muscovite mica as substrate represent a prominent and outstand-
ing material combination, forming a stable molecular building block [13, 14]. In

Present address:
D. Nabok
Physics Department, Humboldt Universität zu Berlin, Zum Großen Windkanal 6, 12489 Berlin,
Germany

P. Puschnig
Institute of Physics, Karl-Franzens University Graz, Universitätsplatz 5, 8010 Graz, Austria

C. Draxl
Physics Department, Humboldt Universität zu Berlin, Zum Großen Windkanal 6, 12489 Berlin,
Germany

I. Salzmann
AG Supramolecular Systems, Department of Physics, Humboldt-Universität zu Berlin,
Brook-Taylor-Straße 6, 12489 Berlin, Germany



3 Organic–Organic Heteroepitaxy of p-6P/6T Nano-fibers 51

that sense it has been demonstrated that their ability for generating long, parallel-
aligned nano-fibers provides a proper fundament for several applications e.g. wave-
guiding and lasing [15–17]. Motivated by this promising criterion the growth of
para-hexaphenyl (p-6P) on muscovite mica has been investigated intensely by sev-
eral groups [4, 5, 12, 18] and as a consequence the discussed material system is well
understood concerning morphological, structural, and optical properties.

Nevertheless, the variety of physical properties covered by oligo-p-phenylenes
is quite narrow and the optical emission spectrum shifts with decreasing number
of phenyl rings from the blue to the UV [20]. As a result it becomes difficult to
tune the optical properties of p-6P nano-fibers [7] leading to a lot of efforts to sub-
stitute oligo-p-phenylenes by other molecules. Among the huge variety of possible
organic molecules, thiophenes and phenylenes are most promising building blocks
for the nano-fibers because of their photonic and electronic properties as well as
their thermal stability [21]. As a consequence, beside the growth of para-phenylene
oligomers—thiophenes [7, 21], thiophene/phenylene co-oligomers [21, 22], and
functionalized para-phenylene molecules [6, 14, 23, 24] have been deposited on
muscovite mica.

Thiophenes represent an important and well-known class of rod-like molecules
for fabrication of active layers providing highly efficient electrical, structural and
opto-electrical properties [25, 26]. Most prominent representatives within this group
of molecules are α-quaterthiophene (4T) and α-sexithiophene (6T), providing in-
tense green and orange luminescence [7]. By depositing 6T and 4T on muscovite
mica, needle-like structures can be obtained [7], but it has to be stated that two
main differences of thiophene- in comparison to phenylene-needles are observed:
On the one hand, beside needle formation flat islands are formed on muscovite mica
(001) showing weak fluorescence which gives a first hint for the formation of up-
right standing molecules [7, 27]. On the other hand, needle formation shows a lower
macroscopic anisotropy as compared to p-6P, which is caused by a needle forma-
tion in multiple directions [7, 21] and consequently polarized fluorescence of the
nano-fibers is significantly hampered.

A similarly complex behavior is found for thiophene/phenylene co-oligo-
mers [21]. In particular, the growth of 5,5′-di-4-biphenylyl-2,2′-bithiophene
(PPTTPP)—also known as BP2T [28, 29] and 4,4′-di(2,2′-bithienyl)-biphenyl
(TTPPTT) on muscovite mica has already been studied [21, 22].

Another approach to control the morphology and the luminescence of nano-fibers
is provided by chemical functionalizing the organic molecules [24]. Nevertheless, it
is rather difficult to modify para-phenylenes because of their low solubility, which
even decreases with increasing chain length of the molecules. A generic concept has
been developed to access a wider range of molecules on the basis of a functional-
ized para-quaterphenylene (p-4P) unit [30] which represents a compromise between
solubility and critical chain length being the key for mutually parallel needle align-
ment. In particular, functional groups (e.g. methoxy, chloro, cyano, amino, dimethy-
lamino and benzylamino) are attached on the two para-positions of the p-4P unit
which allows to synthesize two different molecular classes—symmetrically [14, 24]
and non-symmetrically [6, 30, 31] substituted oligomers. It has been demonstrated
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Fig. 3.1 Observed needle
orientations on muscovite
mica with respect to the
fluorescence emission
wavelength [19]. Whereas for
oligo-phenylenes and
functionalized phenylenes
parallel needle formation has
been observed,
oligothiophenes and
thiophene/phenylene
oligomers are characterized
by x-shaped or rhombical
morphology

that functionalized p-4P oligomers form well-defined fiber-like nanostructures upon
vapor deposition on muscovite mica [6] and consequently it can be stated that the
suggested strategy represents up to now the most promising approach in order to
achieve macroscopically highly ordered parallel organic nano-needles (beside the
well-known para-phenylenes). This fact has been underlined by the demonstration
of optical devices, such as frequency doublers [31]. Furthermore, the integration
of non-symmetric molecules within organic nano-fibers represents an interesting,
novel aspect for optical applications, as is expected from theory that they feature
second-order non-linear optical activity [6]. The degree of freedom with function-
alized quaterphenylenes is quite narrow, in particular concerning their optical re-
sponse. All molecules investigated so far, emit in the blue spectral range (from
383 nm to 452 nm) [6] which restricts the potential for optical applications.

A graphical summary of the present state of research is shown in Fig. 3.1, indicat-
ing by arrows the main optical emission range of thiophene/phenylene co-oligomers
in the green [22], of thiophenes in the green to orange [7], of functionalized quater-
phenylenes in the blue (383–452 nm) [6] and of para-phenylenes in the UV to blue
spectral range [20]. The macroscopic degree of order is sketched as graphical model
visualizing parallel (phenylenes, functionalized quaterphenylenes), rhombic (thio-
phene/phenylene co-oligomers) and x-shaped (thiophenes) needle formation.

Based on these observations several criteria can be defined which have to be
fulfilled to achieve long nano-fibers providing highly polarized emission:

• Parallel molecular alignment In order to achieve a maximum degree of anisotropy,
rod-like molecules have to be aligned parallel to each other. Only in that way it be-
comes possible to make use of the single molecular polarized emission/absorption
on an macroscopic scale being essential for device applications.

• Parallel formation of nano-fibers plays an essential role to obtain large single-
crystalline nanostructures. As observed for thiophenes and thiophene/phenylene
co-oligomers non-parallel growth of nano-fibers inevitable leads to an increased
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probability that nano-fibers which originate from different nucleation centers
cross each other. Consequently effective lateral needle growth is significantly
hampered leading to shorter structures.

• High crystal quality In order to reduce parasitic processes within the organic crys-
tallites high crystal quality represents an inevitable prerequisite for optical appli-
cations.

• Tunable fiber cross section As lasing of organic nano-fibers can only be obtained
by efficient waveguiding within the crystallites, the achievable fiber cross section
represents a crucial issue in particular for shifting the lasing emission to longer
wavelength.

3.2 Sheet Silicate Substrates

In order to investigate and in particular to understand the epitaxial growth on mica
surfaces a detailed knowledge about the substrate surface morphology, geometry
and composition seems inevitable. Substrate surfaces for evaporation of organic
molecules and force-field simulations in the presented work are all representatives
of the phyllosilicate group. The nomenclature of this mineral group is strongly con-
nected to its crystal structure and in further consequence to its physical, mechanical,
and structural properties. In particular all phyllosilicates are built up in a sheet like
structure which is expressed by the Greek word phyllon which can be translated
by leaf [32] rooting in another often used nomenclature, namely sheet silicates.
The crystal structure of sheet silicates can be assembled by two elementary units
which are represented by tetrahedral and octahedral cation–anion bonds, depicted
in Fig. 3.2a.

In the case of the tetrahedral unit Si or Al atoms form the center of a tetrahe-
dra surrounded by four oxygen atoms (three basal and one apical oxygen). Single
tetrahedra are linked together by means of the basal oxygen atoms resulting in the
formation of a two dimensional hexagonal mesh. Analogous considerations hold
true for the formation of the octahedral sheet.

Based on these two units phyllosilicates can be divided into two subclasses
namely 1:1 or 2:1 layer types. In the case of 1:1 layers one octahedral sheet is
bound to a single tetrahedral one whereas in the 2:1 layer type one octahedral sheet
is sandwiched between two tetrahedral units. In both cases sheets are aligned paral-
lel to the {001} netplanes of the bulk crystal and apical oxygens of the tetrahedra are
shared with the octahedral sheet. Consequently each tetrahedra points with its apical
oxygen to the octahedral layer whereas the basal atoms form a horizontal plane as
indicated in Fig. 3.2b for a 2:1 layered structure, which is described below in more
detail.

A partial cation substitution of Al3+ instead of Si4+ in the tetrahedral layer cru-
cially influences the crystal stacking in phyllosilicates due to the generation of un-
compensated charges within the layers. Pyrophyllite and talc belong to the not sub-
stituted phyllosilicates and consequently provide charge neutrality, whereas micas
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Fig. 3.2 (a) Elementary units of sheet silicates: tetrahedra (left) and octahedra (right) are built up
by Si, Mg or Al atoms surrounded by oxygens. (b) Sheet like structure of 2:1 phyllosilicates de-
fined by octahedral units sandwiched between tetrahedra. The crystal formation of muscovite and
phlogopite is depicted beside showing a potassium interlayer holding the single sheets together.
Contrary pyrophyllite and talc do not show such an interlayer. (c) Top view onto a {001} surface
of a dioctahedral phyllosilicate (muscovite). As indicated by the pm space group beside, surface
symmetry is showing mirror axes parallel to the surface grooves, indicated by a solid arrow. A side
view along the grooved direction is sketched beside showing the tilted tetrahedral units. (d) Con-
trary trioctahedral phyllosilicate surfaces provide p31m symmetry, characterized by three mirror
axes and three-fold symmetry

(e.g. muscovite, phlogopite) show an Al:Si ratio of 1:3 which leads to an uncom-
pensated negative charge within the tetrahedral layers. By the addition of a cation
interlayer sheet in the crystal structure the charge deficiency has to be balanced. In
the case of muscovite and phlogopite this interlayer is provided by K+ ions housed
in quasi hexagonal cavities formed by the O2− anions of the opposite tetrahedral
sheets. Figure 3.2b sketches the stacking of 2:1 layer phyllosilicates with cation
interlayers (e.g. muscovite, phlogopite) binding the single sheets together. Contrary
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pyrophyllite and talc stack without additional interlayers and consequently the bind-
ing between the two neighboring tetrahedral sheets depends exclusively on van der
Waals bonds only [32].

Furthermore the presence of a potassium interlayer in micas is finally responsible
for their perfect cleavage along {001} net planes as the electrostatic linkage repre-
sents the weak point in the crystal structure. The higher stability of cation–anion
bonds within the octahedral and tetrahedral layers results in a quasi atomically flat
surface being not only suitable for AFM studies [33–35] but also provides a per-
fect substrate surface for organic crystal growth [12, 36–38] and molecular adsorp-
tion [39–41].

It is important that the linkage between tetrahedral and octahedral sheets results
in structural deformations (due to changing of bond angles and length) accompanied
by a symmetry reduction of the bound tetrahedral–octahedral unit. In particular the
hexagonal symmetry of individual tetrahedral and octohedral layers is reduced to at
least 3-fold ditrigonal symmetry of the resulting units due to a tilt of the tetrahedra
with a rotation axis normal to their basal plane [42]. The octahedral sheet is formed
by octahedra which are linked together by sharing their six vertices. This can be pro-
vided when either each anion is bound to three cations (trioctahedral, see Fig. 3.2d)
or to two cations leaving the third site vacant (dioctahedral, see Fig. 3.2c) [32]. As
dioctahedral and trioctahedral sheets do not undergo identical deformations [32],
the surface properties strongly differ between these two groups and in particular the
symmetry of the cleavage plane crucially depends on the structural configuration
of the octahedral layer, therefore we have to distinguish between dioctahedral and
trioctahedral phyllosilicates.

3.2.1 Dioctahedral Phyllosilicates (Muscovite Mica, Pyrophyllite)

Dioctahedral phyllosilicates are characterized by a vacant octahedral site as indi-
cated in Fig. 3.2c, sketching a top view on a dioctahedral phyllosilicate surface
(e.g. muscovite mica surface when cleaved at the potassium interlayer). In partic-
ular a significant elongation of vacant octahedron edges can be recognized, caused
by the absence of the cation in the center reducing attractive forces on the sur-
rounding anions [32]. Thus the linkage between the tetrahedral sheet and a dioc-
tahedral sheet requires an additional rotation of the tetrahedra around axes in the
basal planes becoming visible by the shifted apical oxygen atoms (white circles)
out of the centered cation (gray circle). The resulting tilt not only reduces the sym-
metry of the surface unit cell, but additionally causes also a surface corrugation of
about 0.2 Å [42]. The situation is indicated in the inset of Fig. 3.2c representing a
side view along the groove direction. Solid arrows indicate the rotational tilt of the
tetrahedra whereas the dashed arrow marks the resulting groove which are caused
by lowered oxygen atoms. At this point it has to be stressed that this corrugation
originates from the interlinkage between octahedral and tetrahedral sheets and is
not caused by a surface reconstruction due to cleaving. Hence the surface morphol-
ogy of different dioctahedral phyllosilicates cleaved at the tetrahedral sheet provide
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analogous behavior and surface symmetry. In particular, the mirror symmetry of the
surface unit cell is conserved for dioctahedral phyllosilicates in one axis that coin-
cides with the direction of the present surface grooves and the resulting geometry of
the surface unit cell can be described by the 2D-space group pm [43] as indicated in
Fig. 3.2c.

As already discussed, muscovite mica and pyrophyllite, both representatives of
dioctahedral phyllosilicates group, mainly differ due to their different cation sub-
stitution ratios and the resulting stacking sequence (see Fig. 3.2b). The octahe-
dral layers in both materials provide analogous structural properties, 25 % of the
Si4+ atoms within the tetrahedral layers of muscovite mica are substituted by Al3+.
Consequently the tetrahedral mesh can be formed by (i) Si–O–Si, (ii) Si–O–Al or
(iii) Al–O–Al bonds, where the third possibility can be excluded based on elec-
trostatic considerations (Löwenstein’s rule) [44, 45]. As an experimental analy-
sis based on X-ray diffraction exhibits serious difficulties due to the similarity of
atomic scattering factors of Al and Si [45], information about two and three dimen-
sional ordering is mainly based on computational models (e.g. Monte Carlo simula-
tions) [44, 46] in combination with experimental data deduced by nuclear magnetic
resonance (NMR) [45, 47].

A detailed look at the crystal properties of muscovite mica (Fig. 3.2b) reveals
that the bulk unit cell includes two tetrahedral–octahedral–tetrahedral sheet units
(compare Table 3.1). Interestingly both sheets provide an angular twist of 120◦ rel-
ative to each other leading to an alternating stacking sequence of type αβαβ along
(001) crystal orientation. Whereas α planes provide their symmetry axis (and conse-
quently grooved direction) in [110]M direction, the β planes show mirror symmetry
along [110]M [12]. Consequently, the mirror symmetry of the muscovite Mica sur-
face unit cell has been indicated in Fig. 3.2c by two crystallographic directions,
[110]α and [110]β , respectively. Therefore it becomes evident that the presence of
cleavage steps causes the presence of two different surface domains when switching
from α to β planes and vice versa [12].

3.2.2 Trioctahedral Phyllosilicates (Phlogopite Mica, Talc)

Whereas the presence of vacant sites in dioctahedral systems favors deformation
effects, such processes do not occur in trioctahedral–tetrahedral sheets [32]. Fig-
ure 3.2d depicts a top view of a trioctahedral phyllosilicate surface (phlogopite mica
surface when cleaved at the potassium interlayer) providing a detailed model of the
tetrahedral and octahedral layers. The hexagonal symmetry of the tetrahedral sheet
is lost due to a rotation of the tetrahedra units around the axes perpendicular to the
basal plane [32] resulting in a ditrigonal symmetry. Nevertheless the distortion of
the octahedral and tetrahedral units in comparison with dioctahedral phyllosilicates
(e.g. muscovite mica) is significantly reduced [32] resulting in a highly symmetric
surface unit cell which is indicated by solid lines in Fig. 3.2d. A closer look to the
atomic positions reveals a 3-fold symmetry with three mirror axes resulting in a
p31m 2D-space group [43].
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In analogy to dioctahedral phyllosilicates phlogopite mica and talc mainly differ
due to their different cation substitution ratios and the resulting stacking sequence.
As the surface morphology and symmetry are mainly determined by the formation
of the octahedral layer both phyllosilicates show comparable surface morphology
and symmetry.

In comparison to muscovite mica the crystal unit cell of phlogopite mica consists
of only one tetrahedral–octahedral–tetrahedral sheet and consequently high symme-
try directions can be defined uniquely as indicated by dashed–dotted arrows point-
ing in [110]P , [100]P and [110]P crystallographic directions, which means that all
cleavage planes show the same surface symmetry.

Table 3.1 summarizes the discussed properties for phlogopite, muscovite,
talc and pyrophyllite including its bulk unit cell parameters taken from litera-
ture [48–52].

3.2.3 Freshly Cleaved Mica Surfaces

Although the structural and crystallographic properties of phlogopite and muscovite
seem conclusive and well understood, a detailed analysis of the morphological and
structural properties of a freshly cleaved mica surface poses a demanding challenge.
The following paragraph is only focused on the matters of fact playing a major
role for the experimental procedures and computer simulations applied within this
article.

In particular it has to be stated that the conditions during the cleaving proce-
dure predominate the surface conditions and in further consequence certainly ef-
fect further growth experiments. In particular it has been demonstrated by Low
Energy Electron Diffraction (LEED) that cleaving mica in ultra high vacuum
conditions (UHV) leads to charging effects accompanied by triangular shaped
diffraction patterns which are attributed to surface dipole fields [53, 54]. Comple-
mentary atomic force microscopy (AFM) investigations found UHV cleaved mica
surfaces to be highly charged, effectively prohibiting AFM imaging of any reason-
able resolution [55]. It is reported that exposure to air for a couple of minutes sig-
nificantly reduces the charging effects [55] and in particular it is stressed that tri-
angular shaped LEED pattern are never observed for mica substrates cleaved in
air at atmospheric pressure [18, 54]. All these observations are in agreement with
experiments providing chemical sensitivity, e.g. secondary-ion mass spectrometry
(SIMS) and Auger electron spectroscopy (AES). In particular clear signals originat-
ing from carbon compounds have been detected on air cleaved mica by complemen-
tary techniques [18, 56, 57]. Interestingly it was found that an additional adsorption
component is necessary to bind gaseous carbon compounds which is assumed to be
provided by water [56]. In summary all these observations hint that a chemical reac-
tion of residual surface potassium ions with carbonaceous gases and water [34, 55]
takes place on air cleaved mica, which significantly forces the neutralization of un-
compensated charges (potassium ions) in an irreversible way [54].
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Furthermore morphological and symmetrical properties of the mica surfaces are
strongly related to the structural formation of the octahedral layers. In particular the
vacant sites within dioctahedral systems are mainly responsible for the symmetry
breaking and structural deformations [32]. The consistent picture is further substan-
tiated by the comparison between experimentally deduced bulk crystal structures of
muscovite [50] and phlogopite [48], showing the presence of parallel surface cor-
rugations only within the dioctahedral muscovite mica. Additionally reported AFM
measurements [33] on air-cleaved muscovite clearly reveal the presence of such
grooves that break the 3-fold symmetry of the surface unit cell. Contrary AFM im-
ages reported from phlogopite mica surfaces show quasi hexagonal symmetry as
expected by geometrical considerations (compare Fig. 3.2) [32].

In summary it can be justified that the surface morphology dominates the
molecule-surface interactions during the deposition process whereas electrostatic
forces due to Al–Si substitution and uncompensated potassium ions play a minor
role when cleaving the mica substrate in air.

3.3 Epitaxial Growth of Rod-Like Molecules on Sheet Silicates

In order to discuss the epitaxial growth on sheet silicate substrates we have se-
lected two representative rod-like molecules, namely p-6P and 6T. Both molecules
are already intensively investigated and it has been demonstrated that they can be
successfully used for organic device applications [58–60].

3.3.1 Para-Hexaphenyl

As depicted in Fig. 3.3a each p-6P molecule consists of six phenyl rings linked
together in a chain like structure. Organic p-6P crystallites provide a large energy
gap (3.1 eV) between highest occupied molecular orbital and lowest unoccupied
molecular orbital, excellent optical properties including photoluminescence with
high quantum yield and outstanding structural properties. These properties provide a
proper fundament for optoelectronic devices which further explains that p-6P based
organic light-emitting devices were among the first candidates applied for blue emis-
sion [58, 59].

During the last years the epitaxial growth of p-6P has been analyzed extensively
on several substrates by optical, crystallographic and morphological methods. In
that sense also the crystal formation on muscovite mica has been studied in detail
and it has been found that p-6P tends to crystallize in its β-structure [61] which
represents the equilibrium bulk structure [12]. Figure 3.3b indicates the β-structure
primitive unit cell which consists of two p-6P molecules packed in herringbone
fashion. Depending on the chosen substrate temperature it has been shown that
p-6P crystallizes either with its (111) or (112) crystal planes parallel to the mus-
covite mica substrate surface [12]. As the dominating fraction of p-6P crystallites
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Fig. 3.3 (a) Molecular
representation of the p-6P
molecule, characterized by
six phenyl rings linked
together. (b) Primitive
monoclinic lattice of p-6P
β-structure representing the
equilibrium bulk structure
(a = 8.091 Å, b = 5.568 Å,
c = 26.241 Å and
β = 98.17◦) [61]

are characterized by a (111) contact plane further discussion is focused only on this
orientation.

To analyze the epitaxial growth of p-6P on sheet silicate substrates a series of
samples has been prepared by hot-wall epitaxy (HWE). The growth time was cho-
sen to 40 min and the substrate temperature has been kept constant at 90 ◦C during
the deposition procedure while the source and wall ovens were kept at 240 ◦C and
260 ◦C, respectively. As substrates two different types of mica have been chosen,
namely muscovite mica and phlogopite mica. In order to verify the morphologi-
cal properties of the grown nanostructures atomic force microscopy (AFM) images
have been acquired. In the case of muscovite mica highly parallel needle formation
can be observed providing nanostructures which are several micrometers long (see
Fig. 3.4a). To analyze the azimuthal alignment and consequently the epitaxial rela-
tionships between the organic crystallites and the mica substrates in detailed XRD
pole-figure measurements have been performed. The measured pole figure for the
(111) diffraction peaks are shown in Fig. 3.4c. For a direct comparison with the
geometry of the muscovite mica substrate surface, the mirror axis for a β-cleavage
plane [12] is indicated in the pole figure by a solid line along [110]M crystallo-
graphic direction. Diffraction peaks which can be attributed to organic p-6P crys-
tallites are indicated by arrows. Strikingly organic diffraction peaks observed in the
upper and lower hemispheres of the polar plot can be nicely correlated with each
other by a mirror operation along the [110]M direction. So it is demonstrated that
the expected mirror symmetry of the substrate surface is nicely adopted by the or-
ganic crystallites. Thus, the measurement can be well explained by the presence of
four crystal orientations, which have in common the mirror symmetry originating
from the substrate and a 2-fold symmetry due to the geometry of the p6P molecule.
For each p-6P crystallite a unique long needle axis (LNA) can be defined by the
orientation of its [110] crystallographic direction [12]. The resulting orientations
are indicated in the left part of Fig. 3.4b, following the geometric considerations
already discussed. As AFM measurements provide direct access to the azimuthal
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Fig. 3.4 AFM images of
para-hexaphenyl (p-6P)
nano-needles grown on
muscovite (a) and
phlogopite (e) mica.
Azimuthal alignment of the
long needle axis (LNA)
deduced by XRD pole-figure
measurements (left) and
AFM-FFT analysis (right) for
p-6P deposited on muscovite
(b)/phlogopite (f) substrates.
XRD pole-figure
measurement performed at a
scattering angle of 29.5◦ with
an acceptance angle of ±1◦
performed on p-6P crystals
on muscovite (c) and
phlogopite (g) mica.
Azimuthal alignment of the
long molecular axis (LMA)
deduced by XRD pole-figure
measurements (d, h)

distribution of the LNAs, the calculated FFT pattern of Fig. 3.4a is presented in the
right part of Fig. 3.4b providing excellent agreement with crystallographic analy-
sis. As indicated in Fig. 3.3b p-6P molecules are aligned quasi parallel with their
long molecular axis (LMA) within the crystal unit cell. Consequently each organic
crystallite can be correlated with a unique LMA providing information about the
alignment of the p-6P molecules relative to the substrate surface. As indicated in
Fig. 3.4d p-6P molecules align nearly normal to the mirror axis of the muscovite
mica substrate.

In order to analyze the influence of di- and trioctahedral mica substrates on the
organic needle formation, analogue analysis has been applied to p-6P films de-
posited on phlogopite mica. As indicated by the AFM image depicted in Fig. 3.4e
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the higher substrate surface symmetry of phlogopite mica is directly reflected by
the orientation of the LNA. Whereas muscovite mica shows only one dominant
LNA, p-6P deposited on phlogopite mica is characterized by triangular structures
resulting from the three-fold symmetry of the substrate surface. Due to crossing
of the individual p-6P crystallites nano-fibers become much shorter in length as
compared with the same growth conditions on muscovite mica substrates. Again
FFT analysis of the AFM images has been performed and is depicted in the right
part of Fig. 3.4f showing three streaks separated by 60◦. In order to analyze the
epitaxial relationship of organic crystallites and the substrate XRD pole-figure mea-
surements have been performed and are reported in Fig. 3.4g. To provide direct
comparison with the muscovite mica substrate, XRD pole-figure measurements
have been performed with unchanged conditions choosing an scattering angle of
29.5◦ with an acceptance angle of ±1◦. Strikingly the XRD pattern observed on
muscovite mica are also reflected for the trioctahedral mica substrate. This ob-
servation is consistent with specular XRD diffraction spectra which show ana-
logue configuration concerning the contact plane of p-6P nano-needles on both
substrates, namely a dominating formation of p-6P crystallites characterized by
a parallel (111) crystal plane to the substrate surface. Moreover azimuthal align-
ment of p-6P crystallites varies only marginally between both substrates due to
a similar configuration of the tetrahedral layer determining the interface between
substrate and organic crystallites. Nevertheless higher symmetry of the phlogo-
pite mica substrate is clearly reflected by a three-fold symmetry of the pole fig-
ure. As expected also the azimuthal alignment of the LNA, which is indicated
in the left part of Fig. 3.4, reflects this geometry. Again nice correlation with
AFM-FFT analysis being sensitive to morphology can be observed. The orienta-
tion of the LMA is depicted in Fig. 3.4h reporting a preferred molecular orienta-
tion along the [310]P , [310]P and [010]P crystallographic directions of phlogopite
mica.

3.3.2 Sexithiophene

α-Sexithiophene, a conjugated oligomer consisting of six thiophene units linked at
alpha position (see Fig. 3.5a), is one of the most promising materials for organic-
based electronic devices, primarily, organic field-effect transistors (OFETs) [60,
62, 63]. Concerning its crystallization the appearance of polymorphism is observed
leading to two different crystal configurations [64]. Whereas 6T crystallites grown
from the vapor phase pack with four molecules (low-temperature—LT—phase,
sketched in Fig. 3.5b) [65] those grown from the melt are characterized by two
molecules per unit cell (high temperature—HT phase) [66]. Whereas p-6P emits in
the blue spectral range, the emission of 6T is significantly red shifted leading to
orange-red fluorescence when optically excited [62, 63].

All these properties imply that 6T represents a promising candidate to study the
epitaxial growth on sheet silicates. Again, two different kind of mica substrates have
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Fig. 3.5 (a) Molecular
structure of sexithiophene
(6T) providing six thiophene
units linked together at alpha
position. (b) Primitive
monoclinic lattice of the 6T
low-temperature phase

been used to study the epitaxial growth of 6T by HWE. After cleaving the mica
substrates in air, they have been transferred to the HWE chamber working at 9 ·
10−6 mbar. After a thermal treatment of the substrate at 90 ◦C, the sample has been
transferred in vacuum conditions to the 6T HWE oven. Subsequently 6T has been
deposited for 90 min, keeping a substrate temperature of 90 ◦C. The source material
has been evaporated at 190 ◦C and the wall was heated to 220 ◦C.

To analyze sample morphology optical microscope images have been taken and
are reported in Fig. 3.6a. Comparable to p-6P organic nano-needles become visible
on the muscovite mica substrate. Nevertheless, anisotropy is significantly lowered
which becomes visible by multiple azimuthal orientations. In order to analyze the
angular distribution of the organic nano-needles in more detail, FFT analysis has
been applied to the optical microscope image and is reported in the right part of
Fig. 3.6b. A closer look to the depicted pattern reveals four sharp streaks, each rep-
resenting a distinct needle orientation. The obtained crystal orientation has been
analyzed in more detail by XRD pole-figure measurements which are reported in
Fig. 3.6c. In particular, the orientations of 6T (211) netplanes were probed to deter-
mine the azimuthal alignment of the organic crystallites. As indicated in Fig. 3.6c by
black arrows, XRD pattern reveal eight diffraction spots which underline a defined
azimuthal order of the 6T crystallites. This pattern can be explained by a packing of
6T molecules in the so-called low-temperature phase [65] and a parallel orientation
of the {411} planes to the muscovite mica (001)M substrate surface. The diffraction
spots in Fig. 3.6c again clearly reflect the geometry of the muscovite mica surface
unit cell. Analogous to the analysis reported for p-6P the orientation of the LNA
and LMA has been deduced from the experimental data. Whereas the LNA of the
6T crystallites can be deduced by their [011] crystallographic orientation, the an-
gular orientation of the LMA is concluded by the molecular alignment within the
crystal unit cell. As indicated in the left part of Fig. 3.6b XRD experiments provide
excellent agreement with morphological investigations, indicating four distinct nee-
dle orientations. Contrary the LMA, as reported in Fig. 3.6d, are aligned along two
orientations which are defined by the [110]M and [100]M crystallographic direc-
tions of the muscovite mica substrate. Moreover, the diffraction spots in Fig. 3.6c
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Fig. 3.6 Optical microscope
image of 6T nano-needles
deposited on muscovite (a)
and phlogopite mica (e). The
angular configuration of the
long needle axes (LNA)
deduced by XRD (left) and
AFM-FFT (right) analysis for
6T crystallites deposited on
muscovite (b)/phlogopite (f)
mica. XRD pole-figure
measurements of the {211}
diffraction peaks, arrows
indicate azimuthal position of
the {211} poles. Results for
sexithiophene crystals
deposited on (c) muscovite
mica and (g) phlogopite mica
are presented.
(c)–(h) Orientation of the 6T
long molecular axis (LMA)
deduced from the
corresponding XRD
pole-figure measurements
depicted above

clearly reflect the geometry of the muscovite mica surface unit cell. This becomes
evident by the presence of a mirror symmetry along the [110]M direction, implying
crystal growth on a α terminated muscovite mica substrate [12].

To compare the crystal growth on tri- and dioctahedral mica substrates, compara-
ble investigations have been applied to nano-needles which have been deposited on
phlogopite mica. As expected film morphology is dominated by nano-needles which
are oriented along multiple directions (Fig. 3.6a). Whereas the microscope image in-
dicates quasi random azimuthal order, the calculated FFT pattern, which is reported
in the right part of Fig. 3.6b clearly reveals distinct azimuthal orientations. As al-
ready demonstrated for p-6P crystallites the deduced FFT pattern nicely reflects the
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symmetry of the substrate surface unit cell. In particular three-fold and mirror sym-
metry along [100]P , [110]P and [110]P crystallographic orientations of phlogopite
mica becomes visible. As expected also XRD pole-figure measurements, which are
reported in Fig. 3.6b reflect these observations. Again, black arrows indicate the az-
imuthal angle where 211 diffraction spots are observed. The XRD pattern can be
explained by a packing of 6T molecules in the low-temperature phase [65] and a
parallel orientation of the {411} planes to the phlogopite mica (001)P substrate sur-
face. As observed for p-6P the crystal orientation on phlogopite mica nearly follows
the trend observed for muscovite mica substrates. In particular, the orientations of
LMA and LNA observed for muscovite mica are quasi conserved and are accompa-
nied by further possible configurations due to three-fold symmetry of the substrate
surface unit cell. As indicated in Fig. 3.6b crystallographic analysis nicely correlates
with morphological investigations provided by optical microscopy. The angular ori-
entation of the LMA is depicted in Fig. 3.6h showing an alignment along the high
symmetry orientations of the phlogopite mica substrate.

For the sake of completeness it has to be mentioned that beside the discussed
needle formation additionally island like structures are observed on both kind of
mica substrates. These entities can be related to 6T crystallites which are charac-
terized by a (100) contact plane and are consequently formed by quasi standing
6T molecules on the substrate surface. Interestingly, also these crystallites provide
a distinct azimuthal orientation which follows substrate surface symmetry and can
be explained by a distinct relationship to 6T crystallites forming the organic nano-
needles. More details concerning the epitaxial growth of 6T on mica substrates can
be found elsewhere [27].

3.3.3 Growth Model of Rod-Like Molecules on Sheet Silicates

In order to understand the discussed experimental observations in more detail
Fig. 3.7 sketches a growth model which can explain the epitaxial growth on sheet
silicates.

1. Molecular Adsorption In the initial phase of organic crystal growth single rod-
like molecules align flat lying on the substrate surface. It can be expected that
for each molecule type there exists an energetically preferred azimuthal orienta-
tion which leads to distinct azimuthal orientation of the LMA. In order to verify
this statement force-field simulations have been performed on tri- and diocta-
hedral sheet silicate substrates, namely talc and pyrophyllite [19]. As discussed
extensively pyrophyllite and muscovite mica mainly differ concerning the Al–Si
substitution of the tetrahedral layer, whereas their substrate surface geometry is
comparable. Consequently the influence of electric fields originating from the
mica substrate can be excluded whereas just the effect of surface corrugation is
considered by the force-field calculations. By minimizing the adsorption energy
for each angle φ the optimal adsorption position of an isolated organic molecule
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Fig. 3.7 Graphical overview
demonstrating the epitaxial
growth of rod-like molecules
on sheet silicates. In the
initial stage (1) the interaction
between single molecules and
the substrate surface plays a
major role. Depending on the
molecules different angular
alignment can be expected
representing an energetically
favorable configuration. In a
further step (2) substrate
surface geometry and in
particular mirror symmetry
leads to multiple orientations
which are energetically
equivalent. Molecular
configuration within the unit
cell of the organic crystallite
leads to the formation of
multiple needle orientations
(3) nucleating at the molecule
adsorption sites. With
growing crystal size
molecule–molecule
interactions within the
organic crystallite become
dominant and can further lead
to slight angular realignment
(4) on the substrate surface

on top of such a substrate can be determined. In that way each azimuthal molec-
ular orientation can be correlated with an adsorption energy which is defined as
the difference between the energies of the isolated subsystems and the energy of
the combined system, i.e., the molecule and the substrate. Therefore, maxima in
the Ead vs. φ curve evidence the favorable adsorption geometries. Figure 3.7(1)
presents the obtained results as a polar diagram for 6T (left) and p-6P (right)
molecules. As both molecules provide two-fold symmetry full polar plots can be
deduced by a 180◦ rotation. As expected also simulations nicely reflect the sym-
metry of the di-octahedral substrate. To compare simulations with experimental
results gray areas indicate the orientation of the LMA deduced by XRD pole-
figure measurements. As indicated by the red curve in the left part of Fig. 3.7(1)
simulations for 6T molecules reveal three local maxima (90◦, 120◦, 180◦) which
represent energetically preferable molecular adsorption geometries. Out of these
configurations, the intermediate, but not the strongest, peak is in accordance with
experiment. This small discrepancy can be explained by the usage of empirical
potentials which in some cases may yield the wrong energetic ordering of com-
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peting structure solutions [67]. In the case of p-6P which is presented on the right
side of Fig. 3.7(1) simulations provide perfect agreement with experimental data.
Strikingly, the global maxima located at φ = 90◦ perfectly overlaps with experi-
mental findings. The corresponding molecular adsorption site on the pyrophyllite
surface is indicated in the center of Fig. 3.7(1) showing two different adsorption
angles for 6T and p-6P molecules.

2. Substrate Surface Symmetry Due to substrate surface geometry, each adsorption
site has a mirrored energetically equivalent adsorption site on the surface as in-
dicated in Fig. 3.7(2). This energetically equivalence results statistically in an
equally appearance of these adsorption sites and furthermore in nucleation on
these sites. This expectation can be nicely confirmed by XRD pole-figure mea-
surements which directly proof mirror symmetry of the organic crystallites. As
a consequence of this finding it has to be stated that maximized anisotropy of
organic crystallites can only be provided when molecules align parallel or nor-
mal to the substrate surface mirror axis. Exactly this situation holds true for p-6P
whereas 6T molecules are accompanied by a twin configuration leading to X-
shaped needle formation.

3. Organic Crystal Nucleation As the density of molecules on the surface increases,
needles start to nucleate from a single molecule. Due to clustering of molecules
the crystal structure of the respective bulk phase is adopted. There are, in prin-
ciple, two possible growth directions. This is visualized in Fig. 3.7(3) by the
solid and dashed ovals representing the rod-like molecules. The molecules in
one needle are turned upside down (mirrored) with respect to the molecules in
the other needle. Consequently each molecular adsorption site leads to the for-
mation of two needle directions. In general, this will not lead to two energetically
equivalent geometries. As these two orientations are further doubled due to the
substrate surface mirror symmetry the existence of four needle orientations can
be expected in the general case.

4. Molecular/Crystal Re-adjustment During needle growth molecule–molecule in-
teractions will become more and more important. This will cause a slight re-
adjustment of the LMA in the order of a few degrees to obtain a better lattice
match with the substrate [12, 68]. This adjustment can be assumed to be differ-
ent for the two needle-growth directions. As indicated in Fig. 3.6d and Fig. 3.6h
XRD pole-figure measurements indicate a slight splitting of the LMA which has
been verified also by force-field calculations [19].

Summarizing the discussed growth model it has to be stated that parallel needle
formation, as in the case of p-6P and functionalized quaterphenylenes, can be only
achieved in outstanding molecular systems. In particular two main criteria have to
be fulfilled:

• The long molecular axis of the chosen molecule has to be aligned parallel
or normal to the mirror axis of the muscovite mica substrate. Only in these
configurations the mirrored adsorption site coincides with its twin position.
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• The molecular configuration within the unit cell of the organic crystallite
crucially influences the expected splitting of organic nano-needles. An op-
timized configuration can be expected if the surface unit cell of the organic
crystallite provides an rectangular shape which would theoretically lead to
only one needle orientation per molecular adsorption site.

Based on these findings it has to be stated that substitution of p-6P molecules
by other species in order to achieve an efficient color shift of organic nano-fibers
grown on muscovite mica is not trivial and it can be expected that only a small
group of molecules can fulfill the inevitable conditions. In further consequence other
solutions have to be found to achieve parallel molecular alignment being an essential
requisite for polarized emission.

3.4 Organic Hetero-epitaxy of Nano-fibers

In recent years, heteroepitaxy of organic–organic nanostructures has been demon-
strated as a valuable technique to explore the full potential of organic semiconduc-
tors for optoelectronic applications. Crystalline and highly ordered heterostructures
with different morphology and molecular orientations can be realized by heteroepi-
taxy starting from conjugated oligomers, aimed at tailoring their optical properties
and transport characteristics [69–73].

Whereas the deposition of organic molecules directly on muscovite mica seems
not very promising in order to obtain highly anisotropic nano-fibers, organic hetero-
epitaxy could provide a proper tool to achieve the desired goal. The principal idea
is sketched in Fig. 3.8 and proposes the organic crystal growth on top of p-6P fiber
templates. As material couple for heteroepitaxy p-6P and 6T seem compatible due
to their rod-like configuration and comparable chain length. Moreover it has al-
ready been demonstrated that molecular orientation can be influenced by organic
heteroepitaxy of p-6P/6T [72, 73].

In order to verify if organic–organic heteroepitaxy can be successfully imple-
mented on organic nano-fibers, samples have been fabricated on muscovite mica
(001) substrates by using HWE. Immediately after cleaving, the mica substrates
were transferred via a load lock to the growth chamber, providing two separated
HWE reactors equipped with p-6P and 6T source material. The optimized evap-
oration temperature for p-6P is given at 240 ◦C (190 ◦C), leading to a nominal
growth rate of 3 nm/min (4.5 nm/min). In order to avoid temperature gradients dur-
ing growth and to reduce adsorbed species on the surface, the substrate has been
preheated at 120 ◦C for 30 min. The chosen temperature is kept constant during the
whole growth procedure. After depositing p-6P for 40 min (≈120 nm fiber height),
the sample is automatically transferred in high vacuum conditions to the 6T source
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Fig. 3.8 Deep-blue-emitting
highly oriented p-6P
nano-fibers (left) and
red-orange 6T fibers (right)
grown on muscovite mica.
Schematic representations of
multilayer fibers are provided
above, with crystalline p-6P
represented by blue sticks,
and crystalline 6T as red
sticks. The schematic below
sketches the desired behavior
when using organic–organic
heteroepitaxy. The usage of
p-6P template needles should
force a realignment of 6T
crystallites

oven. Subsequently, 6T has been deposited for 1 s up to 90 min (≈405 nm). The
nominal layer thickness is defined as average fiber height.

In a first step heterostructures grown with nominally 120 nm p-6P and 400 nm 6T
layer thickness have been investigated by AFM. As indicated in Fig. 3.9a film mor-
phology of the pure p-6P needle template seems to be conserved becoming visible
by nicely parallel oriented nano-fibers. A closer look to the AFM image indicates
the presence of two different needle morphologies which becomes obvious by ex-
cerpting a cross-sectional view as indicated in Fig. 3.9b. Interestingly, needles with
two characteristic height levels are formed on the muscovite mica substrate. More-
over, the height histogram of the AFM image (Fig. 3.9b) underlines this observation
showing three peaks which can be attributed to the bare muscovite mica substrate
(A), the p-6P template needles (B) and p-6P needles which have been overgrown by
6T crystallites. Corresponding regions are indicated also in the AFM image and in
the depicted cross section. Moreover needle shape of both needle structures seem to
differ significantly as indicated in Fig. 3.9b. Whereas lower needles provide a nearly
rectangular shape of their cross section, which is expected for p-6P crystallites [30],
organic–organic heterostructures are characterized by a triangular rounded silhou-
ette already hinting a different growth morphology.

For a more detailed analysis XRD pole-figure measurements have been per-
formed providing information about crystal phase, contact plane and azimuthal ori-
entation. In particular, the azimuthal orientation of (211) of 6T (q = 1.34 Å) has
been analyzed in detail and is reported in Fig. 3.9c. Experiments reveal two signif-
icant spots located symmetrically aligned around the [110] direction of muscovite
mica and are consequently characteristic for a single fiber domain deposited on an
α-cleavage plane [12]. A more detailed analysis of the pole figure (see the inset)
allows to resolve additional distinct diffraction peaks originating from the {211}
netplanes of 6T as well as from the 111 netplanes of p-6P. The observed diffraction
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Fig. 3.9 (a) AFM image of
the heteroepitaxial sample
structure showing parallel
aligned nano-fibers.
(b) Height histogram of AFM
image showing three peaks
originating from the bare
mica substrate, visible
between the fiber structures
(A), the p-6P fibers (B), and
the overgrown 6T/p-6P
fibers (C). Corresponding
regions are marked in (a).
(c) XRD pole-figure
measurement (q = 1.34 Å)
providing information about
the azimuthal orientation of
the p-6P and 6T crystals
relative to the muscovite mica
substrate. The inset depicts a
zoom of the pole figure,
indicating the presence of
p-6P and 6T crystallites

pattern can be described by four crystallites of each molecular species representing
a two-fold symmetry with an additional mirror axis around the [110] direction of
muscovite mica. Whereas p-6P crystallites provide a (111) contact plane 6T crys-
tallites are oriented parallel with their {411} netplanes to the muscovite mica surface.
Interestingly an analogous configuration concerning the contact plane has also been
observed for 6T nano-fibers directly deposited on bare muscovite mica substrates.
Nevertheless their pole-figure pattern significantly differ underlining a changed az-
imuthal orientation due to organic–organic heteroepitaxy.

Based on pole-figure measurements it is possible to deduce a real space model of
the crystal and molecular orientations (Fig. 3.10a). The crystal stack on the left side
demonstrates the molecular orientation of p-6P (gray) molecules in one crystallite,
and the white arrow points in the [110] direction of the p-6P stack, defining the re-
sulting LNA [12]. On top of the organic template, 6T molecules (yellow atoms rep-
resent sulfur) are indicated, packed in the low-temperature herringbone structure and
characterized by a (411) contact plane parallel to the substrate surface. A more de-
tailed inspection of the p-6P/6T interface (shown in the inset of Fig. 3.10a) resolves
the expected herringbone package providing nearly perfect adoption of 6T to p-6P
layers. To aid the reader, the mirrored crystallite is reduced to two single molecules
and the corresponding LNA that has an angle of 6◦ with respect to the [110] di-
rection of muscovite mica. As a consequence of these orientations, both LMAs are
parallel to each other and have an angle of 83◦ with respect to the high symmetry
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Fig. 3.10 (a) Simulation of
the molecular alignment
within the nano-fibers
concluded from the XRD
pole-figure measurements.
The angle between the long
needle axis (LNA), the long
molecular axis (LMA), and
the mica [110] direction is
indicated in the mirrored
crystal model on the right.
The inset indicates the
herringbone structure of p-6P
and 6T at the crystal
interface. (b) TEM cross
section of p-6P/6T
heterostructure, indicating the
deposited aluminum layer (1),
muscovite mica substrate (2),
p-6P template region (3), and
6T crystallite (4).
(c) Simulated view along
LNA of p-6P templates
showing the expected angular
alignment of 6T low energy
(100) plane

axis of muscovite mica. A splitting of the LNA around the [110] direction of mus-
covite mica due to mirror symmetry can be further outlined by the morphological
arrangement of two single nano-fibers seen in the center of the plot (Fig. 3.10a). The
magnification is taken from a 10 × 10 μm AFM image, and its origin is indicated
by a white polygon in Fig. 3.9a.

In order to further clarify the epitaxial overgrowth of p-6P nano-fibers by 6T crys-
tallites, transmission electron microscopy (TEM) analysis has been conducted, pro-
viding a nanoscopic view on the structural properties. Before preparing TEM slides,
samples have been covered with a 25 nm thick aluminum (Al) layer for protection
purposes, becoming visible by an enclosing cover layer, indicated in Fig. 3.10b by
region 1. Furthermore, the muscovite mica substrate can be clearly determined by a
sharp contrast and is indicated by region 2. Structures characteristic for the two dif-
ferent fiber types are labeled B and C. In particular, rectangular appearance of fiber-
type B in combination with a correlation in height justifies the direct comparison
with AFM analysis. Strikingly, fiber structures of type C are characterized by a tilted
entity on top of a rectangular fiber basement, emphasizing the difference in shape
already observed by AFM analysis. In order to understand the observed behavior,
molecular stacking has been modeled based on structural investigations determined
by XRD pole-figure measurements. The obtained result is indicated in Fig. 3.10c,
providing a cross-sectional view along the fiber directions and consequently com-
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Fig. 3.11 Fluorescence
microscopy images of
p-6P/6T heterostructures at
different 6T layer thickness.
Whereas pure p-6P fibers
which are used as templates
provide deep-blue emission
(top) the evaporation of 6T
with nominally sub
monolayer coverage provides
green emission under UV
excitation (center). With
increasing 6T deposition time
6T crystallites are formed on
top of the needle structures
which provide red emission

parable with TEM analysis. The lower part of the image indicates a single p-6P
crystallite characterized by a horizontal alignment of its {111} netplanes. On the
contrary, {411} netplanes of the overgrown 6T crystallite are aligned horizontally,
fulfilling structural alignment deduced by XRD. The presented model stack directly
reveals a different stacking of 6T and p-6P crystallites along the growth direction,
which can be explained by the different tilt of low index planes, namely, (001)p−6P

and (100)6T , providing the lowest surface energy. Whereas p-6P low index plane is
more or less oriented vertically, the low energy facet of 6T is remarkably tilted and
astonishingly provides excellent agreement with experimental data (demonstrated
in Fig. 3.10b).

In summary structural and morphological investigations have demonstrated that
organic–organic heteroepitaxy can be successfully implemented on nano-fibers.
Whereas 6T crystallites deposited directly on muscovite mica substrates are charac-
terized by X-shaped morphology, organic–organic heteroepitaxy provides a proper
method to force a realignment of the crystallites. Moreover, TEM analysis has
demonstrated that a sharp organic–organic interface can be achieved underlining
a well-defined epitaxial relationship between both organic crystallites. As shown by
XRD pole-figure measurements the LMA of 6T molecules adopt the highly parallel
ordered arrangement of p-6P molecules in the template crystallite which promises
highly polarized emission of p-6P as well as 6T crystallites.

For the optical characterization of the p-6P/6T heterostructures in a first step flu-
orescence microscopy has been applied on various samples providing a first hint
concerning the emission properties. Interestingly emission properties strongly de-
pend on the deposited thickness of 6T layers and consequently Fig. 3.11 summarizes
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the obtained results for the three representative configurations. In a first step p-6P
template structures have been investigated under UV excitation providing deep-blue
emission (top). In a next step 6T has been deposited on top of a p-6P needle tem-
plate with nominally submonolayer coverages. As indicated in Fig. 3.11 (center),
green-emitting fibers are obtained. The emission spectrum is dominated by that of
the 6T molecules deposited on top of the p-6P fibers while blue fluorescence of p-6P
is significantly quenched. For increasing 6T coverage, the red-orange fluorescence
band typical of 6T polycrystalline films appears, suggesting that crystal nucleation
occurs on top of the fibers. The emission intensity of the new band is much weaker
than that of a submonolayer film grown on p-6P fibers, whereas it is comparable
to that of a pure 6T/muscovite mica film of polyoriented crystalline fibers. Scan-
ning probe fluorescence images collected in different spectral bands are indicated in
Fig. 3.11 (bottom) and make it possible to map the distributions of green-emitting 6T
molecules and 6T crystals along the 6P template fibers. Fluorescence intensity mea-
sured through a green band-pass filter shows quite a homogeneous distribution of
green-emitting molecules, whereas fluorescence imaging through a red-transmitting
filter proves that 6T crystals are superimposed to the templating fibers and form
fibers themselves. Consequently optics underlines the drawn picture based on struc-
tural and morphological investigations.

For a deeper understanding concerning the optical anisotropy, molecular orien-
tation and long-range order of the p-6P/6T heteroepitaxial films, samples have been
investigated by combined fluorescence spectroscopy and fluorescence polarization
averaged over sample areas as large as 500 μm2. The emission spectrum of the
films can be decomposed in its three components arising from crystalline p-6P, 6T
interfacial layers and crystalline 6T, which emit in the blue, green and red, respec-
tively. The three components are singled out from the emission spectrum by mea-
suring pure p-6P films, p-6P/6T films with short 6T deposition times, and pure 6T
films on muscovite mica (dashed lines in Fig. 3.12a). It is noteworthy that the spec-
trum of green-emitting, submonolayer 6T aggregates (Fig. 3.12a) is considerably
blueshifted with respect to that of 6T crystals and only slightly redshifted from that
of noninteracting molecules [74]. This is reminiscent of what has been reported for
submonolayer films of lying 6T molecules deposited on silicon dioxide, which could
be understood as an effect of J-type aggregation [75]. In our case, J-type aggregation
would in fact explain the very intense emission of the interfacial 6T material. A lin-
ear superposition of the three reference spectra fits well to the emission spectrum,
hinting to the potential ability of tuning fiber chromaticity across the entire visible
spectrum by selecting proper p-6P and 6T layer thicknesses. Polarization-resolved
measurements can then be used to determine molecular orientation of each mate-
rial phase within the fibers. The polar plot (Fig. 3.12b) of fitted spectral weights
versus polarization angle clearly shows that emission dipoles of crystalline p-6P,
interfacial 6T and crystalline 6T are fairly well aligned along the same direction,
i.e., perpendicular to the fibers’ axis (at 0◦ angle). Strong polarization anisotropy is
demonstrated by the high (up to 9 dB) ratios obtained between fluorescence inten-
sity maxima and minima vs. angle, thereby revealing a high orientational order of
the fibers’ constituent material phases.
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Fig. 3.12 (a) Fluorescence
spectra of a film with
nominally 400 nm 6T fiber
thickness, acquired at 0◦
(long fiber axis) and 90◦
polarization angle. The blue,
green, and red dashed lines
represent the fitted
contribution of blue (p-6P),
green (interfacial 6T
submonolayer), and red
(crystalline 6T) components.
(b) Polar plot of the p-6P and
6T material phases’
fluorescence intensity versus
polarization angle.
(c) Contribution of crystalline
p-6P to the single spectra,
representing a magnification
of section (b) for better
visibility (solid lines
represent a cos2 fit to the
experimental data)

Overall, structural, morphological and optical investigations provide a consistent
picture concerning the epitaxial growth of p-6P/6T heterostructures. It is demon-
strated that organic–organic heteroepitaxy provides the ability to drive the growth
of highly oriented 6T fibers on p-6P fiber templates. In particular it is demonstrated
that organic–organic heteroepitaxy can force the molecules to lie parallel to each
other. Moreover structural investigations underline a sharp organic–organic inter-
face determined by parallel orientated 6T molecules on top of the p-6P needle tem-
plate. Optical spectroscopy underlines that at low 6T coverage the interface exhibits
uniformly distributed submonolayer aggregates made of co-oriented molecules that
are determinant for the green fiber emission color. With increasing 6T layer thick-
ness red emission of nucleated 6T crystals contributes to the emission spectrum
which is also observed by fluorescence microscopy investigations. It is found that
green-emitting 6T phase can be efficiently sensitized by p-6P molecules via energy
transfer. Moreover, the green emission band provides a more intense emission as
compared to the red crystalline 6T phase.

3.5 Summary

In order to deduce a model explaining the epitaxial growth of rod-like molecules
on sheet silicate substrates detailed crystallographic and morphological analysis
has been conducted. As model system 6T and p-6P molecules have been cho-
sen. Whereas both molecules crystallize in nano-fibers, p-6P provides much higher



3 Organic–Organic Heteroepitaxy of p-6P/6T Nano-fibers 75

anisotropy due to a nearly perfect parallel alignment of its crystallites. Based on ex-
perimental data a growth model has been presented which is further underlined by
force-field simulations. It is shown that in the general case the formation of poly-
oriented nano-fibers can be expected when choosing muscovite mica as substrate
surface. Parallel needles can only be obtained when the rod-like molecules align par-
allel or perpendicular to the mirror axis-direction of the mica substrate surface unit
cell in combination with a rectangular surface unit cell of the molecules. In all other
configurations an energetically equivalent adsorption site will lead to non-parallel
molecular alignment and multiple needle directions. Consequently para-phenylenes
in combination with muscovite mica are characterized as an outstanding material
system fulfilling all conditions for optimized optical and morphological anisotropy.
In further consequence it has to be stated that efficient color tuning of organic nano
aggregates grown on muscovite mica seems strongly limited to a small group of
molecules.

In order to overcome this natural limitation the organic–organic epitaxial growth
of 6T on top of p-6P needle templates has been investigated. It is demonstrated by
morphological, structural and optical investigations that organic heteroepitaxy can
be successfully applied to achieve a higher molecular and morphological order. In
particular it is demonstrated by XRD pole-figure measurements and polarization de-
pendent optics that 6T molecules adopt the azimuthal order of the p-6P template. It
is shown that the p-6P/6T material couple provides a sharp organic–organic inter-
face and that 6T crystallization takes place dominantly on top of the p-6P template
needles. Moreover, optical spectroscopy reveals two different 6T phases emitting
in the green and orange-red spectral range. The intense green light emission orig-
inates from a thin 6T interface layer and the red emission can be attributed to 6T
crystallites which have nucleated on top of the p-6P nano-fibers.

In summary all these observations underline that organic–organic heteroepitaxy
seems to be the key to overcome the limitations of muscovite mica substrate surface
geometry. It has been demonstrated that the spectral emission of organic nano-fibers
can easily be tuned from the blue via the green to the red spectral range simply by
choosing a second molecular species. Moreover, it can be expected that organic–
organic heteroepitaxy can force highly molecular ordering in other material systems
further enlarging the emission properties of organic nano-fibers being essential to
become more flexible concerning the fabrication of optoelectronic devices based on
organic nano-fibers.
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Chapter 4
Ehrlich-Schwoebel Barriers and Island
Nucleation in Organic Thin-Film Growth

Christian Teichert, Gregor Hlawacek, Adolf Winkler, Peter Puschnig,
and Claudia Draxl

Abstract In inorganic epitaxy, intra- and interlayer surface diffusion processes—
which are significantly influencing island nucleation and morphology evolution
when growing under conditions far from equilibrium—are well understood. Using
the rod-like organic molecule para-hexaphenyl, it is demonstrated that experimental
and theoretical concepts developed to reveal the underlying atomic diffusion pro-
cesses for inorganic systems can be applied to understand the growth of crystalline
organic films. Here, we focus on the one hand on the determination of step-edge bar-
riers, so-called Ehrlich-Schwoebel barriers, resulting in terraced growth mounds.
On the other hand, we explore the island nucleation applying various approaches
developed for inorganic systems. Compared to atomic systems, the anisotropy and
complexity of the molecular building blocks yield a richer spectrum of diffusion
processes resulting in novel phenomena as, e.g., level-dependent step-edge barriers
for interlayer diffusion and peculiarities in the size of the critical nucleus.
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Fig. 4.1 (a) Scheme of para-hexaphenyl (C36H26), (b) desired molecular orientation for OLEDs
or organic solar cells, (c) arrangement of 6P for an OFET application

4.1 Introduction

In the field of organic electronics, there are ongoing efforts to determine structure-
property relations between organic films and the resulting electronic proper-
ties with the aim of optimizing the performance of devices like organic light-
emitting diodes (OLEDs), organic solar cells, and organic field effect transis-
tors (OFETs) [1]. In particular films composed of small, rod-like molecules like
oligoacenes, oligophenylenes, and oligothiophenes grow in a crystalline fashion.
To utilize these films in electronic and optoelectronic devices, the molecular ori-
entation with respect to the substrate is crucial as is demonstrated in Fig. 4.1 for
the model molecule para-hexaphenyl (6P). 6P (C36H26) is a rodlike, π -conjugated
molecule composed of six phenyl rings with a length of 2.7 nm (Fig. 4.1(a)). It
forms a monoclinic lattice with a = 0.8091 nm, b = 0.5565 nm, c = 2.624 nm,
and β = 98.17◦, with a herringbone stacking of the molecules [2]. For OLED or
solar cell applications, growth of the molecules should preferably occur in a lying
fashion. This allows for the charge carrier transport—which is perpendicular to the
molecule’s long axis—between the electrodes as is illustrated in Fig. 4.1(b). For
OFETs, growth of standing molecules is desired on the gate oxide between source
and drain (Fig. 4.1(c)).

In fact, both molecular orientations of 6P can be obtained, even on the same sub-
strate. Figure 4.2 summarizes the growth morphologies of 6P on muscovite mica
recorded by atomic-force microscopy (AFM). On a clean mica surface (Fig. 4.2(a)),
the growth morphology at 330 K substrate temperature is dominated by well ori-
ented chains of crystallites which are forming on a wetting layer obeying Stranski-
Krastanov growth mode [3]. The same morphology is observed when the film is
grown by hot-wall epitaxy [4]. In both cases, the preexisting crystallites most proba-
bly self-organize into chains via a strain-induced interplay with the wetting layer [5].
The crystallites as well as the wetting layer are composed of lying molecules as has
been demonstrated by x-ray pole-figure measurements [4]. In fact, a layer-by-layer
growth up to at least four layers of 6P has been obtained by using graphene as a
substrate (see Chap. 5). The orientation of the 6P molecules changes to an upright
position if the mica substrate is modified as is demonstrated in Figs. 4.2(b,c). On
a mica substrate which has been preheated to an elevated temperature of 770 K
(causing partial damage of the mica crystallography), the film is characterized
by two-dimensional (2D) islands of about 2.5 nm height (Fig. 4.2(b)). Taking
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Fig. 4.2 AFM images (left) and corresponding cross sections (right) of 6P growth on mica sub-
strates. (a) 1 nm thick 6P film grown at room temperature on clean mica(001). (b) 1.3 nm thick 6P
film deposited at room temperature on mica preheated to 770 K. The round structures are attributed
to subsurface water bubbles in the mica [6]. (c) 1 nm thick 6P film grown on carbon covered mica
(001) at 330 K. (After Refs. [3] (a, c) and [6] (b))

into account the 17° tilt of the molecules in the bulk (see Fig. 4.1(c)), this indi-
cates the presence of (almost) upright-standing molecules [6]. Islands of upright-
standing molecules are also obtained if carbon is pre-adsorbed on the mica(001)
substrate (Fig. 4.2(c)). Thermal desorption spectroscopy (TDS) proved that for
sufficiently high C coverage no lying molecules exist [3]. In the latter example,
second-layer islands have already been formed prior to the completion of the first
layer.



82 C. Teichert et al.

To understand the observed growth morphologies, not only the thermodynam-
ics—resulting in the well known classification into layer-by-layer growth, Stranski-
Krastanov growth, and 3D island growth [7]—have to be considered. Of similar
importance are the kinetics at the particular growth conditions which might hinder
important diffusion processes resulting in severe deviations from equilibrium mor-
phologies. For inorganic epitaxy of metal films, growth kinetics have been analyzed
in the past decades in very much detail [8]. The same is true for the case of homo-
geneous island nucleation [9]. Using the growth of 6P on mica substrates, we will
demonstrate in this chapter that procedures developed for inorganic epitaxy (dealing
mostly with atoms as building blocks) can be applied for organic thin-film growth to
reveal the underlying molecular intra- and interlayer diffusion processes. The first
part of the chapter deals with the determination of the so-called Ehrlich-Schwoebel
barrier (ESB) [10, 11] which results in terraced mounds rather than layer-by-layer
growth. We will demonstrate that in organic thin films level-dependent ESBs can
occur [12]. In the second half, several procedures will be applied to determine the
critical nucleus size for 6P island nucleation on amorphous mica [13] and silicon
oxide [14] substrates. In each case, the experimental findings are supported by sim-
ulations. It is this combination which reveals new phenomena due to the complexity
and anisotropy of the molecular building blocks.

4.2 Experimental

For all the examples presented in this chapter, organic molecular beam epitaxy
(OMBE) under ultra-high vacuum (UHV) conditions has been employed using
Knudsen cells. The 6P deposition rate was controlled by a quartz microbalance.
The muscovite mica(001) surface was prepared by cleaving a mica sheet with the
help of adhesive tape and immediately installed into the UHV system. Deposition
occurred either on this clean substrate or on a further treated mica as is described
below. For the deposition on silicon oxides, native oxide covered Si(001) substrates
were used which have been cleaned in UHV by annealing at 780 K. AFM in tapping
mode has been performed under ambient conditions to characterize the resulting
film morphology. To study the azimuthal orientation of standing molecules, novel
transverse shear microscopy (TSM) operating in contact mode [15, 16] has been
employed.

4.3 Step-Edge Barriers in Organic Thin-Film Growth

In this section we will first demonstrate how the step-edge barrier in organic thin-
film growth can be determined experimentally and theoretically by analyzing mor-
phologies of terraced growth mounds. In the second part, the ESB will be derived
from morphologies in the early growth stage which is dominated by first-layer is-
lands.
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Fig. 4.3 (a)–(c) Morphological evolution of 6P thin films grown at room temperature and an
evaporation rate of 0.3 nm/min on ion-bombarded mica for film thicknesses ranging from 1 nm to
10 nm (z scale: 5, 35, and 50 nm, respectively). (d) 3D AFM image of a typical mature growth
mound (1.5 µm × 1.5 µm × 25 nm). (e) Representative cross section of a mature mound showing
terrace heights of about 2.5 nm and varying local slopes. (Partly adapted from [12])

4.3.1 Formation of Terraced Growth Mounds

In comparison to the procedures described in Figs. 4.2(b,c), there is, in fact, a more
reproducible possibility to allow for the growth of upright-standing 6P molecules on
modified mica. In this case, the mica substrate was bombarded in UHV by 500 eV
Ar+ ions just until the ordered low-energy electron diffraction pattern disappeared
avoiding any surface roughening [3, 12]. The resulting growth morphologies as a
function of coverage are presented in Fig. 4.3. In the early growth stage, irregularly
shaped islands appear on this smooth, amorphized mica surface (Fig. 4.3(a)). With
increasing film thickness, terraced growth mounds with hexagonally shaped bases
are observed (Fig. 4.3(b–d)). The height of the individual terraces (see Fig. 4.3(e))
is again about 2.5 nm, indicating almost upright-standing molecules. It should be
noted that the bright features which form at higher thickness (see Fig. 4.3(c)) are
small crystallite chains composed of lying molecules. As can be seen in the mound
cross section presented in Fig. 4.3(e), the local slopes of the mounds are steeper at
their bases and their tops compared to the intermediate levels.

Similarly, mound formation is observed for 6P growth on amorphous silicon ox-
ide as can be seen in Fig. 4.4. In this case, the mound base is irregularly shaped and
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Fig. 4.4 Morphology of a
50 nm 6P film grown on SiO2
at 150 °C and a rate of
2.4 nm/min.
(a) 10 µm × 10 µm and
(b) 2.5 µm × 2.5 µm AFM
images (z-scale 50 nm).
(c) Cross-section along the
line marked in (b) revealing
12 different terrace levels,
each 2.5 nm high

features composed of lying molecules are rarely occurring [17]. Again, the charac-
teristic mound cross section is observed with 2.5 nm terrace heights due to standing
6P molecules.

Mound formation has also been observed for thin films of other organic
molecules [18–20], but how can we explain it? In fact, in inorganic epitaxy such
growth features are known for decades as the consequence of an active barrier for in-
terlayer diffusion across step edges. Direct evidence came from Ehrlich and Hudda,
who found in field ion microscopy experiments that tungsten adatoms diffusing on
a W(111) terrace are reflected at a descending step edge rather than crossing this
step edge [10]. As is demonstrated in Fig. 4.5(a), this was addressed to an increased
barrier for adatom hopping across the step edge compared to the barrier ED for
adatom diffusion on the terrace [10, 11, 21]. This phenomenon can be explained
simply by the fact that the adatom hopping across the step edge has to overcome
an energetically disfavored location of less nearest neighbors. The difference be-
tween ED and the step-edge barrier is nowadays called Ehrlich-Schwoebel barrier
(ESB or EES ). The reflected adatom will diffuse on the original terrace until it will
meet with other adatoms to nucleate a new island before the first monolayer (ML) is
completed. Repeated 2D nucleation of islands of monatomic thickness will result in
terraced growth mounds [22] as has been revealed decades ago by transmission elec-
tron microscopy utilizing so-called gold decoration technique where subsequently
deposited gold decorates the step edges in the Ag film (see Fig. 4.5(b)). Nowadays,
modern scanning probe technique yields access to the 3D shape of such growth
mounds with superior resolution as is shown in Figs. 4.5(c, d) for Pt/Pt(111) ho-
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Fig. 4.5 Formation of terraced mounds due to the Ehrlich-Schwoebel barrier. (a) Schematic side
view of an adatom diffusing on a terrace and approaching a descending step edge. The lower
panel illustrates the corresponding potential energy landscape (adapted from [8]). (b) Transmission
electron microscopy of a gold decorated 5 ML thick silver film deposited on Ag(111) at room
temperature (after [22] with permission). (c, d) Scanning tunneling microscopy image of Pt/Pt(111)
homoepitaxy at 440 K and a growth rate of 0.007 ML/s: 3 ML (c) and 12 ML (d) (adapted from [8]
with permission). (e) Comparison of the averaged mound shape of a 130 ML Pt/Pt(111) film with
the Poisson distribution of the layer coverage (adapted from [8] with permission)

moepitaxy [23]. It has to be pointed out here that in the case of complete absence
of interlayer mass transport, i.e., in the case of such a high ESB which is under the
experimental conditions not to be overcome by the diffusing adatoms, the surface
fractions in the individual layers f (n,h) follow a Poisson distribution as has been
pointed out in the 1970s by Seah [24]

f (n,h) = e−h hn

n! (1)

where n denotes the layer number and h is coverage in ML. As is demonstrated in
Fig. 4.5(e), the average shape of the Pt mounds follows the Poisson model at the
base and at the intermediate levels quite well with some deviations at the top of the
mounds. A further characteristic of an active ESB is the formation of deep trenches
between the mounds also seen in Figs. 4.3–4.5. Since these trenches ideally never
close, their formation has been referred to as the Zeno effect [25].
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Fig. 4.6 Evolution of roughness parameters and mound characteristics for 6P thin films grown at
room temperature and with an evaporation rate of 0.3 nm/min on ion-bombarded mica as a function
of film thickness d . (a) Normalized averaged cross section of five representative mounds in the
30 nm thick film. (b) RMS roughness σ , the power-law fit (solid line) reveals a growth exponent
β = 0.49. (c) Evolution of the average mound separation λ, the power-law fit corresponds to an
exponent of −0.01 (solid line). (d) Hurst parameter α, (e) lateral correlation length ξ , and (f) local
mound slope m, the power-law fit corresponds to an exponent of 0.55 (solid line). All solid lines
in (b–f) correspond to fits where the first data point was omitted. (Adapted from [12])

In inorganic epitaxy, procedures have been developed to prove the existence of
an ESB from the evolution of roughness parameters like root mean square (RMS)
roughness σ , lateral correlation length ξ , and roughness exponent or Hurst param-
eter α as well as mound separation λ and local mound slope m [8, 23, 26]. Such
quantitative morphology parameters are easy to extract from scanning probe mi-
croscopy experiments like scanning tunneling microscopy and atomic-force mi-
croscopy (which yield a matrix z(xi, yi)) via calculation of the height-height cor-
relation function [27, 28]

C(r) = 〈[
z(ro + r) − 〈z〉][z(ro) − 〈z〉]〉; (2)

where 〈. . .〉 means the average over all possible pairs in the matrix that are separated
by r . The z values that are taken into account in Eq. (2) are the deviations from the
average height 〈z〉. For 6P on ion-bombarded mica, the above-mentioned parameters
have been presented in Fig. 4.6 for coverages ranging from about 0.4 ML to 40 ML
(of standing 6P molecules), i.e., from 1–100 nm thickness. In addition, Fig. 4.6(a)
shows the normalized, averaged cross section of five mounds found in the 30 nm
thick film. The latter has been calculated by transforming the layer coverages into
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circular discs [23]. As it is obvious, also in the case of 6P mounds the cumula-
tive Poisson distribution fits quite well the changing slope of the mound cross sec-
tion (Fig. 4.6(a)) indicating negligible interlayer mass transport. The evolution of σ

follows—for film thicknesses d above 2 ML—almost exactly a
√

d behavior which
is expected for a scaling law in the absence of interlayer mass transport (Fig. 4.6(b)).
The mound separation (Fig. 4.6(c)) has been determined by fitting the height-height
correlation function with a form suitable for mounded surfaces [29]

C(r) = σ 2 exp
[−(|r|/ξ)2α]

cos(2πr/λ). (3)

The mound separation remains unchanged after the first-layer nucleation has
stopped; all mass transport between individual mounds is suppressed, and no co-
alescence or ripening of the mounds occurs indicating the presence of the Zeno
effect. The corresponding data obtained for α and ξ are shown in Figs. 4.6(d, e).
The local slope (for which we assume m ∝ σ/ξ in the limit of ξ � λ [27, 29]) in-
creases with increasing film thickness as m ∝ d0.5 [17], also in agreement with the
Zeno effect (Fig. 4.6(f)). We have to emphasize that all exponents mentioned have
been determined by omitting the first data point for submonolayer growth. As will
be shown in Sect. 4.3.2, for the first-layer islands indeed interlayer mass transport
takes place.

In the following it is elaborated how the height of the ESB, EES , can be deter-
mined using again morphology parameters as input. Based on the scheme presented
in Fig. 4.5(a), the interlayer jump ν′ rate can be rewritten as

ν′ = νe−EES/(kBT ) (4)

with the jump rate for adatom diffusion ν

ν ∝ e−ED/(kBT ) (5)

and kB and T Boltzmann’s constant and substrate temperature, respectively. Fol-
lowing a method successfully applied for Pt/Pt(111), the interlayer jump rate ν′ can
be estimated from the top-terrace diameter � and the flux F [26]:

� ∝
(

ν′

F

)1/5

. (6)

In the presence of an ESB, which is large enough to effectively suppress interlayer
mass transport, the mound separation λ is related to the nucleation density N [9]:1

1

λ
∝ N

1
2 ∝

(
F

ν

) i
2(i+2)

(7)

because the initial nuclei density determines the final density of the growth mounds
(no coarsening). Here, i denotes the size of the critical island (see Sect. 4.4). As-
suming at this point that the critical nucleus size is just 1, i.e., two molecules are
forming already a stable island, the exponent in Eq. (7) is 1/6. With the known

1Note that Eq. (3) in Ref. [12] is incorrect.
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Fig. 4.7 (a, b) Illustration of the search for the saddle point energy following the nudged elastic
band method for just two coordinates. (c) Energies associated with the transition path of a stiff 6P
molecule across the step edge of 17° tilted standing 6P molecules. Inserts show snapshots of the
corresponding molecule position

growth parameters (F,T ) and experimentally determined values for � and λ, one
can calculate EES using Eqs. (4), (6), and (7). With λ = 1 µm (see Fig. 4.6(c)) and
top-terrace diameters of 40 nm ± 20 nm determined from AFM cross sections we
obtain for the ESB a value of EES = (0.67 ± 0.04) eV for 6P mounds composed of
upright molecules [12].

To cross-check the experimental value, we calculated—in the framework of tran-
sition state theory (TST)—the step-edge barrier, i.e., the difference between the sad-
dle point energy and the initial energy of the potential energy surface of the diffus-
ing 6P molecule. For the search of the saddle point, the nudged elastic band (NEB)
method [30] is adopted as is demonstrated in Fig. 4.7 for a two-dimensional po-
tential energy surface. Within the NEB method, the minimum energy path, which
contains the saddle point, is found by solving the equation of motion for a number
of configurations (black dots) which in addition to the physical force Fphys deter-
mined by the gradients on the potential energy surface also feel an elastic force
Felast. Due to the large number of degrees of freedom, the structural degrees of free-
dom were reduced by treating the 6P molecule as rigid body, i.e., three translational
plus three rotational degrees of freedom. In addition bending of the molecule was
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allowed. Thus, the transition state search was performed in this seven-dimensional
configuration space. The large size of the required simulation cell and the struc-
tural degrees of freedom preclude an ab initio approach, instead we used empirical
potentials as has been done in the first theoretical approach to determine the ESB
in organic thin-film growth [31]. Here, total-energy and force calculations for the
step-edge diffusion of 6P on the 6P(001) surface are performed using the GULP
simulation program [32] applying an empirical force-field approach based on Bren-
ner’s bond order potentials [33] where the intramolecular forces are modeled by a
second-generation potential energy function for solid carbon and hydrocarbon. This
potential allows for covalent bond breaking and forming with associated changes in
atomic hybridization within a classical potential. Intermolecular forces are treated
by a Lennard-Jones potential for which we obtain a cohesive energy of bulk 6P of
2.77 eV per molecule in good agreement with the ab initio value of 2.82 eV when
using the van der Waals density functional [34].

For the diffusion of a lying molecule on a 6P(001) terrace, a diffusion barrier ED

of 22 meV has been calculated. The binding energy of a 6P molecule lying almost
flat on top of an existing island of upright-standing molecules is computed to be
−1.29 eV. Figure 4.7(c) shows the resulting energetics of the transition path of a
lying 6P molecule diffusing with its long molecular axis perpendicular to the step
edge not allowing for bending of the molecule. For this case, an overall potential
barrier of 0.91 eV is obtained to overcome the step edge. Thus, the resulting ESB
has a value of 0.89 eV, which is in fact much higher than the experimentally deter-
mined value. A much better agreement is obtained when allowing the molecule to
bend when crossing the step edge which is vividly demonstrated in Fig. 4.8 [12]. The
bending of the molecule allows for maintaining interaction with the underlying 6P
molecules (lower curve in Fig. 4.8(a)) as is demonstrated in the presented snapshots
(Figs. 4.8(a–g)). However, the bending of the 6P molecule costs energy which is
calculated by first-principles density functional calculation (see below) and is indi-
cated by vertical bars in Fig. 4.8(a). Nevertheless, maintaining of the intermolecular
interaction by far overcompensates the energy needed to bend the 6P molecule re-
sulting in a significant reduction of the ESB. The obtained EES of 0.61 eV is in good
agreement with the experimental value. Also, we have to note that there is a shift of
the transition coordinate of the saddle point. Once, one phenyl ring has “crawled”
across the edge, the saddle point is already reached. There is no further barrier to
reach the final position at the terrace edge (i.e., on a 6P(100) edge) with −1.87 eV
binding energy.

In summary, for the case of terraced growth mounds in 6P films on ion-
bombarded mica surfaces, we were able to determine experimentally the ESB in
good agreement with results of TST calculations [12]. The latter also revealed that—
in contrast to atomic systems—the conformation of the molecules plays a role. The
obtained value of about 0.65 eV is obviously so high that it cannot be overcome in
the reality of the actual growth conditions. This is in agreement with the observed
Poisson distribution and the Zeno effect which are due to the absence of interlayer
mass transport.
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Fig. 4.8 (a) Energies associated with the transition path for diffusion of a 6P molecule over a step
edge, resulting in a total activation barrier of 0.63 eV. The energy values are given with respect to
the initial binding energy of −1.29 eV (b). The thick solid line indicates the total binding energy
of the diffusing molecule, which is composed of the attractive intermolecular interaction (lower
curve) and the positive bending energy (bars). The dashed curve shows for comparison again the
energies associated with a rigid 6P molecule. Labels (b) to (g) correspond to situations illustrated
in the snapshots of the transition path presented in (b) to (g). Situation shown in (d) corresponds
to the configuration at the transition state. (Adapted from [12])

4.3.2 Level-Dependent Ehrlich-Schwoebel Barriers

In the following, the early growth stage of 6P growth on ion-bombarded mica is
inspected in more detail. In fact, when comparing the layer distributions extracted
from the 1 nm and 4 nm thick films (Fig. 4.3(a, b)) with the expected ones according
to the cumulative Poisson distribution as is presented in Table 4.1, we observe a
clear deviation. In particular for the 1 nm film, where the Poisson model predicts
5 % second-layer coverage and still detectable amounts of 6P in the third layer we
hardly observe a second-layer island. Obviously, in this early growth stage there
is significant interlayer mass transport resulting in a morphology close to a two-
level system like it is characteristic for layer-by-layer growth. This experimental
evidence hints to a reduced ESB for the first-layer 6P islands. In fact, there is also
a procedure available to determine the ESB for the early growth stage from second-
layer islands [35] which has again been first applied to metal homoepitaxy [28].
The number fraction of first-layer islands f (R) with size R that have nucleated a
second-layer island on top is

f (R) = 1 − e
−( R

Rc
)3i+4

. (8)
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Table 4.1 Measured 6P coverages (in percentage of a ML) of the individual layers in comparison
to the ones expected according to the cumulative Poisson distribution for the 1 nm and 4 nm thick
films

Layer 1 nm 6P film
measured (%)

1 nm 6P film
expected (%)

4 nm 6P film
measured (%)

4 nm 6P film
expected (%)

1 50.0 ± 2.0 30.9 94.5 ± 4.0 75.5

2 0.1 ± 0.01 5.3 84.2 ± 3.0 41.8

3 0.000 0.6 26.5 ± 1.0 16.9

4 0.000 0.005 9.3 ± 0.5 4.6

Assuming here again a critical nucleus size of i = 1, the critical island radius for
second-layer nucleation Rc is

Rc =
(

7ν′

2α4
s FN

)1/7

(9)

which depends on the interlayer jump rate ν′, the known growth rate and the nu-
cleation density. The shape parameter αs = A/C2 is the ratio between island area
A and square of the island circumference C. Both, Rc and αs can be determined
from the AFM images (see inset in Fig. 4.9(a)). With Rc of about 400 nm and using
Eq. (4), a value for the ESB active in the first layer of 0.26 eV is obtained which
is considerably lower than the obtained value for the mature mounds. In metal epi-
taxy, it has been shown that impurities preferentially decorating the step edges can
influence the ESB [36]. Also the roughness of the island edges can account for an
increased interlayer mass transport [37]. There, the reason is the dependence of the
ESB on the local morphology. Step edges barriers can be even smaller than the
activation energy ED for adatom diffusion [38], which results even in a negative
ESB [39].

What is the reason for the reduction of the ESB in the first layer in our case?
Important information can be extracted from a careful analysis of the island heights
in the early growth stage as is demonstrated in Fig. 4.9. AFM cross sections of the
1 nm 6P film (Fig. 4.9(a)) clearly show that the island height is only 2.05 nm ±
0.1 nm. Inspecting the height histogram of the 4 nm film (Fig. 4.9(b)), we find
that also in the initial mounds the terrace height is only gradually approaching the
height expected from the 6P bulk structure. This change in terrace height can be
explained by a variation in tilt angle of the molecules in the first layers. This situation
is schematically illustrated in Fig. 4.9(c). According to the measured height, the
first-layer molecules are tilted by 43° with respect to the surface normal. This tilt
angle gradually decreases until it reaches the value of 17° for the bulk arrangement
in the fourth terrace of the mounds. Such a gradual change of tilt angle is in fact
not unusual in organic thin-film growth as can be seen in Fig. 4.9(d) for the growth
of copper phthalocyanine on highly ordered pyrolytic graphite (HOPG) [40]. There,
metastable atom electron spectroscopy and ultraviolet photoelectron spectroscopy
revealed a gradual change in orientation from molecules lying flat on the substrate
to increasingly tilted ones in subsequent layers.
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Fig. 4.9 (a) AFM cross section through one of the islands of the 1 nm film. The fitted height
is 2.05 ± 0.1 nm. The inset illustrates the determination of the critical radius for second-layer
nucleation. (b) Height analysis of a 5 µm × 5 µm AFM image of the 4 nm thick 6P film. The peaks
originate from the uncovered part of each terrace. The height values indicated have been obtained
by fitting the individual peaks using Gaussians. (c) Schematic view of the molecular tilt angle in
the first four layers. (d) Scheme of the transition from lying copper phthalocyanine molecules on
HOPG to tilted ones (adapted from [40] with permission)

Taking the higher tilt of the molecules in the first-layer islands into account, one
can calculate the ESB again in the framework of TST as is presented in Fig. 4.10(a).
As it is obvious from the snapshots presented in Figs. 4.10(b–g), to maintain the
intermolecular contact the diffusing molecule has to bend less at the 43° tilted step
edge which should cost less energy. Indeed, the bending energy of an isolated 6P
molecule decreases significantly with bending angle as is shown in Fig. 4.10(h). To
reduce the number of structural degrees of freedom for the transition state search,
we describe the bending of the molecule by a smooth function parameterized by the
overall bending angle as given in the inset of Fig. 4.10(h). Assuming a given total
bending angle we find the total bending energy as calculated from density functional
theory (DFT) to vary only by roughly 2–3 % when shifting the center of the bend-
ing from an interring-bond to the center of a phenyl ring. These DFT calculations
have been performed using the ABINIT package which is a plane-wave-based im-
plementation of density functional theory for periodic systems [41]. Exchange and
correlation effects were treated with the generalized gradient approximation (GGA)
using the parameterization of Perdew, Burke, and Ernzerhof [42]. The all-electron
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Fig. 4.10 (a) Energies associated with the transition path at the initial growth stages correspond-
ing to a 43° tilted 6P terrace. The blue solid line refers to the total binding energy of the diffusing
molecule which is comprised of the attractive intermolecular interaction (green) and the positive
bending energy (red bars). The blue dashed line shows the energies obtained assuming a rigid 6P
molecule. (h) Energy required for bending a single 6P molecule as a function of bending angle. The
thick red line is a result of ab initio density functional theory calculations; the dashed line follows
from Brenner’s bond order potentials. (i) Value of the ESB versus tilt angle of the 6P(001) sur-
face. Experimental values are indicated by black crosses, and theoretical values by blue triangles.
(Adapted from [12])

potentials are replaced by extended norm-conserving, highly transferable Troullier-
Martins pseudo potentials [43] using a plane-wave cut-off of 30 Ryd.

With this input we find the total energy barrier for a 6P molecule descending
the first-layer island to be 0.27 eV. Taking the slightly increased activation en-
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Fig. 4.11 (a, b) 10 mm × 10 µm AFM and corresponding TSM image of a 0.6 ML 6P film
grown on ion-bombarded mica. The circles mark two islands with different azimuthal orientation
of the molecules which have merged at a rather early stage as revealed by TSM. (c) Scheme of the
resulting final film morphology in side view presentation

ergy of ED = 50 meV for molecule diffusion on the terrace composed of the tilted
molecules into account an ESB of EES = 0.22 eV is obtained in surprisingly good
agreement with the value determined from the experiment. This reduced value of
the ESB is obviously so small that it can be overcome under the growth conditions
applied. We also have to note here that a similar bending—as is required for this
interlayer diffusion process—has indeed been observed by scanning tunneling mi-
croscopy for 6P molecules bending across surface corrugations [44].

The discovered level dependence of the ESB due to the change in molecular tilt
is a novel phenomenon which is the direct consequence of the anisotropy and com-
plexity of the building blocks in organic thin-film growth. A layer-dependent ESB
has also been reported for di-indenoperylene growth on SiO2 where mound forma-
tion sets in only after completion of the first two layers [45]. Such a phenomenon is
certainly useful in designing desired growth morphologies. In fact, we have shown
recently that the first layer of 43° tilted 6P molecules almost closes [13]. Figure 4.11
shows AFM and TSM results for a 0.6 ML thick 6P film grown at room tempera-
ture on ion-bombarded mica. The morphology (Fig. 4.11(a)) looks layer-by-layer
like; most of the 2D islands have coalesced already and only a few second-layer
islands are found. The TSM image which is sensitive to the azimuthal orientation
of the tilted molecules [15] reveals several remarkable observations. First, within an
irregularly shaped island we find only one azimuthal orientation, i.e., we can con-
sider such an island as a 2D 6P crystallite for which the azimuthal orientation of
the 43° tilted molecules remains unchanged upon growth. This allows for identi-
fying whether a large island is a result of coalescence event as can be seen in the
area encircled in Figs. 4.11(a–b). Second, the azimuthal orientations are random,
and we find by sample rotation that there is no preferential azimuth as it is indeed
expected for an amorphous substrate. This fact is in agreement with the observation
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of a random azimuthal orientation of the mature hexagonal mounds (compare to
Fig. 4.3(c)). Third—and this needs further investigation—we see that the second-
layer islands not necessarily continue the azimuthal orientation of the first layer.
The findings are summarized in Fig. 4.11(c). The reduced ESB in the first layer
results in an almost closed film of standing molecules with a tilt angle of about
45°, and there is hope to even improve this situation, e.g., by choosing a slightly
higher growth temperature. On this first layer, mounds do form because of an in-
creased ESB as a consequence of the change in molecular tilt. These mounds will
not coalesce in our case because of the Zeno effect as described above. The resulting
morphology looks very similar to that of the Stranski-Krastanov growth mode [7]
where 3D crystallites do form on a wetting layer, however, we have to emphasize
that here kinetics, in particular the discovered level-dependent ESB, are the driving
force.

As it has been found previously for metal systems, the ESB depends on the step
orientation and the step roughness [38], i.e., there can be a broad spectrum of step-
edge barriers depending on the island shape. So, there are still a lot of details to
explore by simulations. Also, possible exchange processes at step edges [46] might
play a role for interlayer diffusion. Further, the way how the 6P molecule approaches
the step edge will determine the details of the diffusion mechanism. Goose et al.
also have performed a computational study on the Ehrlich-Schwoebel barriers for
several small organic molecules including 6P [47]. In contrast to our approach using
the NEB method to search for the minimum energy path across the step edge, they
employed a trajectory search algorithm which is able to sample a larger portion of
the available configuration space. Their method has the advantage that the many
internal degrees of freedom accessible to 6P can be probed including molecular
torsion. In contrast to our minimum energy path, they observe that 6P has a tendency
to orient parallel to the step edge during descent. As a result, they find a “log roll”
mechanism with only a slight bending but increased torsion angles with an overall
lower energy barrier for step edge descent. However, this mechanism should be less
dependent on the level number.

4.4 Island Nucleation in Organic Thin-Film Growth

The morphology of a thin-film is essentially determined by the very first steps of
film formation, the nucleation of two- or three-dimensional islands. The number of
generated islands per surface area will define the coarseness of a film. And—as we
have seen above—the size of the critical island i is an important input parameter
to reveal the ESB from mound morphologies. In this section we will first review
atomistic nucleation theory [9] and present the results for i obtained from rate-
dependent growth experiments for our model system, 6P on ion-bombarded mica.
Thereafter, we will compare the findings with the results of scaling theories for
island-size and capture-zone distributions. Finally we will discuss the issue of the
molecular orientation within the critical island.
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4.4.1 Atomistic Nucleation Theory and Desorption Rate
Dependence of Film Formation

The classical mean-field nucleation theory for atoms starts from rate equations for
the island densities Ns of islands with size s. If the monomers (adatoms) are the only
mobile species, then the islands of size s change their size solely by incorporation
or removal of monomers, with the monomer density N1. The net rate Γs , which is
the rate to form islands of size s + 1, is then given by [8, 9]

Γs = σsDN1Ns − γs+1Ns+1 (10)

where σs is the capture number and γs is the rate at which monomers detach from
an island of size s. D is the surface diffusion coefficient for the monomers. In this
context it is assumed that no desorption of monomers can take place. This scenario
is called complete condensation limit. The change of the monomer density is given
by the deposition flux F and by the removal rate of the monomers due to dimer
formation or the incorporation of monomers into an island of size s:

dN1

dt
= F − 2Γ1 −

∑

s≥2

Γs. (11)

The change of the island densities with size s is given by dNs/dt = Γs−1 − Γs .
There are too many parameters to solve this set of differential equations. To circum-
vent this problem one defines a critical island size i. One assumes that above this
critical size the islands become stable, i.e., the detachment rate γ becomes zero.
Then the change of the stable island density N is given by

dN

dt
= σiDN1Ni. (12)

Since under equilibrium conditions the unstable clusters should be in equilibrium
with the monomers, the Walton relation [48] holds for these clusters:

Ns

N0
=

(
N1

N0

)s

eEs/kT . (13)

Here N0 is the number of surface sites and Es the binding energy of an island with
size s. This yields for the nucleation rate of supercritical islands:

dN

dt
= σiDN1N0

(
N1

N0

)i

eEi/kT . (14)

With the assumption of the critical island size Eq. (11) changes to

dN1

dt
= F − σiDN1Ni − σ̄DN1N (15)

where an average capture number σ̄ was assumed for the different stable islands.
For a detailed discussion of capture numbers σi and σ̄ the reader is referred to
the literature [9]. It turns out that these quantities are weakly varying functions of
the coverage Θ and the critical island size i, and will be summarized in the factor
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η(Θ, i). The solution of the coupled differential equations Eqs. (14), (15) leads to
two temporal regimes. At early time, when the two terms at the right hand side
of Eq. (15) are negligible, the number of monomers increases proportional to the
total coverage Θ = F t/N0, and the number of stable islands increases proportional
to Θi+2. This is the so-called “nucleation regime”. When the coverage becomes
larger, the last term in Eq. (15) becomes larger too until it balances the deposition
flux. In this case, the monomer density and the total island density N are nearly
constant. In this so-called “steady state nucleation regime” (aggregation regime),
the monomer density N1 is correlated with the island density by N1 ≈ F/(σ̄DN).
Inserting this relationship into Eq. (14) and integrating by separation of variables
yields the classical equation of nucleation theory [9]:

N

N0
= η(Θ, i)

(
F

DN2
0

) i
i+2

eEi/(i+2)kT . (16)

Using the surface diffusion rate equation for a square lattice

D = ν0

4N0
e−ED/kT (17)

where ν0 is the pre-exponential factor for diffusion, this finally yields

N

N0
= η(Θ, i)

(
4F

ν0N0

) i
i+2

exp

(
iED + Ei

(i + 2)kT

)
. (18)

Equation (18) relates the number of all stable islands in the aggregation regime,
independent of their size, with the experimental parameters temperature and depo-
sition rate. This relationship is, in addition to the system parameters Ei and ED ,
solely defined by the critical island size i.

Thus, a plot of lnN vs. lnF for constant substrate temperature and coverage
allows the determination of the critical cluster size i from the slope αR = i/(i + 2)

and the intercept with the y-axis yields information on the energies involved.
A prerequisite for the application of Eq. (18) to determine the critical island size

i is that the system is in the aggregation regime, i.e., where the number of islands is
nearly constant and only the size of the islands increases with coverage. Figure 4.12
shows AFM images for different 6P coverages in the early growth stage, prepared
at room temperature with an evaporation rate of 0.02 ML/min on ion-bombarded
mica [13]. In Fig. 4.12(e), the island number density is shown as obtained from eval-
uating the AFM images for the individual coverages. Until a coverage of 0.2 ML,
there is an increase in island density (nucleation regime), whereas for 0.98 ML cov-
erage (Fig. 4.12(d)) strong island coalescence (as already discussed previously) is
observed. Thus we can conclude that the aggregation regime with constant island
number is between about 0.2 ML and 0.6 ML.

Figure 4.13 shows now the AFM results of the nucleation regime (0.25 ML)
for 6P deposited at room temperature with deposition rates varying between 0.02
and 0.5 ML/min. The plot of lnN vs. lnF is presented in Fig. 4.13(e). The data
can be well approximated by a straight line, where a slope αR of 0.55 ± 0.05 is
obtained, which yields a critical island size of i = 2.5 ± 0.5. A further evaluation of
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Fig. 4.12 (a–d) 10 µm × 10 µm AFM images of 6P deposited on amorphous mica at room tem-
perature with a rate of 0.02 ML/min for the coverages indicated (z scale: 5 nm in (a)–(c), 10 nm
in (d)). (e) Island density as a function of coverage. (f) Scaled island-size distribution for three dif-
ferent coverages in the aggregation regime and comparison with scaling functions for i = 1, . . . ,6.
(Partly adapted from [13])

Fig. 4.13 10 µm × 10 µm AFM images of 0.25 ML 6P deposited on amorphous mica at room
temperature with varying rates as indicated in the images (z scale: 5 nm). (e) Resulting island
density as a function of growth rate. (Adapted from [13])
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the temperature dependence of the island density yields a pre-exponential factor for
diffusion of the 6P monomers on the amorphous mica surface of 2 × 1017 s−1 [13].

4.4.2 Scaling Theories for the Island-Size Distribution and the
Capture-Zone Distribution

In the following it is described how one can determine the critical island size with-
out performing a rate-dependent growth experiment. According to the dynamic scal-
ing assumption [49], the scaled island-size distribution fi(s/S) in the aggregation
regime should be independent of the coverage Θ and the mean island size S and
only be a function of the critical island size i [50]:

fi(s/S) = Ns(Θ)S2/Θ (19)

with s being the island size and S the average island size. Amar and Family [54]
proposed an analytical expression for the scaled island-size distribution in the form

fi(u) = Ciu
i exp

(−iaiu
1/ai

)
(20)

with u = s/S and Ci, ai being defined by implicit geometrical equations:

Γ [(i + 2)ai]
Γ [(i + 1)ai] = (iai)

ai and Ci = (iai)
(i+1)ai /aiΓ

[
(i + 1)ai

]
. (21)

In Fig. 4.12(f) the scaled island-size distribution functions for various i (i = 1–6),
according to Eq. (20), are compiled. In addition, experimentally obtained scaled
distribution functions for 6P on amorphous mica are shown for three different cov-
erages in the aggregation regime (Θ = 0.22 ML, 0.32 ML, 0.60 ML). One can see
that indeed all distributions collapse in one scaled distribution. A least squares fit
yields the best agreement with a critical island size of i = 3 ± 1 [13].

Pimpinelli and Einstein [52] have recently proposed an alternative method, based
on an earlier work by Mulheran and Blackman [53], where the critical island size
can be derived from the capture-zone distribution. By capture zone one understands
the region of the substrate from which monomers are more likely to diffuse to this
particular island than to any other in the system. The capture zones can be roughly
correlated with Voronoi polygons. It is assumed that the capture-zone distribution P

can be described by a simple expression based on the generalized Wigner surmise,
i.e., being the product of a power-law rise and a Gaussian decay:

Pβ(s) = aβsβ exp
(−bβs2). (22)

Here, β = i + 2 [54, 55], s = v/V , with v: Voronoi polygon size, V : mean value of
v, aβ and bβ are constants fixed by normalization and unit-mean conditions [55]:

aβ = 2Γ

(
β + 2

2

)β+1/
Γ

(
β + 1

2

)β+2
and bβ =

[
Γ

(
β + 2

2

)/
Γ

(
β + 1

2

)]2
.

(23)
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Fig. 4.14 (a) 10 µm × 10 µm AFM image of 0.19 ML 6P deposited on amorphous mica at room
temperature with a rate of 0.04 ML/min. The overlaid Voronoi tessellation omits islands at the
image rim. (b) Distribution of capture zones as shown in (a), and comparison with the scaling
functions, according to Eq. (22). (After [13])

The results of the capture-zone scaling applied to our model system, deposition of
6P at room temperature on ion-bombarded mica are summarized in Fig. 4.14. From
the Voronoi tessellation (Fig. 4.14(a)), the experimentally obtained capture-zone
distribution is obtained. In Fig. 4.14(b), this is plotted together with the calculated
functions, according to Eq. (22) for i ranging from 0 to 5. The optimum number
of bins for the histograms were derived from the Scott model [56]. The value of
ifit = 2.8 was estimated from a direct fit using the method of least squares with the
Levenberg-Marquardt algorithm [13].

In summary, by applying nucleation theory and two different scaling approaches,
a critical island size of i = 2 to 3 was obtained for the room-temperature growth of
6P on ion-bombarded mica. Before we want to discuss this result, we summarize in
Fig. 4.15 the results for 6P growth on amorphous SiO2 at room temperature [14].
As it can be seen in Fig. 4.15(c), analysis of the capture-zone distribution results in
a critical nucleus size of i = 1 whereas the island-size distribution reveals a best fit
for i = 2.

4.4.3 Discussion of the Critical Island Size and Molecular
Orientation

The nucleation of 6P on amorphous mica can be successfully described by the
classical nucleation theory, at least for the given experimental conditions of room-
temperature growth and a deposition rate in the range of 0.04–0.5 ML/min. The criti-
cal island size as obtained by three different evaluation methods, the rate-dependent
island density, the island-size distribution, and the capture-zone distribution is in
the range between 2 and 3 molecules. In fact, the actual critical island size must
not necessarily be an integer value. This situation would only result if indeed all
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Fig. 4.15 (a) 20 µm × 20 µm AFM of 6P grown at room temperature on SiO2 (z scale: 5 nm)
and (b) image masked with the calculated Voronoi polygons. (c) Capture-zone histogram obtained
from analysis of about 2700 capture-zone areas. Capture-zone distributions for several values of i

are plotted for comparison. The dashed line is a least square fit to the data of the histogram. The
thick line marks the selected i. (d) Island-size histogram obtained from the same data set of about
2700 islands analyzed by the model of Family and Amar [51] and compared with fits for several i.
The dashed line is a least square fit to the data of the histogram. The thick line marks the selected
i. (Adapted from [14])

islands with size larger than i would be totally stable. However, it has been pointed
out previously that rather a continuous transition from unstable to stable islands will
exist [57]. This means that always a finite detachment rate from the island edges ex-
ists which, however, decreases considerably with increasing island size. In addition
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to that, different arrangements of the monomers in the “supercritical” island might
be of different stability. Such a scenario will definitely be more pronounced in the
case of rod-like molecules than of point-like atoms, and might explain the observed
non-integer critical island size of about 2.5 ± 0.5. With other words, both, trimer
(i = 2) and tetramer (i = 3) nuclei of 6P molecules are of similar stability. Actually,
this situation is not implausible. Compared to the clustering of single atoms, where
a trimer is a quite well-defined entity, a trimer of lying rod-like entities can have
a variety of different conformations. Thus, one can imagine that a special arrange-
ment of three 6P molecules is already stable, whereas for another arrangement four
molecules are necessary to form a stable island [13]. Thus, we encounter here again
peculiarities that are the consequence of anisotropy of the building blocks and their
interaction.

A further important question arises whether the critical nuclei consists of
molecules still lying on the substrate as the single diffusing molecules do or if it
is are already composed of standing molecules. To answer this question, we have
calculated the binding energy E(n) of an island containing n 6P molecules using
the force-field approach. Here, E(n) is defined as the energy difference between the
n-molecule cluster adsorbed on the substrate compared to the energy of n adsorbed,
but well-separated, lying 6P molecules. For the calculation we have modeled the
substrate surface by the (001) plane of a 6P crystal because the atomic structure of
the actually used, ion-bombarded mica surface is not known, precluding a force-field
simulation of the 6P deposition on this substrate. We expect our simulation results,
concerning the cluster shapes of standing and lying islands, to be rather insensitive
to the exact nature of the substrate/molecule interaction as long as it remains in the
weakly interacting regime resulting in standing molecules. The results of our calcu-
lations are presented in Fig. 4.16 which shows E(n) for clusters composed of 1 to 20
molecules together with the energetically favorable arrangement for both standing
and lying conformations. For the lying clusters, an offset along the long molecular
axis between adjacent molecules is observed which is caused by the π–π interac-
tion of the aromatic molecules. The lattice mismatch with the substrate results in
the fact that only a maximum of four molecules exhibit this offset in the same di-
rection. For the standing islands, the molecular packing systematically approaches
the bulk-like herringbone structure with increasing island size. It can be seen that
for n < 4, the standing configuration is energetically unstable. For cluster sizes be-
tween 4 and 14, standing molecules are energetically less favorable compared to
those composed of lying molecules, however, they would be at least metastable
with respect to isolated, adsorbed molecules. Only above n = 14 do the clusters of
standing molecules become more favorable. However, the location of crossover of
both curves in Fig. 4.16(a) certainly depends on the molecule/substrate interaction.
Qualitatively, a stronger substrate/molecule interaction will energetically favor “ly-
ing clusters” due to the larger adsorption energy of lying molecules compared to
standing ones. On the other hand, a weaker substrate/molecule interaction will fa-
vor islands composed of standing molecules due to their lower surface energy. With
other words, tuning the strength of the substrate/molecule interaction will result in a
relative shift of the binding energy curves for the standing and lying clusters, respec-
tively. Thus, the crossover could be at a somewhat different cluster size for 6P on
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Fig. 4.16 (a) 6P cluster binding energy on a 6P(001) plane as a function of cluster size for clusters
with standing and lying molecules, respectively. (b–d) Conformation of minimum energy clusters
composed of 3, 4, and 7 standing molecules. (e–g) Conformation of clusters composed of 3, 5, and
7 lying molecules. (Adapted from [13])

the amorphized mica surface. Nevertheless, from the results presented in Fig. 4.16,
we have to conclude that the critical islands (n = 2,3) are still composed of lying
molecules [12]. Only after further island growth do the molecules rotate into the
standing configuration. How this change proceeds in detail is not clear, and only
further studies—possibly by molecular dynamic simulations can elucidate this pro-
cess.

At this point we want to comment on the problem that we have used i = 1 in the
formalisms to extract EES from both, the mound morphologies and second-layer
island formation in Sect. 4.3, although there is strong evidence for a larger criti-
cal nucleus size. For values of i larger than 1, the formalisms used in Sects. 4.3.1
and 4.3.2 become difficult. The usually unknown dimer dissociation time τdis intro-
duces a further timescale into the problem (in addition to the adatom residence time
τ , the adatom traversal time τr , and to the time between adatom deposition events).
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The balance between these different times changes the nucleation probability in a
non-linear way. It turns out that due to the uncertainty of τdis, the problem can be
generalized only for a limited number of situations [26]. However, the case of i = 1
can always be treated as a lower limit for the step-edge barrier.

4.5 Summary and Outlook

Using the growth of standing oligophenyl (6P) molecules on amorphous substrates
like ion-bombarded mica or SiO2 as a model system, we have demonstrated that
procedures that have developed in inorganic epitaxy quite a while ago can be
successfully applied to extract quantitative data on step-edge barriers. This so-
called Ehrlich-Schwoebel barrier is responsible for the formation of terraced growth
mounds composed of standing molecules as has been found in several organic thin-
film systems [3, 6, 12, 18–20, 45, 58, 59]. In combination with transition state
theory calculations it could be revealed that the complexity and anisotropy of the
molecules can result in a change in the molecular conformation during the inter-
layer mass transport like molecular bending or twisting. This effect, in conjunction
with a gradual change of the molecular orientation in the different levels, can result
in the novel phenomenon of level-dependent step-edge barriers which seems to be
quite common in organic thin-film growth [12, 45].

With respect to intralayer diffusion processes, we focused on the determination
of the critical island size for which again procedures developed for inorganic growth
like classical atomistic nucleation theory and scaling approaches for island-size and
capture-zone distributions have been applied. Here, the anisotropy of the organic
building blocks can result in situations where the critical island size is not a single
integer number because there can exist differently sized clusters of molecules having
similar binding energy due to different configurations.

We want to emphasize that detailed studies of molecular diffusion processes just
started recently and there are still a lot of open questions. With respect to inter-
layer diffusion, we have to name phenomena as morphology-dependent ESBs and
collective diffusion processes like exchange processes. With respect to island nucle-
ation, one has to consider that the capture probability at low temperatures will no
longer be independent of the orientation of the individually approaching molecules
and will most probably be much smaller than unity which is referred to rotational
hindering [60, 61]. This effect of steric constraints for island formation might be
the reason that the nucleation theory fails at low substrate temperatures as we ob-
served for 6P on ion-bombarded mica [13]. A further field of both, experimental
and theoretical studies will certainly be the intralayer diffusion of molecules along
island rims or terrace edges since these processes are determining the 2D shape of
islands or growth mounds. For instance, the transition from irregularly shaped ram-
ified islands to hexagonal terraces of the mature growth mounds (see Fig. 4.3) via
the formation of elongated hexagonal second-layer islands (see Fig. 4.11) waits to
be explored. Here, one will benefit again from efforts in inorganic epitaxy where
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such complex questions have been addressed by combination of atomistic models
and Kinetic Monte Carlo simulations [62].

Although the degrees of freedom are much larger in organic growth systems com-
pared to atomic, inorganic epitaxy, we are confident that one will acquire with time
a similar understanding of the underlying dynamics and growth kinetics to finally
be able to tune growth morphologies with respect to desired device applications in
organic electronics as has been mentioned in the introduction of this chapter.
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Chapter 5
In-situ Observation of Organic Thin Film
Growth on Graphene

Gregor Hlawacek, Fawad S. Khokhar, Raoul van Gastel,
Harold J.W. Zandvliet, Bene Poelsema, and Christian Teichert

Abstract In-situ monitoring is highly convenient for obtaining profound insight
into growth processes. In particular, real time imaging during film formation al-
lows an unambiguous identification of growth modes such as Frank van der Merwe
Layer-by-Layer, Stranski–Krastanov or Vollmer–Weber island growth. Here, we
discuss the benefits of using Low Energy Electron Microscopy (LEEM) as a tool
for the application relevant deposition of para-Sexiphenyl on graphene and Ir{111}
substrates. Changes in the growth mode can be identified and interpreted with
ease directly from the real time LEEM observations. Examples of all three prin-
cipal growth modes will be discussed together with a state of the art structure
determination. The presented system is a prime candidate for the possible fabri-
cation of thin organic light emitting diodes. It combines an optically active or-
ganic semiconductor with the transparent, flexible, and conductive electrode ma-
terial graphene.

5.1 Introduction

The growth of organic thin films is gaining more attention as the possible bene-
fits become clear. This is due to a number of applications, in particular organic
semiconductor displays, used in modern cell phones, television sets, and computer
screens. However, many more applications including organic semiconductor-based
sensor arrays, lighting, and solar cells will hit the market soon. In addition to this
active use of organic thin films many passive applications in coating technology and
biotechnology are envisioned. All these new applications require a precise engineer-
ing of thin film morphology and other physical properties, often on the nanometer
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scale. This can only be achieved once a fundamental understanding of the underly-
ing growth mechanisms has been established.

The property that distinguishes most organic materials from nearly all classic
metals and inorganic semiconductors, is the fact that the building blocks of the
latter two can be considered as zero dimensional particles. Atoms are the build-
ing blocks and diffusing entity of nearly all inorganic systems. An atom diffus-
ing on the surface of a substrate and approaching an ad-island has no orientational
preferences that would influence the adsorption into the step edge. This is differ-
ent for nearly all organic species of interest. Their higher dimensionality tends
to lead to highly directional diffusion and large variations in the sticking coeffi-
cient. The combination of the two often leads to a highly anisotropic growth [1, 2].
For many cases this is undesirable as implementation of integrated electronic de-
vices, sensors, and solar cells requires large area homogeneous thin films. The typ-
ical rod or plate like shape of conjugated molecules used for organic semiconduc-
tor thin films results in many small deviations from the classically expected be-
havior. To understand the resulting growth mechanism it is often advantageous to
use model molecules like para-sexiphenyl or pentacene which exhibit the shape
effects in a very pronounced way. For example, in the case of diffusion over a
step edge it was demonstrated that not only a high step edge barrier exists [3],
but that it is also influenced by the stiffness of the molecular backbone and its
anisotropy [4]. Furthermore, changes in molecular tilt angle—something which is
impossible for a zero dimensional atom—leads to a level dependence of the step
edge barrier [3, 5]. A more elaborate discussion can be found in Chap. 4. A prac-
tical consequence of the higher dimensionality of the building blocks manifests it-
self in crystallography. There, the notation {lmn} describes a set of planes that are
equivalent to (lmn) by the symmetry of the lattice. Ir(111) and Ir{111} can be con-
sidered equivalent notations as there is no way of separating the (111) plane from
e.g. the (111)-plane. Both notations—() and {}—are often used when strictly speak-
ing only one of them would be correct. This can not be done for organic systems.
The plate- or rod-like molecules make many, if not all, planes in the set of {lmn}
non-equivalent.

The fundamental growth processes that occur on the surface of a substrate are
best studied using in-situ real time methods to monitor the growth process. At the
same time the method of choice needs to provide the required resolution laterally,
vertically, and temporally. Usually a compromise is found that allows to keep all
three requirements in a good balance. One such method is Low Energy Electron Mi-
croscopy (LEEM) [6] and its variant Photo Electron Emission Microscopy (PEEM).
LEEM in particular is capable of visualizing surface details with lateral resolution
as good as 2 nm [7]. At the same time several different contrast mechanisms [8] can
be exploited to reveal different layers and even measure their thickness. All this can
be done with a time resolution smaller than one second. This is sufficient for many
diffusion related processes, provided deposition rates can be kept low. PEEM on the
other hand while inferior in resolution allows the direct qualitative assignment of
work functions.
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Many other techniques—used in thin film growth—perform better in one or an-
other aspect, but it is the unique combination of in-situ, real time and real space that
makes LEEM/PEEM such a valuable technique. Scanning Tunneling Microscopy
(STM) for one, has unparalleled spatial resolution. However, the real time capabili-
ties of the technique are limited and are currently under intense development [9–11].
The biggest drawback of STM is the extremely small field of view. Once nucleation
is finished the mesoscopic growth processes and the formation of thin layers that
cover several µm are of prime interest.

Here, we describe an in depth study of growth processes in organic thin films
on different surfaces on the mesoscale. We will highlight the benefits of real time
observation that allows us to reveal new insights that can be used with other—post
deposition—techniques to quickly identify mechanisms active during the growth of
the observed surface structures.

5.2 Experimental

5.2.1 Low Energy Electron Microscopy

The Low Energy Electron Microscope (LEEM) [6, 8, 12] has been developed in the
1980s and since than it has been a viable surface science tool. It utilizes a cathode
lens to decelerate high energy electrons with typical energy of 20 keV to a few eV
(start voltage) just in front of the specimen. These slow electrons than interact with
the sample surface. The energy of the electrons impinging on the sample surface
is below the energy of the minimum of the mean free path in the universal curve
of electrons in penetrating matter. A good surface sensitivity is guaranteed as the
electrons will not be able to penetrate deeply into the material.

The typical resolution achieved with state of the art LEEM is of the order of
a few nanometers, but can be as good as 2 nm [7]. Several contrast mechanisms
are at work simultaneously when imaging with a LEEM. The two important ones
for the presented work are based on structural differences and on work function
differences. Contrast can usually be enhanced by optimizing the start voltage of
the impinging electrons. However, care has to be taken not to influence the growth
process via material modification or local charge build up by the electron beam. This
is important in this context since conjugated molecules must be considered as fragile
objects. To avoid any unwanted impact on the molecules, start voltages below the
bandgap of 6P (3.1 eV) have been used.

One big advantage of a typical LEEM instrument is the possibility to do spatially
resolved Low Energy Electron Diffraction (LEED). With the help of an illumination
aperture these diffractions patterns can be acquired from individual areas of interest.
In the current case an aperture with a projected diameter of 1.4 µm has been used
to obtain structural information on individual features on the surface. Obviously,
typical energies will exceed the bandgap of 6P substantially. As a result diffrac-
tion patterns—in particular from thin layers—disappear with in a few seconds. The
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obtained µLEED patterns therefore contain a significant diffuse background and
are susceptible to peak broadening. Besides the issues mentioned here, it has been
shown that SPA-LEED [13] can be used for the structural characterization of organic
semiconductor thin films [14].

5.2.2 Metal Supported Graphene

Graphene [15], one of the most exciting materials today, is investigated by many
groups because of its unique electronic properties. The particular interest here is re-
lated to the fact that it is a transparent, flexible and highly conductive electrode mate-
rial [16, 17]. It is the ideal substrate for organic semiconductor applications [18, 19].
Next to the original exfoliation method [15] and the growth from carbides [20, 21]
the metal route [22] has been demonstrated to be a viable route to obtain single layer
graphene. Besides many single crystalline materials also the growth on cheaper
Ni [23] and Cu [24] foils has been mastered recently.

The case of graphene on Ir{111} [25] is of special interest for two reasons. First,
it has been shown that graphene films on Ir{111} have a very weak coupling to
the substrate and can be considered extremely close in the relevant electronic prop-
erties to free standing graphene films [26]. Second graphene flakes can be grown
with selected orientation with millimeter size [27, 28]—a prerequisite for device
fabrication.

Here, several µm large graphene flakes have been grown on Ir{111} by thermal
decomposition of ethylene gas [25, 27, 29].

5.2.3 Para-Sexiphenyl

Para-Sexiphenyl (6P) is a model molecule of particular interest to investigate dif-
fusion of non-zero dimensional particles. It consists of 6 phenyl rings connected
by single bonds in a linear fashion. Due to steric hindering between the hydrogen
atoms the molecule is twisted in the gasphase. However, when incorporated in a
crystal the energy gain is larger than the activation energy for turning all the rings
into a planar configuration [30]. At room temperature, 6P crystallizes in the space
group P21/c with lattice constants a = 26.241 Å, b = 5.568 Å, c = 8.091 Å, and a
monoclinic angle β = 98.17◦ [31]. The unit cell holds two molecules which are ro-
tated with respect to each other, leading to a herringbone motif. Throughout the text
6P molecules are drawn rigid and planar for clarity of the drawings. However, one
has to keep in mind that 6P is not rigid at finite temperatures and, in particular, one
can assume that the planarity is lifted at the surface of the crystal. As a consequence
the two differently rotated molecules in the unit cell do not show up separately in
diffraction patterns because their already similar molecular form factors are smeared
out by thermal motion.
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The molecule has a large anisotropy and three different sides can be differen-
tiated. The small side of the molecule is terminated by a single hydrogen atom.
Compared to the other two, approach via this side has an extremely low sticking co-
efficient [1, 2]. This can be seen in nearly all 6P growth experiments on a mesoscopic
scale by the fact that one dimensional fibers are the dominant morphology [32–34].
These 1D chains and needles have the molecules aligned perpendicular to their long
axis, as the growth rate for the direction along the long molecular axis—connected
via the small side of the molecule—is very small. The two long sides form the her-
ringbone motif via a quadrupole interaction in the bulk. They are different as the
one (edge side) is again terminated by hydrogen, while the other (flat side) carries
the large π orbital—the preferred binding site.

Sublimation purified 6P has been evaporated from a Knudsen cell. Any low
boiling point contaminations were removed prior to deposition by thoroughly out-
gassing the source material over several hours.

5.3 Graphene

5.3.1 Layer-by-Layer Growth

Real Space Observation of Layer-by-Layer Growth

On graphene the Layer-by-Layer (LbL) growth mode can be achieved [35] by care-
fully influencing the mobility of the diffusing molecules and the nucleation proba-
bility in the following way:

1. Lowering the sample temperature, thus reducing the thermal energy of the dif-
fusing 6P molecules.

2. Lowering the deposition rate, and consequently ensuring a low supersaturation
of the 2D gas phase.

A subtle interplay between thermodynamic and kinetic growth factors is the base
of this counterintuitive finding. As we will show later 1. effectively reduces the
tendency of 6P to form 3D crystallites. The resulting reduced mobility of the diffus-
ing entities prevents uphill diffusion. In this way, it is ensured that molecules that
reach an island get incorporated into the island edge instead of climbing on top of
the island. The proper inclusion into the terrace edge eventually requires a detach-
ment of the molecule back in to the 2D gas phase. However, in any case, time will
be required for the molecule to diffuse along the terrace edge to an available kink
position. This time is available to the molecule as the number of diffusing entities
reaching the step edge is kept low due to 2. The low deposition rate also keeps
the number of nuclei low so that large domains can form despite the low sample
temperature.

Figure 5.1 shows a sequence of LEEM images recorded during the deposition of
6P on graphene at 240 K. The graphene flake and the first initial islands are shown
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Fig. 5.1 Layer-by-Layer growth of 6P on graphene. The above sequence of LEEM images shows
the formation of the first three molecular layers on graphene during the 6P deposition at a sample
temperature of 240 K. (a, t = 134 s) Initial 6P islands form. Wrinkles in the graphene and steps
in the underlying Ir{111} surface are indicated by arrows. (b, t = 1514 s) The initial islands have
formed a closed layer. After 400 s of 6P deposition a second darker contrast appeared within the
islands. Areas where the initial islands are visible are marked by arrows. (c, t = 1698 s) The first
layer of 6P molecules is fully closed. Wrinkles are still visible as thin lines. (d, t = 2107 s) The
second layer (bright) nucleates at random positions. (e, t = 2901 s) The second layer is nearly
closed. Uncovered areas of the first monolayer are indicated. (f, t = 3467 s) Nucleation of the third
layer (bright islands) is observed. (g, t = 4429 s) Only a few small areas are left still showing the
second layer. (h, t = 5723 s) Another cycle begins with the nucleation of the fourth layer. The field
of view is 6 µm in all images. The dark spot in the lower part of the images is a defect in the micro
channel plate of the LEEM. The gray scale of all images has been adjusted for optimum contrast.
Reprinted with permission from [35]. Copyright 2011 American Chemical Society

in Fig. 5.1(a). The straight thick and curved thin lines are the result of wrinkles
in the graphene [36, 37] and steps in the underlying Ir{111} surface, respectively.
The islands grow over the steps, but they do not cross the much higher wrinkles.
As the islands grow after approximately 400 s of 6P deposition, a second, darker
contrast becomes visible in the center of the islands. After 1514 s the first layer
closes completely (Fig. 5.1(b)) and shortly after that at a deposition time of 1698 s
also the second darker contrast closes and covers the whole surface (Fig. 5.1(c)).
Next, the formation of bright islands is observed (Fig. 5.1(d)). These islands coa-
lesce and form a uniform contrast over the entire surface (Fig. 5.1(e)). This cycle
repeats with the formation of another set of bright islands (Fig. 5.1(f)) that coalesce,
later yielding a uniform contrast (Fig. 5.1(g)). Figure 5.1(h) shows the start of the
next cycle.

Figure 5.2 displays the times when a uniform contrast has been observed by
LEEM. Ignoring the first data point—which corresponds to the closing of the ini-
tial layer—we can extract a growth rate of 2.7 ML/h from the remaining points.
The LbL growth was therefore followed for four complete monolayers. The term
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Fig. 5.2 6P layer completion
times. The data points
indicate times when a
uniform contrast has been
observed in the LEEM. All
but the first data point are
found on a straight line
corresponding to a growth
rate of 2.7 ML/h. Adapted
with permission from [35].
Copyright 2011 American
Chemical Society

Fig. 5.3 (a) µLEED pattern obtained at 240 K and with a start voltage of 16 eV. The size of the
unit cell is: a = 28.1 Å and b = 6.0 Å, with β = 79◦ and Θ = 79◦. (Thick dashed lines indicate the
[1000] graphene direction.) (b) Proposed structure of the initial layer. (Planar molecules are used
for clarity.) Adapted with permission from [35]. Copyright 2011 American Chemical Society

monolayer is used here for a closed molecular layer with the final complete layer
structure.

Structure of the First Monolayer

Next, we discuss the structural evolution of the first 6P monolayer on graphene and
the related consequences for the mesoscopic behavior of the islands. The LEED
pattern obtained from the initial islands (see Fig. 5.1(a)) is presented in Fig. 5.3(a).
This single domain µLEED pattern has been obtained using an aperture with a pro-
jected diameter of 1.4 µm. The indicated unit cell has the following dimensions:
a = 28.1 Å and b = 6.0 Å, with β = 79◦ and Θ = 79◦. We assign one flat ly-
ing molecule to this unit cell. Consequently, we obtain the structure displayed in

Fig. 5.3(b). The matrix notation of this loosely packed open structure is
[ 8.7 13.0

−1.3 1.5

]
.

It should be pointed out that this initial layer structure is different from the one that
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has been observed for 6P on highly ordered pyrolytic graphite (HOPG) [38]. On
HOPG the 6P molecules are aligned with the [1100] armchair direction of graphite.
In the present case the long axis (LA) of the 6P molecules is parallel to the [0120]
direction of graphene. The short axis (SA) is 3◦ off the [2010] direction. This cor-
responds to a rotation of the 6P film by 11◦ with respect to the 6P on graphite case.
Before we discuss the further growth of the 6P thin films on graphene we discuss this
peculiar difference to graphite in a little more detail and the potential consequences
for 6P growth on graphene.

Unfortunately, little is known about the growth of 6P on graphene. Recent re-
sults obtained for benzene—the sixth fraction of 6P—reveal a net Mullikin charge
transfer of 0.03 e from the molecule to the graphene [39]. Furthermore, the binding
energy of benzene on graphene is roughly two thirds (Eb = 0.24 eV) of the one
for graphite (Eb = 0.35 eV) [40], resulting in a weaker binding of the molecules
to the graphene substrate. To obtain an estimate for the corresponding values of 6P
one can simply multiply the binding energies by six and arrive at the right order of
magnitude.

Further insight can be gained by performing total energy calculations for the
different configurations to obtain the binding energy. For this purpose a single 6P
molecule has been placed on a large piece of single layer (3130 carbon atoms) or
double layer graphene (6260 carbon atoms). The latter case is used as a simple
model for graphite. The molecular modeling software Avogadro [41] together with
a variant [42] of the Tripos-5.2 [43, 44] force field has been used. All four config-
urations of interest have been allowed to relax until the change between two suc-
cessive steps was less than a fraction of 10−8 of the total energy. These energies
were subtracted from the sum of the total energies of the molecule and the sub-
strate, and then compared against each other. The comparison of the values shows
that the case of 6PLA||(0120) is favored by roughly 300 meV on graphene over
6PLA||(1100). On graphite the opposite is true and 6PLA||(1100) is energetically
advantageous by about 100 meV over 6PLA||(0120). In fact, precisely this orienta-
tion (6PLA||(1100)) has been reported by for ultra thin layers of 6P on HOPG [38].
The calculation results for 6P on graphene corroborate the observed 6PLA||(0120)

orientation observed for the growth on Ir{111} supported graphene flakes. How-
ever, not only the structure of this first layer is of high interest. Also the particu-
lar way the islands form and move on the graphene surface requires some atten-
tion.

Figure 5.4 shows three consecutive images of 6P islands on graphene during
the formation of the initial layer (see Fig. 5.1(a)). Figure 5.4(a) shows the initial
situation. An island has nucleated next to a wrinkle (in the upper right corner) and
grown to a size of roughly 50000 nm2. It has an aspect ratio (AR) of 1:1.9. One
second later the same island (Fig. 5.4(b)) has elongated (AR 1:3) and grown in size
(projected area: 55000 nm2). The island is about to detach from the wrinkle that
helped nucleating the island. One second later the center of mass of the island has
moved 280 nm to a new position away from the wrinkle (Fig. 5.4(c)). During this
time the island continued to grow (projected area: 61000 nm2) and obtained a more
rounded shape again (AR: 1:2.3).
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Fig. 5.4 Sequence of three LEEM images recorded at an interval of one second, showing the
mobility of the 6P islands (dark patches) on graphene. A few wrinkles in the graphene and steps
in the underlying Ir{111} surface are marked. The marked island once it reaches a critical size
starts to move further away from the wrinkle. The entire sequence covers two seconds. Reprinted
from [45], with permission

Careful analysis of many islands showed that the 6P islands nucleate next to
wrinkles or at wrinkle crossings. The islands do not nucleate on top of the wrin-
kles. It has been shown in the past that highly curved areas of graphene—like the
wrinkles—are unfavorable for the deposition of organic molecules [46]. However,
the 6P islands do nucleate in close vicinity of the wrinkles. This behavior will be
discussed next.

The wrinkles are a result of the different thermal expansion coefficients of
graphene and iridium [36]. When the sample is cooled down from the graphene
forming temperature, the thermal stress is released by the formation of wrinkles
in the graphene. This relief is most effective in areas close to the formed wrin-
kles. In areas further away from the wrinkle the graphene is still bonded in its
original way to the iridium and compressive strain will remain. It is well known
that for metallic systems diffusion is easier on compressively strained areas [47–
49]. Assuming a similar behavior for the current system leads to a higher diffu-
sion rate further away from the wrinkles. As a consequence, the nucleation rate
further away from the wrinkles will be lower compared to areas close to the wrin-
kles, where the rate of diffusion is smaller. The observed island mobility and the
fact that we can obtain single domain LEED patterns over areas of at least 1.4 µm
(the size of the field limiting aperture) requires a high edge diffusion mobility of
6P on graphene—even at low temperatures. Therefore, even though the islands nu-
cleate next to the wrinkles they are not bound to stay there as they grow in size.
Additionally, the 6P edge diffusion mobility enables them to freely change their
shape. At least two possible mechanisms can be put forward to explain this behav-
ior.

First, an argument based on strain that builds up in the island during growth will
be used to explain the island movement. The balance between the size and shape
of a 6P island and the total strain energy it holds is one of the possible driving
forces [50, 51]. As the island grows, tensile strain in the island will increase. This
stress results partially from the peculiar structure of the initial islands. The exclu-
sive face-on arrangement of the molecules in the initial low density phase is different
from the favorable bulk arrangement of alternating face-on/edge-on molecules (the
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herringbone motif). The second contribution arises from the mismatch between the
phenyl ring spacing in the molecule and the graphene ring spacing. Depending on
the balance between the step free energy and the stress, this can result in a shape
transition of the island [52]. However, in the present case of 6P on graphene a sec-
ond pathway of releasing the strain exists. As discussed above, the graphene flakes
are subject to a strain gradient. Depending on the local environment, larger islands
can therefore become more stable further away from the wrinkle—a more compres-
sively strained area. On compressively strained graphene the molecules as well as
the phenyl rings can relax into a closer packing, thereby reducing the tensile strain
in the island.

The second argument is based on changes in the electronic structure. The elec-
tronic structure of graphene changes under the influence of the underlying Ir{111}
surface and the strain field created by the epitaxial mismatch between the two [26].
Therefore, different electronic properties are to be found in areas adjacent to the
wrinkles and further away in areas with higher compressive strain. Unfortunately lit-
tle is known about the precise electronic structure of graphene on Ir{111}. However,
based on theoretical studies of benzene on graphene [39] a slight charge transfer is
to be expected from the molecule to the graphene. Most likely both mechanisms are
active simultaneously, but based on the currently available data we have no means
of distinguishing between the two.

Next we would like to take a look at the proposed diffusion process in a
more quantitative way. When the island shown in Fig. 5.4 has moved, an area
of 55000 µm2 has been cleared from 6P molecules. The unit cell has a size of
1.56 nm2 and contains one molecule [35]. Assuming that the observed changes
are achieved by edge diffusion, we can estimate that roughly 35000 6P molecules
have to move from the back to the front of the island. The distance they have to
cover is 400 nm. Taking the graphene lattice constant (2.46 Å) as an estimate for
the smallest possible step the molecules can do, a total of ν = 2.9 × 107 hops are
necessary. This is an upper limit of hops for a directed sequential movement of the
molecules along the rim of the island. The activation barrier EA can then be calcu-
lated from

ν = ν0e
−EA
kT (5.1)

where ν0 is the attempt frequency, k the Boltzmann constant and T = 240 K for
the described situation. Using the standard value of ν0 = 1 × 1013 s−1, an activa-
tion barrier of EA = 0.26 eV is obtained [45]. In the past higher attempt frequen-
cies around 1 × 1019 s−1 for desorption have been reported experimentally [53–56]
and theoretically [57–59] for many organic molecules including 6P. For 6P in par-
ticular, values as high as ν0 = 5.6 × 1025 s−1 have been reported. Furthermore, a
recent study of 6P on modified mica shows that the pre-exponential factor for sur-
face diffusion is also increased by four orders of magnitude to 2 × 1017 s−1 [60].
Using above value of ν0 = 5.6 × 1025 s−1 we calculate the upper bound for the
activation barrier to be of the order of 0.87 eV. However, using the more realis-
tic value of ν0 = 2 × 1017 s−1—obtained explicitly for surface diffusion—we ar-
rive at a value EA = 0.47 eV for the activation barrier. For completeness we want
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Fig. 5.5 Sequence of LEEM images recorded during the deposition of 6P on graphene at 240 K.
A narrow island (dark patches) which is confined between two steps caused by the underlying Ir
slowly grows and finally fills the area enclosed by the steps (deposition time from 640 s to 688 s).
32 s later the island overcomes the step and spills out onto the adjacent graphene covered Ir{111}
terrace (725 s of deposition). As the island on the new terrace grows in size (730 s of deposition)
it moves away from the low strain area next to wrinkle (735 s of 6P deposition). After reaching an
area where the strain mismatch between the big 6P island and graphene is reduced it starts to fill the
entire area by reducing its aspect ratio (738 s of deposition). Please be aware of the non-uniform
time step between the images. Some wrinkles and Ir{111} step edges are marked by arrows and
dashed lines to guide the eye. Reprinted from [45], with permission

to point out that an alternative explanation for the observed high mobility exists.
Schunack et al. reported an anomalous amount of long jumps in the surface diffu-
sion of large organic molecules [61]. Both effects—changes in the apparent attempt
frequency and heaped occurrence of long jumps—can explain the observed high
mobility.

Processes as illustrated in Fig. 5.4 are always observed to be confined to an area
enclosed by wrinkles. Often, the path of the islands is also confined by steps in the
underlying Ir. The increased curvature of the graphene sheet at the position of the
Ir{111} step poses a small but noticeable obstacle to the growth of the 6P islands.
However, the effect is smaller than that due to the wrinkles. Figure 5.5 depicts
an island that is first overcoming a step edge, then splits in two and finally moves
across the graphene flake. Initially the island grows in size without crossing the
surrounding steps until 720 s of 6P deposition. It then suddenly crosses the small
end of the step enclosed area and spills out on the next graphene covered terrace.
There, it quickly grows in size covering the area next to the wrinkle. As in the above
situation, when a certain size is reached, it detaches from the wrinkle (island size:
117400 nm2; AR: 1:10) and for this case also separates from the initial island. It
continues to grow (final island size: 300000 nm2; maximum AR: 1:13), while the
center of mass moves 810 nm across the surface. After reaching an area where the
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Fig. 5.6 Sketch of a 6P island and the possible diffusion path’s and preferred sites of attachment.
Para-Sexiphenyl molecules are detaching from the left side of the island and move towards the
right side. This results in an overall movement of the island to the right side. Top and bottom facets
are exclusively terminated by hydrogen atoms and represent low sticking facets. The left and right
edge of the island have a large sticking probability due to the large π–π overlap of the electronic
system which is possible there. Reprinted from [45], with permission

mismatch between the 6P island and the strained graphene becomes small enough,
the shape transition is also reversed leading to a lower AR of 1:6.

For the second part of the island movement we estimate a total number of 137700
6P molecules to move over a five second period. The distance and therefore the
number of required hops is higher (8130 hops) and we estimated the jump frequency
to be ν = 22.3 × 107 s−1. Using the most realistic value of ν0 = 2 × 1017 s−1 we
obtain EA = 0.43 eV. This result is in good agreement with the above mentioned
value.

An advantage of the in-situ real time observation of growth processes using
LEEM is that we can directly deduce the real space orientation of the molecules.
This can be achieved by monitoring the shape evolution and movements of the 6P
islands. This information is complementary to the exact molecular structure ob-
tained by LEED. A sketch of a 6P island is shown in Fig. 5.6. Molecules detaching
from the left side of the island diffuse along the rim of the island towards the right
side. This process could be triggered by a strain field—like in the present case. As
the molecules move along the top or bottom edge of the sketched island they ex-
perience a low sticking probability. The purely hydrogen terminated edge is not
favorable for incorporating molecules in the proper crystallographic orientation de-
termined by the remainder of the island. The situation is different for the right (and
left) facet of the island. Here, the π-systems of the newly arriving molecules and
the ones forming the edge can interact over the full length of the molecule. This
results in a high sticking probability. A consequence of this behavior are the well
known 3D fibers that are frequently observed for the growth of rod like molecules
and in particular for 6P [32, 33]. For the initial 6P islands on graphene this leads to
an anisotropic growth and movement of the whole island. In turn, we can deduce
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Fig. 5.7 (a) µLEED pattern obtained from the first full monolayer at 240 K and with a start voltage
of 30 eV. Dashed lines indicate the [1000] direction of graphene. (Unit cell are given in the text.)
(b) Proposed molecular structure of the first full monolayer. Adapted with permission from [35].
Copyright 2011 American Chemical Society

the molecular orientation with respect to the real space shape and orientation of the
island directly from our real time observations.

The speed at which the islands change their shape and move over the graphene
substrate is related to the low density structure of 6P in these islands. Once the film
gets thicker, a second darker contrast starts to appear in the center of the islands (see
Fig. 5.1 and Sect. 5.3.1). At the same time islands exhibiting this darker contrast stop
moving across the surface. We will discuss the structural changes during further thin
film growth in the following paragraphs.

A LEED pattern obtained from the full first monolayer (Fig. 5.1(c)) is presented
in Fig. 5.7(a). Two unit cells can be identified in the pattern. The blue unit cell is
identical to the one discussed above and originates from parts of the surface still
covered only by the initial layer. However, a second (red) slightly bigger unit cell
can be identified. The size of this cell is a = 28.1 Å, and b = 7.5 Å with β = 69◦,

and Θ = 79◦. The matrix notation is
[ 8.7 13.0

−1.7 1.9

]
. As more material is deposited, this

unit cell has to accommodate the additional molecules. The only way to do this in an
energetically favorable way is through an alternating face-on/edge-on configuration,
as shown in Fig. 5.7(b). To achieve this (i) additional molecules will squeeze in
between the face-on molecules already there from the initial layer and (ii) some of
the face-on molecules will have to cant up into the edge-on configuration. Although
this requires a massive rearrangement of molecules the positive effect on the energy
balance is high as this film obtains a structure that is very similar to the bulk structure
of 6P. The surface unit cell of the similar (111) plane in 6P is a = 26.4 Å, and
b = 9.8 Å with β = 82.2◦ [31]. A similar structure and growth mechanism has been
found for the growth of 6P on Au{111} [55]. In this detailed LEED and TDS study
an initial layer of flat lying molecules has been found. With increasing coverage
this structure is transformed into an face-on/edge-on arrangement similar to the one
described here.
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Fig. 5.8 µLEED analysis of four layers of 6P on graphene grown in LbL mode. LEED patterns
recorded at (a) 10 eV, (b) 12 eV, and (c) 22 eV are displayed. The unit cell of the layer stack and
of the adlayer are indicated by green and red lines and dots, respectively. Dashed lines indicate the
graphene [1000] zig-zag directions

5.3.2 Structure of the Thicker Layer

As we have seen in Sect. 5.3.1 and Fig. 5.1 the growth continues in a Layer-by-
Layer-like fashion. Next, we will discuss the structure and growth mechanism of
these additional layers.

Figure 5.8 shows µLEED patterns recorded at various energies. Although the
patterns contain at least two different rotational domains, two main features can be
easily identified. A weak set of spots visible particularly in Fig. 5.8(a) originate
from a unit cell, the size of which is a = 26.9 Å, b = 9.2 Å, with β = 74◦ and
Θ = 77◦. The unit cell and its continuation over the whole pattern are indicated
by green lines and dots. This unit cell is again in good agreement with the unit
cell of the (111) plane in 6P which size is a = 26.4 Å, and b = 9.8 Å with β =
82.2◦ [31]. This weak diffraction pattern comes from the bulk of the underlying
four layers of 6P. Similar to the first full monolayer, this unit cell with a size of
236.7 Å2 contains two molecules. However, the LEED pattern is clearly dominated
by another, stronger set of diffraction spots, indicated by red lines and dots. The unit
cell has a size of a = 6.8 Å, b = 6.4 Å, with β = 75◦ and Θ = 141◦. By comparing
Figs. 5.8(a)–(c), one can see that the spots belonging to this part of the diffraction
pattern change with varying energy. This is illustrated in Fig. 5.9, where the change
in spot profile for the O(11) spot is shown. In Fig. 5.9(a) the profile at 10 eV is
shown. The central spot has two pronounced shoulders along the (11) direction.
Increasing the start voltage to 12 eV and 14 eV these shoulders disappear with
the higher electron energy (Fig. 5.9(b) and (c)). A further increase of the electron
energy to 22 eV results in a clearly split spot. Only a minute central spot at the
O(11) position is left. The distance between the two peaks of the O(11) spot at
22 eV corresponds to 28.7 Å. Such behavior has been explained already 1982 by
M. Henzler as the result of a particular form of surface roughness. Figure 5.10
shows three principal combinations of basic defects that will result in some kind
of spot splitting. An in depth review of spot profile analysis can also be found in
Ref. [63]. Figure 5.10(b) corresponds to the current situation. Depending on energy
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Fig. 5.9 Spot profiles of the O(11) spot (see Fig. 5.8) for different energies. The shape of the spot
evolves from a central peak with a broad shoulder to a single peak at O(11) position back to a
split spot with two clearly peaks and a minute central peak. The shoulders or satellite peaks appear
along the O(11) direction

Fig. 5.10 Combination of basic defect structures. (a) Monotonous regular step array; (b) regular
step array in two layers; (c) random distribution of identical islands. Reprinted from [62], with
permission from Elsevier

the spot profile will either be a single peak or a double peak structure when the
diffraction rod splits into a double rod for the out-of-phase condition. The separation
of the spots in reciprocal space is related to the lateral size of the islands. For spot
splitting due to a regular step train, the odd and even spots should show opposed
behavior. Looking at the LEED patterns displayed in Fig. 5.8 we can indeed observe
that different spots belonging to the same pattern have a different appearance. In
Fig. 5.11 3D representations of the O(01), O(02), O(11), and O(22) spot profiles
recorded at 22 eV are displayed. While the odd spots show the typical split spot
appearance, the even spots are formed by a single peak only. The necessary array of
islands in a two layer system is provided by the 6P molecules that form an adlayer.

The measured diffraction pattern is a result of scattering from the individual
phenyl rings that comprise the molecule. The molecule in turn leaves its footprint in
the form of spot splitting in the diffraction pattern. The spacing between the two split
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Fig. 5.11 Spot profiles of the O(01), O(02), O(11), and O(22) spots at 22 eV (compare to
Fig. 5.8(c)). While even numbered spots show a clear split spot behavior the odd spots are formed
by a single peak only

spots corresponds to the length of the molecule. If the position of the phenyl rings
is fixed, we can deduce the 6P unit cell for this adlayer to be a = 29.2 Å, b = 6.3 Å,
with β = 75◦ and Θ = 0◦. In this case Θ is measured with respect to the long axis
of the molecules in the underlying 6P layers. Similar to the initial layer, this unit cell
with a size of 162.7 Å2 contains only a single lying molecule. From the fact that the
angle Θ is zero, it is clear that the molecules in this layer are aligned parallel to the
molecules in the underlying layers. Although the unit cell is smaller, the density of
this layer is reduced compared to the underlying layers because it contains only a
single molecule per unit cell. As a result we can estimate that for the nominal cov-
erage of 4.35 ML at which this patterns were recorded, the adlayer covers 50 % of
the surface. Although only a limited data set is available, more information can be
extracted from the spot profile analysis.

From the energy dependence of the spot splitting we can calculate the adlayer
thickness. Using

2d = nλ (5.2a)

2d =
(

n + 1

2

)
λ (5.2b)

for the in phase condition (5.2a) and the out-of-phase condition (5.2b) and ener-
gies of 14 eV and 22 eV, respectively, for the wavelength λ, we calculate a value of
n = 2 (1.97) [64]. The distance d between the adlayer and the upper most bulk
layer is than d = 3.3 Å. This value for d is smaller than the bulk distance be-
tween two (111) layers of 4.6 Å [31]. However, the adlayer contains no edge-on
molecules. Assuming that the width of the molecules is 4 Å and the thickness of
the backbone is around 1 Å, the molecules can get closer to the underlying layer by
about 1.5 Å. This rough estimate is in good agreement with the measured difference
of 1.3 Å.

Combining all the information we obtained, we can propose a final model for the
6P thin film growth on metal supported graphene. The model of the final structure
is depicted in Fig. 5.12.
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Fig. 5.12 Proposed structure
of 6P on metal supported
graphene. Four layers of
bulk-like 6P with their (111)
plane parallel to the substrate
are shown. The top most layer
is formed exclusively from
lying molecules. The carbon
atoms are color coded for
clarity with respect to their
affiliation: Graphene: light
blue, bulk-like 6P: gray, and
adlayer: orange. Reprinted
with permission from [35].
Copyright 2011 American
Chemical Society

The Layer-by-layer growth of this structure proceeds in the following
way [35].

1. The growth of this structure starts with the formation of 6P islands exhibit-
ing an open structure formed by flat lying molecules only. The metastable
nature of this structure and the high—edge diffusion—mobility of 6P on
graphene (activation barrier EA = 0.45 eV) allow the formation of large
single domain islands. The number of defects and the resulting domain
size is—in a lower limit—only controlled by the size of the defect free
graphene areas.

2. With increasing coverage the adlayer transforms into a more bulk-like con-
figuration. Additional 6P molecules are inserted in an edge-on configura-
tion resulting in a stable configuration for the layer. Island diffusion comes
to a halt for this molecular arrangement which is similar to the one ob-
served in the bulk (111) plane.

3. Every successive layer starts with the nucleation of small islands formed
exclusively by face-on molecules. With increasing coverage this struc-
ture is transformed into the final bulk-like structure comprising alternating
edge-on and face-on molecules.

The Layer-by-Layer growth mode is ensured by the fact that the next layer can
only nucleate once the current layer has obtained a bulk-like structure. It is under-
standable that molecules arriving on top of the initial islands—which possess the
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Fig. 5.13 LEEM images of 6P deposition at 320 K. Electron energy: 2.7 eV (a)–(c), 3.7 eV (d).
FOV 6 µm (a)–(c), 4 µm (d). (a, t = 0 s) Single graphene flake prior to 6P deposition. Graphene
wrinkles (black arrow) and steps in the Ir{111} surface (white arrow) are marked. (b, t = 813 s)
A wetting layer has formed on the graphene flake. Both the initial layer (white arrow) and the final
monolayer (black arrows) can be seen. (c, t = 1268 s) Formation of 3D crystallites. (d, t = 2149 s)
The crystallites continue to grow and form parallel needles. All times are with respect to the begin
of the 6P deposition. Reprinted from [65], with permission from Elsevier

open structure formed by face-on molecules only—will either be incorporated as an
edge-on molecule or diffuse off the island, but do not nucleate a new layer on top of
the metastable structure beneath.

5.3.3 Stranski–Krastanov Growth

In this section we will review the consequences of raising the deposition temper-
ature. We will discuss the change from Layer-by-Layer growth to the Stranski–
Krastanov (SK) growth mode in the temperature range from 320 K to 352 K. At
higher temperatures the increased mobility prevents the growth of 6P structures on
graphene supported flakes completely.

In Fig. 5.13 a sequence of LEEM images illustrates the growth behavior of 6P on
metal supported graphene flakes at 320 K. A single graphene flake is shown prior
to deposition in Fig. 5.13(a). Formation of 6P structures starts with the growth of a
wetting layer. Similar to the observations at lower temperatures, first a medium gray
layer starts to grow. Shortly after that the growth of a second darker contrast starts
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Fig. 5.14 (a) µLEED pattern obtained from the wetting layer. Unit cells of the initial (dashed line)
and final (solid line) layer are indicated. (b) µLEED pattern obtained from an area on the graphene
flake covered by 6P needles. The unit cell is marked by red circles and dashed lines. Adapted
from [65], with permission from Elsevier

within the medium gray areas. After 813 s of deposition (see Fig. 5.13) the flake
is partly covered by the initial layer (medium gray, white arrows) and the darker
final monolayer (black arrows). µLEED has been used to resolve the structure of
this layer. Two unit cells are found. The bigger one (indicated by a solid red line in
Fig. 5.14(a)) has a size of a = 8.3 Å, b = 27.8 Å and β = 70◦, while the smaller
one has the following dimensions: a = 5.2 Å, b = 27.8 Å with β = 72◦.

This growth behavior and the size of the unit cells is comparable to what has
been described for the begin of the low temperature (LT) growth in Sects. 5.3.1
and 5.3.2. Although the exact size of the unit cell is slightly different from what
has been found at LT, the structural models from the above sections are still valid.
It is important to remember that this is a commensurate organic layer. The unit
cell is practically unchanged over a range of at least 80 K. However, the small-

est derived matrix notations (
[ 8.6 12.8

−1.3 1.2

]
. . . initial layer,

[ 8.6 12.8
−1.9 2.0

]
. . . final layer)

do not necessarily describe the structure accurately. Keeping in mind the accuracy
of the initial measurements of 5 % a detailed analysis allows to identify this as
a coincidence type II quasiepitaxial relationship [66]. In fact a 5×10 superstruc-
ture allows the molecules to relax slightly into preferred adsorption sites with-
out deviating substantially from the crystal structure [65]. Like in the LT experi-
ments, no other morphological features appear before the first wetting layer is com-
pleted.

However, different from what we have seen for the growth of 6P at LT, dramatic
changes in the growth processes are observed once the wetting layer is completed.
Instead of the formation of small islands all over the surface of the wetting layer,
we observed the formation of very bright structures near the wrinkles (Fig. 5.13(c)).
With ongoing deposition these small crystallites grow in one dimension and form
comb-like structures of 6P fibers. This is a well known growth phenomenon often
observed for 6P [34, 67–69]. The needles nucleate either on defects (cracks in the
wetting layer along the wrinkles) or at other needles. Again µLEED is used to re-
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solve the structure of the needles. The unit cell with a size a = 9.5 Å, b = 26.9 Å
and β = 69◦ is marked with a dashed line in Fig. 5.14(b). Red circles are used to
mark some of the other spots belonging to the pattern. This unit cell is similar to
what is found for the wetting layer and very close to the unit cell of the (111) plane
of bulk 6P [31]. Similar to the structural model depicted in Fig. 5.12, molecules in
the needles have a herringbone arrangement.

Further increasing the deposition temperature to 350 K results in no substantial
changes in the growth behavior. The size of the unit cells (initial layer and wetting
layer) obtained by µLEED are identical to the ones observed at 320 K. After the
initial two step formation of the wetting layer, needles nucleate next to the wrin-
kles. Needles formed at higher temperature are fewer in number but longer [68].
These needles represent the most common form of 6P growth structure. They have
been observed on a variety of substrates including but not limited to gold [70], mus-
covite [71], TiO2 [69], para-Sexiphenyl [3], and KCl [72]. A limited number of
contact planes is found including the (111), (203), and (213). The common property
of all these needles is that the molecules are always oriented roughly perpendicular
to the long needle axis (see also Fig. 5.6 and the corresponding discussion). The unit
cell measured for the needles is closer to the 6P surface unit cell than the one mea-
sured in the thick layer at LT. The enhanced mobility of the molecules at elevated
temperatures enables the SK growth mode. Compared to the LbL growth mode—
where the interaction with the substrate plays an important role—stress relaxation
is more efficient in SK mode. Hence, we observe the switch to the SK mode as soon
as the mobility of the molecules is sufficient for uphill diffusion and consequently
the formation of 3D structures.

The growth of 6P on metal supported graphene flakes at moderate temper-
atures between 320 K and 352 K can be summarized by the following four
steps [65].

1. An initial layer of only flat lying molecules is formed on the graphene
surface. This layer nucleates next to the wrinkles.

2. When a critical coverage is reached, the initial layer transforms into a bulk-
like layer (Fig. 5.13(b)). The molecules obtain an alternating face-on/edge-
on configuration similar to the 6P(111) plane.

3. 6P fibers nucleate on top of the wetting layer (Fig. 5.13(c)). This nucleation
occurs at the edge of the wetting layer next to the wrinkles.

4. Parallel bundles of needles grow away from the wrinkles (Fig. 5.13(d)).
The needles have the same (111) orientation as the underlying wetting
layer. Their azimuthal orientation reflects the azimuthal orientation of the
molecules in the wetting layer.
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Fig. 5.15 (a) LEEM image (FOV: 10 µm) of an area far away from graphene flakes. After 6P
deposition the area is covered by small 6P islands. (b) Capture zone distribution for 6P grown
on Ir{111} for a growth temperature of 240 K. The best fit (solid line) to the data (stars) and
three functions for the GWS are displayed. (c) Proposed configurations of the critical 6P nucleus.
Molecular arrangements for i∗ = 0 to i∗ = 4 are sketched. Upright standing 6P molecules are
depicted as rectangles with an aspect ratio based on the Van der Waals dimensions of 6P. Fully
exposed π-systems are indicated by a red line. Partially covered π-systems are not considered.
The number of exposed π-systems is given in the center of the arrangement. Configurations with
i∗ equals 0 and 4 show the smallest number of exposed π-systems. Reprinted from [45], with
permission

5.4 Iridium{111}

As before, this section of 6P growth on the bare Ir{111} surface, is divided into two
subsections in which we will explore the different growth modes.

5.4.1 Island Growth

Deposition at Low Temperatures

Para-Sexiphenyl has been deposited at 240 K onto the bare iridium surface between
the graphene flakes. As soon as deposition starts the Ir{111} surface gets covered
by a structureless 6P layer, resulting in a darkening of the Ir{111} surface in LEEM.
Such an area—free of graphene flakes—is covered by small 6P islands after depo-

sition (Fig. 5.15(a)). From µLEED measurements we obtain a typical intermolecu-
lar distance of 4.4 Å. This distance corresponds to the distance between the center
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molecule and the corner of the 6P(100) plane in bulk 6P. The total amount of de-
posited 6P is 4.35 ML of flat lying molecules. Due to the higher areal density of
the (100) plane this corresponds to 0.8 ML of upright standing molecules. However,
the coverage that is obtained from the LEEM analysis is only 0.5 ML. This discrep-
ancy is rooted in the Ehrlich–Schwoebel barrier that is active in the growth of films
formed by upright standing molecules [3]. For a high barrier—as has been observed
for the growth of 6P—Poisson shaped mounds, i.e. the visible layer fractions are
Poisson distributed, are the result. Although we do not know the precise barrier for
the 6P on Ir{111} system, we will assume Poisson shaped mounds for the moment.
As a result part of the molecules will form small second layer islands on top of the
first layer. The expected coverage for the first layer is then 55 % for a nominal film
thickness of 0.8 ML. This corresponds to 0.44 ML, which is slightly smaller than
the measured coverage. However, 0.44 ML is only correct for an indefinitely high
barrier. A finite but still high barrier as is observed for the growth of upright stand-
ing 6P thin films will result in deviation towards higher first layer coverages [3, 4].
In addition, it has been observed that the step edge barrier in organic thin films in-
creases with film thickness. The first layers often have a substantially lower step
edge barrier [3, 5].

Several interesting quantities can be extracted from LEEM images like the one
above. To ensure a good statistical representation of the surface all values are av-
eraged over at least 3–5 different images recorded in separate areas of the sample.
The nucleation density Ns for 6P on Ir{111} at 240 K is 7.2 µm2. Information on
the critical nucleus can be obtained by using the capture zone distribution. Voronoi
tessellation of the images allows to obtain the size A of the capture zone around each
island [73, 74]. The obtained values of A can be used in the distribution function of
the general Wigner Seitz surmise (GWS) as proposed by Pimpinelli and Einstein in
Ref. [75]:

Pβ(s) = aβsβe−bβs2
, (5.3)

with

aβ = 2Γ
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Γ
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)β+2
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[
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2

)

Γ
(β+1

2

)
]2

(5.4)

being constant given by the normalization and unit-mean conditions, respectively.1

The fluctuating variable is given by s = A/〈A〉. The only fit parameter in (5.3)
β = i∗ + 2 [76] allows us to extract the size of the critical nucleus i∗.

The capture zone distribution for 6P islands on Ir{111} grown at 240 K is shown
in Fig. 5.15(b). The best fit of the GWS distribution to the data is obtained for
β = 1.6 and GWS distributions for β = 1, 2, and 3 are added to the graph. The so
obtained i∗ value of 0 requires further discussion. A critical nucleus size of zero
means that a single molecule on the surface would be immobile and spontaneous

1The Γ -function is an extension of the factorial function to real and complex numbers. However,
the argument is shifted down by 1. For positive integer values of n: Γ (n) = (n − 1)!.
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nucleation proportional to the ad-molecule density should be observed. Care has to
be taken in interpreting this result, since the above calculation is strictly speaking
only valid for homogeneous nucleation. However, a critical nucleus size of zero can
be explained in terms of heterogeneous or defect nucleation [77, 78]. An abrupt
transition from i∗ = 0 to i∗ = 3 is observed for the Pd/MgO system. G. Haas et al.
explain this transition by the presence of defects which act as traps. This and addi-
tional geometric effects will stabilize i∗ = 3 [79]. The situation here is similar, as
both effects play a role for the growth of 6P on Ir{111}.

It is important to keep in mind that in our particular case the Ir{111} surface is
not clean or defect free. The above experiment was not performed on a properly
prepared Ir{111} surface in the spirit of a surface science experiment. Prior to 6P
deposition, graphene flakes were grown and carbon residues, maybe in the form of
small graphene flakes that are not visible at the selected magnifications, will cover
the surface between the big flakes. This is corroborated by the fact that we observe
upright standing molecules on a metal surface. It has been shown in the past that on
a clean metal surface 6P adopts a flat lying configuration [80, 81]. Furthermore, on
a contaminated—in particular carbon contaminated—metal surface the molecules
will reorient themselves and adopt an upright standing configuration [82, 83]. The
sensitivity of rod-like molecules to defects is very high. For pentacene, calculations
predict that a single dangling bond can force the molecules into an upright orienta-
tion on a surface where they would obtain a flat lying configuration otherwise [84].

As we have stated above, geometrical effects also play an important role in sta-
bilizing the critical nucleus. In addition to the parameters that will define the size of
the critical nucleus in terms of thermodynamic and kinetic driving forces, two other
contributions are of special interest here:

1. Getting the molecules in the nucleus as close as possible to the bulk herringbone
arrangement.

2. Minimization of the number of complete π-systems exposed to the outside.

Possible configurations of nuclei with i∗ = 0 to i∗ = 4 are sketched in Fig. 5.15(c).
Configurations with a critical nucleus size of zero and four have a minimum number
of only two fully exposed π-systems. These results are also in good agreement with
recent DFT calculations that among other things predict a smallest stable nucleus
size of 4 (i∗ = 3) for a defect free substrate [60]. On a more realistic surface with
many defects and sites that allow for heteronucleation—like in the present case—the
defect binding energy can be sufficiently high to suppress the homogeneous nuclei
with i∗ = 1 to 3. Only at much higher temperatures small clusters trapped at defects
will break up and homogeneous nucleation with i∗ = 4 should become effective.
The changes in film morphology after increasing the deposition temperature will be
discussed next.

6P Deposition at Moderate Temperatures

Para-Sexiphenyl deposition at 320 K onto the Ir{111} surface leads to large ramified
islands. Two such irregularly shaped islands are visible in the LEEM image shown
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Fig. 5.16 (a) Ramified 6P islands on Ir{111}. Different crystallographic orientations lead to dif-
ferent gray levels in the individual branches. (FOV: 15 µm; 320 K) (b) µLEED pattern (19.4 eV)
obtained from one of the arms, revealing a single domain LEED pattern. The NN cell is marked
by a red line. (c) Proposed 6P structure; NN cell, unit cell, and super structure (solid, dashed, and
dotted) are indicated. Adapted from [65], with permission from Elsevier

in Fig. 5.16(a). The nucleation density has become so small that a statistically sound
evaluation of the critical nucleus size is impossible. However, the small number
and large size of the quiet irregularly shaped islands clearly indicates a dramatic
change in the growth process. We possibly witness the expected transition from
defect triggered nucleation at low temperatures to homogeneous nucleation with
i∗ = 4 or higher at elevated temperatures. However, no definite nucleus size can
be provided at this point. It has been shown theoretically that for homogeneous
nucleation of 6P on 6P, although upright standing nuclei with i∗ = 3 are stable, flat
lying nuclei are energetically preferred. Only for nuclei larger than 14 molecules is
an upright standing configuration energetically preferred [60].

Figure 5.16(b) shows a µLEED pattern obtained from a single arm of such a
ramified island. The angle between the vectors is β = 108◦. The size of the indicated
cell is 5.0 Å by 5.0 Å. This corresponds to the nearest neighbor (NN) distance
between upright standing molecules (solid line in Fig. 5.16(c)). The molecular form
factors of the two differently rotated molecules within the 6P(100) plane cannot
be distinguished because they are similar. The actual unit cell vectors for 6P on
Ir{111} grown at 320 K are 5.0 Å by 9.1 Å at an angle β = 105◦ with Θ = 25◦
(dashed line in Fig. 5.16(c)). Following the arguments in Sect. 5.3.3 the structure is
described best by a coincidence type II quasiepitaxial relationship [66] and a 5 × 5

superstructure with a matrix notation of
[ 19 8

−2 8

]
.

It is remarkable that the LEED patterns obtained from individual branches are
all single domain. However, these patterns are rotated with respect to each other.
A closer inspection of the irregularly shaped islands reveals that indeed the individ-
ual arms show a uniform contrast while there are slight differences between the arms
of a single island. For the picture presented in Fig. 5.16(a) this has been made visible
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Fig. 5.17 Sequence of 6 µ FOV LEEM images (electron energy 2.7 eV) recorded during the
deposition of 6P at 405 K. (a, t = 0 s) A part of a single graphene flake on Ir{111} prior to
deposition of 6P. (b, t = 831 s) A 6P layer is nucleated by the graphene flake and starts to grow.
The contrast enhanced center of the image clearly shows the boarder between the 6P layer and the
2D gas phase on Ir{111}. (c, t = 1391 s) The 6P layer has extended further away from the flake.
The center of the image has been contrast enhanced to increase legibility. Graphene: bright; 6P
layer: black; 6P 2D gas phase: dark gray. Adapted from [65], with permission from Elsevier

by using a slight off normal incidence of the electron beam. As a result, the different
azimuthal crystal orientations of the arms will yield different intensities—similar to
a dark field image.

A further increase of the growth temperature to 352 K changes the nucleation be-
havior of the 6P islands on Ir{111} once again. Para-Sexiphenyl islands on Ir{111}
are now nucleated exclusively at the rim of the graphene flakes [65].

5.4.2 Step Flow Growth

A further increase of the deposition temperature to 405 K activates an entirely new
growth mode. A step-flow-like growth of 6P on Ir{111} is observed at these high
temperatures. Figure 5.17 shows a sequence of LEEM images (electron energy
2.7 eV) recorded during the deposition of 6P at 405 K. Figure 5.17(a) shows a part of
a graphene flake prior to 6P deposition. Steps and wrinkles are visible on the flake as
dark lines. The dark contrast around the flake is an artifact. It results from the work
function difference between graphene and the Ir{111} surface [85]. Figure 5.17(b)
shows the same sample area after 813 s of 6P deposition. As 6P deposition begins
the Ir{111} surface becomes dark due to the 2D gas phase of 6P molecules on the
surface. However, the brightness of the graphene flake remains unchanged during
6P deposition, indicating an extremely low ad-molecule density. A third, slightly
darker contrast appeared next to the graphene flake and is slowly extending outward
further away from the flake. With increasing coverage this layer continues to grow
(Fig. 5.17(c)). Please note that the contrast on the graphene flake has not changed
and that wrinkles in the graphene and steps in the underlying Ir{111} are still clearly
visible.

µLEED measurements on graphene and far away from the flakes show clean
graphene and a large diffuse secondary electron contribution, respectively. This con-
firms the above observation that no significant structures grow on the graphene flake
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Fig. 5.18 Structural analysis of the 6P layer on Ir{111} formed at 405 K. (a) µLEED pattern
obtained from the 6P layer next to the flake. Six broad and extremely weak spots are found using
an electron energy of 25.6 eV. The NN cell is indicated with a red rhombus. (b) Corresponding
structural model. NN cell, unit cell, and superstructure are indicated by solid, dashed, and dotted
lines, respectively. Adapted from [65], with permission from Elsevier

itself. For the areas far away the dominant diffuse background is an indication that
the Ir{111} surface is covered by a 2D gas phase of 6P molecules. Figure 5.18(a)
shows the µLEED pattern obtained from the wide dark band next to the flakes.
A weak pattern of six diffuse spots can be seen. This is attributed to scattering from
the nearest neighbor cell in a plane similar to the 6P(100) plane. The size of the NN
cell is 5.0 Å by 5.0 Å with an angle β of 120◦ (solid line in Fig. 5.18(b)). Although
similar to the NN cell found at moderate temperatures, the angle between the cell
vectors is clearly dictated by the Ir{111} substrate. This is made possible by the
lower molecule–molecule interaction at this elevated temperature. The geometry of
the resulting unit cell (8.7 Å by 5.0 Å and β = 90◦, dashed line in Fig. 5.18(b)) devi-
ates from the 6P bulk (100) plane (8.091 Å by 5.568 Å and β = 90◦ [31]). The unit
cell vectors are compressed along the short and stretched along the long axis, indi-
cating a larger tilt angle of the molecules. Changes to the molecular tilt angle for the
first layer have been observed already earlier [3]. However, the benefit of this distor-

tion becomes evident when looking at the resulting matrix notation
[ 1.9 3.7

1.9 0

]
. As can

also be seen from the NN cell angle, the molecules are lined up with the underlying
Ir{111} surface atoms. However, a 6 × 6 superstructure will allow all molecules to
reach well coordinated positions by minimal deviations from the unit cell position.
The resulting quasiepitaxial coincidence type II relationship [66] has a matrix no-

tation of
[ 11 22

11 0

]
. In the non-metallic 6P on TiO2 system [1, 2, 86] a wetting layer

of flat lying molecules has been found, below the upright standing molecules [87].
However, we see no evidence for such a growth behavior in this system.

5.5 Summary

The growth of thin films of conjugated molecules is still a relatively young field.
Many of the established models and routines can be applied but not all of them fit
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precisely to the particular needs which arise from the higher dimensionality of the
building blocks. In-situ real time and real space observation of growth processes
allows the unambiguous identification of growth modes and the underlying physi-
cal principles. In addition, by combing a real space method with a local probe for
structural resolution, LEEM is an extremely powerful tool that is well suited for this
purpose.

µLEED allowed to unambiguously resolve the molecular ordering in the grown
para-Sexiphenyl thin films. Although 6P thin films—in particular on graphene—
are extremely fragile, this could be done from the submonolayer regime to higher
coverages using state-of-the-art spot profile analysis. The use of this method allowed
us to not only resolve the structure, but also to shed light on the details of the Layer-
by-Layer growth process it self.

We could prove that it is in principle possible to obtain the basic real space ori-
entation of the molecules directly from real space observations, without the use of
reciprocal space methods. By observing the shape, shape transition and movement
of (monolayer) islands, it is possible to deduct the molecular orientation in real
space on a per island base.

The growth modes in the 6P on graphene system can be selected by care-
fully adjusting diffusion parameters. At low temperatures the mobility of the ly-
ing molecules is small enough to prevent uphill diffusion. However, the metastable
crystal structure of the initial submonolayer islands allows them to adapt to local
strain fields by moving and adjusting their shape. As a consequence, single crys-
talline domains of several µm in size are formed. With increasing film thickness the
crystal structure gets denser and the lying molecules arrange in a herringbone motif.
This stable structure effectively hinders island diffusion. This can be understood by
considering that this structure is more bulk-like and individual molecules are more
strongly bound to the crystal. A repetition of this process ultimately leads to the de-
sired Layer-by-Layer growth. Increasing the mobility of the molecules allows them
to form 3D structures and the well known Stranski–Krastanov growth of 6P fibers
sets in at moderate deposition temperatures.

Growth of 6P on Ir{111} reveals an interesting defect driven nucleation process
at low temperatures. At low temperatures, defects on Ir{111} trigger nucleation and
formation of ramified islands formed by upright standing molecules. Increasing the
deposition temperature results in a sudden increase to a stable nucleus formed by
five molecules. We explain this by a geometrically driven minimization of the num-
ber of fully exposed π-systems. At even higher temperatures the high mobility sup-
presses any growth on the graphene but leads to a step-flow-like growth on Ir{111}.
This growth behavior starts at the edges of the large graphene flakes.

Similar as for the LbL growth at LT on graphene, forcing 6P to deviate from the
bulk crystal structure allows the growth of smooth layers. On graphene the open
metastable layer formed at the beginning of each layer formation cycle suppresses
nucleation in the next layer. For the high temperature growth on Ir{111}, an increase
of the angle between the b and c unit cell vectors allows the growth of a smooth layer
of upright standing 6P. The non-bulk structure of the first layer hinders nucleation
of the next layer.
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Although the controlled growth of uniform and smooth films of upright standing
molecules seems to be difficult due to the existence of a high Ehrlich–Schwoebel
barrier in many organic systems, this is not necessarily true for flat lying molecules.
However, by using in-situ real time and real space characterization techniques we
have been able to show that eventually smooth growth of upright standing films can
be achieved through the utilization of heterogeneous nucleation. In principle the use
of surfactants (carbon residues on the surface in the present case) could also help to
overcome the issues with upright standing molecules.
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Chapter 6
Tuning Organic Electronics via Photoreactive
Thin Organic Films

Matthias Edler, Thomas Griesser, Gregor Trimmel, and Wolfgang Kern

Abstract The present chapter deals with photoreactive thin films and describes pro-
cesses to tune both surface and material properties by means of UV-irradiation.
Selected applications of these materials as UV tunable interfaces in organic elec-
tronics are demonstrated. Two examples of photoreactive polymers together with
the underlying photochemistry are presented. Polymers bearing aryl ester groups or
N-arylamide units in their side-chain undergo the photo-Fries reaction under UV-
light which yields hydroxyketone and aminoketone units as photoproducts, respec-
tively. The reaction results in a change in surface polarity, which is accompanied
by a significant increase in refractive index (
n up to +0.10). Another example is
given with polymers bearing ortho-nitrobenzyl ester units in their side chain. UV-
irradiation causes the scission of the ester unit and the formation of polar carboxylic
acids. Employing these photosensitive polymers as interfacial layers between the
organic semiconductor and the gate dielectric, the characteristics of OTFTs such as
carrier mobility and threshold voltage can be varied over a wide range. Moreover,
the epitaxial growth of organic semiconductors (para-sexiphenyl and pentacene) on
these surfaces can be influenced by photochemical adjustment of surface polarity.
Proceeding from thin polymer layers to molecular layers, several examples for pho-
toreactive mono- and oligolayers on metals and oxidic surfaces are presented. These
layers, containing aryl ester units for example, were modified by UV illumination
and post-exposure derivatization. Lithographic patterns in molecular layers were
characterized with friction force microscopy.
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6.1 Introduction

Photochemical reactions in polymers and in thin molecular layers (or even self-
assembled monolayers (SAMs) are a convenient way to tune the materials prop-
erties over a wide range with the possibility to pattern the material. In principle,
photolithography will give a two-dimensional pattern of the surface and in some
cases the bulk material below. However, by using two-photon absorption tech-
niques even three dimensional modifications within a bulk polymer film are pos-
sible. In addition, standard photolithography is a well established technology used
in the semiconductor industry and micro systems technology and thus new pho-
tochemical reactions or methods can be easily implemented in today’s industrial
processes. The state-of-the-art processes already allow a lateral resolution below
100 nm using excimer laser and deep-UV-lithography. Using experimental methods
such as scanning near-field lithography, even a lateral resolution below 20 nm has
already been achieved using SAMs on gold surfaces in special material combina-
tions [1, 2].

The technological interest in the application of photoreactive materials in or-
ganic electronic devices has therefore seen a strong increase during the last decades
and is today an active area of science. Specifically, materials that operate at deep
UV-wavelengths and simultaneously offer the advantage of a well defined photo-
chemistry are of technological interest.

Depending on the application and technology, different types of photochem-
ical reaction are used for mono- and oligolayers of organic molecules and for
thin polymeric films. These include photochemical degradation, radiation induced
cross-linking and photochemically induced polymerization using the properties
of high energy radiation to create radicals, with or without an additional rad-
ical initiator. Alternatively, photoreactions with a defined reaction pathway can
be used, generating new defined chemical species. Examples are photochromic
spiropyrans, fulgides or azobenzenes for reversible transformations and ortho-
nitrobenzyl esters, benzyl thiocyanates, or aromatic esters for irreversible reac-
tions.

In this chapter we demonstrate the versatility of photoreactive thin layers using
polymeric films and 2D layers of bifunctional molecules bearing photoreactive ester
groups, capable of undergoing the photo-Fries reaction or a photocleavage reaction.
These layers can be applied as UV-patternable interfacial layers in organic devices
to improve the performance of the device characteristics. Furthermore, upon irradia-
tion with UV-light surface properties such as wettability, conductivity, adhesion and
optical parameters can be modified. A schematic overview of the discussed possi-
bilities in thin polymeric films is shown in Fig. 6.1.

Starting from a homogeneous photoreactive polymer film, illumination with UV
or visible light changes the molecular structure of the photoreactive groups and thus
the properties of the material (i). The most interesting properties include the refrac-
tive index, surface polarity and chemical reactivity, as well as conductivity. Changes
in the refractive index are of substantial interest in optical data storage, waveguides
and optical gratings (see Sect. 6.3.1). In addition, a change usually occurring in
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Fig. 6.1 Field of application for photoreactive organic thin films

the solubility of these polymers renders the application as photoresist materials (ii).
In the case of a suitable photoreactive conductive polymer, such materials can be
directly used for patterned organic devices, i.e. for organic light-emitting devices
(OLEDs) (iii, see Sect. 6.5.2). Applying photolithographic techniques a patterned
modulation of materials properties can be achieved. In the current examples pre-
sented the reactivity of the surface is always enhanced and therefore activated, e.g.
for the immobilization of functional molecules, including dyes, nanoparticles and
biomolecules (iv).

The change in surface polarity can be used to influence the growth of small or-
ganic molecules (e.g. para-sexiphenyl (PSP), pentacene) by vapor deposition (PVD)
[3, 4]. Differences in the wetting behavior of these molecules induce changes of the
growth conditions leading to differences in the crystal morphology and/or crystal
size (v). Based on the influence of the crystal structure and morphology on the elec-
trical and optical bulk parameters, a tuning of organic light-emitting diodes (OLED)
or organic thin-film transistors (OTFTs) (vi) is possible.

Potential applications are the use of such layers as dielectric layer or additional
interfacial layers in OTFTs. In this case, the performance of the OTFT is strongly
dependent on the doping situation at the interface between the gate oxide and the
organic semiconductor [5]. A modification of the electronic properties at this inter-
face therefore has an enormous influence on the transistor characteristics. However,
to exclude other effects stemming from different growing behavior (vide supra), it
may be necessary to illuminate the assembled device (vii, Sect. 6.5.1)

The main part of this chapter deals with the application of thin photoreactive
polymer layers. A further step comprises the transfer of the concept of photo pat-
terning from polymer surfaces to very thin layers of bifunctional molecules, or bet-
ter still self-assembled monolayers (SAMs). Self-assembled monolayers (SAMs)
are highly ordered and oriented monomolecular layers of bifunctional organic
molecules that assemble spontaneously on suitable solid surfaces. These ultra-thin
layers consisting of bifunctional molecules should allow a better resolution down
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to the nanometer regime, as diffuse scattering within the polymer layer can be ne-
glected. In the final section, we will show first results on photoreactive SAMs with
aromatic esters capable of undergoing the photo-Fries reaction.

6.2 Examples of Photoreactions

Among the variety of photoreactions which are known to proceed in organic poly-
mers and/or self-assembled monolayers, we focus on two photoreactions which have
been the centre of our interest over the last five years. Firstly the photoreaction of
aromatic esters, the photo-Fries rearrangement is presented, followed by the photo-
cleavage of ortho-nitrobenzyl esters. Both of these reactions have a high change in
surface polarity as well as the chemical reactivity being induced by the photoreac-
tion.

6.2.1 Photo-Fries Rearrangement of Aromatic Esters and Amides

The chemical Fries reaction was discovered by Fries and Fink in 1908 [6]. In the
presence of aluminium chloride as Lewis acid a rearrangement of aromatic es-
ter groups occurs and consequently ortho- and para-hydroxyketones are formed.
The light induced Fries reaction was first mentioned in the 1960s. Anderson and
Reese [7] discovered that upon irradiation with UV-light aryl esters can be trans-
formed into hydroxyketones. Unlike the chemical Fries reaction a radical mecha-
nism [8] is the base of the photo-Fries rearrangement (cf. Fig. 6.2). In addition to
aromatic esters, aromatic amides also show this photoisomerization reaction leading
to ortho- and para- aminoketones as photoproducts.

The accepted mechanism for the photo-Fries reaction of phenyl esters, introduced
by Lochbrunner et al. [9], is shown in Fig. 6.2. The photolysis reaction mainly pro-
ceeds from an excited singlet (S1) state (π–π∗ transition). Via crossing with the
π–σ ∗ state, the C–O bond in the ester group is elongated. Consequently, the C–O
bond cleaves and free radicals are formed. In the solvent cage the photogenerated
radicals can recombine to the starting compound or ortho- and/or para-isomers of
cyclohexadienone are generated as “cage product” via an acyl shift. Tautomerism
then gives hydroxyketones. The “escape product” of the geminate radical pair is
mainly phenol, which is formed by H abstraction from the solvent.

Compared to the photoreaction of low-molecular weight esters, the yield of pho-
toproduct in polymeric layers is significantly lower. This is caused by the higher
absorption behavior of the generated hydroxyketones, forming a blocking layer for
the UV light. Consequently, this kind of filter effect inhibits a further photoconver-
sion of ester groups and degradation of the product.

The formation of the ortho product is favored in highly viscous solvents or solid
matrices. The reaction mechanism shows that the limited mobility of the acyl radi-
cals hinders high yields of the para product in contrast to the preferred attachment
on the ortho position. In addition phenol as side product is formed [8].
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Fig. 6.2 Reaction scheme of the photo-Fries rearrangement

6.2.2 Photoreaction of ortho-Nitrobenzyl Ester

The o-nitrobenzyl group is well known to provide a photocleavable protection for
hydroxyl compounds, such as alcohols and carboxylic acids [10]. In 1901 Ciamician
and Silber discovered that upon irradiation with UV-light 2-nitrobenzylaldehyde un-
dergoes an intramolecular conversion to nitrosobenzoic acid [11]. In 1966, Barltrop
et al. [12] introduced o-nitrobenzyl moieties as photolabile protecting groups, which
can be cleaved upon UV-irradiation and consequently release the functional group.
The deprotection of the ester groups and formation of the carboxylic acid is a photo
acid generating (PAG) process. Therefore, nitrobenzyl ester groups are formed as
PAG groups.

An accepted mechanism for the photochemical deprotection is based on Norrish-
type II reactions [13]. Upon irradiation with UV-light an n–π transition occurs. The
excited singlet state is transferred into a triplet state and the nitro group abstracts
a proton from the methylene carbon in the γ -H position. An acinitro intermediate
is formed and resonance stabilized by a five-membered ring intermediate which
rapidly decomposes to an aldehyde and a carboxylic acid [14]. The reaction of these
photolabile compounds is shown in Fig. 6.3.

6.3 Tuning of Material Parameters

Photolithographic patterning of polymers selectively induces changes of material
properties in the irradiated area and is useful in a variety of applications: e.g. a
difference in solubility for photoresists, refractive index modulation for optical data
storage, waveguides, gratings or distributed feedback lasers, the chemical reactivity
for site-selective immobilization and electroless plating of metals. In the following,
examples of photoinduced changes of the properties and post-modification reactions
as well as applications are shown for polymers investigated during the last years in
our group [15–21].
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Fig. 6.3 Reaction scheme of the ortho-nitrobenzyl ester cleavage upon irradiation with UV-light

6.3.1 Refractive Index Changes Induced by the Photo-Fries
Rearrangement and Related Photoreactions

Polymeric materials with tunable refractive index are of interest for applications re-
lated to optical communication (e.g. polymeric waveguides, optical switches) [22]
and data storage devices [23]. Besides well established data storage devices (e.g.
CD, DVD, and blue-ray discs) holographic and two-photon recording processes of-
fer incomparably high storage densities [24].

A large number of photoreactive polymers with tuneable refractive index have
therefore been developed and introduced over the last few years. A commonly used
technology is based on the photobleaching process of dye-doped polymers which
results in required refractive index changes 
n for optical devices in the order
of 10−3. Photochromic dyes which bleach upon UV-irradiation are dispersed in ther-
moplastic polymeric matrices, e.g. polymethylmethacrylate (PMMA), polystyrene
and polyethylene [25]. Alternatively, photoinduced refractive index modification
can also be achieved with photosensitive polymers, in which the dye units are cova-
lently attached to the polymer backbone. These polymers have the advantage that a
high chromophore concentration can be incorporated into the polymer system with-
out crystallization, phase separation, or the formation of concentration gradients. In
addition, these systems are expected to be more stable over time than the dye-doped
systems due to the covalent immobilization of the chromophores [26]. Besides these
photochromic materials, other approaches are based on photopolymerisable acrylate
resins and polymers with photoreactive side groups, e.g. cinnamate units which un-
dergo a [2 + 2] cyclodimerization [27].

Recently, we have shown that the photo-Fries reaction of phenyl esters and
N-arylamides in polymeric materials induces very high refractive index changes
compared to other polymer-based systems. The observed large increase in refrac-
tive index stems from the difference in the chemical structure of the phenyl ester
(before illumination) and the hydroxyketone (after illumination). Furthermore, the
change in refractive index is proportional to the conversion of the starting com-
pound, which allows a selective adjustment of the refractive index by the irradiation
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Fig. 6.4 Overview of various photoreactive polymers applied for refractive index modulation

dose. Figure 6.4 provides examples of photoreactive polymers exhibiting high re-
fractive index changes. The polymers have been either prepared using ring opening
metathesis polymerization or radical polymerization, with, the polymer backbone
consisting of a polynorbornene main chain or a polyvinyl chain. This has, how-
ever, only a minor effect on the photochemistry, whereas the photoreactions used
are based on functional groups. Hence, the conversion efficiency, the wavelength
of illumination and the photochemistry itself can be influenced. The basic motif
for polymers that undergo the photo-Fries rearrangement is shown in poly-1 and
poly-2. Both polymers are easily accessible and possess a suitable aryl ester unit
which can be excited with UV-light up to 270 nm. Using instead the naphthyl es-
ter, the photo-Fries reaction can be induced with UV-light up to 320 nm (poly-3).
However, in these polymers, the yield of the photo-Fries reaction is rather low. By
using fully aromatic esters, as realized in the structures poly-7, poly-9 and poly-
10, the yield of the ortho- and para-hydroxyketone can be increased. Furthermore,
photoreactive aryl amides (poly-4 and poly-5) are an alternative for materials with
high refractive index changes, but with a difference in the reaction products (hy-
droxyl groups versus amino groups). Instead of a photo-Fries reaction, the formic
acid amide (poly-6) shows a photodecarbonylation with almost 100 % yield (extru-
sion of C≡O).

The main features of the photo-Fries reaction are exemplarily illustrated using
poly(endo,exo-diphenyl bicyclo[2.2.1]hept-5-ene-2,3-dicarboxylic acid, diphenyl
ester) [20] (poly-1) in Fig. 6.5. To avoid photooxidative side reactions, illumination
with UV-light of 254 nm was carried out under inert atmosphere. The change of the
chemical structure in poly-1 causes a significant change in the UV-Vis spectrum. As
depicted in Fig. 6.5, the phenyl groups absorb UV-light at a wavelength λ ∼ 280
nm (π–π∗ transitions). The ester shows characteristic absorption near λ ∼ 190 nm
(C=O group, π–π∗ transitions) and 270 nm (n–π∗ transitions). Illumination with
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Fig. 6.5 FT-IR spectra (a), Cauchy Fit of the dispersion of the refractive index (b), progress in
photo-Fries rearrangement (c) and UV VIS spectra (d) of a film of poly-1 before (solid line, black)
and after (dotted line, blue) illumination with UV-light of 254 nm (energy density E = 0.5 J cm−2)

monochromatic UV-light (254 nm, energy density E = 0.5 J cm−2) causes the for-
mation of two new absorbance maxima at λ ∼ 260 nm and λ ∼ 330 nm, which
reveal the generation of aromatic hydroxyketone units [20]. The FT-IR spectra dis-
play the depletion of the ester peaks at 1745 cm−1 (C=O stretch) and 1197 cm−1

(asym. C–O–C stretch) accompanied by the formation of bands at 3400 cm−1 for
the O–H stretching of the hydroxyl group and 1632 cm−1 which can be attributed
to the formation of an ortho-hydroxyketone. Furthermore, a weak signal emerges
at 1670 cm−1. This signal describes the formation of para-hydroxyketone groups.
In addition, the evaluation of the FT-IR spectra provided an estimate of the yield of
the photo-Fries products. A comparison of the intensity of the ester carbonyl peak
(1763 cm−1) in non-irradiated poly-1 and the ortho-hydroxyketone carbonyl peak
(1641 cm−1) showed that the yield of ketone in poly-1 is approximately 25 % af-
ter 10 min of irradiation (E = 0.5 J cm−2), while approximately 45 % of the ester
units remain unchanged. Ellipsometric measurements were performed for the deter-
mination of refractive index modulation. For poly-1 a significant change of up to

n = 0.05 was obtained.

The observed difference in refractive index is directly proportional to the yield of
photoproduct and can significantly be attributed to the progress of photoreactions.
Figure 6.5 shows the optimal illumination time and thus the refractive index modu-
lation can be exactly tuned. In Table 6.1 the refractive index changes which can be
obtained for the polymers presented in Fig. 6.4 are summarized.

All the investigated polymers show high refractive index changes in the range
of 
n = +0.01 (for poly-5 and poly-9) up to an astonishing value of 
n = +0.10
in poly-4. Usually, the refractive index variations in the range from 0.003 to 0.03
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Table 6.1 Refractive index changes (
n) and photoconversion upon UV-irradiation in polymers
bearing aryl ester and amide units

Polymer Change in
refractive index
(
n(x))

Formation of
hydroxyketone
[%]

Literature

Poly(endo,exo-diphenyl
bicyclo[2.2.1]hept-5-ene-2,3-
dicarboxylate)

poly-1 +0.049(450) 24 [20]

Poly(endo,exo-phenyl
bicyclo[2.2.1]hept-5-ene-2-carboxylate)

poly-2 +0.042(450) 21 [20]

Poly(endo,exo-dinaphthyl
bicyclo[2.2.1]hept-5-ene-2,3-
dicarboxylate)

poly-3 +0.048(589) 27 [17]

Poly(endo,exo-N,N′-diphenyl
bicyclo[2.2.1]hept-5-ene-2,3-
dicarboxamide)

poly-4 +0.100(450) n.d. [21]

Poly(1-(2-vinyl-9H-carbazol-9-
yl)ethanone)

poly-5 +0.010(650) n.d. [15]

Poly(2-vinyl-9H-carbazole-9-
carbaldehyde)

poly-6 +0.038(650) n.d. [15]

Poly(endo,exo-di(benzyl-4-oxycarbonyl-
naphthalen-1-yl)
bicyclo-[2.2.1]-hept-5-ene-2,3-
dicarboxylate)

poly-7 +0.043(370) 37 [18]

Poly(endo,exo-diphenyl
bicyclo[2.2.1]hept-5-ene-2,3-
dicarboxylate-co-
endo,exo-di(1-naphthyl)
bicyclo[2.2.1]hept-5-ene-2,3-
dicarboxylate)]

poly-8 +0.036(589) n.d. [17]

Poly(4-vinylphenyl 1-naphthoate) poly-9 +0.010(600) 45 [16]

Poly(4-vinylphenyl benzoate) poly-10 +0.036(600) 45 [16]

n.d.: Formation of photoproduct not determined

n(x): refractive index change determined at defined wavelength

are already considered to be high and a refractive index change of approx. 0.005 is
enough for many optical applications e.g. waveguiding [28].

The change of the refractive index is based on the difference in the chemical
structure before and after illumination. Comparing polymers poly-1, poly-2 and
poly-3, all of them convert an aliphatic carboxylic acid aryl ester into a hydroxy-
arylketone. In all cases a similar and relatively high refractive index change (
n

between 0.042 and 0.049) could be observed, despite the conversion to the hydroxy-
ketone is in all cases being rather low. Furthermore, a slight contribution to the
increase in refractive index can stem from photo-crosslinking, observed as a side
reaction in these polymers and is expected due to a slight reduction in volume [29].
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Fig. 6.6 Photodecarbonylation of poly-6 and photo-Fries rearrangement of poly-5 [15]; pattern in
poly-5

Changing from phenyl esters in poly-1 and poly-2 to naphthyl ester units in poly-
3 allows the use of wavelengths above 300 nm for the photoreactions with similar
results for the refractive index change.

In this context, copolymers bearing both chromophores phenyl and naphthyl es-
ters are interesting materials as realized with poly-8. A selective excitation of the
naphthyl ester is achieved with UV-light > 300 nm whilst both phenyl and naphthyl
ester units are converted by using UV-light < 270 nm. This allows a finer tuning of
the refractive index and a double writing methodology.

The conversion of the ester units in the fully aromatic ester systems—in poly-9
bearing naphthyl ester groups and in poly-10 bearing phenyl ester is comparably
high for polymeric materials resulting in up to 45 % hydroxyketone formation (see
Table 6.1). However, the refractive index change for poly-9 is relatively low (
n =
0.011), while poly-10 yielded in 
n = 0.036 compared to the aliphatic carboxyl
acid aryl esters (poly-1, poly-2 and poly-3).

The highest refractive index changes—
n = +0.10 at 450 nm—obtained in
polymers have been realized in poly-4, the arylamide-based system.

Poly-5 and poly-6 are a special class of materials based on carbazol poly-
mers [15]. The photochemical reaction in poly-5 is a partial photo-Fries reaction
analogous to the reaction in aryl amides (poly-4). Photodecarbonylations occur to a
lesser extent than common side reactions of the photo-Fries reaction (escape prod-
uct). A refractive index modulation of 
n = 0.01 was obtained in poly-5. However,
the higher refractive index change in poly-6 (
n = 0.03) is based on the quantita-
tive photodecarbonylation to poly(2-vinyl-9H-carbazole). This can be attributed to
the low-stability of the formyl radical which is formed upon UV exposure. More-
over, this photoisomerization reaction can be achieved by two-photon excitation as
shown in the optical phase contrast image in Fig. 6.6. Well separated lines have been
realized.

6.3.2 Tuning the Chemical Reactivity

In addition to the change of the refractive index UV-irradiation achieves a significant
change in chemical reactivity. The enhancement is caused by the formation of aro-
matic o-and p- hydroxyketones. Via combination of photolithographic techniques
and selective immobilization, patterned functionalized surfaces can be obtained.
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Fig. 6.7 Subsequent post-exposure reactions with dansyl chloride (i), acetyl chloride (ii) and
2,4-dinitrophenylhydrazine hydrochloride (iii) [19]

Fig. 6.8 Derivatization reactions of poly-10 and post-modification of patterned polymeric layer
with Ru(bpy)2(phen-5-NCS)(PF6)2 (red) [16]. Reproduced with permission from The Royal So-
ciety of Chemistry

Using poly-1 as an example several possibilities of post-modification reactions are
shown in Fig. 6.7.

The hydroxyl groups can react with acid chlorides to give the corresponding
ester. For the immobilization of fluorescent dyes, the illuminated films were im-
mersed in a solution of dansyl chloride (i) and both flood and patterned function-
alization of the thin polymer film were realized. Another approach for the im-
mobilization of molecules on the irradiated areas of the poly-1 surface is the re-
action of hydroxyl groups with acetyl chloride and the presence of CH2Cl2 (ii).
The latter reagent is additionally added to cause a swelling of the polymer film,
enabling a derivatization throughout the whole layer. Another functionalization is
based on the reaction of the ortho-, para-photoproduct with hydrazine derivatives
such as 2,4-dinitrophenylhydrazine hydrochloride resulting in the corresponding
hydrazones (iii). A selective change in color indicated the effective post-exposure
reaction of the layer of poly-1 [19].

A further functionalization using poly-10 [16] is shown in Fig. 6.8. The post-
modification reaction was performed in a solution of Ru(bpy)2(phen-5-NCS)(PF6)2
in acetonitrile. The photogenerated hydroxyl groups react readily with the isothio-
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Fig. 6.9 UV illumination of a film of poly-1 through a mask and subsequent, growth of PSP
performed by hot wall epitaxy [4]

cyanate groups of the red fluorescent dye. Confocal fluorescence microscopy indi-
cates that the immobilization of the fluorescence dyes proceeds through the whole
polymeric layer, as depicted in Fig. 6.8. The immobilized dye was excited with UV-
light of 488 nm wavelength.

6.4 Influence on Epitaxial Growth of Small Molecules

Electroluminescence and charge carrier mobility, crucial electrical and optical char-
acteristics of organic semiconducting layers largely depend on crystal structure,
crystallite size and morphology. This can be strongly influenced by the interaction
of the molecules with the substrate and the surface energy of the substrate plays a
major role.

Again, using the photochemistry of poly-1, the growth of para-sexiphenyl (PSP,
C36H26) on the pristine polymer substrates has been compared to the growth on an
illuminated polymer surface at different temperatures. PSP is an interesting semi-
conductor for electroactive layer in OLED displays. The photoluminescence of PSP
is thereby dependent on the morphology and crystal structure [30]. The concept is
depicted in Fig. 6.9. The change in surface polarity induced by the photo-Fries re-
action is expected to influence the growth morphology of PSP. Hot wall epitaxy as
deposition method was chosen, because it enables organic molecules to adjust in
the most suitable arrangement before fitting in the crystal lattice [31]. Prior to each
growth experiment, one half of the substrate was illuminated (the other half cov-
ered) allowing the comparison of the growth conditions on the different surfaces,
keeping all other parameters constant.

The change in surface energy was first studied by contact angle measure-
ments. Due to the illumination of the poly-1 the surface tension decreases from
43.4 mJ m−2 to 40.6 mJ m−2. However, this slight difference already has an enor-
mous influence on the obtained crystal morphology. In Fig. 6.10, the AFM images of
samples prepared at two different temperatures and with different deposition times
prove in all cases a significant difference in the crystal size and shape of PSP. In
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Fig. 6.10 AFM images of PSP deposited via different substrate temperatures and deposition times
on variably illuminated poly-1 (PPNB). Reprinted from [4], Copyright (2009), with permission
from Elsevier

the non-illuminated region the film seems to be more homogeneous. Increasing the
deposition time, a lateral expansion of single islands can be observed. This behavior
is based on the change in surface polarity via UV-irradiation. An additional increase
in temperature coincides with the increase in structure size. A change in polarity of
amorphous polymer films of poly-1 significantly influences the growth of PSP film
deposited by hot wall epitaxy. Treating substrates by UV as a prestructuring process
therefore enables new perspectives for the fabrication of devices.

6.5 Applications of Photoreactive Polymer Layers in Organic
Electronics

6.5.1 Tuning the Characteristics of Organic Thin-Film Transistors
(OTFTs)

Since the first publication of organic field effect transistors (OFETs) in 1986 [32] the
research area of organic field effect transistors has grown steadily. The advantages
of low cost fabrication and large area coverage represent an interesting alternative
to conventional inorganic semiconductors based on silicon technology. The field of
potential application is manifold and OFETs are used as electrical switches, low
cost sensors [33] and memory cards [34]. Organic thin-film transistors (OTFTs), a
special kind of OFETs, are three terminal devices. In Fig. 6.11 the schematic view of
a top contact OTFT is presented. The three electrodes are referred to as gate, source
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Fig. 6.11 Set up of a standard OTFT and set up of an OTFT with additional photoreactive layer

and drain electrode. Additionally, as gate dielectric (insulator) thermally grown
SiOx on a highly doped silicon wafer (gate electrode) is applied. The organic semi-
conductor layer normally consists of highly conjugated small molecules or polymers
such as pentacene [35], rubrene, poly(9,9-dioctylfluorene-co-bithiophene) [36], and
poly(3-hexylthiophene) (P3HT) [37].

Recent studies have shown that the performance of organic thin-film transistors
(OTFTs) is to a large extent governed by the properties of the interface between the
organic semiconductor and the gate dielectric [38]. One commonly applied scheme
for tuning those interface characteristics is the use of organo-silane-based thin lay-
ers and self-assembled monolayers (SAMs) [39, 40], covalently linked to the gate
dielectric. A photoreactive interfacial layer is inserted between the gate dielectric
and the organic semiconductor in the OTFT set up. In the following we show two
approaches on how to control two of the most crucial device parameters—the charge
carrier mobility (μ) and the threshold voltage (VTh). The main goal for most appli-
cations is the maximization of mobility [41], whereas the reproducible tuning of the
threshold voltage (VTh) over a broad range is desired, e.g. for inverter applications
in integrated circuits.

Photochemical Control of the Carrier Mobility in Pentacene-Based Organic
Thin-Film Transistors

In this study we use a thin layer of the photoreactive polymer poly(endo,exo-di(2-
nitrobenzyl)bicyclo[2.2.1]hept-5-ene-2,3-dicarboxylate) (poly-11) [42]. The forma-
tion of carboxylic acid groups upon illumination as shown in Fig. 6.12 has the same
effect as shown for the photo-Fries reaction. Due to the polar and protic acid groups
the surface polarity increases dependent on the illumination time. To influence the
growth of pentacene, a thin layer of poly-11 is spin cast on top of the SiO2 gate
dielectric. The chemical composition of the poly-11 surface can be tuned upon irra-
diation with UV-light, see Fig. 6.12.

The photoreaction was investigated by FTIR spectroscopy. The signal of the ester
group at 1744 cm−1 and the nitro peaks at 1526 cm−1 and 1343 cm−1 decreased
significantly after 1200 s of illumination, whereas a new signal at 1706 cm−1—
attributed to the photogenerated carboxylic acid group—emerges. The photoconver-
sion of the photoreactive layer leads to a change of surface energy from 47.4 mJ/m2
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Fig. 6.12 FT-IR spectrum of
poly-11 prior to (blue) and
after illumination (red)

Fig. 6.13 AFM images of
the pentacene surface on
poly-11 after different
illumination times. Reprinted
with permission from [42]
Copyright (2010), American
Institute of Physics

to 42.0 mJ/m2 and a similar trend is observed in the case of poly-1 [3]. Figure 6.13
shows AFM images of the grown pentacence crystals depending on the illumina-
tion time of the substrate (0 s, 10 s, 300 s, 1200 s). Pentacene growth on unexposed
poly-11 causes high nucleation density with average grain sizes of 0.2 μm while
after 1200 s of illumination dendritic growth occurs. Furthermore, a linear relation-
ship between the mobility and the grain size is observed, shown in Fig. 6.14. This
results in an increase in the charge carrier mobility in the OTFT by approximately
one order of magnitude (from 0.06 to 0.7 cm2/V s) and is in accordance with litera-
ture reports on the linear relationship of the carrier mobility with grain size [43, 44].
Therefore, influencing the morphology and the grain size, allows the control of the
effective field effect mobility in OTFTs.
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Fig. 6.14 Top left: Average
grain size as a function of
illumination time. Bottom
left: OTFT mobility as a
function of illumination time.
Right: OTFT mobility as a
function of grain size. The
large squares denote the
average values for 0, 10, 60,
300, and 1200 s UV exposure
times. Reprinted with
permission from [42]
Copyright (2010), American
Institute of Physics

Tuning the Threshold Voltage in Organic Thin-Film Transistors by Local
Channel Doping Using Photoreactive Interfacial Layers

Over the years, a wide range of methods has been applied to tune threshold voltages,
including the application of oxygen plasma [45] and UV ozone treatments [46] to
generate charged surface states at the dielectric semiconductor interface of an or-
ganic gate dielectric (parylene). VTh is also shifted to more positive values by in-
serting a polarizable layer into the dielectric [47]. However, drawbacks including
mechanisms and the operation with high “programming” voltages to tune VTh are
poorly understood. By insertion of self-assembled monolayers [35] or chemically
reactive thin layers [48] local channel doping and dedoping processes using acid
groups and bases are realized. A local patterning, important for the realization of in-
tegrated electronic circuits, is, however, not obtainable. With the insertion of a thin
poly-11 layer, acid groups are generated upon UV-irradiation and photochemical
patterning is easily accomplished. In addition, the threshold voltage can be exactly
controlled. The subsequent deprotonation of the acidic groups in the device due
to the reaction with the organic semiconductor results in the formation of a space-
charge region at the interface. A shift of VTh is explained by the compensation of the
formed conjugated bases by mobile holes. This has been shown by drift diffusion-
based modelling [49].

Figure 6.15 shows that the threshold voltage is tuned by short time illumination.
The shape of the curves is similar and during this short illumination the slopes and
furthermore the mobility remains constant. Simultaneously, with an increased chan-
nel doping the drain current in the output characteristics rises and the hysteresis
remains small (
V G = 2 V at ID = 0.10 mA).

Photolithographic patterns and interfacial doping processes enable the local con-
trol of VTh and thus, the possibility to define if a transistor works in depletion or
enhancement mode. Due to the application of photoreactive layers in a set up, inte-
grated circuits such as depletion-load inverters are easily fabricated. The set up of
a depletion-load inverter consists of an enhancement mode driven transistor and a
depletion mode load transistor using only p-type OTFTs. The load transistor works
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Fig. 6.15 Transfer characteristics at VD = −20 V of one series of pentacene/poly-11 OTFTs and
output characteristics for a representative series of poly-11 OTFTs varying illumination times. The
arrow indicates an increase of illumination time [5]. Copyright Wiley-VCH Verlag GmbH & Co.
KGaA. Reproduced with permission

Fig. 6.16 Inverter
characteristics with short time
illuminated load-TFTs (for

and seconds);
the trend for increasing
illumination times is shown
by the arrow; bottom: the
corresponding gains of the
inverters; inset: wiring
diagram of a depletion-load
inverter [5]. Copyright
Wiley-VCH Verlag GmbH &
Co. KGaA. Reproduced with
permission

in depletion mode and has a positive threshold voltage. The transistor is turned “on”
due to the fact that it is already switched on at zero gate base bias. The switch TFT
working in enhancement mode is normally an off transistor with a negative VTh.

Both the switch and the load transistor in the inverter are equipped with a pho-
toreactive layer. While the switch transistor remains non-illuminated, the load tran-
sistor was illuminated in 1 s steps. By increasing illumination time the load transistor
shifts and the inverter characteristic improves significantly. After a 3 s illumination
time a maximum gain of 40, based on the optimum value of VTh for the load tran-
sistor with respect to the switch transistor (see Fig. 6.16).

With the application of photoreactive layers in OTFTs we demonstrated that de-
vice characteristics such as mobility and threshold voltage can be easily tuned and
adjusted. Furthermore, the fabrication method presented offers the possibility for
the production of monolithical circuits by UV-lithography.
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Fig. 6.17 Photoluminescence spectra (a) and FT-IR spectra (b) of poly-12 before (solid line) and
after illumination with 254 nm (irradiation dose (1.35 J/cm2) for 120 min (dashed line) [53]

6.5.2 Application of Photoreactive Polymeric Layers in OLEDs

Organic light-emitting diodes (OLEDs) represent a widely used application method
in today’s display technology. In general, the basic OLED set up consists of a film
of fluorescent organic material, embedded between two electrodes: a transparent
conducting anode and a metallic cathode [50, 51].

As soon as an appropriate bias is applied to the device, holes are injected from
the anode and electrons from the cathode. The occurring recombination between
holes and electrons results in electroluminescence. With the application of a pho-
toreactive organic layer, patterned OLEDs with structured fluorescent surfaces can
be obtained. As an example poly-(endo,exo-bis(4-(4-(diphenylamino)benzoyloxy)
benzyl)-bicyclo[2.2.1]hept-5-ene-2,3-dicarboxylate) (poly-12) combines two main
aspects: the photochemistry of aryl esters, and the fluorescence properties of deriva-
tives of 4-(diphenylamino)benzoic acid.

4-(Diphenylamino)benzoic acid derivative consists of a diphenylamino group as
a donor component and the ester group as acceptor and thus the polymer exhibits
blue photo- and electroluminescence [52]. The photosensitivity of the aryl esters
modifies the chemical composition of the functional side groups (chromophores)
and therefore the emission characteristics of the polymeric layer. When the poly-
meric layer of poly-12 [53] is irradiated with UV-light in the wavelength range over
300 nm no photoreaction can be detected. However, by irradiation with deep UV
(254 nm) the occurrence of the blue fluorescence bleaches slowly and finally van-
ishes (Fig. 6.17).

The results of the FTIR spectroscopy indicate that the reduction of the ester bands
at 1730 cm−1, 1263 cm−1, and 1170 cm−1 by approx. 50 % show that a signifi-
cant fraction of the ester units is transformed during the irradiation. However, no
new peak, attributable to the formation of hydroxyketones, is detectable. Instead of
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Fig. 6.18 Set up of the patterned organic light-emitting diode (OLED) applied [53]

the expected photo-Fries rearrangement, a decarboxylation reaction occurs as com-
peting reaction in the photochemistry of aromatic esters [54]. The loss of carbon
dioxide leads to a destruction of the push-pull chromophore and thus blue fluores-
cence disappears. Consequently, the polymer is qualified for the development of
photolithographically patterned fluorescent films.

For the realization of a patterned OLED we investigated the efficiency of our ma-
terial as light emitter. A simple OLED set up (see Fig. 6.18) was fabricated based on
an indium-tin oxide (ITO) coated glass substrate. On the transparent ITO electrode
a stack of poly(3,4-ethylene-dioxythiophene)-poly(styrene-4-sulfonate) (PEDOT–
PSS) acts as electron injection layer, covered by poly-12 as emissive material. On
top of the OLED aluminium as electrode material was deposited. The OLED with
poly-12 as active layer was photostructured by means of UV-irradiation at a wave-
length of 254 nm. When operated at 18 V bias, the blue electroluminescence of the
patterned device was observed.

6.6 Photoreactive Self-assembled Monolayers

The functionalization of inorganic surfaces by self-assembled monolayers (SAMs)
is a widely applied and important technique for the fabrication of nanostruc-
tured and hierarchically organized materials. With the transfer of photoreactive
groups from polymeric media to very thin layers of bifunctional molecules, form-
ing self-assembled monolayers (SAMs), high optical resolutions for photo structur-
ing should be obtained. By utilization of a scanning near-field optical microscope
(SNOM) a resolution of 9 nm [55] has been obtained in self-assembled organic
thiol monolayers on microcrystalline gold surfaces. The surface properties can be
tailored via the head group over a wide range from apolar to polar, or from acidic to
basic groups and from non-reactive to reactive groups [56]. In this context, SAMs
with photoreactive headgroups offer the advantage that the surface properties can
easily be changed by photolithography with the above mentioned excellent lateral
resolution.
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Fig. 6.19 Overview of the
bifunctional molecules
undergoing the photo-Fries
reaction upon illumination
with UV-light

We have therefore combined two of the most common anchor-group substrate
combinations: thiols on gold and trichlorosilanes on SiOx surfaces, both with pho-
toreactive aryl ester groups. Four bifunctional molecules (as depicted in Fig. 6.19)
have been investigated. The surface modification and patterning is exemplarily
shown for the thiol-Au surfaces using SAM-1 and SAM-2. Similar reactions are
performed on silicon/SiOx surfaces using SAM-3 and SAM-4 [57].

The phenyl ester groups photoisomerize and hydroxyketones are formed upon
irradiation with UV-light (λ = 254 nm). The formation of polar hydroxyl groups
additionally leads to a change in the surface tension of the SAMs. In a next step the
photogenerated hydroxyl groups which are more reactive than the corresponding es-
ter can react with several compounds. For SAM-1 the post-modification with perflu-
orobutyryl chloride is presented, while the illuminated SAM-2 molecules are deriva-
tized with adipoyl chloride and ethylenediamine in a subsequent post-modification
step. This post-exposure modification led to a significant change in wetting behavior
and surface energy.

In Fig. 6.20 the reaction scheme of the bifunctional molecule SAM-1 with perflu-
orobutyryl chloride is presented. For this modification reaction, one half of the sub-
strate was exposed to UV-light while the other half was covered with a chromium
mask. The whole substrate was then exposed to the modification reagent.

An increase in contact angles both for water (from 88◦ to 91◦) and for CH2I2
(from 23◦ to 32◦) can be determined during formation of SAM-1, indicating a re-
duced overall surface tension caused by the chemisorption of the molecules. After
the irradiation the contact angle of water decreases to 78◦ whereas the contact angle
of CH2I2 only slightly increases to 35◦. The surface tension is slightly enhanced,
accompanied by higher polarity, caused by the polar hydroxyl groups formed by
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Fig. 6.20 Irradiation of SAM-1 and post exposure reaction of the formed hydroxyketone with
perfluorobutyryl chloride

Fig. 6.21 XPS analysis of
the self-assembled monolayer
(SAM) of the not illuminated
thiol layer (solid line) and
after illumination and
postmodification reaction
with perfluorobutyryl
chloride (dashed line)

the photoreaction. After treatment with perfluorobutyryl chloride, both contact an-
gles rise to values of 94◦ and 52◦, respectively (Table 6.2). These characteristics
are based on the hydrophobic and oleophobic properties of fluorocarbons. Investi-
gations performed with XPS-spectroscopy indicate the SAM formation as the cor-
responding carbon, sulfur and oxygen signals were found. The XPS spectra hardly
change due to the photo-Fries reaction, as no change of the chemical composition
occurs. However, after the post-modification reaction with perfluorobutyryl chlo-
ride, only the illuminated part of the sample shows an intense signal in the F1s re-
gion (Fig. 6.21). This clearly indicates that selective surface chemistry is occurring
and lithographic patterning are possible.
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Table 6.2 Contact angle (θ ) and surface tension (γ ); γ D: disperse part, γ P: polar part;
Surface polarity = 100 (γ P/γ )) of SAM layer prior to and after illumination and after post-
modification respectively

Substrate θ H2O
[◦]

θ CH2I2
[◦]

γ

[mJ/m2]
γ D

[mJ/m2]
γ P

[mJ/m2]
Surface
polarity [%]

Gold 88 23 47.5 47.8 0.7 1.5

SAM-1 91 32 43.8 43.4 0.4 0.9

SAM-1 illuminated 78 35 45.8 42.2 3.7 8.1

SAM-1 modified 94 52 34.2 33.1 1.1 3.2

Fig. 6.22 Irradiation of SAM-2 and post exposure reaction of the formed hydroxyketone with
adipoyl chloride and ethylenediamine

Furthermore, the photoreaction in the monolayer SAM-2 as well as the selective
post-modification reaction with adipoyl chloride and ethylenediamine was inves-
tigated by contact angle and XPS measurements. The overall reaction scheme is
depicted in Fig. 6.22. After illumination the contact angle of water decreased signif-
icantly from 90◦ to 67◦. As a result of the derivatization with adipoyl chloride and
ethylenediamine, the contact angle decreased further to 38◦. Thus, the attachment of
the polar compounds induces a fundamental change of the surface properties. The
XPS results reveal a selective post-modification. Again, half of the substrate was
exposed to UV-light and post-modified while the non-illuminated part remained un-
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Fig. 6.23 XPS analysis of
the self-assembled monolayer
(SAM) (solid line) and after
illumination and
postmodification reaction
with adipoyl chloride and
ethylenediamine (dashed
line)

affected. A clear increase of the nitrogen signal (N1s), see Fig. 6.23, proves the
derivatization reaction.

A further step is related to the micro and nano structuring of a SAM-2 layer.
Patterned functionalized surfaces were prepared by two different photolithographic
methods: the use of a contact mask (chromium on SiO2) and scanning near-field
photolithography, using a near-field scanning optical microscope with a wavelength
of 244 nm [58].

After the photopatterning, again the same post-exposure modification was ap-
plied to develop a highly hydrophilic surface in the illuminated areas and to en-
hance the contrast between modified and unmodified regions of the patterned sam-
ples. Friction force microscopy, where a tip substrate interaction leads to a twisting
cantilever indicating the friction of the substrate, was performed. As depicted in
Fig. 6.24 and Fig. 6.25 the areas which have undergone the photo-Fries reaction and
were derivatized with the amine compound appear dark and the non-illuminated
areas appear bright. A high overall contrast between both regions was obtained.

Fig. 6.24 Friction force microscopy image and section analysis of photostructured and selectively
derivatized SAM-2 layer. Reprinted with permission from [58]. Copyright (2008) American Chem-
ical Society
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Fig. 6.25 Friction force
microscopy image of SNOM
structured and selectively
derivatized SAM-2 layer
Reprinted with permission
from [58]. Copyright (2008)
American Chemical Society

6.7 Summary

In this book chapter it has been demonstrated that both thin films of photoreactive
polymers and molecular layers bearing UV-reactive groups can be applied to mod-
ulate material and surface properties over a wide range.

Considering the well-known photo-Fries reaction, which transforms (non-polar)
aryl esters and N-arylamides to hydroxyketones and aminoketones, the surface prop-
erties (polarity, wettability) as well as bulk properties such as the chemical reactivity
and the refractive index can be tuned over a wide range. It has been shown that in
thin polymeric layers this peculiar photoreaction causes very large changes in re-
fractive index (
n up to +0.10), which can be applied for optoelectronic elements
such as waveguides. Using these polymers as substrates for the growth of conductive
molecular layers such as para-sexiphenyl (PSP), the grain size and the morphology
of the grown PSP layer can be modulated by UV-irradiation of the substrate, and
the characteristics of organic thin-film transistors can be adjusted. The chemical re-
activity of the photogenerated groups (hydroxy and amino moieties) paves the way
for a variety of post-exposure modifications of the irradiated zones of the surface,
and patterns with almost any property profile are accessible using such methods.

In a similar way, the photoscission of nitrobenzyl esters yields carboxylic acids
which are both highly polar and chemically reactive. By employing appropriate
derivatization reactions, esters and amides are obtained, and the surface properties
can be further shifted to enhanced hydrophilicity or hxdrophobicity. The photoas-
sisted generation of acidic groups has been utilized to modulate the characteristics,
e.g. carrier mobility and threshold voltage, of organic thin-film transistors (OTFTs).
This effect can be attributed to the formation of space charges at the interface. More-
over, the epitaxial growth of pentacence on layers of these polymers differs with
respect to grain size and morphology, which provides a way to modulate the carrier
mobility in OTFTs by UV pretreatment of the substrate.

Proceeding from polymeric layers to molecular layers, more sophisticated tech-
niques are required both for the preparation and for the characterization. Various an-
choring groups both for metals and oxidic surfaces are available (e.g. thiols, silanes
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and phosphonates), and especially for silanes the layer thickness (mono- to oligo-
layers) strongly depends on the process conditions.

It has been demonstrated that selected photochemical reactions, amongst them
the photo-Fries rearrangement, can be achieved in molecular layers. Using the con-
cept of UV-reactive molecular layers, virtually any surface chemistry can be real-
ized by appropriate post-exposure derivatization. These photosensitive molecular
layers can be applied to numerous inorganic surfaces without changing topographic
features, and render the modulation of surface polarity, wettability and reactivity
possible. Applications in the field of electronic organic devices are currently being
investigated by our group.

As for all photoreactions, photolithographic techniques such as contact and pro-
jection lithography allow to create gradients and patterns in molecular layers with a
resolution line the submicron and even nanometer range. Friction force microscopy
has proven to be of exceptional value to detect chemical transformations in molec-
ular layers.
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Chapter 7
Effective Medium Approximation Theory
Description of Charge-Carrier Transport
in Organic Field-Effect Transistors

Ivan I. Fishchuk and Andrey Kadashchuk

Abstract In spite of a large amount of work having been done on the description of
the charge-carrier transport in organic materials for last decades, the processes that
determine charge transport in real organic electronic devices are still not completely
understood, but their comprehension is definitely the key for designing materials
with improved properties and, thereby, for a further increase in the performance
of the devices. In this review, we will present an overview of the current achieve-
ments regarding theoretical description of the charge transport in disordered organic
semiconductors with emphasis to charge transport behaviors at large carrier concen-
trations as realized in organic field-effect transistors (OFETs). A particular focus is
given to the Effective Medium Approximation (EMA) analytical method, which
was applied to describe the carrier-concentration-, electric-field- and temperature-
dependent charge transport in organic materials that are used as active layers in
OFET devices. In particular, we show that the establishment of the Meyer-Neldel
rule (MNR) is a characteristic signature of hopping charge transport in a random
system with variable carrier concentration irrespective of their polaronic character.
The EMA model provides compact analytical relations which can be readily used
for the evaluation of the energetic disorder parameter in organic semiconductor lay-
ers from experimentally accessible data on temperature dependent mobility in the
OFET devices. The EMA theory is found to be in good agreement with previous
computer simulations results and has been applied to describe recent experimental
measurements of the temperature dependent electron mobility in a C60-based OFET
for different carrier concentrations and different lateral (source-drain) electric fields.
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Finally, we compare our theory with alternative models suggested before to explain
the MNR behavior for the charge transport in organic semiconductors.

7.1 Introduction

Organic semiconductor films offer a huge potential for the emerging flexible large-
area electronics because they allow for low-cost device fabrication and a low-
temperature processing of semiconductor layers compatible with flexible plastic
substrates [1, 2]. In typical amorphous or polycrystalline organic films the charge
carriers move much more slowly than in perfect molecular crystals because they
hop among localized states that are distributed in space and energy. The charge-
carrier mobility, μ, is thus a critical parameter for the operating speed of a device,
notably, in an organic field-effect transistor (OFET). Therefore, apart from the en-
deavor to optimize the structure-property relations of organic functional layers, it is
of paramount importance to improve the understanding of conceptual premises of
the electrical transport mechanisms in realistic organic electronic devices.

It is believed that charge-carrier transport in disordered organic semiconductors
occurs via incoherent thermally activated hopping [3–6] within a manifold of states
commonly described by a Gaussian density-of-states (DOS) distribution of ener-
getic width σ . Charge-carrier transport studies in such materials have most often
been described for the last two decades within the framework of the Gaussian Dis-
order formalism, originally suggested by Bässler and coworkers [3]. Recently the
formalism was further advanced to account for the charge-carrier concentration ef-
fects [7–12], and one should distinguish charge transport regimes at small and high
carrier concentrations that can be realized in the same organic material. A notori-
ous feature of a Gaussian-shaped DOS is that at small carrier concentrations, when
charge carriers are non-interacting, the majority of equilibrated carriers mostly oc-
cupy weakly filled states well above the Fermi level. In this case, the equilibrium
occupational DOS (ODOS) is also a Gaussian with width σ , but off-set from the
center of the intrinsic DOS by an energy εeq = −σ 2/kBT . The charge transport in
this case is controlled by carrier jumps from states around the energy level εeq to
the so-called effective transport energy level εt (described below). Therefore at low
carrier concentration the position of the Fermi level in case of an empty DOS is
irrelevant for the charge-carrier mobility [3, 12]. This case is typically realized in
Time-of-Flight (ToF) experiments to measure charge-carrier mobility in the bulk of
organic semiconducting films [3, 4].

However, the conditions described above are no longer true at high carrier con-
centrations when the deep tail states of the DOS are completely filled by charge
carriers and the Fermi level rises above the mean quasi-equilibrium energy level εeq
[8–13]. At sufficiently high carrier densities (as in an organic thin-film transistor
(OTFT) where the current is confined to a very thin conductive layer near the in-
terface with the gate dielectric, and in chemically doped organic semiconductors)
carrier jumps from the Fermi level dominate the charge-carrier transport giving rise
to an Arrhenius-type ln(μ) ∝ T −1 temperature dependence of the mobility [12, 13]
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with a virtually constant (yet dependent on carrier concentration) activation energy.
It was found that charge-carrier mobility in the same material can differ up to three
orders of magnitude depending on whether the mobility is measured in a diode or
OFET device geometry [7, 8, 10]. This demonstrates that the concentration depen-
dence of the mobility must be taken into account to describe the charge transport
in realistic organic electronic devices. The latter transport regime has recently been
described within so-called Extended Gaussian Disorder Model (EGDM) using nu-
merical computer simulations by Pasveer and Coehoorn [8, 9], which predicts an
increase of the μ with increasing both charge-carrier concentration and electric
field. This model was also corroborated by analytic theories which were first for-
mulated for a zero-field limit [10–12] and recently extended for arbitrary electric
fields [14, 15].

The disorder formalism was also invoked to explain the electric-field depen-
dence of the charge-carrier mobility conventionally, as observed in disordered or-
ganic semiconducting materials. In contrast to perfect organic single crystals where
the charge carrier mobilities are normally electric-field independent at room tem-
perature [16, 17], in disordered organic semiconductors μ increases with electric
field typically in a Poole-Frenkel (PF) fashion, lnμ ∝ F 1/2 [3, 4], which is a con-
sequence of charge hopping within the DOS distribution. The applied electric field
tilts the DOS and thus lowers the average barrier height for energetic uphill jumps
in the field direction. The initial Gaussian Disorder model (GDM) [3] predicts the
lnμ ∝ F 1/2 dependence yet for a rather high electric field only [3]. Subsequent work
[18, 19] showed that by introducing spatial correlation of the energies of transport
sites, experimentally observed PF-type dependence at lower fields is recovered. The
electric-field dependence of μ is also predicted by the EGDM for a large charge-
carrier concentration transport regime [20, 21].

In a number of experimental studies [22–24] it was commonly observed that
charge-carrier mobility in OFET devices shows Arrhenius-type μ(T ) temperature
dependences which intersect at a given finite temperature T0 when measured at dif-
ferent gate voltages (VG), thus suggesting that the Meyer-Neldel rule (MNR) [25]
is obeyed. The MNR is an empirical relation [25], originally derived from chemi-
cal kinetics, and describes the fact that enthalpy and entropy of a chemical reaction
are proportional. More generally, it states that in a thermally activated process an
increase of the activation energy Ea is partially compensated by an increase of the
prefactor:

μ = μ0 exp

(
− Ea

kBT

)
(7.1)

where Ea is the activation energy, T is the absolute temperature, kB is the Boltz-
mann constant. It is empirically found that the prefactor μ0 increases exponentially
with Ea :

μ0 = μconst exp

(
Ea

kBTMN

)
(7.2)
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where μconst is a constant prefactor and TMN is the so-called Meyer-Neldel temper-
ature. A combination of Eq. (7.1) and (7.2) gives the general form:

μ = μconst exp

[
−Ea

(
1

kBT
− 1

kBTMN

)]
. (7.3)

Equation (7.3) shows the MNR relation between the OFET charge-carrier mobility
μ and the activation energy “Ea” which is, in the case of OFET measurements,
gate voltage dependent. Equation (7.3) implies an isokinetic temperature T = TMN

determined by the Meyer-Neldel energy EMN = kBTMN , at which charge-carrier
mobility values coincide in one value.

The aim of the present chapter is to review the current achievements regarding
theoretical description of the charge-carrier transport in disordered organic semicon-
ductors with particular attention on charge-carrier transport behavior at large carrier
concentration as realized in organic field-effect transistors. Our consideration is fo-
cused on Effective Medium Approximation (EMA) analytic theory, which was ap-
plied to describe the charge-carrier concentration-, electric-field- and temperature-
dependent charge-carrier transport in organic materials that are used as active lay-
ers in OFET devices. In particular, we show that the establishment of the Meyer-
Neldel rule is a characteristic signature of hopping transport in a random system
with variable charge-carrier concentration irrespective of their polaronic character.
Finally we compare our theory with alternative models suggested before to explain
the MNR for the charge-carrier transport in OFETs.

7.2 EMA Approach to Hopping Charge Transport at Large
Charge-Carrier Concentrations

7.2.1 General EMA Theory Formulation

Recently Fishchuk et al. [14, 15] formulated an analytic theory which is able to de-
scribe the drift charge-carrier mobility in a disordered organic solid as a function of
carrier concentration, temperature, and applied electric field, and is based on the
EMA method using the concept of effective transport energy. A key point of this
model compared to the previous EMA treatment [11, 12] is that it is extended for
arbitrary electric fields and is able to describe consistently both the carrier-density
and field dependences of charge-carrier mobility. Another important modification of
the previous EMA formalism [15] is using the method of configurational averaging
of hopping transition times. Initially suggested for zero-field and low-carrier con-
centration limits according to Ref. [26], it has been now generalized to calculate the
drift mobility at finite electric field and for the high-carrier concentration transport
regime.

Within this approach a disordered organic system is replaced by an effective
three-dimensional (3D) manifold of localized sites with an average intersite distance
a = N−1/3, where N is the density of the localized states. The theory considers
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an energetically disordered organic system of localized states characterized by the
DOS distribution g(ε) in the framework of the EGDM [8, 11] which accounts for
the dependence of the charge-carrier mobility on the relative carrier concentration
n/N , where n is the density of charge carriers. Positional disorder is neglected.

In general, the effective drift hopping mobility μe in a random 3D hopping trans-
port system under an applied electric field can be obtained as

μe = ak0
W+

e − W−
e

F
(7.4)

where W+
e and W−

e describe the effective jump rates along and opposite to the
electric-field direction, respectively, for an arbitrary electric field F = {F,0,0}. An
additional coefficient k0 emerges in Eq. (7.2) to include the generalized Einstein
equation, as recently suggested by Tessler [27], relating the mobility and diffusion
coefficient at arbitrary carrier concentration. This coefficient is essential at large
carrier concentrations, while in the case of vanishing carrier density k0 → 1. Within
the average-hopping-times method [26], the effective jump rates W+

e and W−
e can

be calculated using the effective transport energy εt level as

W±
e = 〈

τ±
12

〉−1
,

〈
τ±

12

〉 =
∫ εt

−∞ P(ε){W±
12(εt , ε)}−1 dε

∫ εt

−∞ P(ε)dε
, (7.5)

where W+
12 and W−

21 are effective jump rates between two neighboring localized
sites along- and opposite- to the electric-field direction, respectively. We use the
Miller-Abrahams (MA) jump rate [28]

W±
12(εt , ε) = W0 exp

[
−|εt − ε ∓ eaF | + (εt − ε ∓ eaF )

2kBT

]
(7.6)

to describe an elementary charge transfer under an applied eclectic field between
sites with energy ε and εt being defined in the limit of zero field. Here W0 =
ν0 exp(−2rt /b), where ν0 is the attempt-to-escape frequency, rt is the jump dis-
tance below the effective transport energy εt , and b is the localization radius of the
charged site.

As was shown in [26, 29, 30], the major contribution to the drift time is deter-
mined by the upward hops of carriers from states located below the transport energy
to the state εt . Therefore, configurational averaging of the hopping transition times
in Eq. (7.5) has to be done over the energy distribution of empty localized states,
viz. by using the function

P(ε) = g(ε)
[
1 − f (ε, εF )

]
, (7.7)

where f (ε, εF ) is given by the Fermi-Dirac statistics,

f (ε, εF ) = 1

1 + exp
(

ε−εF

kBT

) . (7.8)

The Fermi level εF position can be determined from the following transcendental
equation for the carrier concentration n:

n =
∫ ∞

−∞
dεg(ε)f (ε, εF ). (7.9)
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The coefficient k0 (cf. Eq. (7.4)) in this case is determined as

k0 = 1 −
∫ ∞
−∞ dεg(ε)f 2(ε, εF )
∫ ∞
−∞ dεg(ε)f (ε, εF )

. (7.10)

The DOS distribution g(ε) is assumed be a Gaussian with width σ , which is
generally accepted to be appropriate for disordered organic media

g(ε) = N

σ
√

2π
exp

[
−1

2

(
ε

σ

)2]
, −∞ < ε < ∞. (7.11)

A combination of Eq. (7.4) with Eqs. (7.5)–(7.10), and (7.11) gives the effective
charge-carrier mobility μe as

μe = μ0k0

(
r

a

)2

exp

(
−2

rt

b

)
(Y+

e )−1 − (Y−
e )−1

f
, (7.12)

where

Y±
e =

∫ xt

−∞ dt
exp

{− t2
2 + 1

2 [|xt−t∓f |+(xt−t∓f )]x}

1+exp[−(t−xF )x]
∫ xt

−∞ dt
exp

{− t2
2

}

1+exp[−(t−xF )x]
. (7.13)

Here

Y±
e = W±

e

W0
, f = eaF

σ
, x = σ

kBT
, xF = εF

σ
, xt = εt

σ
, μ0 = ea2ν0

σ
.

(7.14)

The concept of effective transport energy has been proved to be especially effi-
cient for calculating the carrier mobility in disordered materials [29–31]. The effec-
tive transport energy εt in this method does not depend on the applied electric field
F and hence for a Gaussian DOS distribution can be determined from the transcen-
dental equation derived for zero-field mobility [11]

1√
2π

exp
(− 1

2x2
t

)

1 + exp[−(xt − xF )x]
{

1√
2π

∫ xt

−∞
dt

exp
(− 1

2 t2
)

1 + exp[−(t − xF )x]
}− 4

3

= 3

2

(
4π

3B

) 1
3

x
b

a
. (7.15)

Here, the parameter B = 2.7 has been determined according to percolation crite-
ria [31]. The factor rt is calculated by

rt = a

{
4π

3B

1√
2π

∫ xt

−∞
dt

exp
(− 1

2 t2
)

1 + exp[−(t − xF )x]
}− 1

3

. (7.16)

It should be noted that percolative effects have been considered in Ref. [31] not-
rigorously in that the consideration was limited to the renormalization solely of the
factor rt . Since rt and εt are quantities interrelated by definition, the accounting for
the percolative effects must be done for the transport energy εt as well. A combina-
tion of Eqs. (7.15) and (7.16) takes this duly into account.
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7.2.2 Spatial Energy Correlations

Energy correlations in organic disordered solids imply slowly varying static spatial
fluctuation in the potential energy landscape and can arise due to charge-dipole [19]
or charge-quadrupole interactions or fluctuations (inhomogeneity) in electronic po-
larization energy, resulting from molecular density fluctuations in an organic ma-
terial due to microscopic regions that are under compression or dilation [32]. The
energy correlation effects were mostly used to describe a lnμ ∝ √

F Poole-Frenkel-
type field dependence of charge-carrier mobility, typically observed in ToF measure-
ments. The EGDM was originally suggested for energy uncorrelated systems and
therefore it predicts a specific lnμ ∝ F field dependence [8, 9] that is in variance to
available experimental data featuring a lnμ ∝ √

F behavior in the experimentally
accessible range of electric fields.

On the other hand, it is well established that a PF-type field dependence of the
charge-carrier mobility can be reproduced over an extended interval of electric fields
when some kind of correlated disorder is taken into account in the framework of
the Correlated Disorder model (CDM) [19] or the Extended Correlated Disorder
model (ECDM) [20, 21]. Conventional non-correlated disorder models ignoring
the energy correlation effects, i.e. assuming that site energies are distributed in-
dependently, predict the PF-law only in a very narrow range of high electric fields
(F > 3 × 105 V/cm) [3]. Therefore, accounting for the energy correlation effects
is necessary for an adequate description of the Poole-Frankel-type of charge-carrier
mobility dependence on electric fields, as experimentally observed down to mod-
erate electric fields. This aspect is especially relevant in the case of the OFET mo-
bility measurements, because in this configuration measurements are done at rather
low lateral electric fields owing to typically large transistor channel length used in
OFET devices, if compared to other organic electronic devices, e.g. in sandwich-
type diodes.

Generally, accounting for the energy correlated disorder effects could hardly
be treated rigorously analytically, although it might be solved by numerical com-
puter simulations [19, 20]. Therefore in our analytical treatment [15] we have
used some key ingredients from the numerical simulations studies performed be-
fore within the CDM [19, 20] for a low carrier-concentration limit. The authors
of this reference have shown [19, 20] that the size of an “energetic valley” (clus-
ter) comprising many localized sites, scales algebraically with the depth of fluc-
tuations. As suggested before [33], by using the simulations results of Parris et
al. [34], one could account for the energy correlation effects by substituting the
parameters x = σ/kBT and f = eaF/σ (for non-correlated disordered system) by
xc = σc/kBT and fc = hc

√
xc/2, respectively, where hc = √

eaF/σc. The pres-
ence of energy correlations results also in some flattening of the local potential en-
ergy landscape within larger scale energetic structures. Therefore the width of the
so-called correlated DOS, σc, has to be somewhat smaller than the initial σ -value
featuring in the non-correlated GDM approximation. Coehoorn and coworkers [20]
have shown that one can use σc

∼= 0.83σ due to the charge-carrier mobility under
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the presence of the energy correlations. In the limit of zero field and zero charge car-
rier density the charge-carrier mobility follows a μe ∝ exp(−0.29x2) temperature
dependence instead of that μe ∝ exp(−0.44x2) inherent for the GDM.

Another important consequence of the energy correlation effects on the field
dependence of the charge-carrier mobility μ(F) at high carrier concentrations rele-
vant for OFET operation has been recently demonstrated by Bouhassoune et al. [20]
and Novikov [21]. Based on their computer simulations, they found that the typical
size of the jump length governing the charge-carrier mobility, does not depend only
on electric field but also on carrier concentration. The typical jump length within
ECDM was found to decrease with increasing carrier concentration. This leads to
a decrease of the slope S of the electric-field dependence of the charge-carrier mo-
bility lnμ vs S × √

F compared to the slope S0 in the case of zero-concentration
limit n/N → 0, as S = S0(1 − n/N)m, provided that the energy correlations have
been taken into account. For a non-correlated disordered system within the EGDM
the slope remains the same upon varying carrier concentration [21]. This effect can
be accounted [15] by the following expressions for the temperature dependence
of S0 and m: S0 = −5.42 + 2.995(σ/kBT ) − 0.115(σ/kBT )2 and m = −9.69 +
10.81(σ/kBT ) − 0.905(σ/kBT )2. In the range 2.0 < σ/kKT < 5.0 the calculated
parameter S0 perfectly agrees with the relevant slope S1 = 0.78[(σ/kBT )3/2 − 2]
obtained by numerical computer simulations [16] for the small-carrier-concentration
limit.

Coulomb interactions between charge carriers might start to play an essential
role at large carrier concentrations [21, 35], which is not accounted for in the
present theoretical description [15]. The recent Monte-Carlo simulations by Zhou
et al. [35] have, however, demonstrated that the effect of Coulomb interactions is
not significant if the carrier density is below n/N < 10−2. In accordance with that,
charge-mobility computer simulations (accounting for Coulomb interactions) by
Novikov [21] show that for charge-carrier concentrations n/N ≤ 10−1 the charge-
carrier mobility increases with increasing n/N exactly in the same manner as in the
case of non-interacting carriers (cf. Ref. [8]). Since our theoretical model does not
go beyond the charge-carrier density limit given above, the present consideration
disregards the Coulombic interaction effects.

Thus, the charge-carrier mobility in disordered organic semiconductors can be
calculated by Eq. (7.12)–(7.16) obtained within the EGDM approximation with ac-
counting for energy correlation effects by substituting parameters σ , f by σc, fc,
respectively, as described above.

7.3 Calculations of the Charge-Carrier Concentration
and the Electric-Field Dependences of the Charge Mobility

7.3.1 Dependence of the Charge Mobility on Carrier
Concentration

In the following the EMA theory, formulated in the Sect. 7.2, will be used to calcu-
late the charge-carrier mobility in organic semiconductor materials as a function of
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Fig. 7.1
Carrier-concentration
dependence of the
charge-carrier mobility in an
organic disordered material
calculated by Eq. (7.17) at
different temperatures at the
zero electric-field limit (solid
curves) using the transport
energy concept [14].
Numerical results from
Ref. [8] obtained for the same
parameters are given by
symbols

carrier concentration, applied electric field and temperature. The best verification
of an analytical theory is a direct comparison with computer simulation results as
the simulation actually solves the model as it stands while a real experiment can
include processes not accounted for. Relevant computer simulations of the charge-
carrier transport in a random organic solid have been reported in Ref. [8], assuming
an energy uncorrelated system and neglecting variable hopping range transitions. In
this approximation Eq. (7.12), obtained within the above described analytical EMA
model, transforms to

μe = μ0k0 exp

(
−2

a

b

)
Y+

e − Y−
e

f
, (7.17)

where the values Y±
e are given by Eq. (7.13). To employ Eq. (7.17) for calculating

the charge-carrier mobility one has to define the effective transport energy level xt .
Recently Fishchuk et al. [11] found that this level is given by the relation xt =
−x/18 (cf. Eqs. (7.15), (7.16)), which is valid for a broad range of charge carrier
densities relevant for practical applications (except for extremely high densities) and
the Miller-Abrahams jump rate.

Charge-carrier concentration dependences of the charge-carrier mobility μe cal-
culated by Eq. (7.17) at zero-field limit (F → 0) for different temperatures are pre-
sented in Fig. 7.1. The results of numerical simulations of the charge-carrier mobil-
ity by Pasveer et al. [8] for a system with an equivalent set of parameters are given
by symbols in Fig. 7.1 for comparison. It is gratifying that the present EMA theory
provides an excellent quantitative agreement with previous numerical simulation
data for the charge-carrier mobility. The presented results are similar to calculations
presented in Ref. [11] although they are obtained by a different calculation method.
The presented EMA model describes also very well the results on concentration de-
pendence of the electron mobility measured in C60 films presented in Fig. 8.7 in
Chap. 8.
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Fig. 7.2 (a) Electric-field
dependences of the drift
charge mobility calculated by
Eq. (7.17) in an energy
uncorrelated disordered
system at various
temperatures for relatively
small n/N = 10−5 and
(b) large carrier concentration
n/N = 0.05 (b) (solid curves)
using the transport energy
concept [14]. Numerical
results from Ref. [8] for the
same parameters are given by
symbols for comparison

Thus, for energy uncorrelated hopping transport systems, calculations of the
charge-carrier mobility by the present EMA theory are in excellent agreement with
the relevant numerical computer simulation data.

7.3.2 Dependence of the Charge-Carrier Mobility on Electric Field

The approximated Eq. (7.17) can also be used to calculate the electric-field de-
pendence of the charge-carrier mobility in an energy uncorrelated disordered sys-
tem [14] and results could be compared which recent computer simulations [8] per-
formed on the same system. Figure 7.2a shows the electric-field dependences of
the charge-carrier mobility μe (solid curves) calculated by Eq. (7.17) at different
temperatures for relatively small carrier concentration n/N = 10−5, which is typi-
cally realized at OLED device operation. These dependences differ little from that
obtained for a vanishing charge-carrier concentration (n/N → 0). The field depen-
dence of μe for relatively large carrier concentration n/N = 0.05, which is typically
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Fig. 7.3 (a) Poole-Frenkel
plots of electric-field
dependences of the effective
charge-carrier mobility
ln(μe/μ0) calculated by
Eqs. (7.12)–(7.16) for an
energy-correlated organic
disordered system for several
carrier concentrations
(n/N = 10−3.0, 10−2.5,

and 10−2.0) at a/b = 5, and
σ/kBT = 5 with accounting
(see text) for the carrier
concentration dependence of
the jump length (solid curves)
and ignoring the latter effect
(dashed curves) [15];
(b) electric-field dependence
of charge-carrier mobility
calculated for a
non-correlated disordered
system

realized in a conductive channel of an OFET, calculated at different temperatures
by Eq. (7.17) are depicted in Fig. 7.2b (solid lines). Symbols in Figs. 7.2a and 7.2b
show results of the relevant recent computer simulations of Pasveer et al. [8] for
comparison with the present theory [14] and one can see a good quantitative agree-
ment between the EMA theory predictions and the numerical results for the same
material parameters. One might note a slight decrease of the calculated mobil-
ity with increasing electric field at large temperatures (upper curves in Figs. 7.2a
and 7.2b) while the numerical simulations show a slightly increasing/saturating mo-
bility (symbols). This seemingly has no physical meaning and is due to a limitation
of the present theoretical treatment at small σ/kBT values at which the transport
energy approximation becomes less accurate.

The electric-field dependences of the charge-carrier mobility μ(F) in energy-
correlated organic disordered system can be calculated by the modified EMA the-
ory described in Ref. [15] with accounting for the energy correlation effects as sug-
gested in Sect. 7.2.2. The corresponding EMA calculation results are depicted in
Fig. 7.3a in lnμ ∝ √

F representation. The curves (solid lines) were calculated



182 I.I. Fishchuk and A. Kadashchuk

Fig. 7.4 Poole-Frenkel plots
of electric-field dependences
of the effective charge-carrier
mobility ln(μe/μ0) in an
organic disordered system
calculated by
Eqs. (7.12)–(7.16) at different
temperatures with accounting
for energy correlations for
two carrier concentrations:
n/N = 10−1.5 (upper branch)
and 10−5 (lower branch).
a/b = 5

by Eqs. (7.12)–(7.16) for different carrier concentrations relevant to OFET oper-
ation, taking into account the dependence of the jump length on carrier concentra-
tion according to Ref. [20]. The same dependences were also calculated by ignoring
the latter effect and are given for comparison (Fig. 7.3a, dashed curves). As one
can see, the Poole-Frenkel field dependences are well reproducible in the range
0.4 < (eaF/σ)1/2 < 1.0 for the considered charge-carrier concentrations and fea-
ture a clear decrease in the slope of the curves with increasing carrier concentration
(Fig. 7.3a, solid lines), whereas the slope remains virtually the same if the carrier
concentration dependence of the jump length is ignored (dashed curves in Fig. 7.3a).
These analytically calculated dependences agree well with the relevant computer
simulation results of Ref. [21]. Assuming representative material parameters for a
disordered solid, viz. σ = 0.07 eV and a = 1.4 nm, one obtains a corresponding
electric field range 8 × 104 V/cm < F < 5 × 106 V/cm for which the PF-type field
dependence is valid (shown by straight lines in Fig. 7.3a).

Figure 7.3b shows the electric-field dependences of the charge-carrier mobility,
calculated with the same parameters as in Fig. 7.3a, but for an energy non-correlated
organic disordered system. As one can see from Fig. 7.3b, a lnμ ∝ √

F dependence
(straight lines in Fig. 7.3b) is revealed for such a system but only within a nar-
rower range of strong electric fields, consistent with previous computer simulations
by Bässler and coauthors [3]. In the present study we used a representative ratio
a/b = 5 for organic disordered semiconductors, which has extensively been em-
ployed before in Monte-Carlo simulations studies of the charge-carrier transport [3].

The electric-field dependences of the charge-carrier mobility calculated by
Eqs. (7.12)–(7.16) for an energy-correlated system at different temperatures for
a relatively small carrier density, n/N = 10−5 and a very high carrier-density,
n/N = 10−1.5 are shown in Fig. 7.4. As one can see, a lnμ ∝ √

F dependence of
the charge-carrier mobility has been revealed at both carrier concentration regimes.
It is basically similar to the Poole-Frenkel field dependences conventionally ob-
served in the limit of low carrier concentrations, i.e. in time-of-flight (ToF) mobility
measurements.



7 Effective Medium Approximation Theory Description of Charge-Carrier 183

7.3.3 Concept of Strong Local Fields in Inhomogeneous Materials

In order to verify predictions of the present EMA theory, we compared the results of
our analytical calculations with experimental results on charge-carrier mobility in a
C60-based OFET [36, 37]. Details of the experimental measurements are described
in Chap. 8. First of all one has to rationalize the observed Poole-Frenkel field depen-
dence of the OFET mobility upon applied lateral electric field as demonstrated by
experimental measurements of the charge mobility as a function of the source-drain
voltage (VSD) (see Fig. 8.10 in Chap. 8).

Although the present analytic model [15], as well as previous computer simu-
lation studies [20], does predict a PF-type dependence for the FET mobility, the
major problem is that the experimentally observed field dependences are usually
beyond the field range where the PF-law is predicted. Note that the established hop-
ping transport models predict that μ should saturate at electric fields F ≤ 104 V/cm
[15, 20, 21]. Here we should emphasize that the average lateral electric field in
OFET devices is usually relatively small, being of the order of 103 V/cm due to nor-
mally long transistor channels, while a Poole-Frenkel (ln(μe) ∝ √

F) dependence
is predicted to occur at much higher fields—around F ≈ 105 V/cm. Therefore nei-
ther available analytical theories nor computer simulations are able to reproduce
the experimental observations even when the energy correlation effects are taken
into account. To solve the puzzle, we propose that in multiple-grain organic films
the OFET mobility is controlled not by the lateral field averaged over the transistor
channel (as conventionally assumed), but rather by the much stronger effective lo-
cal electric fields generated in such inhomogeneous media. The presence of strong
local fields confined to grain boundaries was recently demonstrated by studying the
surface electrostatic potential distributions along the transistor channel by scanning
Kelvin probe measurements (SKPM) during OFET device operation in a polycrys-
talline organic semiconductor layer [38].

The strong inhomogeneity of lateral electric field in the conductive channel can
be rationalized in terms of electrostatic screening due to different local conductiv-
ities within grains and at grain boundaries (GB). GBs are known to limit charge-
carrier transport in polycrystalline films by establishing major potential barriers
[39–41] between their more ordered domains. In such case the OFET conductive
channel can be considered as a series of resistors whose resistance is controlled by
the “microscopic” charge-carrier mobility. In the off-state the lateral field is homo-
geneous because the dielectric constant is virtually isotropic. However, upon apply-
ing a gate voltage to a channel with GB, charges start to accumulate in the channel,
and instantaneously the density of accumulated charge carriers within an individual
grain is redistributed along the external lateral-field (source to drain) direction: at
one side of the grain it generates a locally increased charge concentration, and at
the other side a reduced (or close to locally “depleted”) charge density. This creates
an internal lateral electric field within the individual grain which compensates the
applied external field. This “charge-redistribution” effect stems from the mobile (not
trapped) holes inside grains induced by the gate voltage (VG), therefore termed here
a charge accumulation (rather than trapping) process at the grain boundary. This
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Fig. 7.5 Experimental (symbols) lateral-field dependence of the charge-carrier mobility measured
in C60-based OFETs at different temperatures [15] and theoretical fitting by Eqs. (7.12)–(7.16)
(solid lines) with accounting for energy correlations and using the following set of parameters:
σ = 0.07 eV; a/b = 5; a = 1.4 nm; n/N = 0.05 and q = 256. Dashed curves were calculated at
q = 1, i.e. assuming a homogeneous lateral electric field

effect generates a high local electric field between the grains (i.e. at the GB), while
the electric field inside the grains is screened. This would translate into an inhomo-
geneity of the lateral electric field. As long as the spatial extension of GB is much
smaller than the average size of more ordered grains, the local fields could be much
stronger than the average applied field.

The concept of inhomogeneous local fields can describe quantitatively the ex-
perimentally observed lateral-field dependence of the OFET mobility in C60-based
OFET devices by the extended EMA model as just these fields should be used in
Eqs. (7.12)–(7.16) instead of the average one [15]. The barrier heights due to GB
are subject to distribution over the film, therefore taking into account a huge vari-
ety of percolative passes present between the long source and drain electrodes, the
charge transport on average could be considered as that occurring in an effectively
random disordered system even though charge carriers may experience just a few
crossings over GB in a particular percolative pass. Since the actual ratio between lo-
cal field at the GB and the averaged field is not amenable to analytical treatment, we
will introduce a phenomenological field magnification parameter q � 1 as a fitting
parameter. Evidently the employment of the parameter q just results in a renormal-
ization of the electric field F used in our calculations.

Figure 7.5 shows the lateral electric-field dependence of the OFET mobility
log10(μ) ∝ √

F (symbols) measured [15] at different temperatures in C60 film and
the theoretical values calculated with Eqs. (7.12)–(7.16) (solid lines) using q = 256.
The presented results prove that the OFET mobility features a Poole-Frenkel-type
dependence on lateral electric field in the range of very low electric fields of the
order of ∼103 V/cm (instead of ∼105 V/cm predicted by previous studies) gener-
ated by the applied source-drain voltage (VSD) over the conductive channel (length
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35 µm) of the OFET device. The dashed curves in Fig. 7.5 were calculated assuming
a homogeneous lateral electric field in the transistor channel and, as one can see, no
electric-field dependence is expected within the range of such low electric fields.
This justifies the critical role of strong local fields for the theoretical description of
the electric-field dependence of the charge-carrier mobility in OFET structures.

7.4 Calculations of Temperature Dependence
of the Charge-Carrier Mobility: Influence of Carrier
Concentration and Electric Field

Temperature dependence of the hopping charge-carrier mobility is of particular in-
terest as it bears on the fundamental nature of hopping charge transport in disordered
organic semiconductors. In this section, using the above EMA analytical formalism
we consider thoroughly the temperature dependence of the charge-carrier mobility
in disordered organic solids at large carrier concentration transport regime relevant
in organic field-effect transistors.

7.4.1 The Influence of the Carrier Concentration on μ(T ) in Zero
Electric-Field Limit (Meyer-Neldel Compensation Rule)

The effective drift mobility μe for any jump rate model can be calculated in zero-
field limit using the generalized Einstein equation, which can be written as sug-
gested recently by Tessler [27]

μe = ek0r
2
t We/kBT , (7.18)

where

We = 〈W12〉. (7.19)

To calculate We for arbitrary carrier-concentration n (n < N ) one should account
for a many-particle nature of the charge-carrier transport process by a proper choice
of the energy distribution functions for starting- and target- states: P(ε1) and Q(ε2)

function, respectively. For the intrinsic Gaussian DOS distribution g(ε), the normal-
ized P(ε1) distribution can be presented as

P(ε1) = g(ε1)f (ε1, εF )∫ ∞
−∞ dεg(ε)f (ε, εF )

, (7.20)

and the normalized Q(ε2) distribution as

Q(ε2) = g(ε2)[1 − f (ε2, εF )]∫ ∞
−∞ dεg(ε)[1 − f (ε, εF )] . (7.21)

The effective drift mobility Eq. (7.18) at arbitrary concentration of charge carri-
ers can also be calculated by employing the concept of the effective transport energy
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εt which depends on temperature and carrier concentration. The effective transport
energy level implies the energy of a target site to which most of localized carriers
make thermally activated jumps and which does not depend on the energy of a start-
ing state ε1 when ε1 < εt . This approach accounts for changing the jump distance
with changing temperature in the two-site transitions. By employing this concept
Eq. (7.22) reduces to

Q(ε2) = δ(ε2 − εt ). (7.22)

Substituting Eqs. (7.6) at zero electrical field, (7.20) and (7.22) into Eq. (7.19),
for the Miller-Abrahams jump rate model one obtains for an arbitrary carrier density

We =
∫ εt

−∞ dεW(ε, εt )g(ε)f (ε, εF )
∫ εt

−∞ dεg(ε)f (ε, εF )
, (7.23)

where

W(ε, εt ) = ν0 exp

(
−2

rt

b

)
exp

(
−εt − ε

kBT

)
, (7.24)

here rt = r(εt ) is the jump distance at and below the transport energy level εt . In
Eq. (7.23) and further, only hopping transitions to the transport energy level from
the states below the εt have been taken into account at the configuration averaging.
Then Eq. (7.19) for the effective Miller-Abrahams jump rate can be rewritten as

We = ν0 exp

(
−2

rt

b

)
exp

(
− εt

kBT

)∫ εt

−∞ dε exp
(

ε
kBT

)
g(ε)f (ε, εF )

∫ εt

−∞ dεg(ε)f (ε, εF )
. (7.25)

Then one obtains the effective charge mobility

μe = μ0xk0
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)2
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−∞ dt
exp
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)

1+exp[x(t−xF )]
∫ xt
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exp

(− 1
2 t2)

1+exp[x(t−xF )]
. (7.26)

It should be noted that the effective transport energy concept is justified for a con-
siderable degree of the energetic disorder, i.e. Eq. (7.15) is valid only at σ/kBT > 1.

Here we limit our consideration of the charge-carrier transport to a region of
relatively high temperatures only. For low temperature, charge-carrier transport is
discussed in Ref. [12]. Figure 7.6a (thick curves) shows the calculated tempera-
ture dependences of the charge-carrier mobility, plotted in a ln(μe/μ0) vs. σ/kBT

representation for different charge-carrier concentrations assuming a/b = 10. The
calculations are restricted to a temperature regime defined by σ/kBT ≥ 3. The
Arrhenius-type of the μ(T ) dependence indicates that the ODOS is virtually tem-
perature independent. This is quite in contrast to the case of n/N → 0 characterized
by the non-Arrhenius-type temperature dependence ln(μe/μ0) ∝ (σ/kBT )2, since
in such a case charge-carrier transport is dominated by hopping from the equilib-
rium occupational DOS distribution which is temperature dependent as discussed in
the introduction.
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Fig. 7.6 (a) Dependence of
effective charge mobility
ln(μe/μ0) on σ/kBT at
different carrier
concentrations calculated by
Eq. (7.26) (red thick curves)
at σ/kBT ≥ 3 and a/b = 10.
Thin lines present the
approximation dependences
calculated by approximated
Eq. (7.28). The inset shows
the intersection point σ/kBT0
vs. a/b ratio. (b) ln(μe/μ0)

vs. 1/T dependences at
different width of the DOS, σ ,
calculated by Eq. (7.26) (red
thick curves) at constant
n/N = 10−2 and a/b = 10.
Thin lines present the
approximation dependences
calculated by approximated
Eq. (7.28)

A remarkable result is that if one would—hypothetically—extend the above cal-
culations to higher temperatures the asymptotes (thin lines) would intersect at fi-
nite temperature T0 ∼= 2σ/5kB . Note that the Effective Medium approximation ap-
proach [11] does not allow us to present the results in closed analytic form. How-
ever, the calculated results including their (hypothetical) extension towards infinite
T can be parametrized in terms of an approximate analytical equation for the charge-
carrier mobility μe as a function of σ/kBT , a/b, and n/N ,

μe = μ0 exp

[
−2
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b
+ 1

2

(
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b
− 7

)]

× exp

{
−

[
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log10
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)](
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kBT
− y0

)}
, (7.27)
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where y0 = 21/10+ (1/25)(a/b). It is appropriate for 8 < a/b < 12 and for 10−3 ≤
n/N ≤ 10−1 which is relevant for OFET operation. The inset in Fig. 7.6a proves that
the isokinetic temperature T0, at which the ln(μ) ∝ T −1 graphs intersect, depends
rather weakly on a/b. Rewriting Eq. (7.27) yields [12]

μe = μ0 exp

[
−2

a

b
+ 1

2

(
a

b
− 7

)]
exp

[
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(
1
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, (7.28)

where
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σ ; T0 = EMN

kB

= σ

kBy0
. (7.29)

It turns out that Eq. (7.28) can be extended to lower carrier concentrations, 10−5 ≤
n/N < 10−3, if Ea is substituted by E′

a = 0.85Ea .
As one can note, Eq. (7.28) is nothing else than the conventional Meyer-Neldel

relation (cf. Eq. (7.3)), which has been verified by experiments on several OFET
devices [22–24]. A certain compensation effect is evident from Eq. (7.28) that is
the essence of the Meyer-Neldel rule. The prefactor of the charge-carrier mobility
is a product of parameter μ0 and the temperature independent exponential term in
Eq. (7.28). Let us rewrite Eq. (7.28) as

μe = μ00 exp

(
− Ea

kBT

)
, (7.30)

where
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[
−2

a

b
+ 1

2

(
a

b
− 7

)
+ Ea

kBT0

]
. (7.31)

Then one can obtain
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)
+ Ea

kBT0
. (7.32)

Equation (7.32) relates the prefactor μ00 with the activation energy Ea , namely
predicts a linear relationship between lnμ00 and Ea exactly as suggested by the
Meyer-Neldel rule.

If one assumes σ = 0.1 eV and a/b = 10, a typical value for organic disor-
dered materials, then Meyer-Neldel energy EMN = kBT0 = 0.04 eV is obtained,
the value which indeed has been typically observed in many relevant experiments.
The activation energy Ea (Eq. (7.29)) is temperature independent, varies linearly
with σ and decreases with increasing charge-carrier concentration due to the shift
of the Fermi level [11, 22] towards the effective transport energy level. An impor-
tant consequence of the presented theoretical model is that it provides compact an-
alytical relations (viz. Eqs. (7.28) and (7.29)) which can be readily used to eval-
uate material parameters like the effective carrier concentration from experimen-
tally accessible data on temperature dependence of the mobility measured in organic
semiconductor-based devices [12]. The width of the DOS σ = 5EMN/2 can be ob-
tained from the experimentally determined quantity EMN assuming a typical value
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a/b = 10, and Eq. (7.29) yields an estimate for the effective carrier concentration
n/N from experimentally measured Ea at vanishing lateral electric field.

Interestingly, the structure of Eq. (7.28) predicts that if one extends a family of
ln(μ) vs. T −1 graphs calculated at variable Ea , i.e. by changing the active organic
semiconductor layer, yet constant carrier concentration, to T → ∞, they would in-
tersect at T → ∞ and not at a finite T0 as MNR would imply. Figure 7.6b shows
temperature dependences of the effective mobility calculated by Eqs. (7.26) (thick
lines) and approximated Eq. (7.28) (thin lines) for different energetic disorder pa-
rameter σ , yet constant carrier concentration n/N = 10−2 and a/b = 10. These
calculations are restricted to moderately high temperatures. As is evident from
Fig. 7.6b, the calculated temperature dependences in this case do not show any
MNR compensation effect and intersect at infinite temperature. This is in disagree-
ment with the conventional MNR that predicts a correlation between prefactor rate
and activation energy regardless of how the change of Ea is accomplished, i.e. by
either changing the width of the DOS itself or changing the degree of state filling.

7.4.2 The Influence of the Electric Field on μ(T )

Let us consider first the electric field effect on μ(T ) in the small-carrier-concentra-
tion transport regime. The charge-carrier mobility at low carrier concentration is
conventionally measured by the ToF technique which has been applied extensively
to study charge-carrier transport in disordered organic solids, for instance, in vapor-
deposited molecular glasses [3, 4]. A small charge-carrier concentration is required
in the ToF method to avoid any space charge inside the sample and, hence, a field
redistribution, which can distort the ToF signal. To limit space charge effects it
has become common practice to limit the number of migrating charge carriers to
5 % of the capacitor charge, i.e. ca. 1010 charge carriers/cm2 in an electric field of
105 V/cm, equivalent to a concentration of n = 1013 cm−3 in a 10 µm thick sample.
Taking N ≈ 1022 cm−3 as a representative value for molecular glasses, one gets a
relative carrier concentration of n/N ≈ 10−9. At such a carrier concentration the
charge-carrier mobilitycharge-carrier mobility is independent on carrier concentra-
tion, because the Boltzmann statistic dominates the hopping transport; that is the
reason why it is called the “small-carrier-concentration limit”.

Figure 7.7a presents the temperature dependences of the charge-carrier mo-
bility calculated by Eq. (7.12) with accounting for energy correlation effects at
n/N = 10−9 for different electric fields. As one could expect, the temperature de-
pendences are nice straight lines in ln(μ) ∝ T −2 representation, which agrees with
a number of previous theoretical and computer simulation data, as well as with ToF
experiments [3, 4, 6]. The temperature dependences intersect at infinite temperature
as suggested by the GDM [3], and no Meyer-Neldel rule (or Gill-type) behavior is
observed. If one, hypothetically, re-plots these data in simple Arrhenius coordinates
ln(μ) ∝ T −1 then, as one can see from Fig. 7.7b: (i) the calculated T -dependences
are no longer perfect straight lines, and (ii) their formal extrapolation to higher tem-
peratures shows an apparent intersect at some intermediate temperature T ∗. It is
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Fig. 7.7 (a) Temperature
dependences of the
charge-carrier mobility
ln(μe) ∝ 1/T 2 calculated by
Eq. (7.12) for an energy
correlated system at low
carrier concentration
n/N = 10−9 parametric in
electric fields and at a/b = 5;
(b) the same data re-plotted in
Arrhenius (ln(μe) ∝ 1/T )

representation

clear that the latter is just a simple consequence of improper ln(μ) ∝ T −1 repre-
sentation of the data, which in reality feature a functionally different temperature
dependence. Thus, as was already stated long ago [4], the Gill relation is not appro-
priate for the description of the ToF mobility data.

Meyer-Neldel Effect at Finite Electric Field

Hereafter we consider the transport regime of large carrier concentrations, which
is typically realized in operating OFET devices. The temperature dependence of
the charge-carrier mobility at large carrier densities differs from that for the low
concentration limit. (i) It obeys an Arrhenius-type dependence as discussed already
in literature [13, 14], and (ii) while in the low-carrier-density limit the slope of μ(T )

depends on the electric field only, at large carrier densities it depends not only on
the electric field but also on the carrier concentration.

Figure 7.8 (bold curves) depicts the temperature dependences of the charge-
carrier mobility calculated by Eq. (7.12) at a finite constant electric field taking
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Fig. 7.8 Effective charge-carrier mobility ln(μe/μ0) vs. σ/kBT calculated by Eq. (7.12) at finite
electric field ((eaF/σ)1/2 = 0.6) for different effective carrier concentrations (bold curves) [15]
with accounting for energy correlations and a/b = 5. Inset: ln(μe/μ0) versus σ/kBT calculated
at vanishing electric field (F → 0) for different effective carrier concentrations (bold curves) with
accounting for energy correlations

into account the energy correlations for several large carrier concentrations relevant
for OFET operation [15]. The calculated curves are virtually straight lines in Arrhe-
nius representation and their asymptotes, due to an extension to higher temperatures
(given by thin lines in Fig. 7.8), intersect at some finite temperature T1 featuring,
thus, a MNR-type behavior.

Temperature dependences of the charge-carrier mobility for vanishing electric
field (F → 0) calculated by Eq. (7.12) taking into account the energy correlations
at different carrier concentrations are shown in the inset in Fig. 7.8 for compar-
ison. As one can see, the asymptotes to the calculated dependences at high car-
rier concentrations (n/N = 10−3 . . .10−2) can be linearly extrapolated to higher
temperatures and intersect at finite temperature T0 demonstrating thus a MNR ef-
fect. These results agree well with our previous calculations of the temperature de-
pendent charge-carrier mobility [12] parametric in carrier concentration using an
EMA theory developed solely for zero-electric field and for a non-correlated en-
ergy disordered system. This verifies that the present extended EMA model at van-
ishing electric field provides virtually the same results regarding the MNR effect
for μ(T ) upon varying the charge-carrier concentration as the model described be-
fore [12]. At a very low carrier concentration, n/N = 10−8, the calculated tempera-
ture dependence of the charge-carrier mobility can be perfectly fitted by the relation
ln(μe) ∝ −0.29(σ/kBT )2 (inset in Fig. 7.8, dashed curve) which was obtained be-
fore from computer simulation studies [34], which supports the adequateness of the
present analytical theory. Thus, accounting for energy correlations does result in a
notably weaker temperature dependence of the charge-carrier mobility as compared
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Fig. 7.9 Effective
charge-carrier mobility
ln(μe/μ0) versus σ/kBT

calculated by Eq. (7.12)
parametric in electric fields
for two different carrier
concentrations
n/N = 10−9 and 10−2

(dashed and bold curves,
respectively) at a/b = 5 in an
energy correlated hopping
system [15]. The thin straight
lines show extrapolation of
the calculated dependences at
n/N = 10−2 to higher
temperatures

to that for non-correlated systems, notably for the charge-carrier mobility at vanish-
ing electric field.

Gill Effect upon Varying the Electric Field

Temperature dependences of the charge-carrier mobility parametric in electric fields
calculated by Eq. (7.12) are plotted in Fig. 7.9 for two different carrier concentra-
tions: n/N = 10−9 (dashed curves, lower branch) and 10−2 (bold curves, upper
branch). These dependences were calculated within the present EMA model over
a broad temperature range up to very high temperatures not accessible for experi-
ments. As one can see from Fig. 7.9, at large carrier concentration asymptotes to
the calculated ln(μ) ∝ T −1 dependences extrapolated to higher temperatures (thin
straight lines) intersect at finite temperature T2 implying that the MNR-type be-
havior upon varying the electric field (also called in the literature the Gill effect,
empirically found long ago [49]) is reproduced over a range of moderate temper-
atures. These EMA calculation results are in good agreement with recent exper-
imental observation of the Gill effect in C60-based OFET devices [36] (see also
Fig. 8.13 in Chap. 8). No Gill-type behavior occurs for very low carrier concentra-
tion, (n/N = 10−9) (Fig. 7.9), because the charge-carrier mobility in this regime
does not follow ln(μ) ∝ T −1 dependence as was discussed above.

At very high temperatures the calculated charge carrier mobilities merge into
the same value independent of electric field and carrier concentration (Fig. 7.9).
This means that, according to the present treatment, there is no finite crit-
ical temperature above which the mobility would feature negative field de-
pendence as follows from the empirical Gill equation. The reason for such
μ(T ) dependences is that at higher temperatures the average energy εm of the
equilibrium occupational density-of-states (ODOS), which derives from εm =∫ ∞
−∞ dεεg(ε)n(ε, εF )/

∫ ∞
−∞ dεg(ε)n(ε, εF ), is no longer approached to the T -

independent Fermi level εF , but is determined by the T -dependent shift of εm →
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ε0 = −σ 2/kBT towards the transport energy [12] and, concomitantly, towards the
center of the DOS.

The electric-field dependence of the charge-carrier mobility is consistent with
the reasoning described above. Under the applied field the average equilibrium en-
ergy εm increases and, as a consequence, the charge-carrier mobility determined by
jumps from εm to εt should also increase with increasing electric field. At high car-
rier concentrations the EGDM formalism predicts a lowering of the barrier height
for carrier jumps, because εm increases not only as a result of an increase of the
carrier density but also due to an increase of the applied electric field (lateral field
in the case of an OFET).

7.5 The Influence of Electric Field on Meyer-Neldel
Temperature and the Influence of Charge Carrier
Concentration on Gill Temperature

For the sake of convenience, we discriminate between the isokinetic temperatures
resulting from intersection of ln(μ) ∝ T −1 upon varying carrier concentration and
that upon varying applied electric field and call them Meyer-Neldel (denoted as
T1) and Gill (denoted as T2) temperature, respectively. Recent experimental stud-
ies [15, 37] have revealed (Fig. 8.15 in Chap. 8) that the Meyer-Neldel temperature
and Gill temperature are not constant but depend on the electric field F and on
charge-carrier concentration n/N , respectively. This effect can be well reproduced
within the present extended EMA model [15] provided that the carrier concentra-
tion dependence of the jump length is taken into account according to Ref. [20] as
described in Sect. 7.2.2. The latter is responsible for changing the slope of the field
dependences of the OFET mobility with increasing carrier concentration shown in
Fig. 7.3a. Figure 7.10a (solid curves) shows the MN-temperature T1 versus applied
electric field calculated within the present model. Apparently, the MN-temperature
shifts to lower values with increasing F. The field dependence of T1 can be param-
eterized as follows [15]:

kBT1

σ
= 0.5 + 0.029

eaF

σ
− 0.039

(
eaF

σ

)2

. (7.33)

If the carrier concentration dependence of the jump length is ignored (cf. dashed
lines in Fig. 7.3a) the kBT1/σ quantity demonstrates just a very weak field depen-
dence as given by the dashed curve 2 in Fig. 7.10a. Virtually no field dependence
was found for kBT1/σ calculated for an energy non-correlated disordered system
and kBT1/σ ∼= 0.42 (dashed curve 3 in Fig. 7.10a). Thus, we conclude that the
change of the MN-temperature T1 upon applied electric field results from the pres-
ence of energy correlation effects, namely, due to the decrease of the typical jump
length with increasing carrier concentration.
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Fig. 7.10 Calculated dependence of MN-temperature T1 (a) on electric field, and the dependence
of Gill temperature T2 on carrier concentration (b) for an energy correlated disordered hopping
system [15]. The same dependences calculated upon ignoring the carrier concentration dependence
of the jump length (dashed curves 2) and upon ignoring any energy correlation effects (dashed
curves 3). See text for details

Along this line, the Gill temperature T2 tends to decrease with increasing carrier
concentration n/N (Fig. 7.10, solid curve 1). This carrier density dependence of T2

can be well approximated by

kBT2

σ
= 0.416 − 0.037 log10

(
n

N

)
− 0.0031

[
log10

(
n

N

)]2

. (7.34)

We found that kBT2/σ shows a very weak concentration dependence (dashed curve
2 in Fig. 7.10b) if the carrier concentration dependence of the typical jump length
is ignored. If energy correlations are absent, the Gill temperature is virtually in-
dependent on carrier concentration and reaches the constant value kBT2/σ ∼= 0.43
(Fig. 7.10b, dashed curve 3). Both kBT1/σ ∼= 0.42 and kBT2/σ ∼= 0.43 values ob-
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tained for an energy uncorrelated system are slightly smaller than that obtained
when energy correlations are taken into account because the formers ignore the de-
crease of σ due to the presence of the energy correlations. It should be pointed out
that the above calculated dependences for T1 and T2 are only relevant to the range
of electric fields where the Poole-Frenkel-type field dependence holds.

The results of the above calculated charge-carrier mobility in the high-carrier-
concentration limit can be used to estimate the energetic disorder parameter σ from
experimental data basically by two different methods:

(1) Equation (7.33) allows calculating the parameter σ using the experimentally
measured Meyer-Neldel temperature T1 (EMN = kBT1) at a given electric field F

(within the field interval where a PF-type dependence is obeyed) according to the
following relation:

σ = EMNA

(
1 +

√

1 +
(

eaF

EMN

)2 0.078

A2

)
, A = 1 − 0.029

eaF

EMN

. (7.35)

The present extended theoretical model [15] yields EMN/σ ∼= 0.33 for zero-field
mobility. Previous theoretical treatment limited to the zero-field case [12], which
disregarded the energy correlations and percolation effects, yielded a somewhat dif-
ferent ratio: EMN/σ ∼= 0.40.

(2) In its turn, the experimentally measured Gill temperature T2 (EG = kBT2) at
a given high carrier concentration n/N (being determined by a gate voltage (VG) in
an OFET) can also be used to calculate σ by Eq. (7.34), which yields

σ = EG

0.416 − 0.037 log10

(
n
N

) − 0.0031
[
log10

(
n
N

)]2
. (7.36)

To use Eq. (7.36) one has, however, to know the effective carrier concentration in
a thin conductive channel of an OFET, which demonstrates a highly non-uniform
distribution—strongly decreasing from the semiconductor/insulator interface into
the bulk [42].

Thus, the first of the above-mentioned methods seems to be more appropriate
for estimating the energetic disorder parameter σ from experimental data. A big
advantage of the present extended theoretical model is that it does not require an
extrapolation of experimental data to zero electric field. It allows fitting of exper-
imental data, obtained at a given (not too low) electric field, in order to evaluate
material parameters of organic semiconductors.

Finally, we should note that the above consideration suggests that the MN and
Gill energies are inherently interrelated in disordered organic semiconductors. In-
deed, combining Eqs. (7.33) and (7.34) one obtains

EG

EMN

≡ T1

T2
= 0.416 − 0.037z − 0.0031z2

0.5 + 0.029h − 0.039h2
, (7.37)

where z = log10(n/N) and h = eaF/σ , for −4 ≤ z ≤ −2 and 0.3 ≤ h ≤ 1.6. Fig-
ure 7.11 presents a 3D plot of the ratio EG/EMN upon carrier concentrations and
applied electric fields calculated by Eq. (7.37).
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Fig. 7.11 Ratio of EG/EMN

calculated by Eq. (7.37) for
different electric fields and
carrier concentrations [15]

It is important to note that according to the presented EMA model the MN- and
Gill-energies are interrelated but they are not identically equal—as can be seen from
Fig. 7.11, EMN and EG values coincide only at certain electric fields and carrier
concentrations.

7.6 Concluding Remarks on the Comparison of Different
Models for the MNR in OFETs

In this chapter we have demonstrated that the establishment of the MNR is a charac-
teristic signature of conventional hopping charge transport in a disordered organic
system with variable carrier concentration and can be rationalized within the re-
cently suggested analytic EMA theory [11, 12, 15] based on disorder formalism,
which was applied to describe the observed MNR behavior in C60-based OFETs as
shown in Chap. 8. The presented theoretical model premised a Gaussian DOS distri-
bution and Miller-Abrahams jump rate, and it ignores polaronic effects. It attributes
the MNR behavior to disorder and predicts that the MNR energy EMN in organic
semiconductors is directly related to the width of the Gaussian DOS, σ , providing
thus a method for evaluating the amount of energetic disorder in the material. An
important experimental verification of the suggested model is that the MNR behav-
ior for the OFET mobility is clearly observed in C60 films (see Chap. 8), i.e. in a
system where polaron effects are negligible due to a very weak electron–phonon
coupling found for this material [43], which is shown to be inversely proportional to
the number of π -bonded atoms [43]. Indeed, C60 single crystals are normally char-
acterized by a virtually temperature independent mobility [44], whereas polaron
transport (Holstein polaron model) does require an activation energy equal to the
half of the polaron binding energy [45]. Thus polaron formation does not necessar-
ily need to be involved to rationalize the MNR phenomenon.
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Let us compare the presented EMA model by Fishchuk et al. [12, 15] with alter-
native models suggested before to explain the MNR phenomenon in different sys-
tems. The so-called multiexcitation entropy (MEE) model by Yelon and Movaghar
[46, 47] was conventionally used to explain the Meyer-Neldel rule for thermally ac-
tivated processes in general and it predicts a correlation between the prefactor rate
and the activation energy Ea regardless of how the change of Ea is accomplished.
The latter is in clear disagreement with the experimental observation that the MNR
effect for the temperature dependences of the charge-carrier mobility in C60 films
arises upon varying the carrier concentration, but not regarding varying the width of
the DOS (cf. Figs. 8.11 and 8.19a in Chap. 8). As is demonstrated in Fig. 7.6b, the
EMA calculated temperature dependences in the latter case do not show any MNR
compensation effect and intersect at the infinite temperature [12]. This implies that
for the OFET charge mobility there is in fact no genuine correlation between the
prefactor and the Arrhenius factor that arises from activated jumps, and therefore
the MNR phenomenon in these materials is an apparent rather than true one, ex-
actly as predicted by the EMA theory of Fishchuk et al. [12]. Another drawback of
the above MEE model is that it is not able to rationalize both the experimentally ob-
served electric-field dependence of the Meyer-Neldel temperature as well as the car-
rier concentration dependence of the Gill temperature, because these models predict
that MN and Gill temperatures are the same, in contradiction to experimental results
shown in Figs. 8.15a and 8.15b Chap. 8. On the other hand, the suggested disorder-
based EMA model can explain the phenomena mentioned above (Fig. 7.11) and
provides a qualitative fit of experimental data (solid lines in Figs. 8.15a and 8.15b
Chap. 8). Further, the shift in the Mayer-Neldel energy was found to clearly correlate
with energetic disorder in C60 films grown at different growth conditions, which is
in excellent agreement with the predictions of the above EMA theory (cf. Fig. 8.18
in Chap. 8). In contrast, the MEE model by Yelon and Movaghar [46, 47] neglects
the inherent energetic disorder in these materials and therefore cannot rationalize
the observed significant change in the MNR energy with changing film morphol-
ogy. Besides, this model is unable to account for the carrier concentration effects on
charge mobility.

Moreover, the MEE model predicts that the exponential increase of the prefac-
tor with increasing activation energy (to provide MNR behavior) can only occur at
large values of the activation energies Ea ∼ 1 eV [46]. In this case the Debye en-
ergy �ωD � Ea , so the thermal activation process can only occur via multiphonon
excitations, which results in an exponential increase of the number of different ac-
tivation paths and consequently in an exponential increase of the prefactor with
increasing Ea . This can be interpreted also in terms of increasing entropy S, i.e.
S ∝ Ea . For two-site approximation in Refs. [46, 47] with a fixed difference in
site energies ε2 − ε1 = Ea the MNR behavior arises as a result of multiphonon
activated transitions, while no such a behavior is expected for single phonon tran-
sitions. In the latter case there is just a single activation path that cannot lead to
an exponential increase of the prefactor, which implies that the MNR effect is not
expected for the Miller-Abrahams transport in the framework of the MEE model
suggested before [46, 47]. On the other hand, the activation energies of the charge
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mobility in C60-based OFETs are found to be considerably smaller (a few tens of
eV) than that required by the MEE model, which in combination with negligible
polaron effects in this material justifies the Miller-Abrahams jump rate approxima-
tion. The puzzle can be solved if one accounts for disorder effects and considers a
random system with a Gaussian DOS distribution of site energies where a charge
carrier experiences a large number of hops between sites with different energies
before it reaches a collecting electrode. This is just the hopping transport within a
manifold of localized states distributed in energy, which gives rise to the MNR ef-
fect for the Miller-Abrahams hopping transport regime as recovered by analytical
EMA calculations [12] and also confirmed by computer simulations [8]. In this case
an increase of Ea can also be associated with increasing entropy S, so that from
μ1 = μ0 exp(S/kB) [47] it follows that the entropy is given by S = Ea/T0 and it
depends on the energetic disorder parameter σ , as Ea ∝ σ according to Eq. (7.29).
Experimental data on Ea and T0 can provide an estimate for the entropy S and
for its dependence on charge-carrier concentration (gate voltage). With increasing
charge-carrier concentration the part of the DOS between Fermi level and the ef-
fective transport energy level becomes more narrow, which is equivalent to some
ordering of the system and consequently to reducing entropy.

Finally, it should be noted that recently Emin [48] advanced an adiabatic po-
laron model that considers carrier-induced softening of the vibrations upon electron
motion and includes the Fröhlich long-range polaron approach, and showed that
this conditions bring up the MNR and Poole-Frenkel-type behavior for the charge
mobility. Although this model recovers the above behaviors as good as the Fishchuk
theory [12, 15], it seems to be irrelevant for the charge-carrier transport in C60-based
OFETs due to its contradictions and/or fails to explain a number of other essential
experimental observations listed here.

1. As the Emin model ignores energy disorder, it clearly fails to explain the de-
pendence of the charge-carrier mobility on carrier concentration (on VG) in
OFETs because the activation energy of the charge mobility is assumed to be
determined solely by polaron formation and no tail state filling is expected
within this approach. There is no charge-carrier concentration factor in this
model.

2. For the above reason the MNR effect in OFETs regarding changing the gate volt-
age cannot be reproduced at all by the Emin model, because the model does not
predict the dependence of the activation energy on VG. In fact, the Emin model
was suggested for the ToF mobility, i.e. for a very low carrier concentration
transport regime.

3. Emin’s theory predicts that the characteristic Meyer-Neldel temperature TMN ≡
t/kB is determined by the electron-transfer energy t . Therefore, to rationalize an
experimentally observed strong decrease of TMN from 408 K to 250 K in C60-
films grown at substrate temperatures Tsub increasing from room temperature
to Tsub = 250 °C, one has to assume a strong increase of average intermolec-
ular distances in such C60 films because the Emin model relates the change in
parameter t to the change of intermolecular distance in material. This would
imply considerably less dense C60 films grown at Tsub = 250 °C compared to
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those grown at room temperature, which sounds highly unrealistic especially
because such films are known to have better crystallinity and should be better
packed.

4. The Fröhlich polaron approach implemented in Emin’s model requires a polar
medium that is difficult to justify for C60-based OFET structures with nonpolar
BCB dielectric layers.

5. The Emin model explains neither a weakening of the Poole-Frenkel field depen-
dence in the same material at larger carrier concentration, which was clearly ob-
served by comparing OFET and CELIV charge carrier mobilities (see Fig. 7.8a),
nor the electric-field dependence of TMN experimentally found in C60-based
OFET (Fig. 7.11a).

6. Finally, the Emin model fails to explain why the charge mobility in C60 crys-
tals is temperature independent [44] and thus featuring no MNR effect, while the
temperature dependent charge-carrier transport is typically observed in deposited
thin C60 films. Ignoring the energy disorder in Emin model should result in iden-
tical charge transport properties in both cases, which is in clear contradiction to
experiment.

Therefore we have to conclude that the Emin model is not appropriate to describe
the presented experimental results on the charge-carrier transport in C60 films. The
temperature dependent charge-carrier mobility measured at different carrier concen-
trations and electric fields in C60 films of different morphology can be consistently
described within the EMA theory of Fishchuk et al. [12, 15, 50] based solely on dis-
order arguments without necessity to invoke polaron formation. Nevertheless, we
want to emphasize that our approach does not exclude polaron formation in organic
solids at all; the polaron effects are certainly present and might be readily incorpo-
rated into the present Gaussian disorder model via employing the polaron jump rate
and the MNR behavior retains.
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Chapter 8
Charge Transport in Organic Diodes and
OFETs: A Comparison

Mujeeb Ullah, Almantas Pivrikas, N. Sedar Sariciftci, and Helmut Sitter

Abstract Charge carrier mobility can be measured in the bulk of fullerene films
using the Charge Extraction by Linearly Increasing Voltage (CELIV) technique
and at the interface with insulators using Organic Field-Effect Transistors (OFET).
Time-resolved non-equilibrium electron mobility and relaxation of photo-generated
charge carriers are measured using photo-CELIV. Electric field, carrier concentra-
tion and temperature dependences of the electron mobility, measured using both
methods, are compared. The electron mobility is at least two orders of magnitude
higher than for hole transport in the C60 films prepared by thermal evaporation.
More than one order of magnitude higher charge carrier mobility values are mea-
sured in OFET configuration due to high charge carrier concentrations at the quasi
2D transport near the dielectric interface. The Meyer-Neldel Rule is observed in
both the bulk of the fullerene films and in the transistor channel at the interface.
Meyer-Neldel energy EMN = 35 meV is observed in both device structures but the
charge carrier mobility is much higher in OFETs. The Meyer-Neldel energy, which
is interpreted as disorder parameter, is the same in both device geometries, which
suggests that the level of disorder is similar in the bulk of fullerene films and at
the interface with insulators. The over one order of magnitude higher electron mo-
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bility in OFETs in comparison to diodes is explained by the much higher carrier
concentrations in the channel compared to transport in the bulk.

8.1 Introduction

The charge carrier transport mechanism has been the subject of intensive research
for some years and it is fundamentally important for understanding the electronic
phenomena in organic semiconductor devices [1–8]. In crystalline inorganic semi-
conductors, the presence of periodic long-range order of strongly coupled (covalent)
atoms results in delocalized energy bands separated by a forbidden energy gap. The
charge carrier transport proceeds within extended states and is mainly dependent
on scattering events and on the effective mass of electrons or holes. In contrast, or-
ganic semiconductors are weakly bound, where the molecules are held together by
Van der Waals and London forces (dipole–dipole interaction) [9]. The absence of
translational symmetry with a three-dimensional periodic lattice in disordered films
results in a random distribution of potential wells yielding a distribution of Density
of States (DOS). Shallow localized states (band-tail states) are considered to be due
to the positional disorder, whereas deep localized states can occur due to topological
or chemical defects or impurities. The concept of band conduction does generally
not apply and charge carrier transport is described within the interplay of extended
(delocalized) and localized states [10].

The important parameter describing charge carrier transport is charge carrier mo-
bility. Although the electric field (E), temperature (T ) and carrier concentration (n)
dependence of the charge carrier mobility (μ) in organic electronic devices par-
ticularly in diodes and organic field-effect transistors (OFETs) has been reported
[12–25], the charge transport mechanisms in these organic devices are still not fully
understood. Observations from thermally activated behavior [11, 17] to temperature
independent transport [18, 19] are reported. It is difficult to obtain an accurate pic-
ture of the nature of the transport due to large variations in the experimental data
on even nominally the same samples [18, 20]. Studies of mobility are explained in
terms of multiple trapping [26], hopping [27] and Coulomb blockade [23] as de-
scribed in more detail in Chap. 7.

The Meyer-Neldel Rule (MNR) is a commonly observed phenomenon in organic
films [26]. This empirical rule can occur in any situation where Arrhenius-type tem-
perature dependent behavior exists [28, 29]. The Arrhenius relation for charge car-
rier mobility as described above gives a characteristic temperature named as Meyer-
Neldel temperature, usually converted to the Meyer-Neldel energy. Most recently,
Fishchuk et al. [30, 31] have formulated an analytical theory based on the Effective
Medium Approximation (EMA) to describe the Meyer-Neldel rule for the OFET
mobility of charge carriers irrespective of their polaronic character by employing
the conventional hopping transport concept for a disordered system with a Gaussian
DOS distribution and Miller-Abrahams jump rates (see Chap. 7).

An important prediction of the suggested theory is that the Meyer-Neldel energy
(EMN) in organic semiconductors is directly related to the width of the Gaussian
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DOS, σ , thus providing a new method for the evaluation of the amount of energetic
disorder in the material. Another prediction of the theory is that the MNR effect
of the charge carrier mobility arises upon varying the carrier concentration, but not
regarding varying the width of the DOS, σ [31]. The Fishchuk model was originally
developed for zero electric fields. Later, this model was further developed consider-
ing arbitrary electric fields which allows to describe the lateral field (F ) dependence
of the EMN. This dependence can be parameterized as described in detail in Chap. 7
in Eqs. (7.33)–(7.35).

Among the n-type organic semiconductors, C60, with a symmetric structure and
a low ionization potential (∼3.4 eV) shows the highest charge carrier mobility 0.6–
6 cm2/Vs [32–34], which makes it an attractive material for applications. In this
chapter a systematic investigation on the electric field, carrier concentration, film
morphology and temperature dependence of charge carrier mobility in C60-based
diodes and OFETs is presented and discussed according to the Meyer-Neldel for-
malism.

8.2 Experimental Details and Sample Configuration

Non-equilibrium, time-resolved charge carrier transport studies in disordered or-
ganic semiconductors are challenging due to time-dependent charge carrier mobil-
ity. Low charge carrier mobility (μ < 1 cm2 V−1 s−1), pronounced trapping, disper-
sive transport and a significant amount of thermally generated carriers make stan-
dard methods like Hall effect, Time-of-flight (TOF) or space charge limited current
injection inapplicable [33, 34]. However, CELIV and OFET measurements allow
one to experimentally measure the charge carrier mobility in fullerene (C60) films.
The non-equilibrium time-resolved transport of photo-generated charge carriers is
studied using photo-CELIV, whereas steady state transport is measured in OFETs.

Usually a large discrepancy between the bulk and the interface mobility values
is observed, which is attributed to the difference in charge carrier concentration and
to the difference of the DOS at the interface and in the volume of the film [35, 36].
Therefore, charge carrier mobility, which characterizes the charge transport in the
material, depends on the device geometry which must be taken into consideration
when presenting mobility data.

OFETs are three terminal devices with the structure given in Fig. 8.1b, where
the charge carrier transport proceeds between the source and drain electrodes at the
interface of the semiconductor and insulator. Charge carriers are distributed within
a few nanometer thick channel in the semiconductor film of the OFET structure and
the transport occurs parallel to the interface [37, 38]. The gate voltage applied to the
gate electrode below the insulator induces the charge carriers in the channel. It has
been shown that the charge carrier transport is strongly dependent on the insulator
material and the interface treatment [38, 39].

In the CELIV experiment a triangular-shaped increasing voltage pulse is applied
to a C60 film in diode geometry (see Fig. 8.1a) with injection preventing (blocking)
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Fig. 8.1 Schematic illustration of (a) diode structure (for CELIV) and (b) OFET structures used
to comparatively study the charge carrier transport in the bulk of a C60 film and at the interface
with the gate insulator (BCB)

contacts. The mobile charge carriers are photo-generated with short laser pulses and
are extracted by an applied increasing electric field. By changing the delay time
(tdel) between the laser pulse and the applied voltage pulse, or by changing the laser
intensity, the charge carrier mobility is measured as a function of carrier concen-
tration directly from the current transients [40]. Thick fullerene films (≈1–5 µm)
were grown on ITO/glass substrates using physical vapor deposition to fabricate
diode structures with measurable transition times. The temperature dependence of
the charge carrier mobility was measured in a cryostat under vacuum to prevent the
oxidation and film degradation. CELIV could only be performed down to 240 K
because a peel off of the thick C60 films occurred below this temperature.

OFET devices were fabricated using BCB as gate dielectric on ITO/glass sub-
strates. Aluminum contacts were evaporated in a vacuum below 10−6 mbar. The
transistor channel length was 35 µm, width 2 mm and for concentration calcula-
tions we assumed a channel thickness at the interface of 10 nm (where most of the
charge carriers are accumulated). Details of device fabrication steps were reported
previously [32, 41]. The completed devices were loaded in an Oxford cryostat under
nitrogen atmosphere inside a glove box to avoid exposure to ambient condition. All
the measurements were carried out at 10−6 mbar vacuum and the temperature was
changed from 300 K to 80 K for OFET measurements. The measurements were con-
ducted with a small temperature step of 10 K, with a time delay of 1 hour so that the
devices became thermally stabilized. The transistor characteristics were recorded by
Agilent 2000 SMU.

8.3 Evaluation of Charge Carrier Mobility

CELIV and OFET measurements are used to experimentally measure the charge car-
rier mobility in fullerene (C60) films. The non-equilibrium time-resolved transport
of photo-generated charge carriers is studied using photo-CELIV, whereas steady
state transport is measured in OFET structures.



8 Charge Transport in Organic Diodes and OFETs: A Comparison 207

Fig. 8.2 Schematic time dependence (a) and (b) current transients for CELIV measurements.
OFET output (c) and transfer curves (d) used to experimentally measure the charge carrier mobility

Figure 8.1 shows schematic sample configurations used for (a) CELIV and
(b) OFET measurements. The data evaluation from CELIV measurements is well
described in the literature [44, 45]. The charge carrier mobility was investigated as a
function of the following parameters: (a) sample temperature, controlled by a cryo-
stat, (b) electric field, by changing the maximum voltage (Vmax) in CELIV or the
source-drain voltage (Vd) in OFET, (c) charge carrier concentration, by changing
the delay time (tdel) in CELIV and the gate voltage (Vg) in OFET.

8.3.1 Charge Carrier Mobility Measurements by Charge
Extraction by Linearly Increasing Voltage

CELIV allows measurement of the charge carrier mobility and concentration from
current transients directly and independently. Moreover, time, concentration, elec-
tric field and temperature dependent effects on charge carrier mobility can be studied
in films with rather dispersive charge transport, where other methods (e.g. Time-
of-Flight) are inapplicable due to the required experimental conditions [45–48].
Schematic time dependence of the applied triangle rising voltage pulse and the cur-
rent transient response are shown in Fig. 8.2a and b, respectively.

A linearly increasing voltage pulse with the slope A = Umax/tpulse is applied to
the sample to extract the equilibrium charge carriers. The charge carriers inside the
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film can also be photo-generated by a light pulse (sometimes called photo-CELIV
technique). Then, the photo-generated charge carriers are extracted by the linearly
increasing voltage pulse after some delay time tdel. At the beginning of the CELIV
current transient a capacitive current step j (0) is seen (Fig. 8.2b). The following
current increase 
j is related to the injection current caused by the charge carriers
transported in the film. The current continues to increase as the voltage increases
until the charge carriers are extracted from the film and the current drops down to
the capacitive step level. In practice, if the duration of the applied triangle voltage
pulse tpulse is not long enough, then there might be some carriers left in the film
and the current will end at a higher level than the capacitive step. The charge carrier
mobility is estimated from the extraction maximum [45–51]. We have

μ = K
d2

At2
max

, (8.1)

where d is the film thickness, K = 2/3 for αd � 1 (where α is the light absorp-
tion coefficient from Beer-Lambert’s law) and K = 2 for surface photo-generation
(αd � 1). The charge carrier concentration (n = Qextracted/e) is estimated from the
integrated extraction current with respect to time. Since the electrical field in CE-
LIV experiments is not a constant value but is ramping with time, the field at which
the charge carrier mobility is measured is estimated from Atmax/d (electric field at
maximum extraction point tmax).

8.3.2 Charge Carrier Mobility Measurements by Organic
Field-Effect Transistor

Figure 8.2c and d show a typical output characteristics of an OFET device at dif-
ferent gate voltages and corresponding transfer characteristics in the linear regime
(Vg � Vd). In the linear regime, the applied gate field is much larger than the in-
plane drift field, which results in an approximately uniform density of charge carri-
ers in the active channel. Under these conditions Id increases linearly with Vg and
is approximately described by Eq. (8.2):

Id |Vd�Vg. = W

L
μFECiVd(Vg − Vth) (8.2)

where L is the channel length, W is the channel width, Ci is the capacitance per unit
area of the insulating layer, Vth is the threshold voltage, and μFE is the field-effect
mobility.

By plotting Id versus Vg at low Vd and evaluating the slope of this plot, μFE can
be calculated using Eq. (8.2). Similarly μFE can also be determined in the saturation
regime (Vd ≥ Vg), but due to pinch off in the channel, the mobility calculated in the
saturated regime is not an option to study the charge carrier transport in FET devices,
because it is deduced from an inhomogeneous distribution of the charge carriers in
the conductive channel of the OFET.
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By fitting the plots of transfer curves, the field-effect mobility as a function of
gate voltage can be calculated. One can calculate the charge carrier concentration
as a function of Vg from the charge accumulated at the semiconductor/insulator
interface by increasing Vg across the dielectric in a metal-insulator-semiconductor
(MIS) capacitor.

The Vg or carrier concentration dependence of the field-effect mobility is ex-
plained by the charge concentration effect at the insulator-semiconductor interface
[52, 53].

In these experiments, a low Vd (2, 4, 6 8, 10 V) compared to a high Vg (60 V) was
used to study the source-drain electric field dependence of the field-effect mobility
in order to stay in the linear regime.

8.4 Type of Mobile Charge Carriers in C60 films

In order to determine the dominant type of mobile carriers in the studied C60 films,
CELIV and OFET measurements were performed to see both types of charge car-
riers. To compare the electron and hole mobility by CELIV, on one hand, thick
fullerene films were illuminated either from the aluminum or ITO side, keeping the
same applied voltage polarity [54, 55] and on the other hand, by shining the LASER
pulse on the ITO electrode and changing the applied voltage polarity. In that way,
either electron or hole transport can be measured in the films where the light ab-
sorption depth is much smaller than the film thickness (surface photo-generation).
Figure 8.3a shows a typical CELIV transient for electron and hole transport. The
extraction current is seen only for electron transport, whereas for hole transport the
CELIV transients are indistinguishable from the dark response concluding that the
electron mobility is much higher (>100 times) compared to the hole mobility.

The electric current response for electron transport resembles a typical CELIV
transient. At the initial time (t = 0), the capacitive current step is seen in the tran-
sient due to an RC circuit response to an applied triangle-shaped voltage pulse. Pro-
ceeding further in time, the capacitive (displacement) charging current for dark tran-
sients is slightly increasing with time due to a time-dependent polarization (change
in dielectric constant due to diffusion of charges) or due to non-perfect blocking
electrodes. When laser light is used to photo-generate charge carriers the conduc-
tivity (extraction) current is seen as a “mountain” superimposed onto this capacitive
charging current. Initially the extraction current is increasing due to an increase of
the applied voltage and carrier drift velocity. At a certain point, when the mobile
charge carrier concentration starts to decrease due to the carrier arrival at the elec-
trode, the extraction current starts to diminish forming an extraction maximum. The
extraction current further decreases to approach the dark capacitive current.

The OFET transfer curve, shown in Fig. 8.3b, shows no significant hole injection
into the channel when negative voltage is applied to the gate. Strong electron current
is observed under positive gate bias. Therefore, both CELIV and OFET experiments
confirm that electron mobility is much higher than hole mobility in fullerene films.
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Fig. 8.3 (a) CELIV
transients and (b) OFET
transfer curve showing that
the electron mobility is at
least 100 times larger than
hole mobility in C60

8.5 Charge Carrier Concentration Dependence of Electron
Mobility

Since the charge carrier mobility is also strongly dependent on the charge carrier
concentration, we have measured the charge carrier mobility as a function of carrier
concentration at various temperatures using CELIV and OFET techniques.

We have changed systematically in our CELIV experiments the delay time tdel
between the laser pulse and the extracting voltage pulses to vary the carrier con-
centration during extraction. Figure 8.4 shows CELIV transients for different tdel.
On the other hand, the gate voltage (Vg) and the geometry of OFET structures de-
fines the charge carrier concentration in the channel. Figure 8.5 shows OFET output



8 Charge Transport in Organic Diodes and OFETs: A Comparison 211

Fig. 8.4 CELIV current
transients at various delay
times tdel at 300 K

Fig. 8.5 OFET output curves
for different gate voltages at
300 K

curves at 300 K for different gate voltages. The charge carrier mobility is calculated
using Eq. (8.2) from the OFET transfer curves.

The charge carrier concentration was calculated as a function of Vg assuming
a 10 nm thick conductive channel in the C60 film at the semiconductor/insulator
interface:

n = CiVg

1

ed
(8.3)
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Fig. 8.6 (a) Non-equilibrium
time-dependent electron
mobility and (b) charge
carrier concentration decay in
C60 films shown at various
temperatures as measured by
CELIV

where e is the elementary charge, Ci is the geometric capacitance of the device
with a 35 µm channel length and 2 mm channel width and d is the thickness of the
dielectric materials.

This set of OFET-based experiments was repeated at different temperatures,
which gave the carrier concentration dependence of the charge carrier mobility for
different temperatures as summarized in Fig. 8.7.

In CELIV measurements, performed at longer delay times, charge carriers have
more time to relax prior to extraction. Because the carrier extraction is not instan-
taneous and tmax is comparable to the short delay times, the time used at which the
carrier mobility was estimated is (tdel + tmax) [55].

The charge carrier mobility was calculated using Eq. (8.1) and its dependence
upon time is plotted in Fig. 8.6a for different sample temperatures. The charge
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Fig. 8.7 Concentration
dependent electron mobility
in C60 films measured from
CELIV and OFET.
Concentration is plotted on
logarithmic scale with a break

carrier mobility decreases as a function of time due to the relaxation phenom-
ena of photo-generated charge carriers (thermalization) within the DOS to deeper
states [55]. This behavior is usually observed in disordered semiconductors show-
ing the existence of dispersive transport. However, in C60 layers the charge transport
is weakly dispersive especially at room temperature, therefore only a weak charge
carrier mobility dependence on time is seen. At low temperatures the carrier mobil-
ity follows a stronger time dependence compared to higher temperatures as expected
in case of temperature activated transport.

By integrating the extraction current (dark current subtracted) of the CELIV tran-
sient over time, we calculated the amount of extracted charge which is proportional
to the charge carrier concentration in the film [55]. The time-resolved decay of
charge carrier concentration was measured and is plotted in Fig. 8.6b. Charge car-
rier concentration during CELIV experiments is similar at all temperatures allowing
an estimation of the charge carrier mobility as a function of concentration at all
measured temperatures.

The charge carrier mobilities as a function of carrier concentration measured at
different temperatures from CELIV and OFET are compared in Fig. 8.7.

Much lower charge carrier mobility values and a stronger concentration depen-
dence are seen in the bulk of the film deduced from CELIV, since the carrier concen-
trations are significantly lower. A weak dependence of carrier mobility on concen-
tration, as observed in OFETs, is attributed to the trap filling effect at high carrier
concentrations which increases the effective transport energy in the DOS to higher
values. This allows charge carriers to reach higher energy states where the mobil-
ity is larger and less dependent on carrier concentration due to a higher density of
available states.
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Fig. 8.8 Electric field
dependent CELIV transients
at 300 K. Thick arrow marks
the extraction maximum tmax
for each CELIV transient

8.6 Electric Field Dependence of Electron Mobility

It is well known that the mobility of charge carriers typically increase with electric
field according to a lnμ ∝ F 1/2 law, called “Poole-Frenkel” (PF)-type dependence,
though the Poole–Frenkel description itself is strictly not applicable to organic semi-
conductors [42].

In CELIV measurements, the applied electric field can be increased by increasing
the maximum voltage at the end of ramp. In OFET measurements the electric field
in the direction of current can be controlled by the applied source-drain voltage.
Figure 8.8 shows CELIV transients and Fig. 8.9 shows OFET output characteristics
for different external applied voltages (electric fields) at 300 K.

The CELIV transients in Fig. 8.8 are similar to those shown in Fig. 8.3a. Differ-
ent slopes for the increasing voltage and higher maximum voltages were applied,
whereas the delay time between the laser pulse and the extracting voltage pulse was
fixed at tdel = 0.1 µs. The extraction maximum tmax shifts towards a shorter time
at higher applied voltages, as predicted by drift mobility definition. The extraction
peak becomes less sharp at lower temperatures due to a more pronounced dispersive
transport [40, 43–47]. Since the electric field is changing during the carrier extrac-
tion in CELIV experiments, the electric field value is taken at the point of maximum
extraction from which the charge carrier mobility is calculated as well. The same
experiment was repeated at different temperatures. The charge carrier mobilities
are calculated using Eq. (8.1) and are plotted for different sample temperatures in
Fig. 8.10 as a function of the electric field.

Figure 8.9 shows the OFET transfer curves in the linear operating regime of the
transistor Vg � Vd to avoid the complex charge carrier distribution in the channel
at voltages above the pinch-off point. Again this set of experiment was repeated at
different temperatures.
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Fig. 8.9 OFET transfer
curves for different
source-drain voltages (Vd) at
300 K

The charge carrier mobility was calculated using Eq. (8.2) at different Vd (Vg =
60 V) and at various temperatures. The results are shown in Fig. 8.10 together with
the data obtained from CELIV measurements. The electric field between the source
and drain electrodes in the OFET channel is of the same magnitude as the electric
field between anode and cathode in the diode structures.

Fig. 8.10 Poole-Frenkel plot of electron mobility in C60 at various temperatures measured from
CELIV and OFET
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It was shown in the past that the charge carrier mobility measured from CELIV
is in good agreement with values measured by TOF [54, 55].

A lower charge carrier mobility as well as a stronger electric field dependence
were found for CELIV measurements in comparison to those obtained from OFET
measurements. Since the electric field range is similar in both experiments, the dif-
ference in mobility has its origin in the charge carrier concentrations which are very
different. Over an order of magnitude smaller carrier concentration is present in the
bulk of the film in CELIV experiment compared to the conductive channel in OFET
measurements. At low concentrations the charge carrier distribution occupies states
with lower energies which results in a lower mobility and a stronger electric field
dependence.

It is important to note that a non-equilibrium mobility of photo-generated charge
carriers is measured from CELIV, therefore high charge carrier mobility values are
not expected in the time scale of the experiment (in the order of microseconds), since
the charge carriers had enough time to relax to the deeper states of DOS distribution
which results in lower mobility values [38].

8.7 Temperature Dependence of Charge Carrier Mobility

A detailed theoretical discussion of the temperature dependence of charge carrier
mobility is given in Chap. 7. We present here the experimental results and the eval-
uation based on the previously discussed theory.

8.7.1 Meyer-Neldel Rule

Figure 8.11a and b show the Arrhenius-type of charge carrier mobility replotted
from Fig. 8.7 at different concentrations for CELIV and OFET experiments, respec-
tively. By increasing the delay time between the LASER pulse and the extraction
voltage ramp in CELIV, the carrier concentration was reduced, while in OFET mea-
surements the carrier concentration was increased by increasing the gate voltage,
Vg . In both experiments the carrier mobility follows an Arrhenius type of temper-
ature dependence. A common intersection point of extrapolated data lines allows
evaluating the Meyer-Neldel parameters. The MNR temperature obtained from CE-
LIV is TMN = 400 K and from OFET is TMN = 408 K which in both cases corre-
sponds approximately to EMN = 35 meV. The MNR mobility prefactors Eq. (8.2)
are μMN = 0.4 cm2 V−1 s−1 from CELIV and μMN = 4 cm2 V−1 s−1 from OFET.
The mobility prefactor is higher in OFET measurements due to a higher carrier mo-
bility at the interface. The obtained values are in good agreement with the results
obtained in similar C60 devices in the past [26, 32, 33, 40].

Since the Meyer-Neldel energy EMN is directly correlated with the film quality
and the width of the DOS in which charge transport occurs [31, 48], similar MNR
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Fig. 8.11 Arrhenius plots of
temperature dependent
electron mobility at various
concentrations measured
using (a) CELIV and
(b) OFETs. Meyer-Neldel
parameters from CELIV:
TMN = 406 K,
EMN = 35 meV,
μMN = 0.4 cm2 V−1 s−1;
from OFET: TMN = 408 K,
EMN = 35 meV,
μMN = 4 cm2 V−1 s−1

energies obtained from CELIV and OFET suggest that the charge carriers experi-
ence a similar energetic landscape during transport in the bulk of the film and at the
interface in the studied devices. The absence of dipoles at the interface of fullerene
and BCB forms a beneficial interface allowing high charge carrier mobility values
to be reached.

The lines of the best fit, shown for each carrier concentration in Fig. 8.11a and b,
allowed calculation of an activation energy from the slope, as well as a mobility
prefactor μ0 from the extrapolation to infinite temperature.

Figure 8.12 shows the mobility prefactor μ0 as a function of activation energy.
Similar slopes of lines of best fit in Fig. 8.12, representing the Meyer-Neldel energy
(EMN), show well matching EMN in both the bulk of the film and at the interface.
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Fig. 8.12 Mobility prefactor
μ0 dependence on activation
energy EA empirically found
from extrapolation of
experimental results, for
CELIV and OFET
experiments

The extrapolation of the lines of best fit in Fig. 8.12 gives the Meyer-Neldel mo-
bility. The Meyer-Neldel mobility (μMN) is one order of magnitude higher in the
OFETs compared to the transport in the bulk materials as measured from CELIV.
Equal MN energies (EMN = 35 meV) obtained from both CELIV and OFET exper-
iments, suggest that the charge carrier transport proceeds within similar energetic
and positional landscape so that a similar amount of energy is required to reach
a concentration and temperature independent mobility. However, the difference in
μMN shows that the carrier mobility is strongly dependent on carrier concentration
regardless of the Meyer-Neldel energy.

8.7.2 Gill’s Law

The electron mobility obtained from CELIV and OFET measurements are shown in
Fig. 8.10 as a function of the applied electric field at different temperatures. More
than one order of magnitude higher electron mobility values are observed in OFETs.
It is important to note that the charge carrier concentration differs by more than
one order of magnitude in both experiments due to the two dimensional nature of
the carrier concentration distribution in the channel of the transistor. In CELIV the
concentration range is between 2 × 1015–8 × 1015 cm3, whereas in OFET the range
is 2×1017–5×1017 cm3. It was tried to experimentally limit the large concentration
difference by lowering the gate voltage but still working in the linear regime of
OFETs. In CELIV experiments, the carrier concentration is limited by the charge
stored on the electrodes CV (capacitance times voltage) due to Langevin type of
bimolecular carrier recombination at high concentrations in fullerenes.

As can be seen from Fig. 8.10, the electric field dependence increases at lower
temperatures. The extrapolated mobility data converge to an electric field, where
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Fig. 8.13 Arrhenius plots of
electron mobility at various
electric fields. Gill’s
temperature TGill is shown for
both types of device

the carrier mobility becomes temperature independent, FCELIV = 9.2 kV/cm and
FOFET = 9.4 kV/cm.

In order to demonstrate Gill’s law, the charge carrier mobility data from Fig. 8.10
are replotted as Arrhenius plots in Fig. 8.13. Important observations are: (a) the
data follow an Arrhenius-type temperature dependence (in contrast to low carrier
concentration regime, i.e. TOF measurements, where 1/T 2 temperature dependence
is usually seen and explained by Bässler model); (b) the activation energy is field
dependent (decreasing with increasing field) and (c) the extrapolated data intersect
at TGill.

The isokinetic point (TGill) shows the energy EGill = kTGill required for electric
field independent carrier mobility. The corresponding Gill’s energies are ECELIV =
34 meV and EOFET = 34 meV. The experimentally observed EGill corresponds
well to the Meyer-Neldel energy EMN = 35 meV as described above in fullerene
films [39]. A good match between the values shows the similarities between the Gill
law and Meyer-Neldel rule and indicates that the level of disorder in diodes and
OFETs is very similar.

In agreement with studies in the past, the activation energy follows a square-root
dependence on the electric field in diodes within the range of experimental error
[43–45]. As described above, in comparison to diode structures, a much lower acti-
vation energy is required in OFETs, due to a much larger charge carrier concentra-
tion present in the channel of field-effect transistor. Field and temperature activated
charge transport through the manifold of DOS distribution of localized states be-
low a certain mobility edge can explain the presence of both convergence points,
where mobility becomes independent on temperature (Poole-Frenkel plot) and elec-
tric field (Arrhenius plot).

In conclusion, it is shown that the electron mobility follows a Poole-Frenkel-type
electric field dependence in fullerene diodes and field-effect transistors. A compari-
son of charge carrier mobility in both types of device reveals that electron mobility
is much higher in OFETs where the charge carrier density in the channel is much
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Fig. 8.14 Arrhenius
activation energy measured in
OFETs as a function of
applied electric field at
different charge carrier
concentrations

higher. Gill’s law is observed in both types of device showing that the activation en-
ergy for electron transport is larger at lower applied fields. Larger activation energy
is required in diodes at lower carrier concentrations in comparison to OFETs. Gill’s
energy value in both devices EGill = 34 meV is in good agreement with Meyer-
Neldel energy EMN = 35 meV observed in the past.

The activation energy decreases with increasing electric field in the film, which
can be explained by the fact that the electric field lowers the average barrier height
for energetic uphill jumps in the field direction [31]. Figure 8.14, obtained by a
combination of experimental data from Figs. 8.11 and 8.13, shows a Poole-Frenkel-
type behavior of the activation energy which decreases approximately linearly with
the square root of the source-drain voltage for different carrier concentrations.

8.7.3 Electric Field and Carrier Concentration Dependence of
Meyer-Neldel Energy and Gill Energy, Respectively

The Meyer-Neldel energy EMN = kBTMN, as determined from temperature de-
pendences of OFET mobility upon varying carrier concentration in the C60-based
OFET, is shown in Fig. 8.15a (symbols) as a function of the applied lateral electric
field (Ed) [46]. Figure 8.15b shows the dependence of the Gill energy EGill = kBT2,
as determined from temperature dependences of the FET mobility upon varying lat-
eral electric field in the same device, on the applied gate voltage Vg (i.e. on carrier
concentration n/N ). The theoretical model given in Sect. 7.5, Chap. 7, describes
reasonably well these experimental data. The dependence of EMN on the applied
electric field as well as dependence of EGill on the charge carrier concentration can
be well fitted using the same set of parameters; the calculated values are shown by
a solid curve in Fig. 8.15a and b.
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Fig. 8.15 Experimentally
determined (a) MN-energy
(symbols) versus the applied
lateral electric field and
(b) Gill energy EGill = kBT2
as a function of used gate
voltage Vg . Fitting by
Fishchuk’s model (solid lines)

However, the effects observed in Fig. 8.15a and b can only be fitted provided that
energy correlation effects are taken into account as described in Chap. 7. There-
fore we consider these findings as an experimental proof for the presence of en-
ergy correlations in an organic semiconductor: Meyer-Neldel and Gill energy are
expected to depend on the lateral electric field and on carrier concentration, respec-
tively.

8.8 Grain Size Dependence of Charge Carrier Mobility and
Meyer-Neldel Energy

A systematic experimental study was performed to investigate the interrelation be-
tween the energetic disorder and the MNR energy as derived from the temperature
dependent FET mobilities in C60 films grown at different conditions resulting in dif-
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Fig. 8.16 Schematic
cross-section of OFET
structures (a). AFM images
of C60 films grown by flush
evaporation at room
temperature (b) and by
Hot-Wall Epitaxy at a
substrate temperature of
130 °C (c) and 250 °C (d)

ferent film morphologies. The top-contact bottom-gate OFET devices, as schemati-
cally shown in Fig. 8.1b and in cross-section in Fig. 8.16a, were fabricated on ITO
covered glass substrates using divinyltetramethyldisiloxane-bis(benzocyclobutane)
(BCB) as gate-insulating layer.

The thin C60 films were deposited at different substrate temperatures using stan-
dard flush evaporation or the Hot-Wall Epitaxy (HWE) technique [56–58]. As one
can see from Fig. 8.16b–d the film morphology depends quite considerably on
the growth conditions—increasing the substrate temperature (Tsub) results in larger
grain size of the C60 films. The smallest grains were obtained in films grown by con-
ventional thermal evaporation without substrate heating (Fig. 8.16b), and the largest
ones in films grown by HWE technique at Tsub = 250 °C.

The XRD measurements also confirm the increasing crystallinity in the C60 films
with increasing substrate temperature as shown in Fig. 8.17. Finally LiF/Al top con-
tacts were evaporated in high vacuum. The completed devices were loaded for elec-
trical characterization in an Oxford cryostat inside the glove box. The temperature
was changed in the range from 320 K to 80 K with steps of 20 K. The field-effect
mobility μFE of the C60-based OFET has been determined in the linear regime of the
Id–Vg characteristics (at low source-drain voltage Vd = 2 V). The applied source-
gate electric field in this regime was much larger than the in-plane source-drain
field, which resulted in an approximately uniform density of charge carriers in the
conductive channel.

Figure 8.18a and b (symbols) show the field-effect mobility μFE as a function
of inverse temperature at different gate voltages Vg obtained for C60 films grown
by HWE at substrate temperature Tsub = 130 °C and 250 °C, respectively. It is ev-
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Fig. 8.17 XRD ω-2θ scans
for C60 films grown by HWE
on BCB at different substrate
temperatures

ident that the extrapolation of these graphs intersect at the isokinetic temperature
T0 = 351 K and 250 K for the films grown at 130 °C and 250 °C, respectively, thus
clearly demonstrating an MNR-type behavior. This yields corresponding MNR en-
ergies of EMN = 30.2 and 21.5 meV. The MNR effect has been described above in
Sect. 8.7 for the flush evaporated C60 film which was deposited at room temper-
ature [40] (Fig. 8.16b), which featured also a clear MNR-type behavior resulting
in EMN = 34 meV for this highly disordered film. Using Eq. (7.29) from Chap. 7
for each TMN, determined from experiment, the corresponding width of the DOS,
σ = 88 meV, 75.5 meV, and 54 meV can be obtained for films grown at room
temperature, 130 °C, and 250 °C, respectively.

Figure 8.19a shows the mobility data as a function of inverse temperature for the
two samples with two different morphologies as described above, but for the same
gate voltage, Vg , which means for the same effective carrier concentration. Due to
the different degree of disorder the activation energies are different. But most strik-
ing is the fact that extrapolating the data does not intersect at a finite temperature
and consequently shows no MNR effect. This experimental finding can be well fit-
ted by the EMA theory [31] (Fig. 8.19a, bold curves) using the same σ -parameters
as derived from Fig. 8.16a and b. This provides an additional cross-check for the va-
lidity of the suggested theoretical model. As predicted by the theory, extrapolations
of these temperature dependences (thin solid lines in Fig. 8.19a intersect at infinite
temperature in accordance with Eqs. (7.3), Chap. 7.

Figure 8.19b summarizes the mobility data at room temperature, together with
the width σ of the Gaussian DOS as a function of the grain size of the C60 layers,
deduced from AFM pictures. It can be clearly seen that with increasing grain size
the degree of disorder decreases and the mobility increases. The reduced Ea for the
C60 film grown at higher substrate temperature is direct evidence for the reduced
energetic disorder in this film.
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Fig. 8.18 Temperature
dependence of the FET
mobility measured at different
Vg in C60 films grown by
HWE at (a) Tsub = 130 °C
and (b) 250 °C (symbols) and
results of their fitting with
theoretical description
(Chap. 7) (solid lines). The
isokinetic temperature T0 is
indicated by an arrow

It is worth noting that EMN = 21.5 meV, observed for the C60 film grown by
HWE at 250 °C, is probably the smallest reported so far for OFET mobility in
organic transistors and is reflected also by a very reduced energetic disorder of
σ = 53.7 meV. However, it is similar to the value of 50 meV determined by time
of flight (ToF) measurements in MeLPPP conjugated polymers [51]. Normally, σ -
values determined for the OFET mobility are somewhat larger than that for the ToF
mobilities measured in the same material due to the interface effects in OFETs (sur-
face traps, surface dipoles, etc.) [56]. In the present study an organic BCB non-polar
gate isolator was used, so the interface effects are expected to be very weak com-
pared to SiO2. This circumstance combined with the optimized structure of C60

films grown by HWE technique can explain the significantly reduced energetic dis-
order in the C60 films.
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Fig. 8.19 (a) Temperature dependence of the FET mobility measured at constant Vg = 20 V in C60
films grown by HWE at Tsub = 130 °C and 250 °C (symbols) and results of calculated temperature
dependences by the EMA theory [31] (bold curves). Fitting experimental data with the theoretical
description (Chap. 7) is shown by thin solid lines. (b) Average FET mobility in C60 films and width
of the Gaussian DOS as a function of grain size in C60 films

8.9 Conclusion

In this chapter charge carrier mobilities are compared in the bulk of the fullerene
films in diode structure by CELIV measurements and at the interface with an in-
sulator by OFET analysis. A non-equilibrium mobility of photo-generated charge
carriers were used in the CELIV technique, while a steady state mobility was mea-
sured in OFET. Much higher electron mobilities (>100 times) as compared to hole
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mobilities are observed. It is shown that the charge carrier mobility in fullerene films
is strongly dependent on temperature, charge carrier concentration, electric field and
structural properties of the C60 layers. The mobility values at low carrier concentra-
tions are smaller and they follow a stronger Poole-Frenkel-type electric field depen-
dence in agreement to the theory described in Chap. 7. The charge carrier mobility
as a function of concentration at various temperatures is compared in the bulk of
the film and in the channel of transistors, where much higher carrier concentrations
can be reached. Arrhenius plots of the charge carrier mobility at various carrier con-
centrations demonstrate that the mobility data follow the Meyer-Neldel rule. It is
shown that the Meyer-Neldel energy is similar in the bulk of the semiconductor and
at the interface, suggesting similar levels of energetic disorder. However, the charge
carrier mobilities differ significantly due to the carrier concentration difference in
the different devices.

The electron mobility follows a Poole-Frenkel-type electric field dependence in
fullerene diodes and field-effect transistors. Gill’s law is observed in both types of
device showing that activation energy for electron transport is larger at lower applied
fields. Larger activation energy is required in diodes at lower carrier concentrations
in comparison to OFETs. Gill’s energy value in both devices EGill = 34 meV is in a
very good agreement with the observed Meyer-Neldel energy EMN = 35 meV.

The study of Meyer-Neldel behavior in OFETs at different applied lateral electric
fields shows a change in the characteristic Meyer-Neldel energy, which is shifted
from 35 meV → 32 meV by increasing the applied source-drain electric field. The
experimental results are in excellent agreement with the predictions of the presented
analytic model described in Chap. 7. The presented analytical model is superior to
the previously suggested one as it allows a more accurate evaluation of important
material parameters from experimental data measured at any electric field and does
not require an extrapolation of experimental data to zero electric field.

Experimental observations of the Meyer-Neldel-type behavior in C60 films
grown at different growth conditions are found to be in excellent agreement with
the predictions of the Fishchuk’s suggested theoretical model for organic semicon-
ductors with a Gaussian DOS distribution. An amazing strong shift of the Meyer-
Neldel (isokinetic) temperature T0 (from T0 = 408 K → 351 K → 250 K), was
found in C60 films upon increasing the substrate temperature during film growth
from room temperature [40] to Tsub = 130 °C and Tsub = 250 °C, respectively, and
this correlates with the change of the film morphology and, consequently, a change
of the energetic disorder. An unusually small MNR energy of 21.5 meV was found
for the C60 films grown at Tsub = 250 °C which correlates to a significantly reduced
energetic disorder of σ = 53.7 meV and, consequently, a very high charge carrier
mobility of 6.5 cm2 V−1 s−1 in these films. Finally, it should be mentioned that the
Meyer-Neldel energy can be used as sensitive rating parameter, characterizing the
quality of the active organic semiconductor layers independent of type and structure
of electronic devices used.
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Chapter 9
Excited-State Dynamics and Laser Action
in Epitaxial Organic Nanofibers

Francesco Quochi, Michele Saba, Andrea Mura, and Giovanni Bongiovanni

Abstract We present a review on the excited-state dynamics and nonlinear optical
properties of para-sexiphenyl epitaxial nanofibers grown on muscovite mica and
exhibiting amplified spontaneous emission and random lasing at low photoexcita-
tion fluences. We also report on recent advances made with alternated epitaxy of
para-sexiphenyl and sexithiophene.

9.1 Introduction

Solid-state organic semiconductors have long been investigated for their potential
in photonics and optoelectronics applications [1]. Organic molecular crystals can
benefit from excellent optical loss and carrier mobility figures, and, hence, offer
technological advantages over thin-film disordered media based on either polymers
or small molecules. Organic epitaxy is a powerful technique to grow highly ordered
organic aggregates at crystalline surfaces. In fact, long-range epitaxial order could
be successfully exploited to enhance optoelectronic properties of organic molecu-
lar thin films for device applications. An important example of organic epitaxy on
inorganic substrates is represented by high-vacuum deposition of para-sexiphenyl
(p-6P) and similar rod-like molecules on oriented muscovite mica [2] and KCl [3],
which yields linear and crystalline nanofibers with extremely high surface-to-
volume ratios, sub-wavelength cross-sectional dimensions, and lengths up to the
millimeter scale [3–5]. These epitaxial nanofibers exhibit excellent photonic and op-
toelectronic properties: high photoluminescence efficiency [6], high in-fiber carrier
mobility [7, 8], luminescence guidance [9], photoinduced spectral narrowing [10],
Raman gain amplification [11], gain amplification of spontaneous emission [12, 13],
and optically induced laser action [14–16]. Very recently, organic-organic heteroepi-
taxy of mixed p-6P/alpha-sexithiophene (6T) nanofibers with highly polarized blue,
green and red emission has been successfully demonstrated [17], further broadening
the range of potential applications of organic epitaxial nanofibers in photonics and
optoelectronics.
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In this chapter, we will review the excited-state dynamics and photonic proper-
ties of p-6P and mixed 6T/p-6P nanofibers epitaxially grown on oriented muscovite
mica by hot-wall epitaxy and organic molecular beam epitaxy. We will first present
the results of transient photoluminescence and transient absorption spectroscopy
of p-6P nanofibers, highlighting the interplay between bimolecular recombination,
stimulated emission and photoinduced absorption. We will then discuss the occur-
rence of amplified spontaneous emission and random lasing in p-6P nanofibers.
Potential applications of organic epitaxial nanofibers in photonics and sensing tech-
nologies will also be touched upon. Last, we will present recent results obtained in
mixed 6T/p-6P nanofibers displaying high degree of epitaxial alignment, and highly
polarized and broadband emission extending from the blue to the red.

9.2 Excited-State Dynamics and Random Lasing of Organic
Media

Deep knowledge of the excited-state dynamics of a photoexcited material system is
of fundamental importance for assessing the potential of the system for optoelec-
tronic device applications. With relation to optical amplifiers and lasers, evaluating
the lifetime of the excited state(s), as well as the strength of stimulated emission,
is essential to determine the ability of the system to provide optical amplification.
The so-called figure of merit for optical amplification can be defined as a quan-
tity proportional to the σSEBSEτ product, where σSE is the net stimulated-emission
cross-section of the optical transition undergone by the excited system, BSE is the
net stimulated-emission bandwidth, and τ is the excited-state lifetime.

The excited-state lifetime is generally affected by linear and nonlinear, i.e.,
excitation-density dependent, nonradiative recombination processes. In fact, the
shorter is the excited-state lifetime, the higher must be the excitation rate for the
system to sustain a stationary optical gain. Bimolecular recombination is a well-
known nonlinear deactivation process quenching the optical emission of crystalline
semiconductors including highly ordered molecular crystals [18].

Time-resolved spectroscopy techniques such as transient photoluminescence and
transient absorption are commonly used to investigate the excite-state dynamics of
gain/ laser media upon photoexcitation. On the one hand, transient photolumines-
cence provides direct access to the temporal evolution of the population of the ex-
cited state; on the other hand, transient absorption measures the intensity of stim-
ulated emission and absorption of the excited state during the photocycle of the
system [19].

When a gain medium is inserted into an optical cavity, laser emission can occur
only provided that the total optical phase acquired by the amplified light in one
round trip be equal to a multiple integer of 2π . This oscillation condition does not
only hold for a conventional (e.g., Fabry-Pérot) cavity, where feedback is provided
by well-defined reflectors, but also for a random cavity, i.e., an optical cavity where
closed loops for light amplification and laser oscillation are provided by optical
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Fig. 9.1 Schematic representation of conventional (Fabry-Pérot) laser (left) and random laser
(right). Thick arrows indicate the propagation direction of the light being amplified in the laser
cavity or just exiting the cavity to form the output beam(s); Φj (ω) is the phase jump undergone
by the optical beam (of angular frequency ω) being reflected or scattered at j th mirror or scatter-
ing center; k(ω) is the light beam propagation constant; dj is the path length covered by the light
between subsequent reflections or scattering events, and m is an integer

scattering centers randomly distributed within the gain medium (Fig. 9.1). As a
matter of fact, random lasing is currently an active field of research from both the
experimental and theoretical point of view [20, 21]. Random lasing in organic media
has been considered for applications in nanophotonics, sensing [22], and medical
sciences as a potential tool for cancer diagnostics [23].

9.3 Growth and Characterization of p-6P Epitaxial Nanofibers

Para-sexiphenyl nanofiber films are grown on freshly cleaved, (001)-oriented mus-
covite mica by Hot-Wall Epitaxy [4] and Organic Molecular Beam Epitaxy [5]. In
the hot-wall epitaxy technique, p-6P is purified by threefold sublimation under dy-
namic vacuum. The system is operated with a nominal base pressure during growth
of about 9 × 10−6 mbar and the p-6P source temperature is set to the optimized
value of 240 ◦C. The substrate temperature is varied between 90 and 180 ◦C, while
the growth time is varied between 10 s and 120 min. Additional details can be found
in [24, 25]. In the organic molecular beam epitaxy technique, sheets of muscovite
mica are cleaved in air and are transferred immediately after cleavage into a high-
vacuum apparatus (base pressure of 5 × 10−8 mbar). Before organic material is
deposited, the samples are outgassed at a temperature of around 130 ◦C such that
low energy electron diffraction shows the well-known hexagonal surface structure
of clean mica with electric surface dipoles present. Para-sexiphenyl is deposited
from a home-built Knudsen cell by vacuum sublimation; during the deposition the
pressure inside the vacuum system rises to 2 × 10−7 mbar. Long p-6P needles grow
for deposition rates of 0.1 Å/s and at substrate temperatures around 150 ◦C.
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Fig. 9.2 Epifluorescence
spectrum (main panel) and
micrograph (inset) of an
ensemble of p-6P nanofibers
photoexcited by a Hg
high-pressure in the
330–360 nm band. Emission
bands originating from
vibronic coupling with C–C
stretching mode are labeled
for clarity

Morphological characterization of the nanofibers is performed by scanning-probe
atomic-force microscopy using Si-tip probes in tapping mode in air. Complementary
optical characterization is carried out by cw epifluorescence measurements using an
inverted microscope with a Hg high-pressure lamp as the excitation source.

9.3.1 Fluorescence Microscopy

Epifluorescence microscopy and microspectroscopy characterization techniques
provide valuable information on the emission properties of nanofiber films. The
inset of Fig. 9.2 shows an epifluorescence micrograph of an ensemble of nanofibers
under UV illumination.

Large enhancement of fluorescence scattering into out-of-plane directions occurs
at special positions on the nanofibers. These bright spots provide high-sensitivity
detection of p-6P epifluorescence. Correlated optical microscopy and atomic-force
microscopy data, which gives insight into the morphology of the strong optical
scattering centers, are reported in Sect. 9.5.3. The main panel of Fig. 9.2 dis-
plays the room-temperature epifluorescence spectrum of photoexcited p-6P epi-
taxial nanofibers. The spectrum shows the typical features of an H-type molecular
aggregate, that is, a weak electronic (0–0) transition and a more intense vibronic
progression involving the C–C stretching mode.

9.3.2 Atomic-Force Microscopy

Topography studies of the surface morphology of films realized by hot-wall epi-
taxy at 130 ◦C substrate temperature with different growth times demonstrate that
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Fig. 9.3 AFM topography images of p-6P nanofiber films grown by hot-wall epitaxy on (001)-ori-
ented muscovite mica for various deposition times. The growth temperature is 130 ◦C. The height
scale is 0–50 nm in (a)–(c), 0–100 nm in (d), 0–220 nm in (e), and 0–700 nm in (f)

oriented and mutually parallel nanofibers are formed by progressive regrouping of
individual crystallites originating at the early growth stages for deposition times
<10–25 s [26]. For growth times longer than 5 min, only linear fibers are observed.
Surface topographic images of films obtained with various growth times are shown
in Fig. 9.3. For long (>40 min) deposition times, close-packed and interconnected
nanofibers are realized.

X-ray diffraction studies demonstrated that p-6P nanocrystals packed in nano-
fibers are co-oriented and characterized by well-defined epitaxial relationships to
the muscovite mica substrate: the long molecular axis of p-6P is nearly parallel to
the mica surface plane and nearly perpendicular to the fiber axes [27]. Long-range
azimuthal order is realized, which results in high optical anisotropy and high carrier
mobility [4, 7].

Statistical analysis of topographic images reveals that the morphological param-
eters of nanofibers are strongly correlated to the growth time. Raising the growth
time from 40 to 120 min. results in an increase of fiber mean height from ∼110 to
∼290 nm, while the mean base width increases from ∼210 to ∼350 nm. Deposi-
tion time turns out to be a knob to tune cross-sectional dimensions of nanofibers;
cross-sectional size is in fact crucial to the attainment of optical waveguiding and
amplification in nanofibers. In addition, topographic images show that nanofibers
are characterized by the presence of breaks, resulting in fiber segmentation. Such
breaks, ∼50 to ∼300 nm in width, occur at the end of the material growth process
as a possible result of a surface thermal gradient during substrate cooling [5]. Breaks
play a crucial role for the active photonic properties of nanofibers since they are re-
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Fig. 9.4 Topographic images of the surface morphology of p-6P nanofiber films grown by
hot-wall epitaxy on (001)-oriented muscovite mica at different substrate temperatures and with 60
min. Deposition time: (a) 90 ◦C; (b) 120 ◦C; (c) 150 ◦C; (d) 170 ◦C. The height scale is 0–500 nm

sponsible for the establishment of optical feedback along the nanofiber’s axes and
for light scattering into out-of-plane directions (see Sect. 9.5.3).

Substrate temperature is also an important growth parameter for tuning the mor-
phological properties of nanofibers. In Fig. 9.4 are displayed topographic images
of nanofiber films grown for 60 min by hot-wall epitaxy at different substrate tem-
peratures. As temperature is raised from 90 to 170 ◦C, mean fiber height and cross-
sectional area increase from ∼80 to ∼300 nm and from ∼0.05 to ∼0.3 μm2, respec-
tively, while the surface coverage (percentage of film surface covered by nanofibers)
decreases from 70 to 20 %, approximately.

This behavior is consistent with Arrhenius dependences, from which one infers
that nanofiber nucleation is a thermally activated process [28]. Activation ener-
gies range from a few tens to hundreds of meV, depending on whether hot-wall
or beam deposition is used and on the morphological parameter being analyzed.
Strong correlation is found between fiber morphology and substrate temperature
during growth, and, hence, substrate temperature can also be used to control the
photonic properties of nanofibers.

9.4 Excited-State Dynamics of p-6P Epitaxial Nanofibers

The potential of organic films for laser device technologies stems from the ability to
achieve lasing thresholds compatible with indirect electrical pumping by unexpen-
sive and convenient light sources. Lasing performance results from both extrinsic
factors (i.e., optical confinement of lasing modes in the gain medium, propagation
and feedback losses), and intrinsic gain performance of the active medium. The lat-
ter can be quantified by the figure of merit for optical amplification introduced in
Sect. 9.2.

Nonlinear emission properties of p-6P epitaxial nanofibers are investigated by
transient fluorescence spectroscopy using ultrashort (∼150 fs) laser pulses deliv-
ered by an optical parametric amplifier running at 1 kHz repetition rate, allowing
to tune the excitation wavelength across the 350–400 nm interval. The pump laser
beam is focused to circular spots onto the nanofiber films over ∼(1–3) × 10−4 cm2

areas, allowing to excite simultaneously tens of nanofibers with pulsed fluences up
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Fig. 9.5 Fluorescence decay rate constant of p-6P nanofibers excited by ultrafast pulses at 380 nm,
at 300 K (squares) and 80 K (circles). Dashed lines: Calculated decay rate constant; the calculation
includes both monomolecular and bimolecular recombination processes. Inset: Fluorescence decay
traces measured at 80 K with pump pulsed fluence of 1.2, 2.5, 3.9, 7.8, 12, 25, 39, and 77 μJ/cm2

to 1 mJ/cm2. In polarization-resolved experiments, the polarization of the optical
emission is rotated using a retardation plate. For nonlinear emission experiments,
the pump field polarization is set perpendicular to the axis of the nanofibers (par-
allel to the long axis of the p-6P molecules) for maximum optical absorption and
the excitation fluence is varied using a variable density filter. A cold-finger cryostat
fed with liquid air is used to vary the nanofiber lattice temperature in the 80–300 K
range. Transient fluorescence is detected by a visible streak camera with ∼20 ps
time resolution. Complementary transient absorption experiments measuring dif-
ferential transmission (
T/T ) changes are performed using broadband pulses ob-
tained by supercontinuum generation in a sapphire plate as the optical probe. The
time delay between the pump and probe pulses is controlled by a motorized optical
delay stage.

9.4.1 Transient Fluorescence Spectroscopy

Main results of time-resolved fluorescence studies are reported in Fig. 9.5, where
fluorescence decay rate constant is plotted as a function of the pump pulsed fluence.
Fluorescence decay traces taken at 80 K are drawn in the inset of Fig. 9.5 [16].
At high pump fluences, the excited-state decay dynamics is dominated by nonra-
diative, density–dependent processes ascribed to singlet-singlet (bimolecular) anni-
hilations [18]. Bimolecular recombination strongly depends on lattice temperature.
Upon fitting the initial 1/e decay times with the results of model simulations of the
decay dynamics, bimolecular coefficient (κSS) is found to increase from 3 × 10−9
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Fig. 9.6 Differential
transmission spectra of p-6P
epitaxial nanofibers excited
by ultrafast pulses centered at
360 nm, for different lattice
temperatures and
probe-to-pump time delays.
Pump pulsed fluence:
90 μJ/cm2 (main panel);
10 μJ/cm2 (inset)

to 4 × 10−8 cm3/s when lattice temperature is increased from 80 to 300 K. The lin-
ear (monomolecular) recombination rate constant (k0) also exhibits a temperature
dependence, concomitantly increasing from 1 × 109 to 2.3 × 109 s−1. At 80 K, bi-
molecular recombination kicks in for pump fluences of ∼2–4 μJ/cm2, whereas the
threshold goes down to 0.1 μJ/cm2 at room temperature. The lattice temperature
dependence of bimolecular recombination suggests that exciton migration is a ther-
mally activated process [29]. Activation energy is possibly related to the presence
of energetic disorder in p-6P nanostructured films [30].

9.4.2 Transient Absorption Spectroscopy

Excited-state photophysical processes such as stimulated emission and photoin-
duced absorption are studied by differential transmission measurements in transient
pump-probe experiments. Transmission spectra taken for various pump-probe de-
lays are shown in Fig. 9.6. At short delays (≤1 ps), the system response is char-
acterized by broadband stimulated emission extending from the deep blue to the
orange (BSE ∼ 1 eV) and exhibiting the vibronic progression of singlet excitons
in p-6P crystalline nanofibers. The stimulated-emission cross-section is found to be
∼2×10−16 cm2, as estimated from 
T/T signal amplitude at the 0-2 vibronic peak
at zero time delay, assuming that primary photoexcitations are singlet excitons. On
the long-wavelength side, the spectrum is dominated by photoinduced absorption of
triplet excitons and polarons promptly excited by the pump pulses. At room tem-
perature and high pump fluences (∼90 μJ/cm2), stimulated emission decays rapidly
due to singlet-singlet annihilations and a photoinduced absorption band arises near
the optical gap of the material at ∼400 nm.

This long-lived photoinduced absorption band (with decay time >1 ns) is as-
cribed to intermolecular excitons with charge-transfer character and generated via
singlet-singlet annihilations [13]. At cryogenic temperatures (80 K) and lower ex-
citation fluences (∼10 μJ/cm2), bimolecular recombination is strongly suppressed;
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the excited-state lifetime (τ ) increases up to ∼1 ns and the photoinduced absorp-
tion band associated to secondary charge-transfer excitons disappears (inset of
Fig. 9.6).

Shortening of the excited-state lifetime is the primary effect of singlet-singlet an-
nihilations. As a secondary effect, a nonlinear population of intermolecular, charge-
transfer excitons is created, whose absorption spectrum overlaps with the gain spec-
trum of the singlet excitons. Combined effects of lifetime shortening, net-gain re-
duction and bandwidth shrinking by photoinduced absorption are detrimental to
lasing action in nanofibers under cw excitation or long (nanosecond) pulsed ex-
citation.

9.5 Optical Amplification and Laser Action in p-6P Epitaxial
Nanofibers

Amplified spontaneous emission and lasing properties of p-6P epitaxial nanofibers
are investigated by photoluminescence spectroscopy using ∼150 fs-long laser
pulses with 360–392 nm central wavelength and 1 kHz repetition frequency. In
polarization-resolved experiments, the polarization of the optical emission is ro-
tated using a retardation plate. The optical emission is dispersed in a single grating
spectrometer equipped with a liquid-N2-cooled charge-coupled device allowing for
high-sensitivity, time-integrated measurements. For microspectrographic measure-
ments on individual nanofibers, the optical emission is excited through the back
(substrate) surface and collected from the front surface using a microscope objec-
tive and focused onto the input slit of the spectrometer. Setting the spectrometer
to zeroth-order diffraction and fully opening the input slit, fluorescing fibers cov-
ering the photoexcited area can be imaged with ∼2 μm spatial resolution. Tuning
the spectrometer to first-order diffraction and narrowing the input slit, the emis-
sion of individual nanofibers aligned parallel to the input slit can be spectrally re-
solved.

9.5.1 Coherent Random Lasing vs. Amplified Spontaneous
Emission

The evolution of the nanofiber emission spectrum for increasing pump pulsed flu-
ence is shown in Fig. 9.7(a). The emission spectrum relates to tens of interconnected
nanofibers and thus represents an ensemble-averaged response of nanofibers. When
the pump fluence exceeds a threshold value Φth, resolution-limited peaks emerge
from the spontaneous emission spectrum on the 0-1 vibronic band. Threshold flu-
ences are position dependent and can vary from a few μJ/cm2 to hundreds of μJ/cm2.
As pump fluence is much increased above threshold, the visibility of the narrow
lines decreases until spectral narrowing of the vibronic peak dominates the system
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Fig. 9.7 (a) Room-temperature, time-integrated optical emission spectra of p-6P epitaxial
nanofibers excited by subpicosecond pulses as a function of pump fluence: 0.8, 1.0, 1.6, 3.0, 10.
Relative units refer to the Φ/Φth ratio, where Φth is lasing threshold fluence. (b) Time- and spec-
trally integrated intensity of nonlinear emission above lasing threshold. Linear and quadratic de-
pendences are shown by solid lines. (c) Position sensitivity of lasing modes: emission spectra are
taken in different positions of the pump laser spot on the film surface. (d) Polarization-resolved
emission spectra, acquired upon polarization filtering of the emission along the direction parallel
(//) and perpendicular (⊥) to the long molecular axis of p-6P. Spectral dependence of intensity
ratio is displayed as dots

response. The narrow peaks denote the presence of coherent optical feedback (las-
ing) within the p-6P nanofiber films, whereas spectral narrowing of the 0-1 and
0-2 emission peaks indicates that amplified spontaneous emission occurs at the high
pump levels. In Fig. 9.7(b), the emission intensity is plotted as a function of the
normalized pump excess fluence, defined as 
Φ/Φth = (Φ − Φth)/Φth. The signal
intensity is spectrally integrated over the 0-1 band upon subtraction of the sponta-
neous emission contribution. The nonlinear dependence of the emission intensity on

Φ/Φth (slope efficiency that increases with increasing pump fluence) is partially
attributed to the fact that the number of coherent modes reaching threshold increases
with raising pump excess fluence [14].

The spatial sensitivity of the spectrally narrow nonlinear emission of p-6P crys-
talline nanofibers is reported in Fig. 9.7(c). Different distributions of unequally
spaced modes are realized in different positions of the excitation spot on the film
surface, suggesting the occurrence of coherent random lasing [20, 21]. Moving the
pump spots across the film surface results in the excitation coherent modes hav-
ing different resonance wavelengths and optical losses; as a consequence, a strong
variation in lasing threshold fluence is registered as the excited area is changed.
As expected from the film structural anisotropy and epitaxial alignment, both linear
and nonlinear optical emissions exhibit strong polarization anisotropy with intensity
ratios as large as 10 dB (Fig. 9.7(d)).
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Fig. 9.8 Time-wavelength spectrogram of the fluorescence intensity of cryogenically cooled
nanofibers, excited by subpicosecond pulses with 360 nm central wavelength. Colors code for
intensity levels on an arbitrary unit scale. Pump pulsed fluence is 7 μJ/cm2. Vertical (horizontal)
white lines delimit the spectrogram region used for temporal (spectral) integration. Right panel:
emission spectrum integrated in the first 30 ps after excitation pulse arrival. Bottom panel: Emis-
sion decay traces integrated over the 0-1 vibronic band of the p-6P emission. The solid (dashed)
line depicts the time profile at 80(300) K

Substrate temperature used during growth has a big influence on the lasing
threshold performance of p-6P epitaxial nanofibers. Increasing substrate temper-
ature from 90 to 170 ◦C, mean lasing threshold, as measured in films grown by
hot-wall epitaxy with 60 min deposition time, decreases from ∼300 to ∼50 μJ/cm2.
These findings are traced back to the thermally activated growth of p-6P epitax-
ial nanofibers; in fact, thermal activation of the cross-sectional size of nanofibers
should result in strong temperature increase of the optical confinement factor of the
guided optical emission. Therefore, substrate temperature does not only have an in-
fluence on the morphology of p-6P epitaxial nanofibers, but also allows for tuning
their lasing properties.

9.5.2 Monomolecular Lasing

Nanofiber cooling to cryogenic temperatures makes it possible to circumvent bi-
molecular recombination and photoinduced absorption by charge-transfer excitons.
Direct demonstration of occurrence of monomolecular lasing, that is, lasing in
the linear recombination regime, is provided in Fig. 9.8, which reports the time-
wavelength spectrogram of the transient emission intensity of nanofibers excited
by subpicosecond pulses and detected by a picosecond streak camera. The spectral
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Fig. 9.9 (a) Topographic image of a p-6P epitaxial nanofiber exhibiting breaks. (b) Image of the
indicated subsection of the nanofiber. (c) Lasing intensity profile relating to the same fiber segment
as in (b). Vertical marks highlight the correspondence between the positions of breaks and those of
optical scattering centers being the origin for coherent feedback and laser light outcoupling

profile (right panel) shows evidence of lasing emission on top of the 0-1 sponta-
neous emission band. The time profile analysis (bottom panel) shows clear evidence
that at 80 K prompt laser emission decays rapidly, leaving the system with a pop-
ulation of singlet excitons undergoing monomolecular recombination with ∼1 ns
decay time [16].

9.5.3 Microscopic Origin of Random Lasing

Isolated nanofibers exhibiting strong optical scattering centers give the opportunity
to study one-dimensional random lasing in self-assembled epitaxial nanostructures.
Emission spectra of isolated nanofibers grown by organic molecular beam epitaxy
show that random lasing threshold is reached at both the 0-1 and 0-2 vibronic peaks.
As expected for a single laser emitter, spontaneous emission saturates at the value
reached at threshold [12]. Fluorescence clamping is not observed in fiber ensemble
measurements, since not all the excited fibers reach lasing threshold (Fig. 9.7).

Correlated lasing measurements and atomic-force topographic measurements
give insight into the origin of one-dimensional coherent feedback in individual p-6P
nanofibers. Figure 9.9(a) shows the topographic image of a ∼100-μm-long, selected
nanofiber. When the fiber morphology is compared to the lasing intensity profile
on the same region (Figs. 9.9(b) and 9.9(c)), it clearly turns out that scattering of



9 Excited-State Dynamics and Laser Action in Epitaxial Organic Nanofibers 243

Fig. 9.10 (a, b) Time-integrated emission micrographs of an individual nanofiber excited by ultra-
fast laser pulses, for a pump pulsed fluence Φ1 = 75 (a) and Φ2 = 370 μJ/cm2. (c) Spatial profiles
of the emission intensity. The dashed line is the fit of a linear amplification function (see text) to the
measured profile. (d) Emission spectra for different values of the excitation fluence. The spectra
are spatially integrated over the nanofiber region

the guided lasing emission occurs at the fiber breaks. In fact, excellent correspon-
dence is found between the positions of the bright lasing spots and those of the fiber
breaks. These findings strongly suggest that back-reflections of the fiber waveg-
uide modes at the fiber break interfaces are the main source of optical feedback
along the nanofibers’ axes. This interpretation of the experimental data in terms of
one-dimensional coherent random lasing is in fact supported by calculations of the
resonant optical modes of one-dimensionally disordered systems [15].

9.5.4 Guided Amplification of Spontaneous Emission

Determination of net optical gain in isolated fibers yields the optical amplification
performance of p-6P epitaxial nanofiber waveguides. To this scope, nanofibers are
required to display fairly uniform epifluorescence efficiency profiles and not to ex-
hibit breaks with consequent strong optical scattering and feedback [12]. Singly
selected fibers grown by organic molecular beam epitaxy are investigated.

The results obtained on a ∼40 μm-long nanofiber are shown in Fig. 9.10. At low
excitation levels, the emission micrograph of a selected nanofiber shows uniform
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emission intensity between the fiber tips (Fig. 9.10(a)). Increasing the pump fluence
above a threshold value of ∼100 μJ/cm2 per pulse, enhancement of the emission in-
tensity is detected near the fiber tips (Fig. 9.10(b)). The emission intensity increases
continuously as the position approaches the tips, where the guided light is efficiently
outcoupled (Fig. 9.10(c)).

Assuming linear amplification of spontaneous emission and uniform scattering
efficiency across the fiber, the emission intensity profile can be fitted by the function
IT (z) = I (z) + I (L − z), where I (z) ∼ [exp(gz) − 1]/g; z is the distance from a
fiber tip, g the net modal gain coefficient, and L the fiber length.

The occurrence of amplified spontaneous emission is confirmed by the spectral
analysis of the emission intensity above amplification threshold, which shows line
narrowing of the emission towards the center of the vibronic bands (Fig. 9.10(d)),
whereas spectral fringes relating to ∼40 μm-long Fabry-Pérot resonator are not vis-
ible. Curve fitting of intensity profiles yields g1 ∼ 1200 cm−1 for the 0-1 emission
band and g2 ∼ 700 cm−1 for the 0-2 emission band at the highest excitation fluence
of 750 μJ/cm2.

Overall, the results demonstrate that p-6P epitaxial nanofibers are able to guide
and amplify their spontaneous emission with large amplification factors, and thus
hold potential as optical nanoamplifiers at surfaces.

9.6 Photonic Sensing Using p-6P Epitaxial Nanofibers

Low-threshold random laser action could be exploited to achieve high photonic sen-
sitivity to various agents; miniaturized random laser sources based on individual
p-6P epitaxial nanofibers are thus be envisaged to enable new functionalities for
next-generation technologies [22, 31].

Based on model simulations of the coherent optical response of a random
medium [15], a typical p-6P epitaxial nanofiber with a length of ∼100 μm and a
dozen of thin (∼200 nm) breaks is estimated to potentially display attoliter sen-
sitivity to contamination by index matching fluids (Fig. 9.11(a)). Also, strain sen-
sors with very large (>103) gauge factor and high dynamic range could be ob-
tained by optical interrogation of single nanofibers aligned parallel to the strain axis
(Figs. 9.11(b) and 9.11(c)).

Surface adsorption of molecular species in nanofibers assembled from suitably
functionalized oligomers [32] could generate photonic chemosensing, e.g., by mod-
ulation of the effective refractive index of the nanofiber resonance modes. Photonic
sensitivity could be further enhanced near lasing threshold, as demonstrated in re-
cent reports [33, 34].

9.7 Sexiphenyl-Sexithiophene Heteroepitaxial Nanofibers

Tuning of laser emission wavelength of p-6P epitaxial nanofibers can possibly be
achieved by crystal doping with long-wavelength emitting molecules. At relatively
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Fig. 9.11 Model calculations of the photonic sensitivity of a p-6P epitaxial nanofiber with one-di-
mensional random optical feedback. (a) Coherent emission spectrum before and after optical neu-
tralization of a fiber break upon air-gap filling with index matching fluid. (b) Resonance wavelength
shift in response to 100 ppm axial strain. (c) Strain gauge factor as a function of strain strength.
Gauge factor (GF) is defined from the relation: 
I/I (ppm) = GF · strain (ppm), where I is the
optical emission intensity

low concentrations, dopant molecules can provide high cross-sections for stimulated
emission and long population lifetimes, while their emission can be efficiently sen-
sitized, hence allowing one to circumvent bimolecular recombination occurring in
the p-6P crystalline host matrix.

In a recent approach, mixed p-6P/sexithiophene (6T) heteroepitaxial films are
grown by hot-wall epitaxy on (001)-oriented muscovite mica to obtain nanofibers
with tunable emission properties. Both p-6P and 6T are good model systems for
heteroepitaxy and important oligomers for optoelectronic device applications. It
has been demonstrated that both p-6P and 6T crystalline thin films can be used
as organic templates to obtain highly crystalline organic-organic heterostructures in
which p-6P and 6T molecules are both standing or parallel to the substrate [35, 36].

Templates of p-6P nanofibers grown on oriented muscovite mica can be used
to obtain oriented and mutually parallel 6T/p-6P nanofibers whose emission color
depends on the relative concentrations of the two components. A growth chamber
equipped with two hot-wall epitaxy reactors for serial deposition of p-6P and 6T
is used for these studies. The substrate is first exposed to the reactor with the p-6P
source and then transferred to the 6T reactor; details can be found in [17]. When
6T is directly grown on muscovite, short nanofibers with red-orange fluorescence
are yielded with several orientations, whereas 6T deposition on a template of p-
6T nanofibers results in 6T/p-6P bilayer fibers which maintain the fiber template’s
orientation, with no 6T material being deposited in between adjacent p-6P fibers.
This is clearly demonstrated by the epifluorescence micrographs shown in Fig. 9.12.
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Fig. 9.12 Fluorescence micrographs of heteroepitaxial nanofibers grown on (001)-oriented mus-
covite mica by hot-wall epitaxy at 120 ◦C substrate temperature: (a) p-6P; (b) 6T; (c) bilayer of
6T (deposition time 90 min) on p-6P (deposition time 40 min). Epifluorescence is excited by UV
lamp irradiation

Fig. 9.13 Fluorescence
spectra of pure p-6P
nanofibers (blue line) and
6T/p-6P bilayer nanofibers
(black line). Fluorescence is
excited by 370 nm laser
pulses at 80 MHz repetition
rate. Green and red spectra
belong to interfacial (i) and
bulk crystal (c) 6T in the
bilayer sample. Black dots are
the sum of 6T(i) and 6T(c)
spectra

Green emitting fibers are obtained with a 6T deposition time of 5 s, corresponding
to submonolayer coverage. In this limit, the 6T fluorescence spectrum is similar to
that of a solvated 6T phase (green line spectrum labeled 6T(i) in Fig. 9.13).

Increasing 6T deposition time (and so the 6T-to-6P concentration ratio), oriented
6T crystalline fibers are deposited on top of p-6P templating fibers. Crystal phase
emission, as obtained in pure 6T films, is shown as the red line labeled 6T(c) in
Fig. 9.12. The overall emission spectrum of the 6T/p-6P bilayer nanofiber film
grown with 40 min (p-6P) and 90 min (6T) deposition times (black line in Fig. 9.13)
shows evidence of strong quenching of the p-6P emission. The interfacial, green
emitting 6T sheet is highly emissive, its integrated intensity being comparable to
that of the ∼400-nm-thick 6T crystalline overlayer. The emission strengths of the
interfacial and crystal components are determined by fitting a linear combination of
the spectra of the two 6T phases to the total emission spectrum.

Quenching of p-6P emission is ascribed to efficient sensitization of 6T via reso-
nance energy transfer [37]. The p-6P/6T material couple is thus inferred to display
type-I alignment of electronic levels in the bilayer structure, which could allow for
extending operation of p-6P epitaxial nanofiber lasers to 6T emission wavelengths
in the green and in the red via resonance energy transfer from p-6P to 6T.
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Fig. 9.14 Polar plots of the emission intensity of 6T/p-6P bilayer film versus analyzer polarization
angle. Dots: experimental points; lines: fits of Malus’ law function to the experimental data. Blue,
green and red colors code for spectrally integrated emission intensity of p-6P, 6T(i) and 6T(c)
material phases, respectively. A magnified view of p-6P intensity data is shown in the right panel
for better visibility

Long-range azimuthal order is demonstrated in 6T/p-6P nanofibers by polariz-
ation-resolved fluorescence intensity measurements (Fig. 9.14). While the pump
laser polarization is set parallel to the p-6P long molecular axis for maximum ab-
sorption, the collected fluorescence signal is analyzed by a rotating linear polarizer.
For each angular position of the polarizer, the emission spectrum is acquired and de-
composed in its p-6P (blue), interfacial 6T (green) and crystalline 6T (red) compo-
nents. The integrated intensities of the three materials’ components are then plotted
versus polarizer rotation angle. The results fit quite well to Malus’ law dependences
for all the three materials’ phases. In particular, optical emission dipoles of p-6P and
6T are found to be parallel over domains as large in area as ∼1 cm2. These optical
properties support the results X-ray diffraction studies, which determine the exact
epitaxial relationships between the 6T/p-6P crystal phases and muscovite mica sub-
strate [17].

In spite of the potential demonstrated by 6T/p-6P heteroepitaxial fibers on ori-
ented muscovite mica for broadband laser emission, evidence of 6T lasing action in
such nanostructures or in other epitaxial thin films is lacking yet.

9.8 Conclusion

We reviewed the excited-state dynamics and gain/lasing properties of p-6P epi-
taxial nanofibers grown by hot-wall epitaxy and organic molecular beam epitaxy
on (001)-oriented muscovite mica. We presented the results of ultrafast transient
photoluminescence and absorption experiments, which allowed for a quantitative
account of the relevant photophysical processes occurring in the photoexcited
nanofibers, namely, stimulated emission and excited-state absorption. We also re-
ported on amplified spontaneous emission and coherent random lasing in ensembles
of nanofibers, as well as in singly selected fibers, where waveguide amplification
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performance and coherent feedback mechanisms were investigated by microscopy
and microspectroscopy techniques. After a brief discussion of potential applications
of organic epitaxial nanofibers in photonic sensing, we concluded by showing recent
results obtained in mixed 6T/p-6P heteroepitaxial nanofibers. In fact, the 6T/p-6P
material system, combined with the potential of organic epitaxy techniques, is en-
visaged to bring to the future realization of nanoscale lasers operating in the blue,
green and red spectral regions.
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Chapter 10
In-situ, Real-Time Investigation of Organic Thin
Film Growth Using Reflectance Difference
Spectroscopy

Lidong Sun and Peter Zeppenfeld

Abstract We review our recent work on the in-situ studies of organic thin films
in ultra high vacuum (UHV) using reflectance difference spectroscopy (RDS). By
monitoring in real time the evolution of the optical anisotropy of surfaces and the
growing organic layers, the interface formation and subsequent growth behavior
can be clearly revealed. At the same time, the influence of molecule-molecule and
molecule-substrate interactions on the optical properties of the organic thin films
can be explored. The assets of RDS as a versatile technique for real-time studies
of organic thin film growth on inorganic substrates (metals, insulators and nano-
structured templates) as well as organic–organic heteroepitaxial growth will be il-
lustrated for selected examples.

10.1 Introduction

The intensive research carried out over the last decades concerning the physical
properties of organic thin films has led to the development of several applications,
such as organic light emitting diodes (OLEDs), organic solar cells, and organic field
effect transistors (OFETs) [1–5]. The organic films required for these applications
can be prepared by different techniques. However, it is well known that the optical
properties of such films strongly depend on their crystal structure and morphology.
For instance, a slight variation of the lattice parameter of the crystalline film may
significantly affect the optical absorption and emission properties [6]. Therefore,
in-situ analytical techniques which allow to probe the optical properties in conjunc-
tion with the thin film structure and morphology plays a key role in understanding
the structure-properties relationship and its application in organic thin film devices.
In fact, the morphology of organic thin films is determined by the delicate balance
of the interactions between the molecules, and with the substrate [7]. On the other
hand, the electronic structure and the splitting of the molecular and excitonic states
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are strongly affected by these molecular interactions [6, 8]. Therefore, optical spec-
troscopies which probe the transitions between molecular electronic states directly
sense the optical response of these key interactions and, hence, the influence of the
growth morphology, crystal structure and thin film strain.

The optical properties of organic single crystals and thin films have been exten-
sively studied both by experiment and theory, and a detailed understanding of the
excitonic aspects has been achieved [9–19]. However, among the many studies, the
research concerning the optical properties of ultra-thin films (from submonolayer
coverage to several monolayers) is rather scarce despite its fundamental importance
for the growth of thicker films. The reason is quite obvious: the study of ultra-thin
films requires an extremely high optical sensitivity which is often lacking in con-
ventional (linear) optical spectroscopy. On the other hand, compared with inorganic
species, the adsorption and growth is more complex for organic molecules owing to
their particular internal (orientational, conformational and vibrational) degrees of
freedom especially during the initial stages of growth. This has challenged research
based on surface science methods and concepts aiming at constructing adsorption
phase diagrams of organic adlayers on various substrates [20–23]. The monitoring
of the optical properties as a complement to the traditional surface science char-
acterization methods is thus particularly attractive in the case of ultra-thin organic
adlayers.

Reflectance difference spectroscopy (RDS), also called reflectance anisotropy
spectroscopy (RAS), measures the difference in reflectance at normal incidence for
light polarized along two orthogonal directions. RDS has been successfully used
as a powerful technique for in-situ studies on semiconductors and metal surfaces.
Recently, the method has also been applied to investigate the adsorption of organic
molecules and the growth of organic thin films on metal, semiconductor and insula-
tor substrates. The adsorption of a wide range of different types of organic molecule,
including large aromatic molecules [24–42], small carboxylic acids [43–49], amino
acids [50], DNA bases cytosine and cytidine 5′-monophosphate [51–53], single-
stranded and double-stranded calf thymus DNA [54, 55], as well as spin-cast poly-
mers [56] were subject to RDS investigations. In this review, we will concentrate
on our recent applications of RDS to in-situ, real-time monitoring of the growth of
organic thin films consisting of large aromatic molecules on single crystal metal and
insulator substrates with well defined atomic structures obtained under UHV con-
ditions. For a general introduction to RDS and its application to the investigation
of organic molecule adsorption and organic thin film growth, several review and
perspective papers can be recommended [8, 57–62].

10.2 Reflectance Difference Spectroscopy (RDS)/Reflectance
Anisotropy Spectroscopy (RAS)

Reflectance difference spectroscopy (RDS), also termed reflectance anisotropy
spectroscopy (RAS) is a non-destructive optical method, which measures the nor-



10 In-situ, Real-Time Investigation of Organic Thin Film Growth 253

Fig. 10.1 Schematic setup of a PEM-based RD spectrometer

malized difference of the reflectance at near-normal incidence of light polarized
along two perpendicular directions:


r

r
= 2

rx − ry

rx + ry
, (10.1)

where rx and ry denote the complex reflectivities along the two orthogonal in-plane
polarization axes of the incident light beam. Due to the normalization, 
r/r is in-
dependent of intensity fluctuations of the light source and the detection efficiencies.

The optical setup of a conventional RD spectrometer is schematically depicted in
Fig. 10.1. The incident light beam, generated by a Xe lamp, is first linearly polarized
by a polarizer. A photoelastic modulator (PEM) whose fast axis is rotated by 45◦
with respect to the initial polarization direction then introduces a periodic phase shift
between the two orthogonal components of the electric field δ(t) = A sin(ωt), where
A is the modulation amplitude and ω the modulation frequency which is usually
around 50 kHz. After near-normal reflection from the sample, the polarization state
of the reflected light beam is analyzed by a second polarizer (analyzer), also oriented
at 45◦ relative to the initial polarization direction of the incident light beam. Finally,
a monochromator and a photomultiplier are used to collect photons as a function of
their energy in the spectral range between 1.5 and 5.5 eV.

The resulting intensity at the detector can be expressed as a series of harmonics:

I (t) = I0 + Iω sinωt + I2ω sin 2ωt + · · · (10.2)

Here I0 is the dc component of the signal, and Iω and I2ω denote the ac com-
ponents at the fundamental and the first harmonic of the excitation frequency of the
PEM, respectively. The real and imaginary parts of 
r/r can be extracted from the
ac/dc ratios of the signal at these two frequencies. If, in particularly, one chooses
A = 137.79◦ where J0 = 0 one obtains
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I2ω

2J2(A)I0
= Re(
r/r)
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r/r|2/4
≈ Re
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(10.3)
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2J1(A)I0
= Im(
r/r)
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r/r|2/4
≈ Im

(

r
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(10.4)

Here, Jn denotes the Bassel function of orders n. Therefore, the signal amplitudes
of the second and first harmonics are directly proportional to the real and imaginary
part of 
r/r , provided that the anisotropy |
r/r| is sufficiently small. This is typi-
cally the case on bare metal surfaces where |
r/r| ≤ 10−2. However, organic films
often exhibit a large optical anisotropy and the approximations in Eq. (10.3) and
Eq. (10.4) do not hold anymore. Instead, the normalized difference of the reflected
intensity:


R

R
= 2

|rx |2 − |ry |2
|rx |2 + |ry |2 = I2ω

J2(A)I0
(10.5)

is often used as a measure of optical anisotropy of organic thin films [31]. Note that
Eq. (10.5) is readily derived from Eq. (10.3) and Eq. (10.4) and holds irrespective
of the amplitude of |
r/r|.

Due to the normal incidence geometry, RDS is only sensitive to the in-plane
optical anisotropy. For optically isotropic materials, such as cubic crystals, the
anisotropic signal arises exclusively from a surface with a lower symmetry, such as
the fcc (110) surfaces used as substrate in the experiments described below. In case
of adsorbate layers and thin films grown on such an anisotropic surface, new fea-
tures may be introduced into the RD spectra due to the intrinsic optical anisotropy
of these overlayers. RDS is thus an extremely sensitive optical probe of the elec-
tronic and structural properties of surfaces, interfaces and thin films and has been
used extensively to study semiconductor and metal surfaces [62].

The experiments described in this review have all been carried out in ultra high
vacuum (UHV) chambers with a base pressure of 1 × 10−10 mbar. The substrates
can be heated by electron beam bombardment from the backside and cooled down
to temperatures below 15 K with a continuous flow liquid He cryostat. The clean
surfaces were normally prepared by repeated cycles of Ar+ ion sputtering and sub-
sequent annealing. Organic molecules were evaporated from thoroughly degassed
Knudsen cells. The deposition rate at the sample position was determined by a
quartz microbalance prior to the actual growth experiments. To perform the in-situ
RDS measurements, a reflectance difference spectrometer supplied by ISA Jobin
Yvon [63, 64] was mounted in front of the UHV chamber. The light beam enters
and exits the chamber through a low-strain quartz window (Bomco, Inc.). Under
our measurement configuration, the x and y polarization directions (Eq. (10.1) and
Eq. (10.5)) are parallel to the crystallographic [110] and [001] axes of the substrate
surfaces Cu(110) and TiO2(110).
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Fig. 10.2 Ball models of the surface atomic structure of Cu(110) (a), Cu(110)-(2 × 1)O (b),
Cu-CuO stripe phase (c) and corresponding RD spectra (d). The Cu and oxygen atoms are rep-
resented by large and small black circles, respectively

10.3 Results and Discussion

In most of the examples discussed in this report, Cu(110), Cu(110)-(2×1)O, and the
Cu-CuO stripe phase [65] were selected as substrates for organic thin film growth
(see Fig. 10.2(a), (b) and (c), respectively). Cu(110) is terminated by densely packed
Cu atomic rows that are oriented along the [110] direction. Exposing Cu(110) to
molecular oxygen leads to the formation of Cu(110)-(2 × 1)O reconstructed surface
with a saturation coverage θO = 0.5. The topmost layer consists of Cu-O chains
running along the [001] direction with a spacing of two copper lattice distances
2a = 0.51 nm along the [110] direction. For lower oxygen doses (θO < 0.5), the
so-called Cu-CuO stripe phase is obtained which is composed of alternating strips
of bare Cu(110) and Cu(110)-(2 × 1)O, respectively. All three substrates have an
anisotropic surface atomic structure with unidirectional surface corrugation. Due to
the different surface chemical termination, Cu(110) and Cu(110)-(2 × 1)O exhibit
relatively strong and weak electronic interactions with organic adsorbates, respec-
tively. As the Cu-CuO stripe phase consists of nano-domains of both Cu(110) and
Cu(110)-(2 × 1)O areas. It plays a role as a more complex template for adsorption
of organic molecules.

Figure 10.2(c) shows the RD spectra of clean Cu(110), Cu(110)-(2×1)O and the
Cu-CuO stripe phase with an oxygen coverage of θO � 0.25, respectively. The RD
spectrum of clean Cu(110) shows a pronounced peak at 2.1 eV which derives from
three different contributions, namely electronic transitions between occupied- and
unoccupied surface states localized at the Ȳ point of the surface Brillouin zone,
surface modified bulk interband and intraband transitions, respectively [66–72].
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Fig. 10.3 Schematic of the
para-sexiphenyl (p-6P) and
pentacene molecules and the
main intramolecular
transitions

Among these contributions, the surface state related transition is the dominant one
and is extremely sensitive to surface defects and adsorbates [71, 72]. It can thus
be used as a sensitive measure of the density of surface defects and the adsorbates
coverage. In addition, a negative peak at 4.3 eV and a positive peak around 5 eV
are observed, which can be attributed to surface modified d-band transitions in the
vicinity of the bulk critical point L [67, 69, 73]. Upon oxygen adsorption, the sur-
face related RD signal at 2.1 eV decreases gradually and is completely quenched
when the surface is fully covered by the (2 × 1)O phase [69]. With the formation
of the Cu(110)-(2 × 1)O phase, the 2.1 eV peak of clean Cu(110) transforms into a
weak double peak with maxima at 1.9 eV and 2.2 eV, corresponding to an oxygen
induced surface state transition and the surface modified Cu bulk contribution, re-
spectively [69]. Since the Cu-CuO stripe phase contains both Cu(110) and Cu(110)-
(2 × 1)O areas, the corresponding RD spectrum is a linear superposition of the RD
spectra of the clean and the fully (2 × 1)O reconstructed surface, respectively [74].

10.3.1 Organic–Inorganic Heteroepitaxy

In this section, we will illustrate the power of reflectance difference spectroscopy
for monitoring the growth of organic thin films on metal and insulating substrates.
The deposition of p-6P molecules on Cu(110) and its reconstructions induced by
oxygen, namely, Cu(110)-(2 × 1)O and the Cu-CuO stripe phase will be used as an
example to demonstrate the sensitivity of RDS to the optical anisotropy originating
from organic molecules and its potential to monitor the growth on homogeneous
surfaces as well as nano-structured surfaces such as the Cu-CuO stripe phase. The
deposition of p-6P on TiO2(110) at elevated temperatures will be used to illustrate
the capability of RDS to quantify the orientation of organic molecules, in particular,
those buried at the organic–inorganic interface.

p-6P on Cu(110)

Metal surfaces interact strongly with organic adsorbates. Consequently, the elec-
tronic structures of both the substrates and the organic molecules are significantly
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Fig. 10.4 (a) 
R/R spectra of the clean Cu(110) surface and after deposition of various amounts
of p-6P. (b) Variation of the 
R/R intensity at 2.1 eV and 3.1 eV recorded as a function of the
deposition time. All measurements were performed with the sample kept at room temperature [76]

modified at the interface. Therefore, to study the growth of organic thin films on
metal substrates, particularly at the initial stage, it is important to measure simulta-
neously the attenuation of the intrinsic optical properties of the metal surface and the
evolution of the optical anisotropy related to the intramolecular electronic transition
of the adsorbed molecules.

To obtain an overview of the growth process, first, RD spectra are recorded as a
function of the nominal thickness of the organic thin film. Based on the spectral line-
shape including the sign and the energetic position of the characteristic RD features,
information on the growth mode including morphology as well as the orientation
and interactions of the constituting molecules can be deduced. In Fig. 10.4(a), se-
lected RD spectra for different film thicknesses recorded during deposition of p-6P
on Cu(110) are depicted. In the first monolayer, the p-6P molecules are in direct
contact with the substrate and undergos a strong electronic interaction (hybridiza-
tion) with the Cu(110) surface. As a consequence, the surface states related RD
signal at 2.1 eV is completely quenched upon completion of the first p-6P mono-
layer. Moreover, the optical absorption related to the HOMO-LUMO transition of
the p-6P molecule is also fully suppressed and the p-6P molecules are practically
“invisible” to RDS. On the other hand, the electronic hybridization with the Cu(110)
substrate is efficiently screened for p-6P molecules adsorbed in the second mono-
layer already. As a result, the RD signal at 3.5 eV, which is related to the HOMO-
LUMO transition of p-6P (see Fig. 10.3), appears as soon as the second monolayer
starts to grow. This is a quite general phenomenon for organic molecules deposited
on metal surfaces: the intramolecular transition is quenched for the molecules in
direct contact with the metal substrate and becomes active if only a single layer
of molecules is buffered in between [37, 75, 76]. Upon further deposition, the RD
signal at 3.5 eV grows monotonically to more negative values. As mentioned pre-
viously, the HOMO-LUMO transition dipole moment of a p-6P molecule is polar-
ized along its long molecular axis. Therefore, the negative sign of the RD signal at
3.5 eV indicates that the long molecular axis of the p-6P molecules on the Cu(110)
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surface is oriented along the [001] direction of the substrate [37, 76]. Furthermore,
the details of the spectral line shape around 3.5 eV varies as a function of the film
thickness. This is due to the fact that the optical absorption of organic thin films
depends strongly on its morphology as well as the arrangement and conformation
of the constituting molecules.

In addition to the full range RD spectroscopic measurement, it is very helpful to
record in real-time RD transients at characteristic photon energies during deposition
so that the details of the surface kinetics and growth can be monitored in a dynamic
way [44]. The data acquisition at a few selected energies is much faster than record-
ing full RD spectra and thus allows sub-second temporal resolution. The energies
can be chosen to match particular species or transitions whose evolution can thus
be monitored in real time. For p-6P deposition on Cu(110), the RD signals at two
photon energies are selected: (1) E = 2.1 eV, which is related to the surface states
transition of Cu(110) and thus extremely sensitive to any kind of surface defects in-
cluding organic adsorbates. It is used here to quantify the surface coverage of p-6P.
(2) E = 3.1 eV, which is close to the excitation energy of the HOMO-LUMO tran-
sition of the p-6P molecule and thus reflects the optical properties of the growing
thin film. It thus provides information concerning the molecular orientation and the
thin film morphology. The evolution of the RD signals clearly shows that the growth
of p-6P on Cu(110) follows a Stranski–Krastanov mode (Fig. 10.4(b)). The layer-
by-layer growth up to the third monolayer is evidenced by the sharp kinks in the
RD transient at E = 3.1 eV. These kinks separate regions with different but constant
slopes. The perfect coincidence of the total quenching of the 2.1 eV signal with the
onset of the rise of the RD signal at 3.1 eV demonstrates the complete wetting of
the Cu(110) surface by a monolayer of p-6P [37, 76].

p-6P on Cu(110)-(2 × 1)O

Cu(110)-(2 × 1)O reconstructed surface can be prepared by exposing the Cu(110)
surface to molecular oxygen at room temperature and subsequent annealing at
600 K. The surface is terminated by Cu-O rows running along the Cu[001] di-
rection. On the Cu(110)-(2×1)O surface, the surface states of Cu(110) are com-
pletely quenched and the corresponding RD signal at 2.1 eV is no longer available
for studying the adsorption of organic molecules. On the other hand, the Cu(110)-
(2 × 1)O reconstructed surface is relatively inert in comparison to the bare Cu(110)
substrate and interacts only weakly with organic molecules adsorbed on top of it.
Consequently, the optical absorption of the molecules in the first monolayer is not
completely suppressed but only slightly modified. The deposition of p-6P molecules
on Cu(110)-(2 × 1)O can thus be followed by monitoring the evolution of the RD
signal related to the intramolecular transition right from the beginning of the growth.

The RD transient at 3.3 eV recorded during the deposition of p-6P on the
Cu(110)-(2 × 1)O surface at room temperature is shown in Fig. 10.5(a). The RD
signal increases monotonically with increasing p-6P exposure. The positive sign of
the RD signal at 3.3 eV indicates that the p-6P molecules adsorbed on the surface
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Fig. 10.5 (a) 
R/R signal at 3.3 eV recorded during p-6P growth on the Cu(110)-(2 × 1)O sur-
face at room temperature. The regions marked I and II correspond to the completion of the first
and second monolayer, respectively. (b) 
R/R spectra recorded from the bare Cu(110)-(2 × 1)O
surface (bottom line) and after successive deposition of p-6P at room temperature. The p-6P cov-
erage was increased in steps of 0.05 nm up to a final thickness of 1.3 nm. (c) Difference between
subsequent 
R/R spectra in (b) revealing the incremental changes of the optical properties. The
curves corresponding to monolayer and bilayer completion (according to (a)) are highlighted by
thick lines [77]

are exclusively oriented along the [001] direction of the Cu(110) substrate. The fact
that the RD signal evolves in a step-wise fashion shows that the growth of p-6P
on Cu(110)-(2 × 1)O follows a Stranski–Krastanov mode with the first two regions
(I and II in Fig. 10.5) correspond to the growth of the first and second monolayer
(ML) of lying p-6P molecules, respectively. The sudden change of the slope of the
RD transient in between suggests an almost perfect layer-by-layer growth [77].

This particular shape of the 
R/R transient at 3.3 eV displayed in Fig. 10.5(a)
is due to the layer-wise evolution of the optical properties of the growing p-6P thin
films, and reflects the sudden change of the molecule aggregation upon adding a new
molecular layer. This can be seen in Fig. 10.5(b) which shows entire 
R/R spectra
for the bare Cu(110)-(2 × 1)O surface and after successive deposition of p-6P at
room temperature up to a final thickness of 1.3 nm. According to the spectroscopic
lineshape revealed in Fig. 10.5(b), the growth can be divided into three stages which
coincide very nicely with those deduced from the RD transient at 3.3 eV shown in
Fig. 10.5(a). This is even more evident in Fig. 10.5(c) where the difference between
two subsequent 
R/R spectra in Fig. 10.5(b) are plotted. These difference spectra
[
(
R/R)] thus reflect the incremental changes of the optical anisotropy of the
p-6P film with each deposition step: (I) First monolayer: At the very beginning of
the growth, the 
R/R spectra are characterized by a growing single peak located at
3.3 eV. The peak position gradually shifts to higher energy when the nominal thick-
ness increases from 0.35 nm to 0.45 nm. (II) Second monolayer: For film thick-
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nesses between 0.45 nm and 0.85 nm, corresponding to the growth of the second
monolayer, the 
R/R spectra are characterized by a double peak with two maxima
located at 3.2 and 3.6 eV, respectively. (III) 3D island formation: Beyond 0.85 nm,
the spectra exhibit a single peak centered at 3.5 eV. This feature continues to grow
with increasing p-6P coverage but no further abrupt change of the spectroscopic
line shape is observed [77]. The 
R/R signal eventually saturates when the film
thickness becomes much larger than the optical penetration depth.

One of the most important observations in this study is that the spectral line shape
is characteristic for each growth stage. This is due to the fact that the optical prop-
erties of organic molecules are strongly affected by the interactions with their sur-
roundings, namely, the neighboring molecules as well as the underlying substrate.
On the other hand, these molecular interactions crucially depend on the actual ar-
rangement of the molecules within the thin film and its evolution especially during
the initial stages of growth. This interplay between structure and optical properties
allows one to characterize the structure in straight conjunction with the evolution of
their optical properties [8, 77].

p-6P on Cu-CuO Stripe Phase

After discussing of the adsorption of p-6P on the bare and the fully (2 × 1)O re-
constructed Cu(110) surface, respectively, we now consider the deposition of p-6P
on the Cu-CuO stripe phases. One of the most interesting questions concerns the
adsorption sequence on this one-dimensional template consisting of alternating Cu
and CuO stripes with strong chemical contrast. Due to the fact that the surface states
of Cu(110) still exist on the bare Cu areas but are completely quenched on the CuO
stripes [74], the surface state related RD signal at 2.1 eV can be used to probe the ad-
sorption of p-6P molecules on the Cu stripes. On the other hand, for submonolayer
coverages, only those p-6P molecules which are adsorbed on the CuO stripes should
contribute to the intramolecular transition related RD feature at 3.3 eV. Therefore,
the RD signal at 3.3 eV can be used as an indicator for the adsorption of p-6P on the
CuO stripes. The RD spectra recorded as a function of p-6P coverage on a Cu-CuO
stripe phase with an oxygen coverage θO = 0.25 are presented in Fig. 10.6(a) and
the corresponding RD intensities at 2.1 eV and 3.3 eV are plotted in Fig. 10.6(b).
During adsorption of the first 0.125 ML of p-6P (stage I), neither the RD signal
at 2.1 eV nor that at 3.5 eV shows any significant variation. This indicates that the
p-6P molecules initially adsorb at the boundaries (step edges) between the Cu and
the CuO stripes with their long molecular axis parallel to the [001] (i.e., the stripe)
direction. Indeed, this is the only configuration for which the effect on both RD
signals (surface state and molecular transitions) is minimized. Upon further deposi-
tion of p-6P (stage II) the RD signal at 2.1 eV decreases indicating that p-6P starts
to adsorb on the bare Cu stripes. At a coverage of about 0.5 ML, the RD signal
at 2.1 eV is completely quenched, whereas the RD intensity at 3.3 eV starts to in-
crease significantly (stage III). Obviously, the Cu stripes are now fully covered with
a single layer of p-6P and the newly deposited molecules are adsorbed on the CuO
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Fig. 10.6 (a) 
R/R spectra recorded from the Cu-CuO stripe phase with an oxygen coverage
θO = 0.25 (thick black line at 2.1 eV) and after successive deposition of p-6P at room temperature.
The p-6P coverage was increased in steps of 0.125 ML up to a final coverage of about 1 ML.
(b) Variation of the 
R/R intensity at 2.1 eV and 3.1 eV as a function of the p-6P deposition
time. All measurements were performed with the sample kept at room temperature

stripes. Based on the sign and the amplitude of the RD signal at 3.3 eV, we can infer
that the adsorption configuration of p-6P on the CuO stripes is the same as on the
Cu(110)-(2 × 1)O surface (Fig. 10.5), i.e., the molecules are aligned along the [001]
direction.

p-6P on TiO2(110)

For the application of electronic and optical devices based on organic thin films, it
is extremely relevant to know and eventually control the orientation of the organic
molecules at the interface. The high sensitivity of RDS to the ordering and align-
ment of small amounts of organic molecules allows one not only to determine the
azimuthal orientation of lying molecules (also shown in the previous sections) but
also to discriminate between lying and near upright standing molecules [38]. In the
following, we will discuss the interesting case of p-6P adsorbed on TiO2(110) in
which a wetting layer of lying molecules is subsequently covered by 3D islands
consisting of near upright standing p-6P.

Figure 10.7(a) shows RD spectra (
R/R) recorded after incremental p-6P de-
position up to a nominal thickness of 6 nm at a substrate temperature of 380 K. The
deposited amount of p-6P in each of the first 12 deposition steps corresponds to a
nominal thickness of 0.1 nm. A final step of 4.8 nm of p-6P were deposited at 380 K
to yield a total film thickness of 6 nm. For comparison, the RD spectrum of a p-6P
film with the same thickness of 6 nm, but grown at room temperature (RT) is also
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Fig. 10.7 (a) 
R/R spectra recorded from the TiO2(110) surface (thick black solid line), after
incremental deposition of 0.1 nm (thin dark solid lines) and one additional deposition step of
4.8 nm, (thick red solid line). The RD spectrum of a 6 nm, thick p-6P layer deposited at 300 K
(thick red dashed line) is shown for comparison. The inset emphasizes the spectral evolution in the
energy range around 3.5 eV. (b) The evolution of RD signal at 3.5 eV as a function of the nominal
thickness of p-6P thin film during deposition at 380 K [78]

shown in Fig. 10.7. For the p-6P films with identical thickness of 6 nm, the optical
anisotropy around 3.5 eV of the p-6P is much larger for the film grown at RT than
for the one deposited at 380 K. This is due to the fact that in the film grown at RT,
the p-6P molecules are lying, whereas the films deposited at 380 K mainly consists
of upright standing molecules [38, 79].

To quantify the evolution of the thin film morphology, the RD intensity at 3.5 eV
is plotted as a function of the nominal film thickness in Fig. 10.7b. During the ini-
tial stage of growth, the RD signal at 3.5 eV increases linearly up to a thickness of
about 0.4 nm, which exactly corresponds to one monolayer of lying p-6P. The large
optical anisotropy at 3.5 eV for the first monolayer results from the molecules in
the first monolayer being uniaxially aligned along the [001] azimuth of TiO2(110)
surface. Indeed, the line shape and amplitude of the RD spectra in this regime is
identical to that obtained for growth at RT [38] and is due to a wetting monolayer of
lying p-6P molecules. For further growth beyond the first monolayer, the incremen-
tal increase of the optical anisotropy as a function of the p-6P coverage becomes
much smaller in the whole energy range of measurement. In particular, almost no
change in the optical anisotropy is observed in the region around 3.5 eV. This re-
sult implies that the molecules grown on top of the lying monolayer do not display
a strong in-plane anisotropy, which is expected for standing molecules [19, 38]. Of
particular importance is the observation that no reduction of the anisotropy at 3.5 eV
appears at any stage during the growth at elevated temperatures. Since the standing
molecular layers are optically transparent around 3.5 eV [19], the optical anisotropy
of the wetting layer is still accessible even when it is buried. If the molecules of the
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Fig. 10.8 (a) 
R/R signals
at 3.5 eV and 3.9 eV recorded
at room temperature during
the deposition of pentacene
on one monolayer p-6P
covered Cu(110) as a function
of deposition time.
(b) Corresponding RD
spectra taken at different
pentacene coverages
indicated in monolayer (ML)
units [80]

lying monolayer changed their orientation upon further growth, such as if they were
incorporated into the film of upright molecules, the strong positive signal at 3.5 eV
would significantly decrease in the subsequent RD spectra. As this is not the case, it
can be concluded that the lying molecular monolayer does not dewet or significantly
reorient upon the growth of layers of standing molecules on top of it [78].

10.3.2 Organic–Organic Heteroepitaxy on Metal Surface

Organic molecules can be distinguished by their characteristic optical response re-
lated to the specific intramolecular electronic transitions. This property can be used
to investigate the growth of organic–organic heterostructures by monitoring the evo-
lution of the characteristic optical transitions of each of the constituting molecules.

To fabricate p-6P/pentacene heterobilayers on Cu(110) and demonstrate their
self-assembly properties, we deposited pentacene molecules on a well ordered p-6P
monolayer on Cu(110). The RD spectrum of one monolayer p-6P covered Cu(110)
is plotted in Fig. 10.8(b) (marked as 0 ML). Due to the strong electronic interaction
between organic molecules and metal substrates, no characteristic absorption peak
of p-6P can be observed in the RD spectrum recorded at this stage. During the sub-
sequent pentacene deposition, RD signals at 3.5 eV and 3.9 eV were recorded as fin-
gerprints of p-6P and pentacene (see Fig. 10.3), respectively. Interestingly, as soon
as the deposition of pentacene is started, the negative RD signal at 3.5 eV, which is
the signature of p-6P, spontaneously increases in amplitude, whereas the RD sig-
nal at 3.9 eV, i.e., the fingerprint of pentacene, remains unchanged (Fig. 10.8(a)).
According to the previous discussion, the absence of an RD signature at 3.9 eV in-
dicates that the deposited pentacene molecules are in direct contact with the Cu(110)
substrate, whereas the increasing amplitude of the RD signal at 3.5 eV suggests that
the p-6P molecules originally lying right on top of the substrate have been lifted
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up into the layer above. This situation continues until the amplitude of the nega-
tive peak at 3.9 eV starts to increase after 1650 seconds of pentacene deposition,
indicating the completion of the first pentacene monolayer (Fig. 10.8(a)). The cor-
responding RD spectra recorded after different steps of pentacene deposition are
shown in Fig. 10.8(b). Indeed, up to the completion of the first pentacene mono-
layer, only the RD signature of p-6P at 3.5 eV grows with pentacene coverage.
When the pentacene coverage exceeds one monolayer, a shoulder at 3.9 eV appears
which is contributed by the pentacene in excess of one monolayer. After desorbing
the extra pentacene molecules by annealing at 400 K, a well ordered heterobilayer
structure of p-6P/pentacene/Cu(110) is created. Moreover, based on the negative
sign of the RD signals at 3.5 eV and 3.9 eV, one can conclude that both, the p-6P
and the pentacene molecules are preferentially aligned along the [110] direction of
the Cu(110) substrate [80].

RDS was also used to monitor the co-deposition of pentacene and p-6P on the
Cu(110) surface. In this case, three RD transients at 2.1 eV, 3.5 eV and 3.9 eV
were recorded simultaneously. As one can see from Fig. 10.9(a), the growth can
be separated into three stages: (I) The growth of the first monolayer composed of
both, pentacene and p-6P molecules. The RD signal at 2.1 eV decreases mono-
tonically as a function of deposition time, indicating the increasing coverage of ad-
sorbed molecules on the surface. At this stage the characteristic RD signals related to
the molecular optical absorption are still absent, indicating that both pentacene and
p-6P molecules adsorb directly on top of the Cu(110) surface. (II) The formation of
the p-6P/pentacene/Cu(110) bilayer structure. As soon as the surface becomes fully
covered (signalized by the complete quenching of the RD signal at 2.1 eV), the am-
plitude of the RD signal at 3.5 eV starts to increase while the RD signal at 3.9 eV
stays constant. This observation reveals three characteristics: (a) all the pentacene
molecules deposited during stage (II) diffuse into the first monolayer by exchanging
with p-6P molecules; (b) the p-6P molecules being freshly deposited together with
those being expelled from the first monolayer, accumulate in the second monolayer;
(c) the p-6P molecules are oriented preferentially along the [110] direction of the
substrate. (III) The growth of excess p-6P and pentacene after completion of the
p-6P/pentacene bilayer. The onset of the increase of the RD signal at 3.9 eV is a
sign of the completion of the pentacene/Cu(110) interface layer. All subsequently
deposited molecules will be incorporated in the upper layers where they are opti-
cally active and thus give rise to a monotonous increase of the RD amplitudes at
both, 3.5 and 3.9 eV. The RD spectra for coverages close to the bilayer completion
are plotted in Fig. 10.9(b). The RD spectrum obtained after 1800 seconds of depo-
sition corresponds to the completed p-6P/pentacene/Cu(110) bilayer and perfectly
coincides with the characteristic spectrum obtained after subsequent deposition and
shown in Fig. 10.8(b). The spectrum recorded after 2100 s deposition shows some
excess p-6P and pentacene on top of the heterobilayer, which can be desorbed by
heating to 400 K (dashed line in Fig. 10.9(b)) [80].

To investigate the kinetics of the inversion process, 0.7 ML of pentacene was
deposited at low temperature (15 K) on top of a single monolayer of p-6P pre-
adsorbed on the Cu(110) surface. Figure 10.10(a) shows the RD spectra recorded
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Fig. 10.9 (a) 
R/R signals
at 2.1 eV, 3.5 eV and 3.9 eV
recorded during the
co-deposition at room
temperature of p-6P and
pentacene on Cu(110) as a
function of deposition time.
(b) 
R/R spectra recorded
from the bare Cu(110)
surface and after successive
co-deposition of p-6P and
pentacene at room
temperature (solid lines). The
spectrum recorded after
subsequent heating to 400 K
is shown by the dashed
line [80]

Fig. 10.10 
R/R spectra
recorded after deposition at
15 K of 0.7 ML of pentacene
on top of one monolayer of
p-6P on Cu(110) (a), after
heating the sample to 60 K
and 130 K (b), and after
further heating to 150 K,
170 K, 175 K, 180 K, 185 K
and 200 K (c). As a reference,
the 
R/R spectrum of 1 ML
of p-6P on Cu(110) is also
plotted in (a). All 
R/R

spectra were recorded with
the sample kept at 15 K [76]

before and after the pentacene deposition. Upon pentacene deposition, new RD
peaks appear at 2.1 eV and 3.9 eV, which are attributed to the HOMO-LUMO and
HOMO-LUMO+2 transitions of pentacene (see Fig. 10.3), respectively. Compared
to the RD spectrum recorded prior to pentacene deposition, the RD peaks at 2.1 eV
and 3.9 eV possess a positive and a negative sign, respectively. Based on its ener-
getic position, we can assign the RD peak at 2.1 eV to the HOMO-LUMO transition
of the pentacene molecule [81, 82]. The opposite sign of the RD signal at 2.1 eV in
comparison with the RD signal at 3.9 eV is due to the fact that the transition dipole
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Fig. 10.11 
R/R signals at
3.9 eV recorded during
heating of 0.7 ML pentacene
on Cu(110) precovered by 1,
1.6 and 3 ML of p-6P,
respectively. The initial
deposition of pentacene on all
three samples was performed
at 15 K. The heating rate was
1 K/s [76]

moments of these two transitions are perpendicular to each other (see Fig. 10.3) [82].
From the sign of the RD signal originating from these two transitions, we conclude
that the long molecular axis of the pentacene molecules now adsorbed on top of the
p-6P layer is also preferentially aligned along the [110] direction of the substrate.
Upon heating the sample to a temperature of 130 K, the amplitude of both RDS
peaks at 2.1 eV and 3.9 eV rises monotonously (Fig. 10.10(b)). The increase of the
pentacene related optical anisotropy indicates that the pentacene molecules which
are still on top of p-6P layer improve their orientational order. Heating the sam-
ple further to temperatures above 170 K, both pentacene related RDS intensities at
2.1 eV and 3.9 eV start to decrease in amplitude, while the p-6P related RD signal at
3.5 eV starts to grow (Fig. 10.10(c)). This observation indicates the onset of the in-
version process. This process is completed after heating the sample to 300 K when
the pentacene related RD signals have vanished completely and the p-6P related
peak at 3.5 eV has reached its saturation.

To study the kinetics of the inversion process as a function of the thickness of the
p-6P buffer layer, 0.7 ML of pentacene were deposited at 15 K on Cu(110) precov-
ered by 1 ML, 1.6 ML and 3 ML of p-6P, respectively. Subsequently, the samples
were heated to elevated temperatures with a constant heating rate of 1 K/s. During
the heating, the RD signal at 3.9 eV was monitored to probe the diffusion kinetics
of the pentacene molecules (Fig. 10.11). Indeed, the attenuation of the negative RD
peak at 3.9 eV (dashed lines labeled a, b and c in Fig. 10.11) reflects the diffusion of
pentacene molecules from the top to the bottom of the p-6P layer. A clear shift of
the onset of the inversion process to higher temperature is observed as the thickness
of the p-6P buffer layer increases. This result demonstrates the step-wise increase
of the kinetic barrier for the diffusion to the buried interface with each additional
p-6P monolayer [80].
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10.4 Conclusions and Future Perspectives

In this review, we reported our recent RDS studies on organic thin film growth on
metal and insulator substrates. The method is extremely sensitive to the optical ab-
sorption related to the intramolecular transitions which allows monitoring the de-
position of organic molecules on anisotropic surfaces in situ and in real time. The
enhanced sensitivity originates from the anisotropic molecular electronic structure
(intramolecular optical transitions) as well as the anisotropic molecular interactions
(exciton states). The detection limit of the adsorbed organic molecules for RDS is
well below 1 % of a monolayer of lying molecules. The success of RDS in the
characterization of growth following the Stranski–Krastanov mode, which is gen-
erally encountered in organic thin film growth, lies in the strong influence of the
molecular interactions to the optical properties of the organic thin film, giving rise
to pronounced variations of the RD spectral line shapes. Concerning the deposi-
tion of organic molecules on bare metal surfaces, RDS is not only sensitive to the
intramolecular transitions of the organic molecules and the related excitonic states
but also to the intrinsic surface electronic structure of the substrate. This capability
makes RDS a versatile technique for the investigation of organic thin film growth
all the way, from the formation of organic/inorganic interface to the evolution of
thicker films with specific morphology and structure.

Being an optical method, RDS is usually non-destructive and can be applied dur-
ing film growth without inducing any noticeable damage or contamination. There
are no restriction as to the environment, except that it is optically transparent. There-
fore, RDS can be applied not only to the vacuum/solid but also liquid/solid interface
and is thus excellently suited for monitoring the growth of organic thin films using
wet processing.

As we have emphasized in this report, monitoring the spectral line shape during
organic thin film growth can provide detailed information on the evolution of the
morphology and structure of the growing thin film and the associated optical prop-
erties. Yet, there is room for further technical improvements of the RDS technique,
in particular concerning acquisition speed and spatial resolution. Recently, we have
developed a new type of RD spectrometer for fast spectroscopic measurement based
on a rotating compensator design [83]. The instrument uses a 1024 element Si pho-
todiode linear array for simultaneous multiwavelength detection. High-quality RD
spectra covering a spectral range from 1.5 eV and 4.5 eV can thus be acquired within
a few seconds. The RD spectrometer has been successfully applied for in-situ, real-
time monitoring of the initial stages of p-6P thin film growth on Cu(110)-(2 × 1)O
and its advantages for quantitative investigation of the growth and the concomitant
evolution of the optical properties has been demonstrated [83]. Another promis-
ing extension of the RDS technique aims at the spatially resolved imaging of the
optical anisotropy during organic thin film growth using Reflectance Difference Mi-
croscopy (RDM) [84, 85]. Due to the fact that the crystalline morphological struc-
tures of organic thin films are often so large that they can be well resolved by optical
microscopy, RD microscopy will allow the direct correlation of the optical proper-
ties (RD spectroscopy) with the local morphology or individual crystallites.
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Due to its superior sensitivity, RDS provides high-quality optical spectra from
ultra-thin organic films whose crystalline structure differs from the their bulk coun-
terparts. We have demonstrated that the corresponding optical spectra are indeed
quite different from those of the molecular crystals. However, in order to establish
the interrelationship between the optical spectra and crystalline structure, it is impor-
tant to combine the RDS technique with other complementary experimental tools,
such as scanning tunneling microscopy (STM), atomic force microscopy (AFM),
low energy electron diffraction (LEED), and glancing incidence x-rag diffraction
(GIXRD). Finally, a fundamental understanding of the correlation between optical
properties and crystalline structure can only be achieved with the help of quantita-
tive theoretical models and ab-initio calculations.
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Chapter 11
Dipole-Controlled Energy Level Alignment
at Dielectric Interfaces in Organic Field-Effect
Transistors

Philipp Stadler, Anna M. Track, Georg Koller, N. Serdar Sariciftci,
and Michael G. Ramsey

Abstract In this section the energy level alignment at the semiconductor–dielectric
interface in organic field-effect transistors is discussed. We focus at the compar-
ison of pristine oxide structures with advanced organic interlayer structures. The
interface is particularly interesting, since the performance of an organic field-effect
transistor is significantly influenced by the energy level alignment. The study tar-
gets on an understanding of interfacial effects, hence complementary techniques are
presented to investigate the interface. Most appropriately a combination of device
analysis with a device-related photoemission spectroscopy study provides insight on
the energy level alignment. Especially the role of commonly used organic interlayers
is discussed, which enhance transistor performances. On organic–organic interfaces
dipoles arise, which shift the relative positions of energy levels. Interestingly the
magnitude and the direction of the shift is reflected in the device parameter analysis
and in the corresponding photoemission spectra explaining the enhanced transistor
performance.

11.1 Introduction

Organic field-effect transistors (OFETs) have gained a lot of interest in recent years
for creating flexible, printable integrated circuits applying organic semiconduc-
tors [1–5]. The goal is to achieve high-performance device structures of organic
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Fig. 11.1 Operation
principle of OFETs depicted
schematically in three stages:
A conductive channel is
formed by injecting charges
(holes or electrons) to the
initially intrinsic
semiconductor as soon as a
gate voltage is applied

field-effect transistors with operation frequencies in the MHz regime and low driv-
ing voltages between 1–10 V [6–8]. In state-of-the-art OFETs especially small π -
conjugated molecules are performing well and a lot of optimized device structures
are ready to take-off for integration in complex circuits [9, 10]. A closer look on the
material aspect shows that organic small molecules have been optimized in terms
of stability, their practical fabrication handling and their electrical properties such
as morphology and charge carrier mobility [11, 12]. In previous chapters morpho-
logical issues have been addressed, especially the control of morphology is cru-
cial for gaining high charge carrier mobilities for fast switching transistors [13–17].
Material research on dielectrics in OFETs is in progress as well. Field-effect de-
vices require special dielectric materials, since they determine the magnitude of
driving voltages, threshold voltages and limitations in switching speed [18, 19].
Ultra-thin dielectric layers exhibiting geometric capacitances in the range of sev-
eral 100 nF cm−2 are nowadays implemented to OFETs [20–22]. In particular metal
oxides are proven to be useful.

This review article addresses interfacial effects. Apart from the pure material
aspects OFETs are sensitive to the nature of the interface between the organic semi-
conductor and the dielectric. They are interface-driven devices, where mutual ef-
fects arise, which significantly influence the formation of the conductive channel
and hence the overall device performance [23, 24]. Differently to inorganic semi-
conductors, one has to consider that organic small molecules are initially intrinsic.
Figure 11.1 depicts right the operation principle in OFETs: Depending on which
type of semiconductor is used, either electrons (ii) or holes (iii) are injected and
accumulated at the semiconductor–dielectric interface. Charge injection is precisely
controlled by the electrical-field applied to the gate electrode. Thus organic transis-
tors operate in an accumulation regime.

Obviously the nature of the interface between organic semiconductor and dielec-
tric plays a major role for the charge transport. As a matter of fact the primary goal is
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to design interfaces, where the energy level alignment is favorable for the formation
of a conductive channel. Interestingly the combination of organic semiconductors
with organic molecules leads to best performing transistors. The challenge is to
understand the energy level alignment at organic–organic interfaces, which is pro-
foundly discussed here. At least yet the golden rule for organics has not been found.
In fact each family of organic semiconductor would behave different in combination
with a certain dielectric surface.

11.2 Material and Structural Aspects in OFETs

In state-of-the-art OFETs usually hybrid or double layer dielectrics are applied
[18, 19, 25]. Typical device structures are depicted in Fig. 11.2. Either silicon–
silicondioxide or valve metals plus corresponding oxides lead to bottom-gated de-
vice structures.

The OFETs shown in Fig. 11.2, metal-oxide insulators are combined with thin,
organic interlayers merging the advantages of different material classes. Metal ox-
ides are nowadays implemented to inorganic norm integrated circuits e.g. MOSFETs
and flash memory devices. Thin films in the range of 5–50 nm serve as excellent in-
sulators with high breakdown fields (400–600 V µm−1) and high dielectric constants
(ε > 6). In combination with organic interlayers hybrid systems enhance the men-
tioned interface properties. Their role is considered as a passivating layer removing
charge carrier traps from the oxide surface. Especially pristine oxides exhibit a high

Fig. 11.2 Concepts used in literature of applied OFET structures. Top: Anodic grown oxide film
on a valve metal (here aluminum) directly for a bottom-gate OFET structure. Bottom: Schematic
of frequently adapted coplanar structured OFET using doped silicon as gate electrode (and as
substrate) with thermally grown SiO2 as insulator. Note in both cases the organic interlayer applied
on top for a combined double layer or hybrid dielectric. The organic semiconductor is deposited
on top of the interlayer forming a favorable interface. Figure courtesy of Stadler et al. [26]
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Fig. 11.3 Various polymers
and resins used for
high-performance OFETs.
Figure courtesy of Singh
et al. [28]

number of shallow traps, which interrupt the formation of a conductive channel [27].
The variety of organic material classes used as interlayers and active semiconductor
layers opens almost an endless number of combinations.

The target is to find a matching organic–organic system, resulting in a systematic
interface engineering [29–32]. However, empirical approaches to characterize inter-
faces are not sufficient, a deep understanding of organic–organic heterojunctions is
required.

An excerpt of some typical, widely used examples for organic dielectric inter-
layer material classes, is suggested in the graphs below (Fig. 11.3). Classic poly-
mers such as polystyrene (PS), bio-inspired polymers (Cypel) as well as molecular,
cross-linkable resins (BCB) are implemented [33]. The latter class will be discussed
in detail here in this review. An alternative approach to modify surfaces are co-
valently bonded functional molecules, which selectively attach to OH-terminated
oxide surfaces and which form self-assembled monolayers (SAMs). Using the right
surfactants surface properties can be changed for a more favorable alignment for the
organic semiconductor. This technique reduces the organic interlayer to monolayers
for ultra-thin devices. A number of candidates with different anchoring functional
groups are shown in Fig. 11.4.

On the semiconductor side, typically molecules such as oligoacenes and oligo-
thiophenes plus derivatives are used as hole-conductors (Fig. 11.5). Electron trans-
port in systems with high electron affinity is found in fullerenes, functionalized
perylenebisimides and perfluorinated π -conjugated molecules.

11.3 Organic Interlayers in OFETs

Zhang et al. [35] demonstrate with an empiric OFET study the influence of the or-
ganic interlayer on the device performance of OFETs. Systematically the impact of
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Fig. 11.4 Examples for SAM-molecules with different anchoring functionalized groups:
Trichlorosilanes (1–9), triethoxysilanes (10–12), carboxylic acids (13,14), hexamethyl-disilazane
(HMDS, 15) and phosphonic acids (16–19). The most commonly used compound 1 is known as
OTS (octadecyl-trichlorosilane). Figure courtesy of Miozzo et al. [19]

the organic interlayer on the performance has been studied by applying a structure
as introduced in Fig. 11.2 (i). As seen in the Fig. 11.6 the current–voltage charac-
teristics change significantly by varying the organic interlayer (T1–T4). The shape
as well as the onset—the threshold voltage—are different for each interlayer. BCB
(T1) exhibits the best performance, seen in graph (f). The question here arises: what
is actually the driving force for the significant changes?

The system BCB–C60 turns out to perform very well when compared to other,
widely used interlayers such as PMMA, PS or OTS. BCB used as organic inter-
layer enhances remarkably device performances of various n-type semiconductors
[36–38]. Additional advantages for applying BCB are the thermal stability, which
is in particular important for the growth of small molecules at higher temperatures
beyond 100 °C, and the dielectric function, which remains constant over a wide fre-
quency and temperature range [14]. Both characteristic properties can be read out
from the graph presented in Fig. 11.7.

OFETs combining C60 with BCB have shown high mobilities and good perfor-
mances in integrated circuits [6]. In addition, C60’s unique symmetry and stability in
ambient conditions allows probing with spectroscopic techniques. In the following
we compare alumina and BCB as hybrid dielectric system. They have been widely
used in organic electronics [2, 21, 36]. For a complementary study on the role of
the BCB interlayer OFETs with and without the cross-linkable resin are character-
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Fig. 11.5 Examples electron-dense organic p-type semiconductors (left) and electron-poor molec-
ular systems for n-type transport. Figure courtesy of Cornil et al. [34]

ized. The corresponding device structures are depicted in Fig. 11.8, which serve as
a model system discussed in the next chapter.

11.4 Threshold Voltage as Interface Parameter

In OFETs the threshold voltage represents the interface parameter per se. Hence for
the threshold analysis the performance characteristics of both transistors with and
without BCB is plotted in Fig. 11.9. The black line represents the device with BCB
and the red line is assigned to the device without BCB. The onset in the current—
the threshold—is actually shifted to higher voltages without BCB, seen in the linear
plot in the inset. Consequently the latter structure operates at higher driving volt-
ages, which acts as persistent burden. In addition by removing BCB the on/off ratio
is reduced and hysteresis arises. All these issues are negative aspects in view of
transistor circuit analysis.

A direct measure of the role of the interlayer in an OFET is consequently the
threshold voltage Uth, which is considered as the interface parameter. Different
groups have empirically proven influences of e.g. of the organic interlayer to the
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Fig. 11.6 Different
current–voltage
characteristics of C60-based
FET with four different
interlayers. The device
threshold and the absolute
current value is influenced by
the organic interlayer. Within
the interlayers discussed here
the combination BCB–C60 is
obviously the best choice.
Figure courtesy of Zhang
et al. [35]

threshold voltages [27, 40–43]. The threshold voltage Uth represents by definition
the gate voltage at which charge carriers are injected from the source electrode. In
case of n-type organic semiconductors, the LUMO is then close to the Fermi poten-
tial of the electrode (Fig. 11.10).

The parameter extraction has to be performed with care, since OFETs often rep-
resent non-ideal systems. Contact resistances at the electrode–organic interface are
influencing the source–drain characteristics and consequently the threshold voltage
[44]. In order to work around these effects and for determining a reliable value
for the onset in the transfer characteristics, the second derivative (SD) method is
applied. The presented model system particularly exhibits low contact effects and
optimized thin-film dielectrics, which itself approaches ideality [45–47]. A sketch
in Fig. 11.11 below actually demonstrates an example for extraction. The threshold
is defined at the inflection point in the transfer curve, which is read out from he
second derivative. The plot exhibits then a maximum at the onset (indicated in the
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Fig. 11.7 Top: The structure
of cross-linked
benzocyclobutene derivative
(Cyclotene, Dow Chemicals,
ε = 2.6) is shown.
Underneath the dielectric
function of a thin film is
plotted as function of
temperature and frequency.
Figure courtesy of Mills
et al. [39]

Fig. 11.8 Schematic of
complementary model
systems: C60-based FET
structures using hybrid
dielectric with alumina/BCB
(i) and pristine oxide (ii).
Figure courtesy of Stadler
et al. [26]

graph). The SD method has been derived from a MOSFET analysis [48]. However,
its reliability has been demonstrated in OFET systems too [49].

Coming back to the initial Fig. 11.9 the threshold voltage is extracted from both
curves. The result is plotted in Fig. 11.12, where the peak maximum is found at
0–0.1 V for the BCB device, whereas for the reference structure without BCB in-
terlayer the maximum arises around 0.7 V. Obviously the shift in threshold voltage

Uth is 0.6 V, which is significant. It indicated that the energy levels at the interface
align differently: BCB pushes the LUMO, already close to the Fermi level of the
electrode, while on the pristine oxide a potential offset is found [50].
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Fig. 11.9 Comparative
OFET transfer characteristics
with (black) and without
(red) BCB in semilogarithmic
and linear plot (inset). The
performance drops in terms
of lower on/off ratio, arising
of hysteresis and apparently
higher onset (threshold) for
accumulation in case of
missing BCB interlayer.
Figure courtesy of Stadler
et al. [26]

11.5 The Role of the Dielectric Interlayer in OFETs

Seen in the threshold voltage analysis the energy levels of the organic semiconductor
at the interface is determined exclusively by the alignment at the interface. Thus the
channel region in an OFET is reflected by a simple metal-insulator-semiconductor
(MIS) structure. The gate electrode serves as a reference metal for the Fermi poten-
tial, followed by the insulator (hybrid dielectric) and the semiconductor. The energy
diagram is depicted in Fig. 11.13, starting with the gate metal left-hand side fol-
lowed by metal-oxide, organic interlayer and finally the organic semiconductor.

Indicated in the schematic pure material parameters are defined, such as the elec-
tron affinity (EA), the ionization potential (IP) and work functions φ of metals and
metal oxide. Undefined parameters are actually found at interfaces, where the en-
ergy level alignment is controlled by dipoles [51–53]. They are indicated in the
vacuum-level offset (Δ). The magnitude is determined by the nature of the inter-
face. As shown in the diagram the role of the organic interlayers is assigned to
tune energy levels of the semiconductor to more favorable positions compared to
pristine oxide surfaces. This obviously happens, as indicated by the arrow in the

Fig. 11.10 (i) OFET at zero potential. The LUMO is indicated, the Fermi level for C60 is within
the gap. In (ii) the situation is depicted after applying the threshold potential. Per definition now
the LUMO converges the Fermi potential from the electrode. Charge injection from source is en-
ergetically enabled and the semiconductor can accumulate with electrons
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Fig. 11.11 Threshold voltage
extraction applying the
second derivative method.
The top graph is the transfer
characteristics, at the
inflection point the second
derivative (bottom) renders a
maximum. The peak is a
good estimate for the
threshold voltage. Figure
courtesy of Stadler et al. [26]

Fig. 11.12 Second derivative
of plot in Fig. 11.9. The active
role of the BCB is visible by
the distinct shift of the peak
maximum from around 0.7 V
down to 0.1 V. Figure
courtesy of Stadler et al. [26]
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Fig. 11.13 Schematic energy
diagram of an metal–insula-
tor–semiconductor (MIS)
structure with an organic
interlayer between the
metal–oxide and the organic
semiconductors. The dipole
controls the position relative
to the gate metal. Figure
courtesy of Stadler et al. [26]

schematic the interlayer either pushes HOMO or LUMO close to the Fermi level.
Depending whether n-type or p-type organic semiconductors are used, the matching
interlayer would drive the threshold voltage to a position close to the Fermi level.
Consequently in ideal systems the threshold voltage should be close to 0 V. A good
example for such a dipole-controlled alignment is seen in case of C60–BCB, which
obviously pushes the LUMO close to the Fermi potential visible in the threshold
potential around 0 V.

11.6 Photoemission Spectroscopy on Transistor-Related
Structure

In light of the energy diagram the substantial issue is now to seize origin and mag-
nitude of dipoles at interfaces involving organic thin films. Here OFETs may only
provide an indirect insight to interfaces, which can be shielded by parasitic, compet-
itive device effects. There is need for a complementary technique, which provides
direct access to interface properties. A solution is apparently to apply photoemission
spectroscopy (PES).

The advantage is its surface sensitivity, which ranges between 10–30 Å, de-
pending on the excitation source. Few layer films of organic π -conjugated small
molecules actually correspond to the mean-free-path of electrons. In several con-
tributions shown before growth and characterization of organic ultra-thin films is
presented in great detail.

Device-related photoemission spectroscopy is particulary challenging, since lay-
ers cannot be directly grown in-situ in the PES vacuum system. BCB for instance is
solution processed, alumina is grown electrochemically. For a cross-check a refer-
ence spectrum of C60, which has been exposed to air (Fig. 11.14), is presented. As
the UV-source He(I)-lamp excites at 21.2 eV, a heavy p-doped silicon(110) waver
serves as reference substrate. The spectral features conform to literature data on in-
situ deposited organic films [55]. The fingerprint DOS of C60 is clearly identified.
The ionization potential IP of the thin solid film is determined at 6.5 eV [56], which
is derived by adding the work function and the distance from the Fermi energy to
the maximum of the HOMO. The corresponding energy levels are illustrated in the
energy diagram in Fig. 11.15.
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Fig. 11.14 UPS spectra of
ex-situ vacuum-prepared C60
on p-Si. The DOS is
identified and labeled in the
graph. Their quality are
comparable to in-situ
vacuum-prepared samples
from e.g. Sakamoto
et al. [54]. Valence levels and
work function obtained by a
metal substrate as well as the
excitation energy are
indicated. Figure courtesy of
Stadler et al. [26]

Fig. 11.15 Energy diagram
of p-Si-C60 structure. From
the peak of the HOMO to the
vacuum level the ionization
potential IP is derived. The
HOMO actually is found
2.3 eV below the Fermi edge.
Figure courtesy of Stadler
et al. [26]

Instead of well-defined substrates the uppermost layer of C60 has to be probed
in an adopted OFET channel for the desired interface study. The source–drain elec-
trodes are not needed, a simple MIS structure with ultra-thin C60 models the chan-
nel in the corresponding OFET structure, see Fig. 11.16. As substrates aluminum-
alumina w/o BCB is applied. A cross-section of the discussed sample is depicted
in Fig. 11.17 revealing the investigated interface: alumina–BCB and BCB–C60.
Almost the shape of the fullerene molecule is visible in the electron transmis-
sion.

A direct comparison of samples with and without BCB are directly investigated
applying PES. Now the valence levels (0–8 eV BE) and the electron cut-off (16–
21.2 eV BE) are plotted in Fig. 11.18. Qualitatively minor changes are observed.
The features in the valence levels are smeared out a bit on alumina, on BCB they
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Fig. 11.16 Sample structure
for device-related PES. The
role of BCB is investigated by
copying the transistor
structure from Fig. 11.8
without source–drain contacts

Fig. 11.17 Corresponding
TEM picture of thin C60 layer
on BCB from Fig. 11.16 (i).
The TEM cross-section
resolves the interfaces of
fullerene–BCB and
BCB–alumina. Note the
thickness indicated by the
scale. The C60 layer diameter
is 20–30 Å within the
discussed sensitivity range of
the PES experiment. Figure
courtesy of Stadler et al. [26]

Fig. 11.18 Spectra revealing
the DOS of C60 on BCB
(black line) and pristine
alumina (Al2O3, red line).
The features are well defined.
A dipole by 0.6 eV controls
the position of the entire
spectrum relative to the gate
reference metal (EF). Figure
courtesy of Stadler et al. [50]
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Fig. 11.19 Energy diagram
of alumina–C60 and
alumina–BCB–C60 as
measured by PES. Note that
all DOS spectra are
experimental results by a
careful layer-by-layer
analysis. As indicated BCB
actually shifts C60 levels
upwards back to a situation as
found at e.g. p-Si 11.14. The
dipole at the organic–organic
interface is reduced,
compared to the offset
between metal–C60 the
valence levels differ by
0.6 eV. Figure courtesy of
Stadler et al. [26]

are better defined. Anyhow these effects are almost negligible compared to the sig-
nificant change induced by BCB. The entire spectrum shifts by 0.6 eV towards the
Fermi energy. The changes are concomitantly found for the valence features as well
as for low kinetic energy electrons in the cut-off and seen identically in the threshold
analysis in Fig. 11.12 before.

The energy level analysis is completed by measuring all interfaces involved, start-
ing with alumina, BCB and finally C60. The results are illustrated in the MIS energy
diagram, all values are gained from the device-related PES. As discussed earlier
the valence levels of each component are measured, the energy offset shows a sig-
nificant drop in the vacuum level for aluminum–C60 in the structure without BCB
interlayer. The dipole Δ is labeled in Fig. 11.19. Interestingly at the oxide–organic
semiconductor interface the vacuum levels align, which leads finally to the huge po-
tential drop from C60 to the reference metal of 1.4 eV. The changes induced by the
BCB unveil the role of BCB, seen in Fig. 11.19, where actually a dipole-controlled
alignment is found. Compared to the oxide–organic interface the energy offset is
huge, but consequently the potential drop with respect to the metal is decreased by
0.6 eV (marked red in the graph). The basic role of BCB is to shift the relative po-
sition of the C60-DOS with respect to gate. Both PES and threshold voltage shift
are in good agreement reducing the dipole (and voltage) by 0.6 eV (or V). The role
of the organic interlayer is to compensate the disadvantageous vacuum-level offset
formed on the pristine oxide structure. It re-establishes the situation found for the
case with p-Si and C60.
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11.7 Discussion

Both results, OFETs threshold voltage and transistor-related PES experiment
demonstrate a complementary technique to understand organic interfaces. The role
of organic interlayers in OFETs is interpreted to be more than just a passivation
layer. In fact the results show that an organic interlayer changes the energy level
alignment of the corresponding organic semiconductor significantly. The experi-
ments point out their inherent active role.

Instead of vacuum-level alignment a dipole is formed at the organic–organic in-
terface, which finally drives the energy levels of the organic semiconductor to a po-
sition close to the Fermi level. The built-in potential is to some extend compensated.
A similar alignment is for instance found on metals or silicon substrates [54, 55, 57].
Though the model system BCB–C60 studied in detail here does not represent organic
interfaces in general, the aspect of dipole-controlled alignment is widely accepted
in the literature [58]. Organic interface dipoles can be significant, and in light of
the complementary OFET results, a shift by 0.6 V as detected for BCB has a deep
impact on the device performance. Hence a lot of attention has recently been paid to
interface engineering with organic interlayers in organic electronics device studies.
A closer look to the oxide-only structure allows a number of conclusions as well. On
the contrary to BCB, on pristine alumina rather vacuum-level alignment is found,
at least the energy offset at the interface is low compared to the organic–organic
system. Consequently the energy drop found between metal–metal oxide is passed
on to the organic semiconductor leading finally to a large offset in the vacuum level
by 1.4 eV. In the field-effect transistor the offset is then revealed by the increased
threshold voltage, since the inherent built-in potential can only be compensated by
applying gate voltage. Similar effects have been presented for a number of pristine
oxide OFET structures, where significant threshold potentials arise [27]. These sup-
port the assumption of a vacuum-level alignment on oxide–organic semiconductor
interfaces.

11.8 Conclusion and Outlook

A sound theory on organic interlayer’s relating their magnitudes of introduced
dipoles and their influence on device performances is yet not found. Most of com-
monly used interlayers are presented in rather empirical studies. In various con-
tributions interface effects on device performances are reduced to surface traps or
surface passivation. The authors believe that such consideration are in agreement
with the dipole-controlled alignment uncovered by a device-related photoemission
study. Pristine oxide surfaces due to OH-termination indeed introduce trapped states
in the organic semiconductors. Negative charges at the interface are present, which
push the energy levels of the semiconductor downwards and away from the Fermi
energy. In OFETs they have to be compensated by the gate voltage, thus leading
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to increased and unwanted threshold potentials. Device-related photoemission can
help to understand the interaction at organic–organic interfaces. Still suspense as
regards the magnitude and polarity of the dipole is a real problem. An approach to
model and systematically analyze organic interfaces might be derived from donor–
acceptor studies in bulk-heterojunction solar cells [59, 60]. Depending on the system
the interlayer either acts as quasi-donor or acceptor, which becomes apparent by the
threshold voltage. At least from the experimental data, the dipoles formed at hetero-
junctions are similar to interactions on π -conjugated systems. Therefore interface
studies could be expanded for photo-induced effects on OFET interfaces for a better
understanding.

11.9 Summary

The contribution discusses the complex nature of organic interfaces, which are key-
components in organic electronic devices. Especially in OFETs the formation of
a conductive channel is sensitive to mutual, interfacial effects. The variety of or-
ganic interfacial or dielectric layers has increased during the past years, at the same
time the development of small π -conjugated molecules has yielded in an enormous
amount of systems. Practically a number of combinations result in good performing
organic field-effect transistors, which in the end will be implemented to complex,
organic integrated circuits.

In this article interfacial effect in view of the complex energy level alignment is
investigated. The question arises of why organic interlayers enhance transistor per-
formances compared to devices with pristine oxide. For gaining information about
energy levels at the interface, complementary techniques are applied, one based on
a systematic analysis of the threshold voltages in OFETs, one involving device-
related photoemission spectroscopy. In detail, an oxide–organic interface is com-
pared to an organic–organic interface using the model system alumina–C60 and
BCB–C60. The device analysis show clear results from both interfaces: as soon
as BCB is applied, the threshold voltage is lowered from previous 0.7 V almost
to 0 V.

A similar effect is found for the complementary photoemission study, where
actually BCB induces a shift in the same magnitude resulting in a different en-
ergy level alignment at the interface. Interestingly the entire spectrum is shifted
concomitantly, both valence features and secondary electron cut-off exhibit the
same result. The quality of the spectra is not affected by the different inter-
faces.

The spectral data together with the device parameters provide valuable infor-
mation about the organic–organic and the organic–oxide system. On the one hand,
huge dipoles control the energy level alignment at the interface. They compensate
built-in fields and consequently move valence levels to more favorable positions for
creating a conducting channel in the OFET. On the other hand, at oxide–organic
interfaces almost vacuum-level alignment is observed, therefore the compensation
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of built-in fields has to be performed by applying gate voltage resulting in the dis-
advantageous huge threshold potential. Similar effects on oxide–organic interfaces
have been reported by several groups in the literature. The authors believe that ex-
actly the findings presented here can help to understand organic interface system
and to tailor organic electronic devices to higher performances.

Still little is known about the energy level alignment at organic–organic inter-
faces. From empirical studies general pathways for high-performance systems have
been demonstrated, and parameters are defined which may be considered for further
development.
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Chapter 12
Natural Materials for Organic Electronics

Mihai Irimia-Vladu, Eric D. Głowacki, N. Serdar Sariciftci,
and Siegfried Bauer

Abstract Biological materials in organic electronics stand for low-cost production
of biocompatible, biodegradable, and sustainable electronic devices. In this chapter,
we discuss such materials and their implementation in the fabrication of electronic
circuits. We briefly introduce applications of such biocompatible and biodegrad-
able materials for interfacing electronics with living tissue. Research on bio-organic
materials may ultimately result in establishing robust, environmentally safe, “green
electronics” alternatives.

12.1 Introduction

Organic electronics research began to look at highly unusual material platforms
for biodegradable and biocompatible, even metabolizable, low-cost products which
may ultimately be used in daily life applications, including (1) home appliances
and portable devices, (2) microchips for biomedical implants, (3) electronics for
low-cost, large-volume, “throwaway” applications useful in packaging, plastic bags,
disposable dishware, to name a few [1–5].

In this chapter, we will briefly discuss the use of unusual materials in organic
electronics. We have divided the chapter according to the typical device architecture
used in electronics. We first start with substrates—the actual basis of any electronic
device fabrication; we then discuss smoothening layers—useful in the planarization
of rough substrates; followed by dielectrics—necessary in transistors but also in
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packaging; semiconductors—charge transport materials in amplifiers and circuits;
and contact electrodes—used as contacts in transistors, solar cells, photodiodes, and
as interconnects between circuit elements.

Highly uncommon materials in electronics, such as paper, leather, silk, hard gela-
tine, natural resin shellac and also degradable plastics were recently introduced as
substrates in the fabrication of organic electronic devices [6–10]. Smoothening of
such substrates is often essential before device fabrication, since most of these sub-
strates are inherently rough. We discuss polydimethylsiloxane (PDMS), a soft elas-
tomer frequently employed in food industry and also in biomedicine (due to its
biocompatibility) as cosmetic implant; as well as shellac, an ancient natural resin
produced by the female lac beetle-used extensively in the past for wood finishing
and electrical insulation [11–14] as smoothening layers.

As biodegradable and biocompatible dielectrics, we describe natural silk and nat-
ural deoxyribonucleic acid (DNA) in their processible forms [15, 16]. We further
introduce small molecule nucleobases (adenine, guanine, cytosine, and thymine),
the inner constituents of DNAs and RNAs, easily processable by vacuum evapora-
tion. Nucleobases have excellent film forming properties; they are good insulators
with low dielectric losses and high dielectric strength. Besides nucleobases, we also
mention the use of molecules in the sugar family (glucose, lactose, or sucrose) as
dielectrics [10].

While it seems easy to identify biological insulators, only few bio-originating
semiconductors (e.g. chlorophyll, beta-carotene indigo and tyrian purple) have been
identified to be useful in organic electronics [10, 17, 18]. Many synthetic “bio-
inspired” semiconductors within the indigo and anthraquinone families derived from
their naturally occurring counterparts show interesting charge transport properties.
Indigo and its derivatives for example have shown electron and hole mobility close
to the state-of-the-art level [19, 20].

Conductive electrodes are probably the most underdeveloped branch in this
emerging field of bio-electronics [21]. Intense effort has been done only in the past
couple of years to extend the biocompatible conductive polymers database [22–27]
towards contact electrodes, as briefly reviewed in this chapter.

The purpose of this book chapter is not only to show recent advancements and
pathways, but also to suggest key avenues that may be followed in order to establish
a self-standing branch “environmentally friendly organic electronics”.

12.2 Natural Substrates & Smoothening Layers

12.2.1 Natural Substrates

In the initial stages of development, organic electronics devices were fabricated ex-
clusively on glass or silicon substrates. Successive steps were pursued for the fab-
rication on flexible (i.e. PET, PEN) as well as stretchable substrates [28–30]. Cur-
rently, new research efforts focus on the investigation of highly unusual substrates
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Fig. 12.1 (top) Photographs of CMOS inverters fabricated on paper substrate in flat (left), folded
(center) and unfolded (right) states; (bottom left) Voltage transfer curve and (bottom right) cycling
test gain in black type and threshold voltage in red, of the inverter measured in the flat states after
multiple folding/unfolding cycles. From D.-H. Kim, Y.-S. Kim, J. Wu, Z. Liu, J. Song, H.-S. Kim,
Y.Y. Huang, K.-C. Hwang and J.A. Rogers, Ultrathin silicon circuits with strain-isolation layers
and mesh layouts for high-performance electronics on fabric, vinyl, leather, and paper, Adv. Mater.
21, 3703–3707 (2009). Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with per-
mission

(e.g. silk, fabric, hot-pressed cotton-fiber paper, leather, degradable polymers and
even metabolizable/edible substrates) [6, 8–10, 31–33], which will be highlighted
in the following.

Paper clearly is an interesting choice for the fabrication of electronic circuits: it
is low cost, widely available, and biodegradable [6, 8, 33–40]. Arguably one ma-
jor problem of paper is its rough surface. This deficiency can be circumvented
by smoothening layers which render the rough surface of the paper substrate to
a level of acceptable smoothness suitable for an easy deposition of metal elec-
trodes and/or active layers. Polydimethylsiloxane (PDMS) is widely employed for
smoothening purposes, mostly due to its excellent adhesive features [11]. The strong
covalent bonds formed between the –OH groups of PDMS and the surface of the
paper prevents adhesive failure, while concomitantly providing stress isolation dur-
ing stretching and/or bending deformations of the substrate. This concept is illus-
trated in Fig. 12.1 where the strains in the metal layer of the interconnects and
in the silicon of the active islands were reduced to less than 0.5 % of the applied
strain, leading to no deterioration of the inverter gain measured after 1000 strain
cycles [38].

In a recent report, a hybrid paper substrate was fabricated by embedding natu-
ral discrete cellulose fibers into an ionic resin that allowed paper to exhibit a large
permanent electric charge. In such a configuration, the paper was shown to play
two roles (substrate and gate dielectric) in the fabrication of low-cost, disposable,
non-volatile memory elements. The performance achieved with such a device illus-
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Fig. 12.2 (a) Schematic of the device structure, showing different layers. The device is fabricated
by integration of natural discrete cellulose fibers functioning simultaneously as dielectric and sub-
strate. The fibers are embedded in an ionic resin, giving the hybrid system a large permanent elec-
tric charge (∼1 mC m−2). (b) Photograph of the paper-based memory device. From R. Martins,
P. Barquinha, L. Pereira, N. Correira, G. Goncalves, I. Fereira and E. Fortunato, Selective floating
gate non-volatile paper memory transistor, Phys. Status Solidi RRL 9, 308–310 (2009). Copyright
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission

trated in Fig. 12.2: writing times less than 0.1 ms, operating voltage ∼5 V, cycling
endurance greater than 107 and charge retention time in excess of 1.5 years [36].

Thermochromic display was successfully demonstrated on an ultrathin, flat and
lightweight Xerox 32 lb Glossy Photo paper substrate. In Fig. 12.3, electrically con-
ductive wires serve as heaters for the thermochromic ink patterned on the opposite
side of the paper sheet. The heat produced by the wires generated a change in shade
of the thermochromic ink, making the printed text visible [8].

Electrowetting displays on paper were demonstrated in [40]. The stimulus behind
this investigation was to make the e-paper “look-and-feel” like classic ink on paper.
The group investigated three types of paper: Glassine, Kromekote and Sappi, the
main characteristics of them are displayed in Table 12.1. The initial roughness of the
paper influences both the contact angle of the liquid droplet and the contact angle
vs. applied voltage characteristics of the electrowetting structure. Demonstration of
the electrowetting effect on paper is illustrated in Fig. 12.4, where the contact angle
of the aqueous solution droplet was changed with the applied voltage. Given its
inherent high smoothness, the Sappi paper displayed the best performance among
the investigated paper grades, allowing contact angle modulations of ∼90◦, a value
required in e-paper applications.

Xerox paper has been used as a flexible substrate for the development of con-
ductive lines drawn by a rollerball pen. Figure 12.5a–e shows conductive electronic
artwork on Xerox paper. The lines are drawn by a silver-ink filled rollerball pen with
a ball diameter of 960 μm for writing conductive text [34]. In the example shown,
conductive text was easily printed on paper, having features of ∼650 μm wide.

Paper was also used as a substrate for large area monolithic photovoltaic ar-
rays. Figure 12.6a–d shows lines of ∼20 μm thick conductive polymer, poly(3,4-
ethylenedioxythiophene) patterned by oxidative chemical vapor deposition (oCVD)
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Fig. 12.3 Simple textual displays indicators fabricated on Xerox 32 lb, 1.5 mm thick photo pa-
per substrates with 50-mm thick layer of thermochromic ink patterned on one side and 100 % Zn
metallic wires on the non-ink side as heating elements. (a–b) Example of displays showing the
result of a hepatitis B test (positive vs. negative) in English and Chinese characters. The English
message is activated by passing a current of ∼140 mA through one of the two heating elements
of wire resistance, 26 �; the Chinese message is activated by passing current of ∼160 mA, wire
resistance, 15 �. (c) A display meant to communication messages to populations with high illit-
eracy or to populations where multiple languages are used that indicates safe vs. unsafe drinking
water using pictures; current, 300 mA, wire resistance, 15 �. (d) A three-color, red-green-blue
(RGB) shutter display with the back side of the display comprising three heating elements, one be-
hind each color. Reproduced with permission from The Royal Society of Chemistry, Reference [8]:
A.C. Siegel, S.T. Phillips, B.J. Wiley, G.M. Whitesides, Thin, lightweight, foldable thermochromic
displays on paper, Lab on Chip 9, 2775–2781 (2009)

on various substrates including paper, instead on the traditional transparent con-
ductive electrode, ITO. The advantage of the oCVD is given by the dryness of the
printing process, eliminating the undesired wettability or surface tension issues nor-
mally occurring when printing on rough surfaces such as paper. The performance of
the array of 250 OPV cells (0.1 cm × 0.3 cm each) fabricated on paper compares
favorably with the performance of the respective cells built on glass substrates [35].
Advantageously, the paper-built array could be folded and creased without substan-
tial loss of performance. In addition, by applying a thin film encapsulation layer on
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Table 12.1 Properties of Glassine, Kromekote, and Sappi papers

Material property Glassine Kromekote Sappi

Thickness (μm) 45 235 180

Basis weight (g/m2) 48 212 167

Specific volume (m3/g) 9.37 × 10−7 1.11 × 10−6 1.08 × 10−6

Water contact angle (deg) 44.5 80.4 105.7

Fig. 12.4 (a) A schematic of the electrowetting process on a rolled glassine paper substrate show-
ing the typical operation principle: high contact angle (i.e. of the blue and green water blobs, when
no voltage is applied) vs. low contact angle generated in the red droplet after passing an experimen-
tal voltage. (b) Schematic of the structure, consisting of a ground electrode, a dielectric layer, and a
fluoropolymer top layer on paper substrate. Reprinted with permission from D.Y. Kim, A.J. Steckl,
Electrowetting on paper for electronic paper display, Appl. Mater. Interf. 2(11), 3318–3323 (2010).
Copyright (2010) American Chemical Society

top of the OPV array, the respective monolithic circuit could be even operated when
immersed in water.

Not only paper, many other unconventional substrates (i.e. silk, leather, vinyl,
fabric, etc.) were recently employed in organic electronics [3, 7, 9, 38, 41]. Elec-
tronics developed on bioresorbable silk fibroin substrates to interface with living
tissue were demonstrated [41]. An image of an electrode array fabricated on silk
substrate and wrapped onto a glass hemisphere is displayed in Fig. 12.7. The silk
substrate supporting the meshed devices is biocompatible and fully resorbs when
introduced inside living tissue. In addition, the silk substrate allows a spontaneous,
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Fig. 12.5 (a) Photograph of conductive electronic artwork drawn on Xerox paper. The lines are
created by a silver-ink filled rollerball pen. (b) SEM image at the root of the tree, revealing the
continuous silver network (c) SEM image of the LED chip, adhered to the paper substrate with the
conductive silver interconnects. (d) Photograph of a display on Xerox paper substrate, containing
a LED array. (e) Photograph of the 3D antenna, fabricated by drawing conductive silver lines on
a sticky paper. (f) Recorded reflected power of the 3D antenna as a function of frequency. From
A. Russo, B.Y. Ahn, J.J. Adams, E.B. Duoss, J.T. Bernhard, J.A. Lewis, Pen-on-paper flexible elec-
tronics, Adv. Mater. 23, 3426–3430 (2011). Copyright Wiley-VCH Verlag GmbH & Co. KGaA.
Reproduced with permission

conformal wrapping process (driven by capillary forces) of the supporting circuit at
the biotic/abiotic interface.

Fully bioresorbable, biocompatible and biodegradable substrates based on
poly(L-lactide-co-glycolide), PLGA, hard gelatine, shellac or even caramelized
sugar were employed in the fabrication of OFETs [2, 10, 31], the chosen materials
are easy to process and low cost. As shown in Fig. 12.8a, PLGA substrates allow the
fabrication of biodegradable electronics without necessitating a smoothening layer.
Ecoflex is a fully biodegradable plastic foil, fabricated from starch and polylactic
acid (commercially available at BASF) for plastic bags, food packaging and nurs-
ery foils. The biodegradability tests made by BASF showed that Ecoflex degrades
completely in bio-compost within half a year. Hard gelatine is another example
of a fully biocompatible and biodegradable substrate; currently these capsules are
mainly used in pharmaceutics industry, as carrier capsule for oral drug delivery.
Hard gelatine is easily manufactured from collagen of animal residues (i.e. skins
and bones) with various additions of chemicals that play the role of plasticizers,
preservatives, colors and even flavors. Shellac is an example of a fully natural sub-
strate recently employed for the fabrication of OFETs and circuits [19]. Shellac is
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Fig. 12.6 (a) Schematic of the fabrication steps (top) and photograph (bottom) of an array of
250-cell series-integrated photovoltaic cells on paper substrate. (b) Current–voltage characteristics
for series-integrated photovoltaic arrays. The conducting electrodes are vapor-patterned by oCVD
technique. Comparison curves are recorded for the PV array built on paper substrate (red) and glass
(black) in dark (thin line) and under illumination conditions (bold line) of AM1.5, 80 mW/cm2).
(c) Spatial map of the open-circuit voltages of each cell across the respective 50 cm2 array. The
lower graphs present the cumulative fraction of devices producing at or below a given voltage.
From M.C. Barr, J.A. Rowehl, R.R. Lunt, J. Xu, A. Wang, C.M. Boyce, S.G. Im, V. Bulovic,
K.K. Gleason, Direct, monolithic integration of organic photovoltaic circuits on unmodified paper,
Adv. Mater. 23, 3500–3505 (2011). Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Repro-
duced with permission

produced by female lac beetles, and is harvested from trees in India and Thailand.
Nevertheless, the chemical composition of shellac has been long ago determined,
and nowadays shellac can be industrially produced in a multitude of grades [42]. Its
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Fig. 12.7 Photograph of a 30 Au electrode array developed on sheets of various thicknesses
(76 μm and 2.5 μm) (top two panels) and mesh (2.5 μm) (bottom panel). The conformable con-
tact to a glass hemisphere is increasing with decreasing sheet thicknesses and with introduction
of the mesh layout on bioresorbable silk supports. Reprinted by permission from Macmillan Pub-
lishers Ltd: Nature Materials, D.H. Kim, J. Viventi, J.J. Amsden, J. Xiao, L. Vigeland, Y.S. Kim,
J.A. Blanco, B. Panilaitis, E.S. Frechette, D. Contreras, D.L. Kaplan, F.G. Omenetto, Y. Huang,
K.C. Hwang, M.R. Zakin, B. Litt, J.A. Rogers, Dissolvable films of silk fibroin for ultrathin con-
formal bio-integrated electronics, Nature Mater. 9, 511–517 (2010), copyright (2010)

excellent surface properties (its smoothness rivaling that of typical glass slides), rec-
ommends shellac as a preferable substrate for the development of high-performance
organic electronics devices. Examples of electronics built on edible hard gelatine
capsule, Ecoflex, and shellac are presented in Fig. 12.8b–d [10, 19].

Silk-based, conformal, adhesive, edible food sensors were recently developed
based on wireless passive antennas across multiple frequency regions (MHz, GHz,
THz) of the electromagnetic spectrum [43]. The resonant response of the antennas,
conformally attached to food objects was monitored during the spoilage process. In
an example showed in Fig. 12.9, the ripening of bananas and adulteration of cheese
is assessed by measuring the resonant frequency response of the RFID-like sensors
attached to their surface.

The research summarized in this section shows that application engineers can
choose among a wide variety of unusual materials for electronic device design and
development, coming closer to a view of electronics anywhere.
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Fig. 12.8 (Top left) Photographs of the PLGA substrate at various stages of degradation (num-
bers represent days of exposure to citrate buffer). The device lost its optical transparency after
about 10 days but maintained its integrity for the first 40 days; it fully resorbed after 70 days of
exposure. From C.J. Bettinger and Z. Bao, Organic thin film transistors fabricated on resorbable
biomaterial substrates, Adv. Mater. 22, 651–655 (2010). Copyright Wiley-VCH Verlag GmbH &
Co. KGaA. Reproduced with permission. (Bottom left) Photograph of organic field effect tran-
sistors fully fabricated from natural materials (Shellac substrate, tetratetracontane passivated alu-
minum oxide gate, indigo semiconductor and gold source and drain electrodes). From M. Irim-
ia-Vladu, E.D. Glowacki, P.A. Troshin, G. Schwabegger, L. Leonat, D.K. Susarova, O. Krystal,
M. Ullah, Y. Kanbur, M.A. Bodea, V.F. Razumov, H. Sitter, S. Bauer, N.S. Sariciftci, Indigo, a
natural pigment for high-performance ambipolar organic field effect transistors and circuits, Adv.
Mater. 24(3), 375–380 (2012). Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced
with permission. (Top right) Organic field effect transistors fabricated on edible hard gelatine cap-
sule. The device consists of gold gate, source and drain electrodes, adenine for gate dielectric and
indanthrene brilliant orange RS for the semiconductor material. Adapted from Organic Electron-
ics, 11, M. Irimia-Vladu, P.A. Troshin, M. Reisinger, G. Schwabegger, M. Ullah, R. Schwoediauer,
A. Mumyatov, M. Bodea, J.W. Fergus, V. Razumov, H. Sitter, S. Bauer, N.S. Sariciftci, Environ-
mentally sustainable organic field effect transistors, Org. Electron. 11, 1974–1990 (2010). Copy-
right (2010), with permission from Elsevier. (Bottom right) Organic field effect transistor fabricated
on biodegradable Ecoflex (BASF) plastic foil. The transistor consists of aluminum gate, source, and
drain electrodes, adenine dielectric (white square) and cosmetic color perylene diimide semicon-
ductor (red square). Adapted from M. Irimia-Vladu, P.A. Troshin, M. Reisinger, L. Shmygleva,
Y. Kanbur, G. Schwabegger, M. Bodea, R. Schwoediauer, A. Mumyatov, J.W. Fergus, V. Razu-
mov, H. Sitter, N.S. Sariciftci, S. Bauer, Biocompatible and biodegradable materials for organic
field effect transistors, Adv. Funct. Mat. 20(23), 4069–4076 (2010). Copyright Wiley-VCH Verlag
GmbH & Co. KGaA. Reproduced with permission
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Fig. 12.9 Conformal silk antennas operating at radio and microwave frequency for food adulter-
ation monitoring. (a) Measured reflection spectra of a silk RFID-like antenna attached to a ba-
nana skin. (b) Measured time-dependent resonant frequencies of the silk antenna while the banana
ripened over 9 days. (c) Measured frequency-dependent impedance phase angle of a silk sensor ap-
plied to a slice of cheese (blue curve) to detect bacterial contamination (red curve). The inset shows
a magnified view of the device. (d) Measured frequency responses of a silk sensor applied to a plas-
tic container filled with milk during spoilage. From H. Tao, M.A. Brenckle, M. Yang, J. Zhang,
M. Liu, S.M. Siebert, R.D. Averitt, M.S. Mannoor, M.C. McAlpine, J.A. Rogers, D.L. Kaplan,
F.G. Omenetto, Silk-based conformal, adhesive, edible food sensors, Adv. Mater. 24, 1067–1072
(2012). Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission

12.2.2 Natural Smoothening Layers

Due to its excellent surface forming properties, PDMS was employed not only
as a substrate but also as smoothening layer for applications in organic electron-
ics [9, 11, 38] and biomedical research [44]. The main attractive feature of PDMS is
its biocompatibility that made it a reference material when used in vitro for biocom-
patibility and inflammatory response, as well as in vivo studies. Rosolic acid and
shellac are two other examples of compounds that occur naturally, yet are easy and
cheap to manufacture synthetically [12, 13]. Both materials are readily soluble in
ethyl alcohol and form very smooth films on wide range of surfaces. As an example,
the rough substrate surfaces of Ecoflex (BASF) or hard gelatine could be substan-
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tially smoothened to a root-mean square roughness below 10 nm when spin coated
with a 0.1 g/ml rosolic acid solution in ethanol [10]. Drop-cast and spin-coated shel-
lac films form smooth and uniform substrates. The root-mean-square roughness of
a 0.5 mm thick drop-cast shellac substrate was only 0.5 nm, those of a 250 nm thick
spin-coated shellac film had a root-mean-square roughness of only 0.35 nm, rivaling
with the smoothness of glass slides [19].

12.3 Natural Dielectrics & Semiconductors

12.3.1 Natural Dielectrics

DNA is one of the most fascinating molecules of life, which has inspired many re-
search teams looking for technical applications in photonics and organic electronics.
Organic light-emitting diodes (OLEDs), and nonlinear opto-electrical modulators
based on deoxyribonucleic acid (DNA) were developed [45–48]. DNA thin films
were implemented as effective electron blocking layers in organic light-emitting
diodes (i.e. BioLEDs) [46] with a significant enhancement of luminance and lu-
minous efficiency. Figure 12.10 shows the comparison between devices made with
DNA BioLEDs and control devices using common polymers such as polymethyl
methacrylate or polyvinyl carbazole.

Solution processed DNA, as well as vacuum processed nucleobases (adenine,
guanine, thymine and cytosine) also found use in gate dielectrics for organic field
effect transistors [2, 10, 49, 50]. An advantage of the simple nucleobases instead of
the full strands of solubilized DNA is the high purity obtained in the former ma-
terials that are amenable to rigorous cleaning through train sublimation. All four
nucleobases display good dielectric properties with large breakdown fields from
∼1 MV/cm to ∼3.5 MV/cm. Vacuum processed nucleobases allowed for the fabri-
cation of high-performance field effect transistors. Interestingly, despite the inherent
roughness, reaching even root-mean-square (rms) values of 65 nm, the transfer and
output characteristics of most nucleobase OFETs were hysteresis-free [2, 10]. Un-
expectedly, the best film forming nucleobase (i.e. guanine) displayed hysteresis in
the transfer characteristics, as shown in Fig. 12.11a, whereas the nucleobase that
showed the highest tendency for crystallization resulting in inherently rough films
(i.e. thymine), generated hysteresis-free OFETs. Moreover, the field effect mobility
of the thymine-based devices was superior to the ones with guanine (Fig. 12.11b).
These observations are somehow surprising and illustrate the complexity of mobility
issues in OFETs [51]. Dielectrics from the sugar family were also employed for the
fabrication of organic field effect transistors [2, 10]. Sucrose, glucose and lactose
can be processed in aqueous solvents and have comparable film forming dielectric
characteristics to poly vinyl alcohol (PVA). Dielectric properties of the investigated
natural dielectrics are summarized in Table 12.2.

The brief presentation of natural dielectrics shows that nature offers a wealth of
materials that may be useful in organic electronic devices, providing for biocompat-
ible, biodegradable and eventually bioimplantable and bioresorbable applications.
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Fig. 12.10 (Photographs a–d) Luminous performance of green and blue LEDs. Comparison be-
tween green AlQ3 LEDs at 25 V: (a) baseline of green Alq3 OLED and (b) green Alq3 Bi-
oLED with DNA electron blocking layer. Comparison between blue NPB LEDs working at 20 V:
(c) baseline blue NPB OLED and (d) blue NPB BioLED with DNA electron blocking layer.
The DNA-based BioLEDs were as much as 10 times more efficient and 30 times brighter than
their OLED counterparts. Reprinted with permission from J.A. Hagen, W. Li, A.J. Steckl and
J.G. Grote, Appl. Phys. Lett., 88, 171109 (2006). Copyright (2006), American Institute of Physics.
(Bottom Schematic) Energy-level diagrams for the blue-emitting (NPB) and green-emitting (Alq3)
BioLEDs, Hole and electron injection occurs from PEDOT and LiF layers, respectively; the trans-
port through the layers of the device is indicated schematically; λ1 and λ2 represent blue and green
emission, respectively. Reprinted by permission from Macmillan Publishers Ltd: Nature Photonics
A.J. Steckl, DNA, a new material for photonics?, Nature Phot. 1, 3–5 (2007), copyright (2007)
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Fig. 12.11 Transfer characteristics of organic field effect transistors with C60 semiconductor
and (a) guanine gate dielectric; capacitance per area, C0d = 9.25 nF/cm2, field effect mobility
μ = 0.1 cm2/V s. (b) Inorganic–organic aluminum oxide and thymine gate dielectric; Capacitance
per area C0d, 23.6 nF/cm2, field effect mobility μ = 0.5 cm2/V s. The occurrence of higher mo-
bility for the device having a much higher roughness of the gate dielectric is surprising and yet
unclear. Reprinted from Organic Electronics, 11, M. Irimia-Vladu, P.A. Troshin, M. Reisinger,
G. Schwabegger, M. Ullah, R. Schwoediauer, A. Mumyatov, M. Bodea, J.W. Fergus, V. Razumov,
H. Sitter, S. Bauer, N.S. Sariciftci, Environmentally sustainable organic field effect transistors, Org.
Electron. 11, 1974–1990 (2010), Copyright (2010), with permission from Elsevier

Table 12.2 Dielectric properties of investigated natural dielectrics. Reprinted from M. Irimia-
Vladu, P.A. Troshin, M. Reisinger, G. Schwabegger, M. Ullah, R. Schwoediauer, A. Mumyatov,
M. Bodea, J.W. Fergus, V. Razumov, H. Sitter, S. Bauer, N.S. Sariciftci, Environmentally sustain-
able organic field effect transistors, Org. Electron. 11, 1974–1990 (2010), Copyright (2010), with
permission from Elsevier

Material Dielectric constant
(at 1 kHz)

Breakdown field
(MV/cm)

Loss tangent
(at 100 mHz)

Adenine ∼3.8 ∼1.5 ∼4 × 10−3

Cytosine ∼4.6 ∼3.4 ∼5 × 10−3

Guanine ∼4.3 ∼3.5 ∼7 × 10−3

Thymine ∼2.4 ∼0.9 ∼1 × 10−2

Glucose ∼6.3 ∼1.5 ∼5 × 10−2

Lactose ∼6.5 ∼4.5 ∼2 × 10−2

PVA ∼6.1 ∼2 ∼4 × 10−2

AlOx ∼9 ∼3.5 ∼4 × 10−3

12.3.2 Unipolar and Ambipolar Natural Semiconductors

Conjugated organic molecules are present in nature, constituting many natural pig-
ments. Past reports of chlorophyll and beta-carotene semiconductors also stimu-
lated research in optical, nonlinear optical, and fluorescence applications of such
materials [52–55]. Nevertheless, the pool of natural semiconductors for organic
electronics applications remained limited until recently. However, a closer look at
natural semiconductors showed performance on par with top of the class synthetic
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semiconductors [19, 20]. Indigo is a naturally occurring compound, a highly prized
pigment in antiquity, traditionally extracted from plants of Indigofera genus [56].
6,6′-dibromoindigo, the main component of tyrian purple, another valued dye in
antiquity, has been originally extracted from sea snails [57]. These two natural com-
pounds, as well as other “nature-inspired” indigoids showed surprisingly good am-
bipolar charge transport properties, which make them potential candidate materials
for sustainable OFET, OLED and photovoltaic applications.

Carotenoids

Carotenoids are oligo-olefins with varying chain lengths of sp2-hybridized carbons,
making them analogous to polyacetylene. Carotenoid pigments are responsible for
the color of many natural systems, such as flowers, fruits, and vegetables [58]. The
archetypical carotenoid, β-carotene, was first reported in 1831 when crystals of the
material were extracted from carrots [59]. Interest into β-carotene and related prod-
ucts research arose because of its presumed anti-aging and heart-disease prevention
properties [60]. Initial steps into the implementation of β-carotene as semiconductor
in organic electronics revealed modest performance in OFETs [55]. β-carotene pro-
cessed from chloroform was used as semiconductor channel for organic field effect
transistors with glucose as gate dielectric. Although the semiconductor mobilities
surpassed 1 × 10−4 cm2/V s practical application is hampered by the propensity for
oxidation of the carotenoid backbone [2]. β-carotene/fullerene bulk heterojunction
type devices have been reported though photocurrents produced by such devices
were low.

Indigoids

Indigo and its dibromo analog, 6,6′-dibromoindigo, or tyrian purple, are the oldest
blue and purple dyes. Indigo is a dye extracted from indigofera tinctoria and isatis
tinctoria plants, which were cultivated for at least 4000 years in China, India and
Egypt for coloring textiles [56]. Tyrian purple, in contrast, is of animal origin, being
produced from certain types of shellfish. The synthetic production of indigo was
initiated in 1882, but the low reaction yield made the process not competitive with
natural-origin indigo [61]. It was not until the reaction pathway improvement in
1887 that synthetic indigo has become the most industrially produced dye, with the
coloring of cotton yarn for blue jeans industry producing the highest demand. In-
digo is also a biocompatible and low toxicity compound, its soluble salt form being
accepted as food colorant both in the United States and the European Union [56].
Tyrian purple was the most prized dye in antiquity, being known as royal purple,
shellfish purple or purple of the ancients [57]. Both molecules are highly planar
and have strong intra- and intermolecular hydrogen bonding. Each indigo molecule
is hydrogen bonded to four neighbors. The strength of intermolecular interactions
reinforcing π -stacking and crystalline-order rationalizes why such small molecules
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Fig. 12.12 X-ray difractogram of thin films (100 nm thick) of (a) indigo and (b) tyrian purple
showing the occurrence of crystalline texture with a single preferential orientation in the growth
direction when the films are grown on substrates that support the crystallinity, i.e. polyethylene,
polystyrene or tetratetracontane. (c) UV-vis. Absorption of the indigo (empty symbol) and tyrian
purple (filled symbol). (d) Cyclic voltammogram of indigo (blue line) and tyrian purple (red line)
showing the similar behavior of both materials: reversible two-electron oxidation and reduction
electrochemistry. From the cyclic voltammograms and the onset of absorption of the two materials,
the band gaps are estimated to be 1.7 eV and 1.8 eV for indigo and tyrian purple, respectively

with limited conjugation prove to be good charge transporters. Both indigo and tyr-
ian purple material were recently employed in the fabrication of ambipolar organic
field effect transistors and inverters that showed performance on-par with the top
reports for synthetic organic semiconductors.

Indigo and tyrian purple are easily sublimable and form highly crystalline films.
XRD of these vacuum processed thin films yielded a single diffraction peak centered
at ∼11.06 degrees for indigo and ∼5.72 degrees for tyrian purple (Fig. 12.12a–b),
indicating a crystalline texture with a single preferential orientation in the growth
direction. For both materials, cyclic voltammetry scans of thin films in acetonitrile
show a reversible two-electron reduction and reversible two-electron oxidation pat-
tern. The HOMO and LUMO levels evaluated from CV are shown in Table 12.3. The
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Table 12.3 The HOMO and LUMO levels of indigo and tyrian purple estimated from cyclic
voltammetry and optical absorption

Material HOMO
(eV)

LUMO
(eV)

Eg (CV) Eg (optical) Mobility

Indigo −5.5 −3.8 1.7 1.7 μe = 1 × 10−2

μh = 1 × 10−2

Tyrian purple −5.8 −4.0 1.8 1.8 μe = 0.3
μh = 0.3

energy gap of indigo and tyrian purple estimated from both cyclic voltammetry and
onset of absorption of the UV-Vis spectra (Fig. 12.12c–d) is ∼1.7 eV and ∼1.8 eV,
respectively. The reversible oxidation and reduction of these molecules suggest the
possibility pf ambipolar charge transport, while the low band gap implies that elec-
trons and holes could be injected from a single metal electrode. A demonstration
of ambipolar transport in indigo-based OFETs fabricated on natural resin shellac
substrate is shown in Fig. 12.13a–c. The measured field effect mobilities for elec-
tron and holes are well balanced (∼1 × 10−2 cm2/V s). Similarly, ambipolar charge
transport in OFETs with tyrian purple channel is depicted in Fig. 12.13d–e. The
field effect mobilities of electrons and holes are, as in the case of indigo, high and
well balanced, both being equal to 0.3 cm2/V s [62]. The performance of a com-
plementary type inverter fabricated with indigo and tyrian purple channels, with a
single type of contact electrodes (i.e., gold) is depicted in Fig. 12.14a–d. The mea-
sured gain at low operating voltage of the inverters is 110 in the first and 105 in
the third quadrant for indigo; 255 in the first and 285 in the third quadrant for tyr-
ian purple. The deep LUMO level of tyrian purple (being situated at ∼−4.0 eV)
makes tyrian purple stable against oxygen degradation when measured in air [63].
Diode devices with tyrian purple showed no degradation after at least one month of
continued operation in air.

12.4 Biocompatible & Biodegradable Electrodes

The development of electronic devices interfacing with living tissue paves ways for
applications of electronics in biomedicine to improve diagnosis and treatment [64].
So far, state-of-the-art implantable devices consist of microfabricated arrays of elec-
trodes on silicon substrates. These electrode microarrays are invasive and suscepti-
ble to produce tissue damage. They are not only non-conformable to the nonplanar
shape of the organs, they are also rigid and bulky and therefore not susceptible for
miniaturization. Arrays of metal electrodes on soft, biocompatible plastic substrates
provide alternative routes much better suited for contact with living tissue. Poly-
imide, polydimethylsiloxane and parylene C were explored as substrates for the
fabrication of such thin, conformable electronics with thicknesses in the range of
10 μm to 100 μm [21–27].
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Fig. 12.13 (a–c) Transfer and output characteristics of organic field effect transistors fabricated
on shellac substrates with aluminum oxide and tetratetracontane inorganic–organic gate dielec-
tric and indigo semiconductor. The OFET devices have balanced electron and hole mobilities of
∼1 × 10−2 cm2/V s. Adapted from M. Irimia-Vladu, E.D. Glowacki, P.A. Troshin, G. Schwabeg-
ger, L. Leonat, D.K. Susarova, O. Krystal, M. Ullah, Y. Kanbur, M.A. Bodea, V.F. Razumov, H. Sit-
ter, S. Bauer, N.S. Sariciftci, Indigo, a natural pigment for high-performance ambipolar organic
field effect transistors and circuits, Adv. Mater. 24(3), 375–380 (2012). Copyright Wiley-VCH
Verlag GmbH & Co. KGaA. Reproduced with permission. (d–e) Transfer and output character-
istics of organic field effect transistors fabricated on glass substrates with aluminum oxide and
polyethylene inorganic–organic gate dielectric and tyrian purple semiconductor. Electron mobil-
ity 0.03 cm2/V s and hole mobility of ∼0.2 cm2/V s. Adapted from E.D. Glowacki, L.N. Leonat,
G. Voss, M. Badea, Z. Bozkurt, M. Irimia-Vladu, S. Bauer, N.S. Sariciftci, Ambipolar field effect
transistors and inverters with the natural material tyrian purple, AIP Advances 4, 042132 (2011);
used in accordance with the Creative Commons Attribution 3.0 Unported License

In a recent report, thin gold electrodes were sandwiched between two 1.2 μm
thick layers of polyimide, subsequently transferred on silk films that helped handling
the conductive electrode array [41]. Not only improving the processibility of bio-
compatible gold electrodes was intensely explored, but also the implementation of



12 Natural Materials for Organic Electronics 313

Fig. 12.14 Complementary-like voltage inverter characteristics measured in quasi steady state
for indigo: (a) in the first quadrant and (b) in the third quadrant. The respective voltage gain is
displayed on the right axes. Reproduced from M. Irimia-Vladu, E.D. Glowacki, P.A. Troshin,
G. Schwabegger, L. Leonat, D.K. Susarova, O. Krystal, M. Ullah, Y. Kanbur, M.A. Bodea,
V.F. Razumov, H. Sitter, S. Bauer, N.S. Sariciftci, Indigo, a natural pigment for high-performance
ambipolar organic field effect transistors and circuits, Adv. Mater. 24(3), 375–380 (2012). Copy-
right Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission. Complementary-like
voltage inverter characteristics measured in quasi steady state for tyrian purple: (c) in the first quad-
rant and (d) in the third quadrant. The voltage gain as high as 255 to 285 displayed on the right
axes is among the highest reported to date for a single ambipolar material with a single type of
contact electrodes. Reproduced from E.D. Glowacki, L.N. Leonat, G. Voss, M. Badea, Z. Bozkurt,
M. Irimia-Vladu, S. Bauer, N.S. Sariciftci, Ambipolar field effect transistors and inverters with
the natural material tyrian purple, AIP Advances 4, 042132 (2011); used in accordance with the
Creative Commons Attribution 3.0 Unported License

alternative biocompatible materials, i.e. conductive polymer electrodes [21, 65, 66].
Compared to gold, conductive polymer electrodes reduce the reaction of the body
to the foreign object invasion and enable recordings for longer times. More-over,
by lowering the electrical impedance at the interface with living tissue (presumably
because of the ability of the polymers to conduct ions), the conductive polymer
electrodes were shown to significantly improve the quality of electric signals [67].

Water-based isotropically conducting adhesives were introduced for applications
with electrical interconnects and printed circuits for ultralow-cost flexible/foldable
printed electronics [26]. Hybrid electronic and photonic devices emerged by em-
ploying n- and p-type silicon nanowires coated with porphyrins. The photonic func-
tions were supported by the high light sensitivity of porphyrins, in order to detect in-
cident light and implement complementary photoconductors at the nanometer scale
level [22].
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Fig. 12.15 (A) photograph of complex circuit for multifunctional electronics with physical prop-
erties matched to the human epidermis. The circuit contains an antenna, a LED, a strain gauge, a
temperature sensor, wireless power coils, radio frequency coils, as well as sensors monitoring the
brain and the heart functions (electroencephalograms, EEG and electrocardiograms, ECGs). The
circuit is mounted on a sacrificial, biocompatible and water-soluble film of PVA and transferred
face-down onto the skin. Following the dissolution of the sacrificial substrate, the device remains
conformally attached to the skin through van der Waals forces alone. (B) Epidermal electronics
being peeled away from the skin: partially (top) and fully (bottom). The inset of the top figure
shows a cross-sectional illustration of the structure, with the neutral mechanical plane (NMP) de-
fined by a red dashed line. (C) and (D) Multifunctional and commercial epidermal electronics
transferred on skin in various stretched, released and compressed states. From D.-H. Kim, N. Lu,
R. Ma, Y.-S. Kim, R.-H. Kim, S. Wang, J. Wu, S.M. Won, H. Tao, A. Islam, K.J. Yu, T. Kim,
R. Chowdhury, M. Ying, L. Xu, M. Li, H.-J. Chung, H. Keum, M. McCormick, P. Liu, Y.-W. Zhang,
F.G. Omenetto, Y. Huang, T. Coleman, J.A. Rogers, Epidermal electronics, Science 333, 838–843
(2011). Reprinted with permission from American Association for the Advancement of Science
(AAAS)

An ample study of electronic systems was reported that achieved thicknesses,
effective elastic moduli, bending stiffnesses, as well as areal mass densities match-
ing closely with the respective values of human epidermis. The conformable de-
vices could be transferred to skin in a fashion mechanically invisible to the user.
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Fig. 12.16 (Left) Photographs showing the characteristics of a 64-pixel array of compressible
pressure sensors. The lines of the nanotubes are visible (scale bar, 1 cm). (Right) Photograph
of the same device reversibly adhered to a backlit liquid-crystal display. The device is being de-
formed by hand. Reprinted by permission from Macmillan Publishers Ltd: Nature Nanotechnology,
D.J. Lipomi, M. Vosgueritchian, B.C.-K. Tee, S.L. Hellstrom, J.A. Lee, C.H. Fox, Z. Bao, Skin–
like pressure and strain sensors based on transparent elastic films of carbon nanotubes, Nature
Nanotech. 6, 788–792 (2011), copyright (2011)

Figure 12.15 shows the transfer of such a device fabricated on water-soluble PVA
substrate onto the skin, in a similar way a tattoo is applied. The structure could be
subsequently stretched and compressed without destroying its integrity or function.

Transparent, conducting spray-deposited films of single-walled carbon nanotube-
based thin films were developed in a recent study [68]. The deposited films could be
stretched by applying strain along each axis, followed by releasing the strain. This
repeated stretch-release process generated spring-like structures in the nanotubes
that could uptake strains of up to 150 % while displaying conductivities as high as
2,200 S/cm in the stretched state (Fig. 12.16a–b). The same principle was employed
to render nanotube films in electrode arrays of transparent, stretchable capacitors
with applicability as pressure and strain sensors.

12.5 Conclusion

In summary, this chapter has briefly highlighted recent advances in the use of highly
unconventional materials for organic electronics. Today we can choose among a
wide range of diverse materials for creating new electronic functionalities, coming
closer to a vision of a sustainable electronics world. Of course, there is still a long
way to go until we can use electronics everywhere. Nature remains a huge reservoir
of inspiration for material scientists since it holds still unrevealed secrets.
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concentration, 178
Dependence of the charge-carrier mobility on

carrier concentration, 198
Dependence of the charge-carrier mobility on

electric field, 180
Depletion-load inverter, 156
Device performance, 276
Dewetting, 34
Dielectric materials, 274
Differential transmission, 237
Diffusion

activation barrier, 116
Ehrlich–Schwoebel barrier, 128
island, 114–119

Dipole-controlled, 287
Dipoles, 281
Disordered films, 204
DNA thin films, 306
DOS, 175, 176, 185, 188
Dynamic range, 244
Dynamically coupled, 38

E
E-paper, 298
Ecoflex, 303
Edible food sensors, 303
Effective medium approximation, 174, 187,

204
Effective transport energy, 213
EGDM, 173, 175
Ehrlich-Schwoebel barrier, 82, 84, 95, 104
Electric field dependence, 214
Electron transmission, 284
EMA, 174, 178, 181, 184, 193, 196
Emin model, 198, 199
Energetic disorder, 186, 189, 195, 196, 198,

205
Energy correlation, 177, 181, 194, 195
Energy diagram, 283
Energy level alignment, 273
Energy non-correlated, 182
Epifluorescence, 245

Epitaxial growth, 59
ESB, 82, 85–87, 89, 91, 94
Excited-state dynamics, 232
Extended correlated disorder model, 177
Extended Gaussian disorder model, 173
Extraction current, 209

F
Favorable alignment, 276
Fermi level, 175, 283
Fermi-Dirac statistics, 175
Fibers, 118, 125, 126
Field-effect mobility, 208
Figure of merit, 236
Film morphology, 197, 222
First-layer islands, 82, 87, 92
Flat-lying molecules, 34
Fluorescence clamping, 242
Fluorescence microscopy, 72
Fluorescence spectroscopy, 73
Force-field simulations, 65
Frank - van der Merwe, see growth modes,

Layer-by-Layer
FT-IR spectra, 148
Fullerenes, 276
Functionalization, 151

G
Gain medium, 232
Gauge factor, 244
Gaussian disorder model, 173, 178, 189
Generalized Einstein equation, 175, 185
Generated hydroxyketones, 144
Gill effect, 192
Gill energy, 195, 220
Gill relation, 190
Gill temperature, 193, 194
Gill’s law, 219
Grain boundaries, 183
Grain size dependence, 221
Graphene, 110

metal supported, 110–126
wrinkles, 115, 126

Graphite, see HOPG
Growth kinetics, 82
Growth modes

Layer-by-Layer, 111–124
step flow, 131, 132
Stranski–Krastanov, 124–126

Growth morphology, 152
Growth mound, 82, 84, 87, 89, 104
Growth rate, 112
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H
Hard gelatine, 301
Herring-bone crystal, 29
Heteroepitaxy, 245
Heterostructures, 74
High carrier concentrations, 172, 178
Highly ordered pyrolytic graphite, see HOPG
HOMO-LUMO transition, 257
HOPG, 114
Hopping, 172–174, 185, 189, 196, 204
Hot wall epitaxy, 60, 63, 68, 233, 234
Hybrid dielectric, 277
Hybrid electronic and photonic devices, 313

I
Illumination time, 148
Immobilization of molecules, 151
In-plane optical anisotropy, 254
Index matching, 244
Indigo, 309
Inflection point, 279
Integrated extraction current, 208
Interface parameter, 278
Interfacial effects, 273
Interlayer diffusion, 84, 94, 95, 104
Interlayer mass transport, 85, 87, 89–91, 104
Intralayer diffusion, 104
Intramolecular transition, 258
Inversion process, 264
Iridium, 110, 127–132
Island growth, 82
Isokinetic temperature, 188

K
Kinetic stabilisation, 34

L
Large carrier concentration, 180, 190
Lasing, 51
Lateral correlation length, 86
Lateral electric field in OFET, 183
Layer reconstruction, 35
Layer-by-layer growth, 82
LEED, 109

µLEED, 109, 113, 119, 120, 125, 127, 132
SPA-LEED, 110, 120

LEEM, 109
Level-dependent Ehrlich-Schwoebel barrier,

90
Light emitting diodes (OLEDs), 251
Linear operating regime, 214
Localization radius, 175
Low carrier concentration, 172, 177

Low energy electron diffraction, see LEED
spot profile analysis, see LEED,

SPA-LEED
Low energy electron microscope, see LEEM

M
Magnification parameter, 184
Malus’ law, 247
MEE model, 197
Meta-stable layers, 30
Meyer-Neldel energy, 174, 188, 204
Meyer-Neldel rule, 173, 188, 197, 204
Meyer-Neldel temperature, 193, 195, 198, 204
Microscopy, 234
Miller-Abrahams jump rate model, 186
Molecular axis, 247
Molecular diffusion, 42
Molecular interactions, 252
Molecular orbitals

Fourier transform, 10, 21
identification of, 13
nodal structure, 11, 13, 19
reconstruction of, 17, 21
spatial structure, 4, 17

Molecular orientation, 11, 12
Monolayer, 17, 113
Mono- and oligolayers, 142
Monomolecular lasing, 241
Morphology, 236
Multiexcitation entropy (MEE) model, 197
Multiple trapping, 204
Muscovite Mica, 51, 54, 55, 57, 61

N
Nanoneedles, 50, 52, 68
Nanoamplifiers, 244
Nanofibers, 231
Nanostructures, 28
Natural deoxyribonucleic acid (DNA), 296
Natural dielectrics, 306
Natural semiconductors, 308
Natural silk, 296
Natural smoothening layers, 305
Natural substrates, 296
Needles, see fibers
Net modal gain, 244
Nucleation, 28, 41, 82, 84, 87, 91, 95, 97, 100,

104, 115, 125, 126
Nucleation energy, 46
Nucleation mechanism, 35, 37
Nucleobases, 296
Numerical computer simulations, 173, 177,

178
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O
Occupational DOS (ODOS), 172
Oligoacenes, 276
Oligomers, 245
One-dimensional diffusion, 43
Optical anisotropy, 235
Optical feedback, 236
Optical microscopy, 63
Optical parametric amplifier, 236
Optoelectronics, 231
Organic crystals, 29
Organic devices, 142
Organic electronic devices, 289
Organic electronics, 50
Organic epitaxy, 231
Organic field-effect transistors, 251, 273
Organic hetero-epitaxy, 68
Organic interlayer, 276
Organic light-emitting diodes, 158
Organic molecular beam epitaxy, 233
Organic solar cells, 251
Organic templates, 245
Organic–inorganic heteroepitaxy, 256
Organic–organic heteroepitaxy, 70, 72, 74, 263
Organic–organic interface, 70
Oswald ripening, 45
Output curves, 211
Oxide surfaces, 281

P
Paper substrate, 297
Para-hexaphenyl, 51, 59, 67, 68, 80
Para-sexiphenyl, 17, see 6P
Passivating layer, 275
Patterned OLED, 159
PEEM, 108
Pentacene, 10
Percolation, 176
PF, 177
Phenyl rings, 110, 116, 120

unit cell, see unit cell, phenyl rings
Phenylenes, 50
Phlogopite Mica, 54, 56, 57, 64
Photo acid generating, 145
Photo electron emission microscopy, see

PEEM
Photo-Fries reaction of phenyl esters and

N-arylamides, 146
Photo-Fries rearrangement, 144
Photo-generated charge carriers, 208
Photochemical control, 154
Photochemical reaction, 142
Photoelectron spectroscopy

angle-resolved, 4

energy distribution curve, 16
energy resolution, 16
final state, 6
independent-atomic-center approximation,

7
momentum map, 11, 13, 18
one-step model, 5
plane-wave approximation, 6, 7
theory, 5
tomography, 15
toroidal analyzer, 9

Photoemission electron microscopy, 28
Photoemission intensity, 42
Photoinduced absorption, 238
Photoisomerization reaction, 144
Photolithographic techniques, 150
Photolithography, 142
Photophysical processes, 247
Photoreaction, 162
Photoreactive headgroups, 159
Photoreactive interfacial layer, 154
Photoreactive organic layer, 158
Phyllosilicates, 53, 56
Poisson distribution, 85, 87, 89, 90
Polarization anisotropy, 240
Polaron model, 196, 198
Poole-Frenkel field dependence, 177, 182, 183,

199
Porphyrine, tetraphenyl-, 13
Potential drop, 286
Pre-nucleation, 28
Pyrophyllite, 53, 55, 57

Q
Quasiepitaxy, 125, 130, 132

R
Rate equation, 96, 97
Rate of nucleation, 46
Reconstructed layer, 44
Reflectance anisotropy spectroscopy, 252
Reflectance difference spectroscopy, 252
Refractive index modulation, 148
RMS roughness, 86
Roughness exponent, 86

S
Scanning tunneling microscopy, 17
Second-layer islands, 90, 95
Selective post-modification, 162
Selective surface chemistry, 161
Self-assembled monolayers, 159
Self-assembly, 27
Sexithiophene, 245
Shallow localized states, 204
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Shallow traps, 276
Sheet silicates, 53, 59, 65
Shellac, 301
Singlet excitons, 239
Small carrier concentration, 180, 189
Smectic, 35
SNOM, 159
Solution processed DNA, 306
Spectral fringes, 244
Spectral lineshape, 257
Spontaneous dewetting, 41
Spontaneous emission, 239
Step edge barrier, see diffusion,

Ehrlich-Schwoebel barrier
Sticking anisotropy, 30
Sticking coefficient, 108, 111, 118
Stimulated emission, 238
Stranski-Krastanov growth, 80, 82, 95
Strong local fields, 183, 185
Structural properties, 226
Subcritical nuclei, 38
Substrate temperatures, 222
Surface density, 32
Surface free energy, 44
Surface polarity, 142
Surface states, 255

T
Talc, 53, 56, 57
Temperature dependence of the charge-carrier

mobility, 185, 186, 189, 190, 192
Templating, 29
Terrace height, 84, 91
Thermal expansion, 115
Thin polymeric films, 142
Thiophenes, 50
Threshold analysis, 278
Threshold voltage, 156, 208, 277
Tilted molecules, 34
TiO2(110), 261
Titanium dioxide, 132
Top contact OTFT, 153
Transient absorption, 232
Transient photoluminescence, 232

Transient response, 207
Transition state theory (TST), 88, 104
Transmission electron microscopy, 71
Transport energy, 175, 176, 185
Transport mechanisms, 204
Transverse shear microscopy (TSM), 82
Tunable refractive index, 146
Tuning the chemical reactivity, 150
Tyrian purple, 309

U
Unit cell

6P
(100), 132
(111), 119, 120, 126
adlayer, 122
bulk, 110
fibers, 126
initial layer, 113, 119, 125
mono layer, 119, 125, 126
thick layer, 120
upright, 130, 132

phenyl rings, 120
Upright standing molecules, 262
UV as a prestructuring process, 153
UV-Vis spectrum, 147

V
Voronoi polygons, 99, 101
Voronoi tessellation, 100

W
Waveguiding, 51, 235
Wetting layer, 29, 80, 124–126, 132
Wetting monolayer, 262

X
XPS spectra, 161
XRD pole figure measurements, 60, 63, 66, 69

Z
Zeno effect, 85, 87, 89, 95
Zero-field limit, 173, 179, 185
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