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Preface

The start of the twenty-first century has seen rapid development of China’s space
endeavors. Breakthroughs have come one after another from manned spaceflight
missions and lunar exploration missions. The first-generation Chinese tracking and
data relay satellite system is already operational and a full constellation Compass/
Beidou navigation satellite system will soon be in place. Very productive space
applications have been developed for ocean environment and earth resource
monitoring, communications, and meteorology. Even more exciting milestones are
yet to come as the momentum builds in these and other rising fields in the near
future. China’s space station will soon be launched and will soon send a rover to
land on the moon and return to the Earth. China will also send a probe to explore
Mars.

The rapid development of China’s space capabilities has included successful
development of Tracking, Telemetry and Command (TT&C), and communication
systems to meet unprecedented opportunities and challenges. As a result of the
persevering efforts of generations of scientists, China already has TT&C and
communication systems that encompass land-based ground stations, seagoing
instrumentation ships, instrumentation aircraft and tracking, and data relay
satellites. The system has the capability to provide a wide range of support to all
types of spacecraft at all altitudes of earth’s orbit. China’s deep space TT&C
network successfully provided support to its Chang’E-1 and Chang’E-2 lunar
exploration missions and significant growth of the network is expected in the near
future. However, there are still numerous issues needing in-depth studies in
China’s TT&C system. For example, interconnectivity between TT&C networks
and the integrated utilization of resources needs further development, inter-
department and inter-mission coordination is too complicated and more synergy is
needed in the development of ground systems.

With ‘‘Shared and Flexible TT&C Systems’’ as its theme, the 26th Conference of
Spacecraft TT&C Technology in China highlights the latest developments related to
standardization, informatization, networking and intelligent technologies, and their
applications in the field of aerospace TT&C. The objective is to promote the
development of an interconnectivity-oriented, resource-sharing, responsive,
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flexible, and efficient TT&C system with state-of-the-art technologies based on the
specific needs in China. Only in this way is it possible for us to assure healthy long-
term development of our TT&C system and to meet the future requirements of
China’s space program.

The conference, which is organized by the Spacecraft TT&C Committee of the
Chinese Society of Astronautics, received more than 250 papers from experts
nation-wide with 42 selected for publication. I firmly believe that publication of
the proceedings of this important conference will promote international exchange
and provide a new channel for sharing of the latest research achievements and
engineering practices in the field of spacecraft TT&C.

October 2012 Rongjun Shen

vi Preface



Contents

Part I Spacecraft TT&C System Design and Research

1 Space-Based MA TT&C System and Technologies. . . . . . . . . . . . 3
Jianping Hu, Hongjun Yang and Maoge Xu

2 The Investigation of a Novel Reentry Telemetry System . . . . . . . 13
Xingwen Ding, Ming Chen, Xifu Huang and Ling Wu

3 Research on United Tracking Schemes Based on a
New Information Frame Format . . . . . . . . . . . . . . . . . . . . . . . . . 23
Haitao Nan, Zhiqiang Li, Wenming Zhu, Peng Jia and Feilong Li

4 A Research on the Architecture Design of Space Tracking,
Telemetry and Control Networks . . . . . . . . . . . . . . . . . . . . . . . . 31
Xiangyang Lu, Lijuan Jia, Jin Hu, Jianguang Wu and Shiyong Du

5 Discussion on Integration Management of TT&C Information . . . 39
Yunsheng Hao and Linfeng Shang

6 Informatization Maintenance of TT&C
System Based on CBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Meng Ren, Weijing Zhou, Jianhua Guo and Zhongkai Guo

7 Preliminary Research on Management of Crosslinks
of Navigation Constellations and Their Security System. . . . . . . . 57
Kunmei Cao, Taoming Chen and Bo Wang

8 Study on Threats to Security of Space TT&C Systems. . . . . . . . . 67
Qi Wang, Bo Wang and Bin Wu

vii

http://dx.doi.org/10.1007/978-3-642-33663-8_1
http://dx.doi.org/10.1007/978-3-642-33663-8_2
http://dx.doi.org/10.1007/978-3-642-33663-8_3
http://dx.doi.org/10.1007/978-3-642-33663-8_3
http://dx.doi.org/10.1007/978-3-642-33663-8_4
http://dx.doi.org/10.1007/978-3-642-33663-8_4
http://dx.doi.org/10.1007/978-3-642-33663-8_5
http://dx.doi.org/10.1007/978-3-642-33663-8_6
http://dx.doi.org/10.1007/978-3-642-33663-8_6
http://dx.doi.org/10.1007/978-3-642-33663-8_7
http://dx.doi.org/10.1007/978-3-642-33663-8_7
http://dx.doi.org/10.1007/978-3-642-33663-8_8


9 Construction Strategy Research on New Generation
Central Computer System of Launch Centre . . . . . . . . . . . . . . . . 75
Shijie Song, Zhe Wang, Liping Zhang and Yongliang Yang

10 The Application of OFDM in UAV Telemetry . . . . . . . . . . . . . . . 89
Hailong Zhao, Jian Zhang and Jie Zhou

11 TT&C System Design Based on Protocols
and Master–Slave Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Feng Xu, Xiaofang Wang and Jianhong Zhao

12 Study on the Application of LT Code Technology
in Deep Space Communications . . . . . . . . . . . . . . . . . . . . . . . . . 109
Tong Guo, Daheng Zhao and Xudong Li

13 Application of Multicarrier 2-Dimension Spread Spectrum
in Aerospace TT&C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Jinbao Wang, Wenge Yang and Dong Liu

14 Parameter Estimation of Frequency Hopping Signals
Based on Time Frequency Analysis . . . . . . . . . . . . . . . . . . . . . . . 131
Wenge Yang, Meng Li, Libin Wang and Hao Zhang

Part II Instrumentation and Control Technology

15 Flexible Hemispherical Simultaneous Multi-Beam
TT&C Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Pengyi Wang, Yongfei Kong and Haizhou Wu

16 Fast Identification and Modification of Angle Error Based
on Prior Information of Velocity-Measurement Radar . . . . . . . . . 155
Jianping Pan, Bo Qiang, Zongwei Liu, Yanan Hu
and Shengxi Wang

17 Optimized Simulation Analysis of Netted Ground-Based
Radars for Near Space Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Daqing Chen, Dan Liu, Rongchun Wang and Zhe Zhang

18 Techniques of High Efficiency and Linearity Transmitter . . . . . . 175
Tao Cao, Rong Zeng and Youjiang Liu

19 Analysis of Feed Defocus’s Effects on a Ka-Band
Parabolic Antenna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
Guolong He

viii Contents

http://dx.doi.org/10.1007/978-3-642-33663-8_9
http://dx.doi.org/10.1007/978-3-642-33663-8_9
http://dx.doi.org/10.1007/978-3-642-33663-8_10
http://dx.doi.org/10.1007/978-3-642-33663-8_11
http://dx.doi.org/10.1007/978-3-642-33663-8_11
http://dx.doi.org/10.1007/978-3-642-33663-8_12
http://dx.doi.org/10.1007/978-3-642-33663-8_12
http://dx.doi.org/10.1007/978-3-642-33663-8_13
http://dx.doi.org/10.1007/978-3-642-33663-8_13
http://dx.doi.org/10.1007/978-3-642-33663-8_14
http://dx.doi.org/10.1007/978-3-642-33663-8_14
http://dx.doi.org/10.1007/978-3-642-33663-8_15
http://dx.doi.org/10.1007/978-3-642-33663-8_15
http://dx.doi.org/10.1007/978-3-642-33663-8_16
http://dx.doi.org/10.1007/978-3-642-33663-8_16
http://dx.doi.org/10.1007/978-3-642-33663-8_17
http://dx.doi.org/10.1007/978-3-642-33663-8_17
http://dx.doi.org/10.1007/978-3-642-33663-8_18
http://dx.doi.org/10.1007/978-3-642-33663-8_19
http://dx.doi.org/10.1007/978-3-642-33663-8_19


20 Study on ISAR Imaging of Stepped-Frequency Chirp Signal . . . . 197
Haotian Yuan, Shuliang Wen and Zhen Cheng

21 A Carrier Acquisition and Tracking Algorithm
for High-Dynamic Weak Signal. . . . . . . . . . . . . . . . . . . . . . . . . . 211
Ruifeng Duan, Rongke Liu, You Zhou, Qingping Song
and Zhiqiang Li

22 An Acquisition Algorithm for DS/FH TT&C Signal
Using Subband-Accumulation Method. . . . . . . . . . . . . . . . . . . . . 221
Xiao Chen, Zhiqiang Li, Wenming Zhu and Dekan Lou

23 Anti-Fading Analysis of Diversity-Synthesized Technology . . . . . . 231
Mingxin Kou and Jun Yan

24 Analysis on the Application of Feed-Forward Technology
for Space Tracking, Telemetering and Control Ships . . . . . . . . . . 241
Dingxin Yang and Ting Yuan

25 A Telemetry Data Fusion Method Based
on Optimal Weighted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
Ping Jiang, Yangwei Dong and Xuemei Zou

26 A Data Fusion Method of Multi-Sources Measurement
Data Based on Federated UKF Filter . . . . . . . . . . . . . . . . . . . . . 261
Hong Chen, Jian Jiang and Lin Wang

27 Dim and Weak Target Detection Technology Based
on Multi-Characteristic Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Jia Tang, Xin Gao and Gang Jin

28 Distortion Correction for Optical Measurement Systems
in a Test Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
Rujie Wang, Liangliang Wang, Lei Zhang and Jia Tang

Part III Information Transfer and Processing

29 Research on Multi-Path QoS Routing Strategy
for the Satellite Network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
Guanghua Song, Mengyuan Chao, Bowei Yang,
Hua Zhong and Yao Zheng

Contents ix

http://dx.doi.org/10.1007/978-3-642-33663-8_20
http://dx.doi.org/10.1007/978-3-642-33663-8_21
http://dx.doi.org/10.1007/978-3-642-33663-8_21
http://dx.doi.org/10.1007/978-3-642-33663-8_22
http://dx.doi.org/10.1007/978-3-642-33663-8_22
http://dx.doi.org/10.1007/978-3-642-33663-8_23
http://dx.doi.org/10.1007/978-3-642-33663-8_24
http://dx.doi.org/10.1007/978-3-642-33663-8_24
http://dx.doi.org/10.1007/978-3-642-33663-8_25
http://dx.doi.org/10.1007/978-3-642-33663-8_25
http://dx.doi.org/10.1007/978-3-642-33663-8_26
http://dx.doi.org/10.1007/978-3-642-33663-8_26
http://dx.doi.org/10.1007/978-3-642-33663-8_27
http://dx.doi.org/10.1007/978-3-642-33663-8_27
http://dx.doi.org/10.1007/978-3-642-33663-8_28
http://dx.doi.org/10.1007/978-3-642-33663-8_28
http://dx.doi.org/10.1007/978-3-642-33663-8_29
http://dx.doi.org/10.1007/978-3-642-33663-8_29


30 Constant Modulus Blind Equalization Analysis
for High Speed Implementation . . . . . . . . . . . . . . . . . . . . . . . . . 299
Dalong Yang, Dahai Chen and Wen Kuang

31 Study on Space Mission IP Network QoS Technologies . . . . . . . . 307
Yunjun Chen, Yan Liu and Shengwang Xu

32 System Level Design of Address Allocation
for a Private IP Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
Yalin Huang, Zongyin Zhao, Yan Liu and Xu Yao

33 Research on the QoS Guaranteed Mechanism
for the Private IP Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
Lihua Liu, Tun Wu, Zongyin Zhao and Qian Zhang

34 Distributed Data Service Platform Based on Narrowband
Network Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335
Xu Yan, Guoping Hu and Dahai Zhai

35 Impact Analysis of the Leap Second to the Computer System
in Beijing Aerospace Control Center . . . . . . . . . . . . . . . . . . . . . . 351
Tonghua Li, Yuqiu Liang and Xia Wang

36 The Exploration and Practice of Itinerant Testing
for TT&C Device Software at the Launch Range . . . . . . . . . . . . 361
Peng Fu, Wei Li, Liang Zhao, Wei Zhang and Jing Zhang

37 Research on Quality Assurance Method Based
on Software Defect Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
Qianran Si and Guoying Yan

Part IV Trajectory, Orbits and Navigation

38 Single-Station Orbit Determination with Astrometric
Positioning and SLR Techniques . . . . . . . . . . . . . . . . . . . . . . . . . 381
Guoping Chen, Xiaogong Hu, Yong Huang, Yong Yu,
Zhenghong Tang, Zhongping Zhang and Yezhi Song

39 On Nominal Formation Flying Orbit with a Small
Solar System Body . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391
Yuhui Zhao, Shoucun Hu, Xiyun Hou and Lin Liu

x Contents

http://dx.doi.org/10.1007/978-3-642-33663-8_30
http://dx.doi.org/10.1007/978-3-642-33663-8_30
http://dx.doi.org/10.1007/978-3-642-33663-8_31
http://dx.doi.org/10.1007/978-3-642-33663-8_32
http://dx.doi.org/10.1007/978-3-642-33663-8_32
http://dx.doi.org/10.1007/978-3-642-33663-8_33
http://dx.doi.org/10.1007/978-3-642-33663-8_33
http://dx.doi.org/10.1007/978-3-642-33663-8_34
http://dx.doi.org/10.1007/978-3-642-33663-8_34
http://dx.doi.org/10.1007/978-3-642-33663-8_35
http://dx.doi.org/10.1007/978-3-642-33663-8_35
http://dx.doi.org/10.1007/978-3-642-33663-8_36
http://dx.doi.org/10.1007/978-3-642-33663-8_36
http://dx.doi.org/10.1007/978-3-642-33663-8_37
http://dx.doi.org/10.1007/978-3-642-33663-8_37
http://dx.doi.org/10.1007/978-3-642-33663-8_38
http://dx.doi.org/10.1007/978-3-642-33663-8_38
http://dx.doi.org/10.1007/978-3-642-33663-8_39
http://dx.doi.org/10.1007/978-3-642-33663-8_39


40 On Orbit Control Utilizing Solar Sails Around Asteroids . . . . . . . 401
Shengxian Yu, Xiyun Hou and Lin Liu

41 Orbit Determination of Lunar Probe Brake
Course Based on Compensation to Dynamic Parameters . . . . . . . 417
Shijie Chen, Lan Du, Zhongkai Zhang, Quying Danzeng,
Ruopu Wang, He Wang and Qifu Zhang

42 A Modified IAE Algorithm for GNSS and IMU Integration . . . . . 427
Peng Li, Chan Li, Xiangjun Wu and Zhonggui Chen

43 Errata to—Chapter 1, Space-Based MA TT&C System
and Technologies; Chapter 15, Flexible
Hemispherical Simultaneous Multi-Beam
TT&C Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . E1
Jianping Hu, Hongjun Yang, Maoge Xu, Pengyi Wang,
Yongfei Kong and Haizhou Wu

Contents xi

http://dx.doi.org/10.1007/978-3-642-33663-8_40
http://dx.doi.org/10.1007/978-3-642-33663-8_41
http://dx.doi.org/10.1007/978-3-642-33663-8_41
http://dx.doi.org/10.1007/978-3-642-33663-8_42
http://dx.doi.org/10.1007/978-3-642-33663-8_43
http://dx.doi.org/10.1007/978-3-642-33663-8_43
http://dx.doi.org/10.1007/978-3-642-33663-8_43
http://dx.doi.org/10.1007/978-3-642-33663-8_43


Part I
Spacecraft TT&C System Design

and Research



Chapter 1
Space-Based MA TT&C System
and Technologies

Jianping Hu, Hongjun Yang and Maoge Xu

Abstract Multiple Access (MA) service provided by Tracking and Data Relay
Satellite System (TDRSS) is a space based MA TT&C and communication service
using satellite relay. Spaced-based MA TT&C system is specialized in the imple-
mentation and application. In this paper the performance and technology devel-
opment of S-band MA service provided by TDRSS is analyzed. As a feature of
TDRSS SMA services, the major difference from that of conventional
communication satellite is that its MA assignment has to be relayed and managed by
ground station. Key technologies related to space based MA TT&C and commu-
nication are determined and their implementation solutions are proposed.

Keywords Space-based MA TT&C and communication � Data relay satellite �
MA access � Adaptive beam forming � Demand access � Calibration

1.1 Introduction

As a typical space based TT&C and communication system, data relay satellite
system is able to provide user with tracking and data relay capabilities. Its
Ku/Ka-band inter-satellite link is used for high rate data transmission, and its
S-band single access (SSA) and S-band multiple access (SMA) services are used

An erratum to this chapter is available at 10.1007/978-3-642-33663-8_43.

J. Hu (&) � H. Yang � M. Xu
Southwest China Institute of Electronic Technology, Chengdu 610036, China
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R. Shen and W. Qian (eds.), Proceedings of the 26th Conference of Spacecraft
TT&C Technology in China, Lecture Notes in Electrical Engineering 187,
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for command, telemetry, data transmission and ranging. With onboard phased
array, SMA Service provides a communication path from customer platform via a
geosynchronous data relay satellite to a customer control centre.

MA system of data relay satellite is a MA TT&C and communication system
using space multi-beam and code division multiple target via satellite relay [1, 2].
An obvious difference from common MA communication satellite is that its MA
service is relayed and managed by ground system, through which the communi-
cation and TT&C services between user platform and user centre can be realized.
The space link involves on-board multi-beam and space-ground MA, resulted in
special system implementation and application. The corresponding key
technologies shall be studied and implemented in system design [3, 4].

1.2 Development of Space-Based MA TT&C
and Communication Technology

Space Network (SN) concept is proposed firstly by NASA. Now its TDRSS system
is established and consists of two generations of nine satellites and three ground
stations. No Zone of Exclusion (ZOE) exists in the coverage provided by current
TDRSS constellation, and 100 % orbit coverage is provided for user spacecrafts at
200 km altitude. The data relay satellites from ESA and NASDA provide only data
relay capability without MA communication service. Space-based MA commu-
nication technology was used in the first and second generation of TDRSS [5].
In its third generation satellite system design, ground multi-beam forming, which
was utilized in the first generation, is also used to enhance communication
security.

In development of two generations of TDRSS satellite system, in addition to
advanced technologies, its application range is expanded to include various users,
including spacecrafts in LEO and MEO, South Pole science survey team, rocket,
Long Duration Balloon Platform (LDBP) and so on.

The third generation satellite is designed based on second generation satellite
with following differences: (1) SMA return beam is formed on ground, and
(2) onboard command and telemetry link communication security (COMSEC)
system is upgraded.

For user access, conventional pre-assignment mode was used in TDRSS
initially. It can provide satisfied service for large spacecraft, but can not provide
rapid and flexible automatic service for other spacecrafts such as small satellite
because of high occupation cost on system equipment, prepare time and human
resource. So in order to enhance customer MA access capability and increase
customer number, Demand Access System (DAS) was used in ground station in
2004 to provide non-schedule MA return link service. With DAS, any number of
beamformer can be incorporated in ground station, which is only limited by the
number of available receiver/demodulator.

4 J. Hu et al.



The Demand Access System will provide services by adding global system
control, coordination functions, and data distribution capabilities into the ground
systems. For the new services enabled by DAS, the DAS will [2, 6]:

1. Provide the capability for continuous, conflict-free, DAS MA return link ser-
vices 24 h per day, 7 days per week upon demand from customers.

2. Provide an automated capability to transition DAS customer services between
TDRSs/Space Ground Link Terminals (SGLT).

3. Provide the capability to support multiple, independent MA return links per
TDRS/SGLT/ground station.

4. Meet or exceed the current communications performance and capabilities of the
existing MA return link with the exceptions of the functions not possible due to
the lack of tie-ins with the MA forward link.

5. Provide demodulation and data distribution capabilities for each DAS MA
return data service.

6. Automate the operation of all DAS return link services.
7. Provide COTS data and control interfaces for DAS customers with the flexi-

bility of accommodating non-standard/customer-unique telemetry interfaces.
8. Provide simple, low cost, modular expansion capabilities to facilitate the

addition of DAS return link channels, as needs change.

With a new demand access capability, many customers will have low cost
access to the SN. The new demand access capability is ideal for spacecraft flying
in formation, which have relatively low data rate requirements or single spacecraft
and other non-orbital vehicles that need a continuous communications link.
Meanwhile, the adaptive ground-based multi-beamforming provides the system
with flexible, stable, reliable, safety, expandable space access capability, and
support DAS realization.

1.3 Key Techniques for Space-Based SMA TT&C
and Communication

Space-based MA service is a special satellite MA communication system
compared with common satellite communication system. Its MA access, customer
management, FDM, and beamforming, calibration, and control of multi-beam
antenna are precondition and guarantee to realize optimal communication
performance. All key technical challenges shall be well resolved.

Refer to NASA’s SMA designs and future plans from first to third generations
of TDRSS, following development are observed:

1. Phased array antenna, which is used to implement Code Division ? Space
Division MA communication in space–space link.

2. FDM or Double DSSS, which is used in space-ground link for transmission of
CDMA signals transmitted/received by elements in phased array.

1 Space-Based MA TT&C System and Technologies 5



3. Adaptive ground multi-beamforming, which can provide better adaptability to
various customers and higher anti-jamming capability.

4. Multiple customer management and data relay, which is performed in ground
station to enable DAS and provide better expandability.

This multiple channel MA communication is more complex than single channel
communication and conventional MA satellite communication. Following tech-
nical challenges must be resolved.

1.3.1 Application and Management Mechanism
for MA Communication

The application and management of MA communication is critical for ground
operation control system, which is a key point for system normal operation. Space
based SMA communication management using DAS is an effective method for
application and improving of system capability.

Customers will realize many technical and logistical benefits from the imple-
mentation of DAS. Examples of benefits could include:

1. Immediate access to services in support of science and spacecraft safety.
2. Reasonable system resource configuration. A DAS return link could be con-

figured to poll several different spacecraft automatically to reduce channel
idleness and increase system availability.

3. Extended duration services without service interruption, which can improve
operation flexibility and autonomy for customer vehicle.

4. Simplified scheduling and operation which can improve system automation and
unattended monitoring levels.

5. Simplified expansion when service loading increases through the modular
nature of DAS.

To establish DAS system, data flow and service flow with reasonable system
configuration is core. Demand access system equipment configuration and data
flow is shown in Fig. 1.1. Central management can be utilized for DAS equipment.
IF signals from de-multiplex channels of several ground stations in same location
are sent to given processor in expandable beamformer group via data distribution
equipment for beamforming. The DAS equipment in ground station at different
area can send data to central station DASCON via data transmission network to
implement central control and management.

Schedule, initiating, and monitoring of DAS service are all performed auto-
matically by DASCON, i.e. beamforming, demodulation, and return data
distribution are all managed automatically based on DAS customer resource
configuration requirements without operator intervention so as to real-time support
space mission and ground emergency service.

6 J. Hu et al.



1.3.2 MA Access Methods

Time division multi-beam controlled by ground station is utilized in forward link
meanwhile a forward link to customer is established.

Multi-beamforming is performed on ground at the same time for return link,
which is key for multi-beamforming and customer access. SCDMA and CDMA
are used to access multiple customers, which is a new technology for TT&C. So
there is a challenge to select a proper MA access for special TT&C application. By
comprehensive analysis, there are two options for SDMA and CDMA scheme of
SMA return link [6, 7].

Fig. 1.1 Schematic diagram of space based MA communication DAS components and data
flow. M&C Monitor and Control, C&M Copy and Multiplexing, D&D Demultiplexing and
Distribution, Term. Terminal, Demo. Demodulator, DPS Data Processing Server

1 Space-Based MA TT&C System and Technologies 7



1.3.2.1 Multi-Beamforming After De-Spread

Due to all signals within 26� angle of view are received by each antenna element,
each signal of 30 elements are de-spread at first to separate user signals received
by each element, the signals from same user received by 30 elements are weighted
and combined to obtain receive beam directing to corresponding user. Beam-
forming shall begin at any initial weight value vector and adjust adaptively to
optimal value.

No beam-forming is needed before de-spread in this solution. Therefore
accuracy geometric relationship between TDRS and user vehicle is not necessary,
especially with the cost of 15 dB combination gain reduced at de-spread.

1.3.2.2 Multi-Beamforming Before De-Spread

Signals from 30 elements are routed to six processors for complex number
weighting to combine adaptively multiple beams corresponding to six users. The
gain of combined beam is about 30 dB, providing good SNR for de-spread. Then
signals from each user shall be further separated while all interferences shall be
suppressed including same-frequency MA interferences from five users and other
narrowband interferences.

This solution uses user ephemeris data, with known accuracy geometry rela-
tionship between TDRS and users as basis for open loop pointing. Adaptive beam-
forming is performed as per maximum SNR or minimum mean square error rule.

When beam-forming is after de-spread, 15 dB combination gain is reduced as
cost, so higher EIRP is required at user terminal, limiting possibility of part of
small user vehicles accessing SMA. Consequently the access mode putting beam-
forming before de-spread is necessary and is feasible technically.

1.3.3 MA Channel Features and Adaptability

In space–space and space-ground links, SSA/KSA digital communication features
non-band-limit, single channel, single carrier, and limit power, so non-band-limit
or low-band-limit data transmission model can be used. Because the signal is
provided with constant envelope, non-linearity of channel has little effect on BER.
Power amplifier can operate in saturation state, which is typical for power
amplifier onboard spacecraft.

But SMA is different from SSA/SKA. Its space-ground return link operate in
FDM multiple carriers mode, non-linearity of channel has more effect on signal
characteristics. For single user spacecraft terminal, space–space link is low
bandlimited with single channel and single carrier, so it has constant envelope.
Low bandlimited and saturated power amplifier can be used in user terminal [8].
Space-ground return link from TDRS onboard transponder to ground terminal is
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FDM multiplex with multiple carriers, and its envelope is fluctuant. Thus linear
power amplifier shall be used in onboard transponder, and matched filter shall be
added in ground receiver to reduce interference among codes.

Data transmission model of forward link is similar to that of return link, only
except that ground station and transponder are at transmit end, and user terminal is
at receive end. Space based MA forward link is a time-divided multi-beam link,
establishing a forward link with one user each time. But its space-ground link is
frequency-divided multiplex with KSA/SSA link, and there are multiple carriers in
one channel. Linear power amplifier must be used in ground station to avoid
effects on communication performance of forward MA and other SA services.

In addition, as an improvement on space based MA solution, constant envelope
modulation can be used on channel modulation to improve spread spectrum code
bit rate when occupied bandwidth channel allowed is constant.

1.3.4 Space Link Multi-Beamforming
and Control Technology

Multi-beamforming is the key for MA communication. Based on NASA TDRSS
system development, ground beamforming solution is accepted and verified. There
are many methods for multi-beamforming on ground, such as main beam control
(open loop), scan (open loop), and adaptive beamforming (close loop) [9]. Which
kind of method shall be used decide the system space link performance and system
application adaptability.

For main beam control, user spacecraft’s ephemeris is used as time function, the
TDRS location and attitude obtained from the tracking and telemetry data are also
used as time function. From the two functions, ground station generates TDRS
antenna pointing value and Doppler prediction value. Before user target is cap-
tured, open loop pointing software will predict the line-of-sight to user spacecraft
and the phase and amplitude weight value of phased array using MA antenna
coordinate as parameters. It is noted that the generated beam pointing is the beam
pointing after 260 ms of space-ground transmission delay. For high speed space-
craft, the introduced point error is very high. Scan method is similar to this. The MA
antenna beam shall scan in large scope as per some strategy. When ground system
received signals from user target, antenna beam is controlled to approach to target to
realize needed pointing.

Both the above methods are not flexible, especially for non-orbit users whose
kinetic characteristic is more complex. Simpler beam open loop control mode
perhaps causes antenna beam unreliable acquisition. For user targets with high
dynamic characteristics, the target captured initially can also be lost at any time, so
no reliable and stable tracking can be implemented.

The advantage of ground adaptive multi-beamforming (close loop) is that it can
provide automatic target capture and auto-tracking capabilities, and it can make
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the zero point of beam directional pattern aiming to interference when combined
main beam pointing to the target. Therefore adaptive nulling antenna is formed to
provide higher space filter and anti-jamming capability and reduce pressure on
narrow-band strong interference caused by de-spread circuit of spread spectrum
receivers.

In addition, ground multi-beamforming mode is precondition for using DAS
service. Open loop control can not provide effective and flexible DAS control and
expandable capabilities.

1.3.5 Beam Pointing Calibration Technology

During TDRS satellite operation, relative amplitude and phase of phased array can
be partly changed because of some factors such as physical distortion of array
caused by sunshine, sunshine and temperature effects on components within array
and components aging. For onboard phased array antenna, on-orbit calibration
shall be performed on its beam pointing performance.

In space based MA TT&C and communication system, beamforming is just a
MA access means, and TT&C and communication effect achieving to maximum
S/N is purpose. Its beam calibration requirement and means is different from that
of radar system. Thus the key point of SMA system antenna beam calibration is
integrated calibration on phase and amplitude in order to obtain optimum com-
munication effect for all users in MA communication link.

In forward link, only a power amplifier at final stage is put after phase shifter in
transmit channel. Therefore, the phase and amplitude inconsistency caused by
them is small, so as to small S/N loss because of wide transmit beam width (about
7�). For TDRSS, the mean square root of phase inconsistency is 16� [2, 6]. When
the amplitude inconsistency is 9 %, S/N loss will be 0.34 dB, so calibration is
impossible in general. If the requirements are higher, the space-ground large loop
calibration method similar to return link can be used. One of example is Vector
Rotation Method.

For return link, the signals received by onboard phased array antenna shall be
frequency division multiplexed, combined, and up-converted to Ka-band. After
being routed through downlink channel and ionosphere, the signals is received,
down-converted and de-multiplexed by ground equipment, then it can be com-
bined. During signal processing and transmission, amplitude and phase inconsis-
tency induced by different element signal frequency is main error source, shall be
counted in ground multiple-beam processing and transmitted beam forming and
processing. The effect of ionosphere periodic variation and thermal cycle of
onboard equipment are also serious problem. In addition, satellite orbit shall be
changed slightly with time variation, and then shall affect on antenna pointing.

For return link using open loop pointing mode, the beam shall be calibrated
periodically by ground station [2, 6]. Using user signals simulated and transmitted
by a set of fixed calibration equipment on ground station, calibration on channel
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phase and amplitude is performed, during which user communication service
perhaps will be interrupted, so system availability shall be affected. Because
simulated user signal is routed through ionosphere, its characteristics is not con-
sistence with actual spacecraft space-ground link, so will bring some calibration
error.

For ground adaptive beamforming mode, fixed target calibration and adaptive
calibration on ground can be incorporated effectively. Adaptive calibration can be
performed without effect on system normal MA communication. Adaptive algo-
rithm shall calibrate phase and amplitude of all channels automatically to obtain
optimum communication effect and system availability. Fixed target calibration on
ground can be performed during system initial establishment and maintenance,
which is similar to calibration method for open loop pointing. Better adaptability
can be provided with system by using adaptive ground multi-beamforming.

1.4 Conclusion

The development of MA TT&C service for NASA TDRSS system is introduced.
SMA multi-beamforming for NASA TDRSS is developed from ground to onboard
and then to ground, and DAS operation mode is used. The utilization of these
technical measures can improve system application and expandable capability.
Furthermore, these measures provide SMA system with better system functions
and user number expandability, adaptability to various type users, and space link
anti-jamming capability. Finally, key technologies and solutions are proposed for
TDRS MA communication system particularity.
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Chapter 2
The Investigation of a Novel Reentry
Telemetry System

Xingwen Ding, Ming Chen, Xifu Huang and Ling Wu

Abstract With the development of the missile experimental research, the mea-
surement bandwidth of super-fast-signal demands more and more (expected up to
100 MHz) in the reentry telemetry. However, the ability of the current PCM-PPK
reentry telemetry system is limited. Also the PCM-PPK system is a non-universal
system and impedes the improving of the telemetry technology. Based on the
analysis of various modulation systems, the PCM-FM modulation system is pro-
posed as a novel reentry telemetry system. The principle prototype of PCM-FM
reentry telemetry baseband equipment is successfully developed with the code rate
range from 10 to 100 Mbit/s.

Keywords Reentry telemetry � Novel modulation system � PCM-FM � High code
rate

2.1 Introduction

As an important part of telemetry, the reentry telemetry is a kind of special
telemetry technology which mainly measures various physical parameters of the
aircraft (such as warhead) in the course of atmospheric reentry [1]. Its basic
principle is the same as the telemetry technology of ballistic missiles during boost
phase and the spacecrafts during operational segment, but its work environment
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and measurement requirements are different from those of general telemetry. The
reentry telemetry is more complicated and difficult than general telemetry.

In years’ missile experiment, various receiving systems and methods are
summarized according to the characteristics of reentry signal. Especially after a
long-term study, the PCM-PPK system has solved those super-fast-signal telem-
etry problems. However, with the development of the missile experimental
research, there appear more and more measurement requirements for super-
fast-signal, and the measurement bandwidth is approximately up to 100 MHz. But
the ability of PCM-PPK system is limited, so it is necessary to carry out relevant
research on the telemetry technology of super-fast-signal in reentry telemetry
system, in order to meet the demands of the developing experiment. The research
work should also give consideration to both common signal telemetry and super-
fast-signal telemetry, and seek ways to construct a unified telemetry system, so that
it can reduce the amount of equipment and system complexity.

The passage first analyses the specificity and complexity of reentry telemetry,
and then proposes the PCM-FM modulation system as a novel reentry telemetry
system based on the analysis of various modulation systems. Finally, a principle
prototype of PCM-FM reentry telemetry baseband equipment is developed with
excellent performance.

2.2 Characteristics of Reentry Telemetry

When ballistic missile warhead is re-entering the dense layer of the atmosphere,
it will encounter adverse mechanical, thermal and electromagnetic environment.
The overload of warhead is up to tens of times of gravitational acceleration, and its
vibration spectrum up to thousands of Hertz. The temperature of warhead shell can
reach thousands of centigrade because of the friction between the high-speed
reentry warhead and the surrounding air, so that the surrounding air conducts
ionization and forms plasma sheath around the warhead, also called the ‘‘black-
out’’, which can prevent the radio wave transmission. When hitting the ground, the
overload of warhead will be up to tens of thousands of times of gravitational
acceleration. Meanwhile, because of harsh electromagnetic environment in the
warhead, the interference current on the ground wire can be up to tens of amps and
it seriously interferes with the telemetry equipment.

Besides the poor mechanical, thermal and electromagnetic environment, the
reentry telemetry still faces another serious problem: very short time for
measurement. After the warhead flies out from the blackout area, the time for
measurement is only about 3 s. During such a short time, it not only transmits real-
time measurement parameters, but also need transmit the kept measurement
parameters in the blackout area. Even more, the time for measurement of touch-
down signals has only several hundred microseconds.

Obviously, the particularity of reentry telemetry mainly comes from three
aspects: the particularity of the measurement parameters, the special internal
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environment in warhead and the special external environment caused by warhead
reentry to atmosphere. Due to the particularity of the reentry telemetry, it has the
following characteristics [1, 2]:

1. Certain signals have a very wide frequency band.
2. The super-fast-signal has only one-time measuring chance and high-precision

interval measuring requirement.
3. The height of warhead is low after flying out from the blackout area, so the time

for transmitting signal and receiving signal is very short.
4. The layout of the telemetry components in the missile has strict requirements,

so it is not easy to be destroyed by the detonation debris or stress wave.
5. The telemetry components in the missile should be small and light.
6. Because of the signal interruption caused by black-out area, the reentry

telemetry system should have strong capability of the retransmission and large
storage memory for retransmission.

7. The channel of reentry telemetry is a kind of variable parameter channel due to
the movement and rotation of the warhead.

8. The reentry telemetry system has some features of high overload telemetry.
9. The reentry telemetry system should have sufficient power margin.

2.3 Investigation of the Novel Reentry Telemetry System

The novel reentry telemetry system must be greatly adapted to the characteristics
of the reentry telemetry so as to ensure the completion of the reentry telemetry
tasks. However, various modulation systems have different adaptability to reentry
telemetry, so that it is necessary to carry out theoretical analysis and simulating
study of various modulation schemes in order to select one (or more) modulation
system which is suitable for the burst transmission of high code rate and also has
high spectrum efficiency.

2.3.1 Phase Modulation System

In the reentry telemetry, the carrier modulation generally does not adopt phase
modulation which is not suitable for time-varying channel. In addition, the PM
demodulator needs a certain setting time to recover carrier, which is very unfa-
vorable to reentry storage telemetry [1]. Phase modulation system generally uses
coherent demodulation technique which should not be used in the reentry telem-
etry. Therefore, the phase modulation, such as PM, BPSK, QPSK, OQPSK,
UQPSK, 8PSK, FQPSK, QAM, APSK, etc., (among them, QAM, APSK belong to
both amplitude modulation and phase modulation) is not suitable as a novel
reentry telemetry system.
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2.3.2 Amplitude Modulation System

PCM-AM is not sensitive to carrier phase, but is rarely used in conventional
telemetry. That is because its transmit power is proportional to the square of signal
amplitude (P = I2R). In order to ensure the transmission quality of the low
amplitude telemetry signal, the transmission system needs additional power
margin. Once the maximum-to-minimum ratio of the measured signal amplitude is
large, its transmitter power will encounter big problems in design.

PCM-PPK, which is currently used in the reentry telemetry system, is just a
kind of PCM-AM. Some data shows that PCM-FM transmitter power (for code
rate 102.4 kbit/s) is required only less than 5 W; but PCM-PPK transmitter power
(for code rate 51.2 kbit/s) requires no less than 300 W (pulse power) which is 60
times more than PCM-FM. Moreover, as the reentry telemetry further promotes
the requirement of code rate (up to tens of Mbit/s and even hundreds of Mbit/s), it
needs to further increase the PCM-PPK transmitter power, which leaves the system
more difficult to be realized.

2.3.3 Spread Spectrum System

Spread spectrum system is a widely used TT&C system. It can complete different
tasks such as ranging, velocity measurements, telemetry, security control, etc. It
has the advantage of low power spectral density, anti-intercept, anti-jamming,
security, multiple access communications, etc. However, spread spectrum system
adopts coherent demodulation technique and needs three synchronization process:
carrier synchronization, PN code synchronization and information code synchro-
nization. Considering this factor, spread spectrum system is even less suitable for
reentry telemetry system than the phase modulation system mentioned above.

2.3.4 OFDM System

The basic principle of OFDM system is to divide the whole channel into several
orthogonal sub-channels, and then convert the high-speed serial data stream to
multiple parallel transmission data streams which will be modulated on each sub-
channel with low-speed.

Because of the orthogonality between each sub-channel, OFDM improves the
band efficiency greatly. In addition to the high band efficiency, OFDM system also
has some other advantages, such as resistance to multi-path delay spread, fre-
quency selective fading, anti-inter-symbol interference, etc. But OFDM system
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usually adopts coherent demodulation technique, and furthermore it has two
serious shortcomings: sensitive to the frequency offset and high Peak to Average
Power Ratio (PAPR). Therefore, OFDM system is not suitable for reentry
telemetry either.

The spectrum of OFDM signal is shown in Fig. 2.1. Each sub-carrier spectral
peak appears at other channels spectral null, so it requires the strict frequency
synchronization. Once the system has frequency offset, the orthogonality among
sub-carriers will be destroyed. That will cause serious ‘‘floor effect’’ on system
performance. That means, no matter how to increase the transmitter power, it can
not improve the system performance significantly.

Another disadvantage of OFDM system is that the PAPR is high. Figure 2.2
shows a diagram of OFDM signal in time domain. It shows that the envelope of
OFDM signal has the fluctuation characteristic. That’s because OFDM signal is a
weighted sum of all the sub-carrier signals. When the phases of multiple sub-
carriers are identical, the instantaneous signal power will be much greater than the
average signal power, so its envelope dynamic range is large. That is, Peak to
Average Power Ratio (PAPR) is high. High PAPR causes a high requirement of
the linear range of the amplifier and D/A converter. If the linear range of the
system can not meet the requirement, it will cause signal distortion and system
performance degradation.
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Fig. 2.1 The spectrum of OFDM signal
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2.3.5 Continuous Phase Modulation System

Continuous Phase Modulation (CPM) system has constant envelope and excellent
spectral characteristics. CPM is not sensitive to non-linear of the power amplifier,
so the system can use non-linear power amplifier in practical applications.
Furthermore, CPM signal can adopt non-coherent demodulation technique, which
greatly simplifies the design complexity of telemetry system. Table 2.1 compares
several common CPM systems: PCM-FM, MSK, GMSK and ARTM CPM.
Among them, PCM-FM has the lowest complexity, the best demodulation per-
formance and the lowest band efficiency, while ARTM CPM has the highest
complexity, the worst demodulation performance and the highest bandwidth
efficiency.

PCM-FM has been the main modulation system in the launch vehicle range
telemetry system in china and abroad. That is because PCM-FM modulation
system has the advantages of short acquisition time and strong capability of anti-
flame, anti-fading, anti-jamming. Meanwhile, it can improve the bandwidth effi-
ciency nearly 35 % using pulse shaping pre-modulation filter technology [3]. In
addition, as shown in Fig. 2.3, the PCM-FM telemetry system with ‘‘MSD (Multi-
symbol Detector) ? TPC (Turbo Product Code)’’ technology can have nearly
9 dB channel gain at the bit error rate of 10-7, compared to conventional Limiter
Discriminator (LD) demodulation techniques [4]. Such a high channel gain can
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significantly improve the transmission rate under the conditions of not increasing
antenna aperture and transmitter power, and thus it can save cost for telemetry
system.

Summarizing the modulation systems’ adaptability to reentry telemetry above,
PCM-FM can be chosen as a novel reentry telemetry system to unify modulation
system, decrease equipment quantity and reduce system complexity.
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Fig. 2.3 PCM-FM performances with different demodulation technique (The parameters of
PCM-FM modulation system are modulation index h = 0.7, the observation interval N = 5 and
TPC (64, 57) 9 (64, 57))

Table 2.1 Performance of several common CPM systems

CPM system 99 % of Normalized
bandwidth

Minimum euclidean
distance

System
complexity

PCM-FM 1.78Ra 2.43 wb

MSK 1.18R 2 ww

GMSK
(BT = 0.5)

1.04R 1.9 www

ARTM CPM 0.56R 1.39 wwwww

a R represents signal code rate
b The more number of w represents the higher system complexity
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2.4 Principle Prototype of PCM-FM Reentry
Telemetry Baseband Equipment

In order to meet the measurement requirements for the future reentry telemetry,
it is estimated that the principle prototype of PCM-FM reentry telemetry baseband
equipment needs to adapt the code rate up to 100 Mbit/s, which puts forward
technical challenges on both hardware architecture and software architecture.

Firstly, the carrier center frequency of the traditional baseband equipment is 70
or 140 MHz, but the center frequency of the principle prototype needs to be higher
in order to adapt to high code rate transmission. In the remote sensing system, the
center frequency of baseband equipment with high code rate transmission (mod-
ulation system: QPSK, DQPSK, SQPSK, UQPSK, 8PSK, and total code rate:
10–600 Mbit/s) is 720 MHz. Therefore, the center frequency of the principle
prototype for reentry telemetry can be also selected at 720 MHz.

Secondly, the traditional baseband equipment can complete demodulation of
low code rate signal with serial processing, but the principle prototype for reentry
telemetry with high code rate must adopt the parallel processing technique to
reduce the processing rate, including serial-to-parallel conversion technique, car-
rier parallel synchronization technique, code parallel synchronization technique
(parallel MSD technique), frame parallel synchronization technique, high code rate
data storage technique, etc. The parallel demodulation process of the principle
prototype is shown in Fig. 2.4.

With the use of advanced software radio architecture and parallel processing
technology, the principle prototype of PCM-FM reentry telemetry baseband
equipment has been developed:

1. Modulation system: PCM-FM (modulation index: h = 0.7);
2. Center frequency: 720 MHz;
3. Code rate: 10–100 Mbit/s, with step of 1 bit/s;
4. Demodulation method: non-coherent multi-symbol detection (MSD), the observed

interval N = 5;
5. Carrier acquisition performance: Doppler range: ±1 MHz, Doppler rate-of-

change: ±200 kHz/s, acquisition time: B1 ms;
6. Demodulation performance: the bit error rate Pe B 1 9 10-4 at Eb/N0 = 9 dB.
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Fig. 2.4 The parallel demodulation process of the principle prototype
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The principle prototype has been verified at IF (720 MHz) and RF (S-band and
Ka-band) with wire connection in the laboratory, and its performance is shown in
Fig. 2.5. It can be seen that the principle prototype of PCM-FM reentry telemetry
baseband equipment has excellent performance and the demodulation loss is less
than 0.5 dB compared with the theoretical performance (Pe B 1 9 10-4 at
Eb/N0 = 8.4 dB). Moreover, it can adapt to different radio frequency with very
short acquisition time, so it is suitable for the burst transmission with high code
rate in the reentry telemetry.

2.5 Conclusion

With the development of the missile experimental research, there appear more and
more demands for the measurement bandwidth of super-fast-signal (expected up to
100 MHz) in the reentry telemetry. However, the ability of the current PCM-PPK
reentry telemetry system is limited. According to the characteristics of super-fast-
signal and reentry telemetry, the paper discusses various modulation systems’
adaptability to reentry telemetry. On this basis, the PCM-FM modulation system is
proposed as a novel reentry telemetry system. And the principle prototype of
PCM-FM reentry telemetry baseband equipment has been successfully developed
with excellent performance and the code rate range from 10 to 100 Mbit/s.
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It achieves the anticipated goal of constructing a unified telemetry system to
reduce the amount of equipment and system complexity, and also meeting the
measurement requirement for the development of the missile experiment research.
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Chapter 3
Research on United Tracking
Schemes Based on a New Information
Frame Format

Haitao Nan, Zhiqiang Li, Wenming Zhu, Peng Jia and Feilong Li

Abstract In a Tracking, Telemetry and Command (TT&C) system for the upper-
stage of a launch vehicle, a mass amount of instant and dynamic telemetry
information need to be transmitted to the ground station from the launch vehicle.
Meanwhile, ranging accuracy is seriously affected because the energy of telemetry
information is more than the ranging information. To meet requirements for
transmission of different information on the downlink of launch vehicle upper-
stage, a new information frame format based on isochronous service and insert
service is proposed. Moreover, three united tracking schemes including direct
switch, free oscillation switch and accumulation branch assisted switch are
proposed. The performance of the three schemes is simulated with MATLAB. The
result shows that all three schemes can implement the switch between different
loops, but there exists a phase jump at 20 ms both in direct switch and free
oscillation switch. Only the accumulation branch assisted switch can switch
smoothly. Therefore, it is the best scheme. The research findings are of high
significance for practical applications.
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3.1 Introduction

The upper stage is the electronic system to pilot and control the launch vehicle.
Because lots of instant dynamic telemetry information needs to be transmitted to
the ground and the energy of telemetry information is more than the ranging
information, the ranging accuracy shall drop significantly in the spread spectrum
system. If the telemetry information and the ranging information can be trans-
mitted in different time slots the delay is kept stable, the ranging accuracy will be
improved significantly. The isochronous service and insert service regulated by the
Advanced Orbiting System (AOS) of Consultative Committee for Space Data
Systems (CCSDS) recommendations can be used for reference to design the frame
format. Reference [1] shows the result that utilizing the insert service to implement
pseudo-random code ranging is the best scheme under current condition. Fur-
thermore, the feasibility of this scheme is validated through experiment. Reference
[2] also validates this scheme. In this paper, an information frame format of a
launch vehicle downlink signal is designed with reference to the idea of insert
service. A tracking scheme is proposed and its performance is simulated.

3.2 Design of the Information Frame Based on Isochronous
Service and Insert Service

S-band is used for transmit and receive and the modulation is BPSK. The downlink
information transmission rate is 1.023 Mbit/s. Turbo code with 1/3 code rate is
used for channel coding and the code block length is 1784 bits. The ranging frame
length is 1000 bits and frame frequency is 1 frame/second. The synchronization
header is 40 bits and the measurement information is 960 bits. To avoid influence
of the combination course on the ranging time delay jitter, the frame header is not
incorporated in channel coding and the rest information is incorporated in channel
coding.

The transmission rate of the synchronization header should be reduced to ensure
reliability because the synchronization header is not included in coding. The syn-
chronization header rate is 1 kbit/s when the information rate is 1.023 Mbit/s. The
Signal-to-Noise Ratio (SNR) is increased by about 30 dB compared to the rate not
reduced. The synchronization header length can be arranged as 40 ms. For the
purpose of isochronous insert, the frame frequency is 1 frame/second and the mea-
surement information of every frame is 960 ms. The synchronization header adopts
spread spectrum to match the downlink information rate. The numbers of Turbo
blocks in each frame is 0.96 9 1.023 9 106/1784 = 550.5. Therefore, 549 blocks
can be arranged for measurement information and just 1 block for ranging infor-
mation (Fig. 3.1).
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3.3 Design of Tracking Program

The tracking loop can be designed as follows: the synchronization header is the
data with the speed of 1 kHz, after spreading by C/A code with length of 3069 to
the speed of 3.069 MHz. Here we will adopt Delay Locked Loop (DLL) to track
the synchronization header. Behind the synchronization header is the telemetry
information and ranging information with the speed of 3.069 MHz, which is coded
by Turbo code and can directly adopt bit synchronization loop without the use of
DLL. Thus, there exists the problem of switch between the two loops. In this
paper, the direct switch, free oscillation switch and accumulation branch assisted
switch are the main considerations.

3.3.1 Direct Switch

3.3.1.1 Scheme Design

As the simplest scheme, the principle of direct switch can be seen in Fig. 3.2. A, C
is the place that DLL switches to information bit tracking loop; B, D is the place
that information bit tracking loop switches to DLL. Under this scheme, the
telemetry information and ranging information is time divided. Frequency dif-
ference and phase difference should be taken into account when the loop begins to
work. But after each switch, the loop has to re-define the frequency difference and
phase difference. Thus, this scheme is not the best choice although it is easy and
convenient.

3.3.1.2 Simulation and Analysis

We set the parameters as follows: initial phase difference is ph ¼ p=3. Initial
frequency difference is df ¼ 2 Hz, and carrier-to-noise ratio is C=N0 ¼ 75 dB � Hz.
Coherent integral time of DLL is T ¼ 0:1 ms. Tracking time of DLL is 20 ms.

1000ms

Synchronous 
header

(1) user filled

Ranging information

40ms
1 Turbo
 block

549 Turbo block

Telemetry information

Fig. 3.1 Format of the
downlink frame
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Bandwidth of the loop is BL ¼ 10 Hz; Coherent integral time of information bit
tracking time is T ¼ 0:000326 ms. Tracking time of this loop is 980 ms and
bandwidth of the loop is BL ¼ 6138 Hz. Simulation result of the switch is shown in
Fig. 3.3:

It is clearly indicated that the direct switch can realize the switching between
DLL and information bit tracking loop. The phase jumped point in Fig. 3.3 is the
switched point. The reason that the shaking performance of DLL and information
bit tracking loop under C=N0 ¼ 75 dB � Hz have big disparity is: the speed of the
frame header of DLL is 1 kHz, Rb ¼ 30 dB. The renewed period of loop is 0.1 ms,
corresponding to 40 dB. Thus, Eb=N0 ¼ 75� 40 ¼ 25 dB. But for the information
bit tracking loop, the speed of information flow is 3.069 Mbit/s, renewal period of
loop is 0.000326 ms. Thus, Eb=N0 � 75� 65 ¼ 10 dB. Therefore, the difference
of the tracking results between these two loops is big. In the meanwhile, DLL
converges at about 10 ms, after 100 times track, but information bit tracking loop
converges at about 0.03 ms.

Fig. 3.2 The principle of direct switch

(a) (b)

Fig. 3.3 a C/N0 = 75 dB-Hz, DLL: T = 0.1 ms, BL = 10 Hz; information bit tracking loop:
T = 0.000326 ms, BL = 6138 Hz. b C/N0 = 75 dB-Hz, DLL: T = 0.1 ms, BL = 10 Hz;
information bit tracking loop: T = 0.000326 ms, BL = 6138 Hz (0–100 ms amplified)
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3.3.2 Free Oscillation Switch

3.3.2.1 Scheme Design

Compared with stopping the DLL after tracking synchronization header in the
direct switch, DLL can be designed to continue working until the next synchro-
nization header arrives. In the meantime, DLL continues working with zero input,
which amounts to predict the frequency difference and phase difference of the next
synchronization header based on the last tracking result when the tracking finished.
The principle of this scheme is shown in Fig. 3.4. A, C is the place that DLL
switches to information bit tracking loop; B, D is the place that information bit
tracking loop switches to DLL. Similarly, information bit tracking loop continues
working with the zero input, which amounts to predict the frequency difference
and phase difference of the next information flow based on the last tracking result
when the track finished.

3.3.2.2 Simulation and Analysis

Under the same simulation condition as Sect. 3.3.2.1, the switch process of free
oscillation switch is shown in Fig. 3.5.

Figure 3.5 is DLL free oscillation switch when the information bit tracking loop
is working. In Fig. 3.5b, DLL does not stop working at 20 ms, but continues
oscillation throughout 1000 ms. When the next synchronization header arrives,
DLL begins to track again. There also exists a phase jump in free oscillation switch
and that is because this scheme can’t predict the frequency difference and phase
difference of the next frame under high dynamic situation.

Fig. 3.4 The principle of free oscillation switch
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3.3.3 Accumulation Branch Assisted Switch

3.3.3.1 Scheme Design

If there exists an input of frequency steps to the loop, the output of the accumu-
lation branch is a constant value when the loop is locked. This value is decided by
parameters and the renewed period of the loop. If the ratio factor between
the output of accumulation branch of DLL and information bit tracking loop can
be calculated under the same input of frequency difference, this ratio factor can be
arranged so that the output of accumulation branch of DLL is transformed to the
accumulation branch of information bit tracking loop. Finally, the frequency
difference can be precisely predicted and the loop can be switched smoothly. The

(a) (b)

Fig. 3.5 a C/N0 = 75 dB-Hz, DLL: T = 0.1 ms, BL = 10 Hz; information bit tracking loop:
T = 0.000326 ms, BL = 6138 Hz. b C/N0 = 75 dB-Hz, DLL: T = 0.1 ms, BL = 10 Hz;
information bit tracking loop: T = 0.000326 ms, BL = 6138 Hz (18–27 ms amplified)

Fig. 3.6 The principle of accumulation branch aided switch
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principle of this scheme is shown in Fig. 3.6. A, C is the place that DLL switches
to information bit tracking loop; B, D is the place that information bit tracking
loop switches to DLL.

3.3.3.2 Ratio Factor

The outputs of the accumulation branch of the DLL and information bit tracking
loop under the same frequency steps input are [3, 4]:

lim
n!1

Hout1ðnÞ ¼
Kd1

Kf 1Ts1
Dx ð3:1Þ

lim
n!1

Hout2ðnÞ ¼
Kd2

Kf 2Ts2
Dx ð3:2Þ

Thus, the ratio factor is:

g ¼
lim

n!1
Hout1ðnÞ

lim
n!1

Hout2ðnÞ
¼

Kd1
Kf 1Ts1

Dx
Kd2

Kf 2Ts2
Dx
¼ Kd1Kf 2

Kd2Kf 1
� Ts2

Ts1
ð3:3Þ

It is evident that the discrimination gain Kd, filter gain Kf , loop renewed period
Ts decide the value of ratio factor.

The renewed period can be calculated based on the simulation results of the two
loops:

Ts1 ¼ 0:1� 10�3 s; Ts2 ¼ 0:326� 10�6 s ð3:4Þ

(a) (b)

Fig. 3.7 a C/N0 = 75 dB-Hz, DLL: T = 0.1 ms, BL = 10 Hz; information bit tracking loop:
T = 0.000326 ms, BL = 6138 Hz. b C/N0 = 75 dB-Hz, DLL: T = 0.1 ms, BL = 10 Hz;
information bit tracking loop: T = 0.000326 ms, BL = 6138 Hz (0–100 ms amplified)
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Thus:

g ¼ 0:326� 10�6

0:1� 10�3
K ¼ 3:26� 10�3 K ð3:5Þ

where, K ¼ Kd1Kf 2

Kd2Kf 1

Under the same condition as Sect. 3.3.2.1, the tracking results are illustrated in
Fig. 3.7.

Simulation results indicate that the accumulation branch aided switch can
precisely predict frequency difference and phase difference, and switching is
smoothly done.

3.4 Conclusion

This paper proposes a design the downlink information frame of the upper stage of
launch vehicles based on isochronous service and insert service specified by AOS.
Furthermore, a design of tracking program is proposed based on the new frame
format. Simulation indicates that the accumulation branch aided approach
smoothly switches between DLL and the information bit tracking loop. Therefore,
it is the best scheme and is of high significance for engineering applications.
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Chapter 4
A Research on the Architecture Design
of Space Tracking, Telemetry
and Control Networks

Xiangyang Lu, Lijuan Jia, Jin Hu, Jianguang Wu and Shiyong Du

Abstract The development of Chinese space tracking, telemetry and control
(TT&C) networks are facing the challenge of informatization. In order to meet this
challenge, it is necessary to research the architecture of the space TT&C networks
according to the total development planning of our country’s aerospace industry.
This paper discusses the complex characters of space TT&C networks and then
applies the Multi-Living Agents (MLA) theory to design and construct the future
space TT&C networks. With this methodology, the objective of system design is
concerned not only with the indicators of the system, but also the operation
mechanism of the system. The significance of this theory in such architecture
design is also indicated.

Keywords Multi-living agents theory � Space TT&C networks � Architecture
design

4.1 Introduction

The TT&C network of our country has made remarkable progress in recent years.
A huge system consisting of space TT&C station, task center, measurement and
control center, application center and several other parts has been formed, which
ensures the rapid development of our space industry [1, 2]. In the meantime, the
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rapid development leads to a higher demand for TT&C networks. From the per-
spective of external environment, a variety of factors have set higher requirement
for the working efficiency and absolute stability of TT&C networks. These factors
include the significant increase of aerospace crafts, major projects and tasks like
new strategic arms, manned space flights, lunar exploration, and the internation-
alization demand of some tasks. Internally, the physical structure of TT&C net-
work is getting increasingly complex, together with the presence of its space-based
subsystem, the combination of various heterogeneous measurement and control
equipment, and its rapid development and update, all of which have made the
information exchange and task communication within the TT&C network con-
fronted with major challenges. Due to historical reasons, the Chinese TT&C
system has been in a development mode of ‘‘stovepipe system’’, which cannot
meet current demand [3]. Specifically, resource allocation among the departments
and tasks is not easy; the sharing and comprehensive utilization of data and process
is difficult to realize; information resource waste is serious; and the effectiveness of
system construction is low, etc. Therefore, in response to the rapid development of
our country’s aerospace industry, profound changes to the structure of TT&C
networks are necessary. Informatization of the TT&C networks is an important
approach of realizing the reformation. It reflects the national strategy, which is,
fusion of information and industrialization [4].

The informatization of TT&C networks is a systematic project, in which the
specific software and hardware system construction and implementation is just a
small part. The IT strategic planning, professional work process classifying and
settling, process optimization and management ascension prior to the system
implementation all play a key role. All of these could be briefly summarized as
system architecture design. At present, in the construction of information systems,
there are a variety of concepts, technologies or standards that can be used to guide
the system architecture design, such as cyber physics system (CPS) [5], service
orient architecture (SOA) [6, 7] and cloud computing [8], etc. These traditional
design technologies target at the indicators of systems. From the perspective of
methodology, these are methods to describe the system from top to bottom using
formalized words. All rules and relationships of the target system must be clarified,
various exceptions should be foreseen. This task is a tremendous challenge in
complex system design, and is usually accomplished with experience in real
practice. As a result, although these technologies have been successful to some
extent, there are still many problems in engineering application, for example, the
scope and extent of its application is not clearly defined, thus making it difficult to
form consistent and stable technical solution. Meanwhile, the implementation and
continuous improvement is hard to be effectively guaranteed, especially for those
complex systems that have high requirements for quality. Another problem is that,
these techniques are generally bonded with products of different manufacturers
and not well compatible with each other, due to the lack of underlying system
theory guidance and uniform standards at all levels. Within the organizations that
implement this technology usually form a kind of anti-patterns, which is, ‘‘vendor
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lock-in’’ [9, 10], reducing the flexibility and sustainable development ability of the
system.

From the viewpoint of system theory, the traditional design method focuses on
the phenomenon (indicators) of the system, while neglecting the causes (mecha-
nism) of the phenomena. In response to this problem, the Multi-Living Agents
(MLA) theory developed in recent years [11, 12] has introduced a series of con-
cepts into the architecture design of complex information systems, such as
‘‘living’’, ‘‘living agent’’ and ‘‘living self-organization mechanism’’. It is an
effective methodology for the architecture design of large complex information
systems. Based on this methodology, the hierarchical architecture design of TT&C
information system can fully resolve the complexity, and avoid the risk of relying
on experience, which enables the system architecture design method to be
inherited stably within the development organization, and realize continuous
development and innovation following consistent basic principles and a clear logic
system, together with more robust implementation in practice.

This paper is arranged as follows. In Sect. 4.2, we analyze the complexity
characteristics of our country’s TT&C network. According to the information
system with characteristics of the complexity, we derive the important method-
ology (MLA information system theory) in the system architecture design and
construction in Sect. 4.3. In Sect. 4.4 the design method and steps of MLA are
presented in the TT&C networks. In Sect. 4.5 we give conclusions.

4.2 The Characteristics of Chinese TT&C Networks

If we view our country’s TT&C networks as a huge information system, the
following important features are very striking. Firstly, the system is under strict
constraint. This TT&C network plays an important role in national economy and
people’s life. Besides the demand for stronger functional ability, people put for-
ward more stringent requirement than the traditional information system for a list
of basic system qualities, including stability, reliability, security, and extendibility.

Secondly, what contradicts the strict constraint conditions is that, the TT&C
networks are often in strong countermeasures environment, and these counter-
measures are of general scope. First of all, the physical environment in which the
system is operated has become much more challenging. The system not only runs
on wide area network with complex topology, but also supports the open platform
of some subnetwork in the internet. The nodes of the system are also deployed to
general area, and expanded to no-man district, bad climate area, and space etc. The
system users not only include cooperative users, but also non-friendly users and
even hostile users. The core system also needs to consider safety in natural
disasters, wars and the extreme conditions. With the complexity, changeability,
and high uncertainty, the generalized countermeasures environment makes it
difficult to realize strict constraint conditions of the system.

Thirdly, the system needs dynamic strategy coordination of a variety of
functions. As the types and quantity of spacecraft increase, the diversity and

4 A Research on the Architecture Design 33



complexity of TT&C task are raised. The TT&C network system needs to provide
comprehensive, long loop and wide range services, and implement the task in a
fast response, flexible and efficient manner. The system needs to support a wide
range and large quantity of business functions, most of which are not simply
paralleled, or independent. Rather, they require resource sharing, coordination and
collaboration among the subsystems, and even dispatched and balanced through
complex business logic or artificial intelligence. From the physical point of view,
the complexity of the system lies in the integration of various heterogeneous
information subsystems, which makes the structure and components (such as
system of TT&C software and hardware resources or equipment) of the system
become complicated. There is no doubt that the complexity of the system brings
further challenges to the strict constraint conditions.

Fourthly, the system needs to be considered as a subsystem embedded in a
bigger system. This feature can be considered from two aspects. First, in the
function level, although this system itself is already a large information system and
its operations process has certain relative independence, however, it is still a
subsystem of the whole space system, very much influenced by the development of
the whole system. We need to consider this trait when designing the system
architecture. Second, in the technical implementation level, the system is built on
various heterogeneous technologies and many kinds of working mechanisms.
Under the development of modern information technology, these techniques and
mechanisms are greatly influenced by related ones. In order to provide sufficient
and strong system performance, the realization technology of the system must be
inspected by embedding it to a bigger context of technology and theory when we
design and construct the system. Overall, this reflects the high demand for the
scalability and flexibility of the system, in order to improve the system’s business
support ability, business development ability and business optimized combination
ability, etc.

The above four characteristics constitute the system complexity of the TT&C
networks. These put forward high requirements for the design of the system
architecture. It is difficult to overcome these complexity problems if only to design
the system following the traditional ways which focus on the indicators of the
system and try to give a complete top-down description of the system in advance.
Therefore, it is necessary to understand deeply the core working principles and
basic mechanisms of complex systems, refine the innate characters of a good
system, and design the system architecture with the guidance of scientific and
effective methodology. The MLA complex information system theory is presented
to this objective.

4.3 MLA Theory

MLA complex information system theory is proposed in recent years, aiming at
the design of systems with the above four characteristics. From a dynamic
evolution perspective, the most fundamental evolution theory and performance of
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the artificial system is consistent with the physical system in principle. i.e., both
systems are controlled by the basic principle of dissipative self-organization
structure. The systems are of the open and dissipative structure, the fluctuation and
far from the balance state, and will lead to the ordered system or evolution finally.
Therefore, these basic principles of the system provide important guidance to the
design of complex information system.

MLA complex information system theory sets up a theoretical framework,
which is built on the essential dynamic characteristics of the system. This artificial
system design methodology is derived from the existence, operation and evolution
of the system’s fundamental dynamic mechanisms. This method is suitable for
complex system architecture design. The MLA theory shows that there are a great
many variables affecting the dynamic rules of system and it is impossible to
resolve all these factors, however in the design of artificial systems, we can start
from the design objective, and focus on the adjustment and retention of the
‘‘living’’ at all levels of the living agent system, in order to better meet the needs
for functionality and performance of the systems. The MLA’s theoretical points
are as follows. Firstly, a system constitutes with agents with various levels. The
agents and their self-organization mechanism provide the functions of the system,
together with the six-element dynamic model of the agent. Secondly, the agent
itself and the sell-organization mechanism both have the ‘‘living’’ characters,
which are the essence of system evolution. The theory presents the two-set model
of the self-organization mechanism, and three-set model of the system agent
structure. Thirdly, the retention and adjustment of the living at all levels is the key
design objective. The theory gives the general structure and adjusting method of
‘‘living’’. In fact, many common information system architecture theory and
system construction idea are all reflections of MLA theory from different view-
points and at different levels, such as the previously mentioned cyber physical
system, the service oriented architecture, cloud computing, and so on. Therefore,
designing the system structure of TT&C information system based on MLA
complex information system theory can provide more general, more profound
methodology guidance, and has important practical implication to guarantee the
design quality of the system.

4.4 The TT&C Networks System Architecture
Design by MLA Theory

MLA information system theory converts the indicators based design into dynamic
mechanism based design. The system is divided into different levels and profiles,
which can be indicated with agents or sub-agents. Meanwhile, four levels living
retention mechanism (LRM) is introduced, which are, the LRM of agent itself,
LRM between the normal agents, LRM between the normal agents and manage-
ment-control agents, LRM between management-control agents and the system
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administrators. The basic design goal of system architecture is to achieve better
system ‘‘living’’, and realize retention and maintenance of the ‘‘living’’. ‘‘Living’’
is a concept that reflects the basic characteristics of system survival and evolution.
It is the fundamental and uniform objective in the design of system architecture
based on the framework of MLA, which can be quantified under certain circum-
stances. It can link the basic dynamic characteristics of the system evolution with
the specific functions of the system, overcome some of the static, fixed design
shortcomings in traditional design method, and unify the functionality with the
quality factors such as stability, flexibility, thus to provide explicit direction and
clear improvement strategy for the system architecture design.

According to this idea, we should first divide the system into different levels of
agents, and design the agents based on the ‘‘living’’, to realize functions such as
living retention and enhancement, etc. Limited by the length, this paper only
discusses the agents division in large granularity. We design the application center,
tasks center, and TT&C center in the TT&C networks as living agents respec-
tively, and uses their own functions and the self-organization mechanism between
each other to ensure the system functionality. Moreover, we consider the infor-
mation transmitted between the physical agents as mobile living agents, in order to
enhance the adaptability and flexibility of the system.

As shown in Fig. 4.1, application center agent produces application agents,
which are in turn delivered to the task center agent. After the task center agent has

TT&C center
agent

Spacecraft 
Agents

Task center
agent

Monitoring and 
control equipment 

resource agents

Application center 
agent

Spacecraft 
Agents

Spacecraft 
Agents

Monitoring and 
control equipment 

resource agents

Fig. 4.1 Agents distribution of the system
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processed the application agents, task agents are then formed and assigned to
TT&C center agents, which dispatch measurement and control equipment resource
agents to complete the task. In this process, the measurement and control equip-
ment agents are transparent to the tasks center agents. The task center agent is
responsible for processing logic levels of the task, such as task decomposition,
sorting, etc. It is not concerned with the execution of task on the physical level.
The TT&C center agent is responsible for this level.

Each agent is designed with LRM, which is introduced following the four levels
mentioned above. The principle of agent structure is shown as Fig. 4.2.

Since the system is built on the living agents, different living measurement can
be implemented with different living agents. Using the autonomy of agents, it is
convenient to change different agents in order to realize different strategies of
living, which improves the flexibility of system.

4.5 Conclusion

This paper analyzes the characteristics of Chinese TT&C networks system, such as
the strong countermeasures, strict constraint of the system. It points out that the
MLA theory is a powerful tool to design such complex information system. With
this methodology, the objective of system design is concerned not only with the
indicators of the system, i.e., the performance of the system, but also the operation
mechanism of the system, i.e., the cause of the system performance. MLA theory
uses ‘‘living’’ to describe the different levels capability in fulfilling the task during
system operation. The design objective of system is reflected through the living
agents. The capability of the entire TT&C system is described by the ‘‘living’’ of
different level agents or subagents, as well as the system capability of overcoming
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Fig. 4.2 Basic principle diagram of agents
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strict constraint, strong countermeasures conditions, obtaining high system
qualities.

This paper presents preliminary analysis on the above subject, briefly explains
the necessity and importance of the MLA theory in the architecture design of
Chinese TT&C network system. The specific application result presented in this
paper is just a preliminary overview of the rough architecture design, which aims
at explaining main ideas of the new design methodology. Regarding the further
detailed design, such as the division of more fine-grained living agents, and LRM
of the static and dynamic characteristics in the different service behaviors of space
TT&C network, will be explored in the following researches.
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Chapter 5
Discussion on Integration Management
of TT&C Information

Yunsheng Hao and Linfeng Shang

Abstract To support more and more satellite and launch vehicle missions,
tracking, telemetry and command (TT&C) system is challenged by requirements
of more equipments operation, more complex system management and more
intelligent decision-making. With the development of information technology (IT),
promoting IT usage in TT&C system is the only way to meet the challenge. Based
on the views of IT evolution stages, information integration issues, combined with
TT&C system, this paper proposed a TT&C information integration management
model and a corresponding application system, which both have three levels,
a base-level with automation as subject, a middle-level with process management
as subject and a high-level with intelligence as subject. Comprehensive discussion
shows that the information integration stage in IT evolution is the key develop-
ment stage for TT&C system. To improve information integration efficiency and
ability, the three-layer model is an instructive model for practical application.

Keywords Integration management � Application system � Automation � Process
management � TT&C

5.1 Introduction

Space exploration is one of the main themes in the twenty-first century. To support
more and more satellite and launch vehicle missions, a comprehensive network of
ground sensor stations are deployed to provide TT&C services, correspondingly,
massive information is generated, including target kinematic measurements and
sensors auto-detection data. With the rapid development of communication and
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computer techniques, isolated information could be transferred to an integration
central station, stored, processed, managed there, and the central computer systems
not only monitor sensors working status, but also make data analysis, output target
trajectory estimation, and provide visualized information to support decision-
making. TT&C system with all operators and commanders form a more sophis-
ticated command, control, communication and intelligence (C3I) system. Such a
system is a key part in any launch mission, and is expected to be organized, and
support high level commanders to make decisions more accurately, efficiently.
This becomes information management’s ultimate goal.

In fact, Information emerged with the emergence of human kind, IT is popu-
larized with human progress and development, and IT evolution is becoming a
mainstream trend. With regard to this mainstream, a point of view is worth noting:
‘‘From appearance, a mainstream generally manifests as result of some technical
factors or ideological change, but fundamentally, the nature of problem is related
to the structure changes of the society and economy, only that, nothing else.’’ [1]
IT evolution should focus on ‘‘evolution’’, ‘‘evolution’’ means a gradual process in
which something changes into a different and usually more complex or better
form, ‘‘IT evolution’’ refers to the process of integrating information and IT into
production and life of contemporary human society.

As a process, evolution of information technology has staging characteristics.
Influenced by Marx’s social staging development theory, a six-stage model was
developed by Richard L. Nolan during the 1970s [2] to account for the evolution of
IT. Nolan’s model proposed that IT evolved over time along six stages: initiation,
contagion, control, integration, management, maturity. Over the years, the TT&C
information management evolves exactly along such a path due to technological
development, until recently it runs into a crux point. Mischel realized that in fact
the integration stage and management stage could not be separated apart, and
proposed another model, which had four stages, five indexes [3]. Both models are
evolving along time dimension. They just tell us what stage we are in, and which
direction we should go, but do not tell us how we should do just now. From the two
models’ perspectives and the level of IT application, the TT&C system for launch
missions generally comes to a stage that requires information integration.

Information integration or fusion is a ubiquitous phenomenon naturally existing
in the cognition process. Even animals can gradually enhance their information
fusion abilities during their evolutions courses, and higher or lower animals are
only different by degree in information fusion abilities. As a natural system,
information integration is a creative fusion process. Useful information is selected
and optimized on purpose, and be fused with others optimally for full play to
enhance the overall functions of whole body or generate new functions. Similarly,
TT&C information integration system as a manmade system fuses all the sensors
information creatively, selectively, consciously, purposely, by optimal integration
method to maximize decision accuracy.
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How to look on TT&C information management level, how to operate such a
complex system smoothly, what direction the information system should go to
enhance the ability to accomplish any future launch mission, are the main topics
discussed in this article.

5.2 TT&C Information Integration Management
Application System

In this new era, TT&C system is challenged by new development requirements in
TT&C operation and management, and ability promotion. Isolated ‘‘chimney’’
phenomenon in traditional TT&C system information management is increasingly
unable to meet IT development requirements, and information system integration
becomes the trend. Future TT&C system, the technical level’s integration should
be the foundation, process management level’s integration should be the guaran-
tee, and command service level of integration should be the guide.

Information integration from base technical layer to middle process layer and
top service layer, shows that TT&C is not a pure technical system, but a complex
human–computer interacting system. The efficiency of system depends on human–
computer relationship and the similarity between model and real world. The TT&C
system in reality is a hierarchical system. Top commanders are on the top layer,
their staffs are located in the middle layer, and common operators are on the base
layer. Accordingly, TT&C information integration management system should be a
three layers ‘‘pyramid’’ like hierarchical information system and an integrated
human–computer system which could fuse all the top, middle and bottom layers
together, supply functions of management in longitudinal or transverse dimension.
In the longitudinal direction, lower layers report to the upper layers the selected and
verified information, and work according to the directives from the upper layers; in
the transverse direction, different organization sections are responsible for different
sub functions of TT&C, but share a common data management system, and operate
coordinately with each other to form a whole system.

An application system of TT&C information integrated management has three
layers as Fig. 5.1. Please note that the three layers are above an extra physician
foundation layer. The foundation is the data exchange platform, which provides a
database and information application interface for the top, middle, base layers. The
base level mainly serves for TT&C equipment operators, in this layer TT&C
equipment information system provides functions of the data acquisition, auto-
mation and control. The middle level is mainly for key staffs and senior techni-
cians, and in this layer process management system brings together all kinds of
information, and provides functions of organization management, task manage-
ment, equipment management, training management and quality management. The
top level is mainly for top commanders, and in this layer strategic management
information system provides functions of decision support.
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5.3 TT&C Information System

According to the theory of management decisions, the management decision
problems could be divided into three types: structured and unstructured and semi-
structured. The degree of support by information systems for decision-making
varies with the types of decisions. In accordance with the actual situation of the
TT&C system, structured decision-making is mostly present in the base level,
unstructured decision-making is mostly present in the high-level and semi-
structured decision-making is mostly present in the middle level. Structured
decision-making problems are easier to describe and have more regularity, and
information system is easier to program them into corresponding software mod-
ules, so base level information system is characterized by automation. The
methods to deal with semi-structured decision problems need more flexibility to be
adjusted to face application conditions change. Information systems can custom-
ize, optimize their processes, ensuring orderly operations under the dynamic
changes, so middle information system is characterized with processing manage-
ment. It is difficult to describe unstructured problems; they general have statistical
characteristics, information system cannot be involved directly in the decision-
making process, but can provide timely, accurate and relevant knowledge to the
senior staff, so high level information system is characterized by intelligence. Of
course, automation, process, intelligence not only exist in a certain level of
information systems, but also exist in other levels, however, they might have
different proportion.

Information system can be likened to a human body. Eyes, ears, nose and skin
are all its sensors, brain is the computing center and neural system is the link
between sensors and computing center. Many organs have the ability of local
automatic reaction. If there occurs a slight cut in skin, skin rehabilitation process
will be started immediately, the brain only gets a notification about the cut.

Base level 

Top level 

Process Management(organize, task,training,equipment,quality management) 

Strategic Management (Decision-making support) 

Foundation

level

TT&C equipment (data collection, operation control) 

Data exchanging platform (database,  information application interface) 

Middle level 

Fig. 5.1 TT&C information integration management application system
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Decision making is more like using all the information coming from the eyes, ears,
and nose. Analog to human body, TT&C system could be structured into a ‘‘local
automatic’’, ‘‘orderly information exchange’’, ‘‘decision-making’’ model.

5.3.1 Base Automation Level

TT&C equipments are tools for primary operators. Today, information technolo-
gies in TT&C equipment are advancing rapidly. With the development of soft-
ware, radio technology, optical imaging technology and signal processing
technology, TT&C equipment develops to a greater extent in digitizing, inte-
grating and embedded software, all kinds of knowledge embedded in the device,
especially in data acquisition and operating, embarked on automation, including
the automatic detection, automatic test, automatic calibration, equipment moni-
toring, and fault diagnosis. In auto detection, many event monitoring points
(EMPs) are set up in different types of equipment. Those EMPs could be set into
the minimal unit in every equipment subsystem, so the embedded software could
automatically determine the system’s health, report the important information to
the data center. In automated test, the test system consists of test computer, test
equipment, test software, test on key indicators according to the related specifi-
cation. In automatic calibration, calibration equipment creates analog test signal or
benchmark, check the system functionality and performance, and help to calibrate
distance, angle parameters. In equipment monitoring, there are two general sub
layers: system monitoring and subsystem controls. They both are responsible for
system-wide status monitoring, parameter setting, task configuration and action
scheduling. In fault diagnosis, various types of diagnostic knowledge are used to
analyze the monitoring information, to make judgment and reasoning about device
status. Once the device is found abnormal, operators can determine the cause of
the malfunction and location, and give the interpretation of diagnostic reasoning
process of the fault and its corresponding treatment.

5.3.2 Middle Process Management Level

In TT&C information integrated management system, from the vertical perspec-
tive, the middle layer is the link between top layer and base layer. It will interpret
high-level decisions and directives into operating specifications, and entrust the
base layer to implement, as well as to collect and process all kinds of information,
and report to top layer. From the horizontal perspective, the middle layer is
responsible for the entire main line of work; its scope of work covers the whole
process of scientific research and experiments. So, it is obvious that the middle
layer work is pivotal, and the operation management order in middle layer is
extremely important.
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Middle-level information systems can achieve process management by infor-
mation integration, technology and operation management mechanism, embedding
a variety of knowledge into the work process. First of all, the process management
can effectively reduce the error probability and improve quality. The work of
TT&C system is mostly a repetitive process; it is easy to implement standardi-
zation, to use software instead of hardware and to be divided into sub processes.
Process management can promote each person’s work in accordance with the
required specifications, so error probability can be reduced, each process, behavior
of each person and working equipments status can become visible, the problems
are easy to be discovered and corrected, and the work quality can be improved.
Secondly, the process management can promote horizontal integration between
various functional departments to obtain efficiency. Process management can link
up all different functions done by different people from different sections. For
TT&C systems, requirements analysis, planning and construction, research and
experiment, evaluation of results, integration, organization and management, task
management, training management, equipment management, and quality man-
agement are all integrated through the strengthening of collaboration between
functional departments to improve efficiency. Associated with it, just like the
relationship between the productive forces and production relations, process
management requires that the organizational structure in the middle level should
have less sub levels and be more flatten. Third, the process management can adapt
to various internal and external changes, and have more flexibility. The diversity
of launch missions requires TT&C equipments have flexibility in deployment and
network, and the ‘‘zero defect’’ demand of quality management requires TC
equipments to keep technique improving. As a system with process management,
TT&C can have a greater ability to keep order while adapting to internal and
external changes by using of standardized interfaces and software realization.

Another characteristic of the middle-level information systems is the applica-
tion of geographic information systems. Whether the flight of manned spacecraft
or deployment of TT&C equipments, work related with TT&C has obvious space
property, and has a very close relationship with geography. As a common language
and accepted technology which is understood and used by everyone, geographic
information systems (GIS) have the abilities of spatial information integration,
analysis and visualization. In the past, it is a professional research tool to deal with
academic issues, and now it is becoming a popular, easy-to-use information
management tool. Based on GIS, TT&C system can clearly describe and show the
target flight intuitively, help to make TT&C scheme for specific launch mission,
and provide support to efficient decision-making. Further more, the customized
applications of GIS could be developed on the basis of the general GIS platform,
and adding process customizing, process operation, process optimization functions
to original system become the main development direction, and using GIS in
process management should be a pattern of TT&C information system
development.
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5.3.3 Top Intelligence Level

In the top layer of the TT&C information integrated management system, the
strategic decision-making problems the senior staffs think about include long-term,
medium-, short-term goals and the allocation of resources. The required infor-
mation for decision-making cannot be clearly defined, decision-making practices
vary from person to person, and the impact of decision-making cannot be accu-
rately calculated, therefore, the high-level information systems cannot be a uni-
versal standard system, but only a decision support system. It must be suitable for
the decision-makers’ personal thinking habits, decision-making requirements, and
provide relevant knowledge. Decision support system uses database, model base,
method base, knowledge base, and human–computer interface and graphics
components, to help the decision makers to solve semi-structured and unstructured
decision-making problems. Its main functions consist of three aspects: First,
performing information collection and management, including internal, external
information and feedback information from actions of all decisions; Second,
performing knowledge creation and management, including construction, storage
of related models and methods, and making data analysis, making forecast based
on the models and methods, and generating and managing knowledge based on the
results; Third, establishing kindly human–computer interface, which provides
convenient human–computer interaction and proper response speed.

It should be noted that IT evolution cannot be done overnight, it is a long process
of development. It is necessary to grasp the characteristics of each development stage
like decision support system, which is generally divided into four stages including
data integration, data analysis, data decision-making, knowledge management. In
the first stage, based on data integration, information management should perform
the integration of workflow, and enable managers to grasp the system operation
situation. In the second stage, through integrated data and process analysis, infor-
mation management should obtain more useful references. In the third stage,
information management should differentiate different types of decisions, and sep-
arate different functions of the decision-making, the structured decision-making
problems can be solved by computer processing entirely, and semi-structured and
unstructured decision-making problems can be solved by computer processing
partially. In the fourth stage, information management should establish decision
support system based on knowledge management, by data accumulation and data
mining, build a knowledge base to provide decision support to higher level. To
promote IT application, one must first find out what stage it is in now, then do
research on what future stage looks like.
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5.4 Conclusion

TT&C information integration management can be modeled by a three-layer
pyramid, which has technical layer, process layer, service layer. This model is
located between the fourth and fifth stages in time line of Nolan model. Appli-
cation system shows that the above solid model could help us improve our
management efficiency of TT&C information, and give us a more practical
direction to future development.
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Chapter 6
Informatization Maintenance of TT&C
System Based on CBM

Meng Ren, Weijing Zhou, Jianhua Guo and Zhongkai Guo

Abstract In view of the complexity of TT&C equipment and the difficulty of
maintenance, a CBM construction being applicable to TT&C system was estab-
lished according to the technology of condition-based maintenance and the
OSA-CBM standard. By the study of state information management, performance
evaluation, fault diagnosis and other key technologies, the condition-based
maintenance functions for TT&C system were implemented initially. In the field
of space TT&C, a new maintenance mode was established. It can meet the needs
of the developing space launch missions and the management of on-orbit satellites.

Keywords Condition-based maintenance � Performance evaluation and predic-
tion � Fault diagnosis

6.1 Introduction

With constantly updated technologies and concepts, the way of TT&C system
maintenance can be divided into two stages [1]:

STAGE 1: Breakdown Maintenance (BM). It is also called fault-based main-
tenance which refers to the maintenance after equipment failure or significant
decline in equipment performance. This way of maintenance can reduce the
unnecessary waste of manpower and maintenance costs, and avoid excess main-
tenance under the conditions of fewer TT&C tasks and simple equipment function
in early period. However, due to the fault influence on the related equipment or the

M. Ren (&) � W. Zhou � J. Guo � Z. Guo
Sanya TT&C Station, Xi’an Satellite Control Center, Sanya 572000, China
e-mail: renmeng041647@126.com

R. Shen and W. Qian (eds.), Proceedings of the 26th Conference of Spacecraft
TT&C Technology in China, Lecture Notes in Electrical Engineering 187,
DOI: 10.1007/978-3-642-33663-8_6,
� Tsinghua University Press, Beijing and Springer-Verlag Berlin Heidelberg 2013

47



whole system and even on the success of TT&C mission, breakdown maintenance
can not guarantee trouble-free operation of the equipment and has been rarely
used.

STAGE 2: Preventive Maintenance (PM). It is one to prevent interruption
caused by the sudden failure or out-of-run of the equipment. The maintenance
based on equipment’s usage and service time is most widely used in preventive
maintenance. The time interval between preventive maintenance depends on the
size or life of the equipment, and can be set for half a year, a month or a week. But
as to the actual work of TT&C stations, regular preventive maintenance has the
following drawbacks:

1. Under present circumstances, the complexity and large scale of equipment in
TT&C station makes it difficult to carry out the statistics of the life of com-
ponents and systems, so maintenance period in a sense is blind, which always
leads to over-maintenance or under-maintenance and can not achieve the
desired effect.

2. As TT&C tasks become increasingly intensive, some of the equipment is in
service all the year round, which affects the implementation of the regular
maintenance.

3. Repeated removal and testing may lead to a decline in equipment performance,
resulting in unnecessary losses.

Therefore, to meet the needs of regular space launch and satellites management,
it is necessary to explore a maintenance mode to adapt to the current development
trends in the field of space TT&C.

6.2 CBM: Condition-Based Maintenance

With the rapid development of technology of state monitoring, fault diagnosis, and
decision-making, the technology of Condition-based Maintenance (CBM) on the
basis of condition monitoring and fault diagnosis appeared [2]. Its working prin-
ciple is to get condition information from the sensors implanted in the equipment
or external test equipment when the system is running, and ultimately identify the
needs of equipment maintenance by real-time or periodical evaluation of the
condition information. Due to its ability to overcome the drawbacks of BM and
PM, it attracts widespread attention.

To promote the development and versatility of CBM, ISO developed a series of
standards on CBM. According to CBM Open System Architecture (OSA-CBM),
CBM system consists of seven layers [3] (Fig. 6.1):

1. Data Acquisition Layer: to collect equipment running data, and provide ser-
vices to the upper layer.

2. Data Manipulation Layer: to preprocess and calculate the data.
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3. Condition Monitoring layer: to get the condition deviation by comparing the
output data from the lower layer with its corresponding system standards, and
realize alarm function if necessary.

4. Health Assessment layer: to assess the performance of system, subsystems or
component, taking all factors into account.

5. Prognosis Layer: to predict the future performance of equipments, and infer its
effective work time RUL.

6. Decision Support Layer: to provide maintenance strategy and the corresponding
operation command. Considering the work of equipment, resources constraints,
and other practical factors, The OSA-CBM has no clear requirement on this
layer.

7. Presentation Layer: to display human–machine interaction interface and vari-
ous information.

Based on current TT&C system architecture, this paper mainly analyzes the
applicability of CBM in TT&C equipment maintenance, studies the corresponding
technology CBM required and achieves a preliminary function in monitoring as
well as evaluation on equipment condition, so as to provide decision support for
current TT&C system maintenance.

Device Net

Decision Support Layer

Prognosis Layer

Health Assessment Layer

Condition Monitoring 
Layer

Data Manipulation Layer 

Data Acquisition Layer 

Presentation 
Layer

Fig. 6.1 Constitutional diagram of the OSA-CBM system
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6.3 Condition-Based Maintenance of TT&C System

According to the current TT&C system architecture, by the study of information
management, performance evaluation, and fault diagnosis of the TT&C system,
the CBM system suitable for TT&C equipment is designed according to the
OSA-CBM. Its working principle is shown in Fig. 6.2.

6.3.1 Condition Information Management

Informatization is the general term of communication modernization, computeri-
zation and rationalization. That is to obtain sufficient information required of the
application with the help of network and communication and make corresponding
decisions. The implementation of CBM system in TT&C equipment relies on
information technology and equipment to get adequate condition information, and
the CBM system can achieve a sound judgment of system condition and fault
information.
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Intelligent 
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Fig. 6.2 Maintenance and decision theory of TT&C system based on CBM technology
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6.3.1.1 Condition Information Acquisition

Network-Based Monitoring of Equipment

Nowadays, network-based monitoring is widely used for TT&C system. Device
level monitoring is by implanted detector/sensor to capture the condition of the
equipment and make an initial processing by ARM microprocessor or other control
devices; system level monitoring is by the monitoring network to make a unified
management and achieve a centralized monitoring and processing of the condition.
Non-network interface devices are converted by industrial interface converter to
connect the monitoring network. Long-term operation of TT&C system suggests
that the current monitoring network has a reliable capacity for data collection from
the lower layer.

What’s more, the data collection scope can be expanded by increasing the type and
number of sensors. For example, we can use the temperature and vibration sensors to
enhance the monitoring and analysis of the antenna motor operating condition.

Online Testing of TT&C System

The implanted detector/sensor are always unable to access some of the macro
condition information, such as system performance indexes. To solve this problem,
CBM allows the system to collect condition data by the external testing equipment.
For TT&C system, Automatic test technology in developing can be applied to get
the macro-performance data online by external testing instrument to ensure its
normal operation and avoid unnecessary disassembly.

6.3.1.2 Database Design

According to CBM system, database design is composed as follows (Fig. 6.3):

CBM System Database

Real-time 
Condition 
Database

Dynamic 
Index

Database

Fault Case 
Database

Equipment 
Information 

Database

Spare
Information

Database

Fig. 6.3 CBM system database components
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Real-time Condition Database

Real-time condition database is set for storing the condition data getting from the
lower layer when the equipment is in operation. Currently, TT&C system already
has a proper and reasonable condition data base, and it can be considered to inherit
and extend.

Dynamic Index Database

Dynamic index database is used for storing macro-performance data obtained
through online testing. It should be as comprehensive as possible to fully char-
acterize the macroscopic properties of the system condition. Taking the needs of
assessment into account, each data table should include test conditions, the
combination of equipment, test result, standard, and so on.

Fault Case Database

Fault case database is used for recording and storing the features extracted from
faults when the equipment is in operation. In order to cite properly, the typical
cases are stored in the form of vector in the database. Data structure of case vector
is preliminary designed as follows: Fault Case = {Fault serial number, \ fault
symptoms1, weight [ ���\ fault symptoms n, weight [, treatment results and so
on}.

Equipment Information Database

The equipment information database is used to store the basic information of
component type, technique condition, and quantity of all components relevant as
well as a version of the software configuration. The database can be a reference for
maintenance.

Spare Information Database

Spare information database is used to store the basic information of type, tech-
nique condition, and quantity of system spares. It provides the information basis
for equipment maintenance and spare purchase.
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6.3.2 System Fault Diagnosis

Fault diagnosis is to make judgments for system operation condition and excep-
tions so as to provide related strategy for the system recovery. For large and
complex systems such as TT&C equipment, a single fault diagnosis method can
not achieve good diagnostic results. With existing technology, the expert system
based on two-level reasoning is employed to meet the needs of fault diagnosis in
TT&C system.

6.3.2.1 Rule-Based Reasoning

TT&C system has the function of fault diagnosis and inspection to some extent.
The monitoring and control subsystem checks the status of all equipments and gets
fault location according to the preset fault model, and finally gives a fault alarm.
Its main principle is based on RBR fault detection. In the anterior level of the
diagnosis, rule-based diagnosis can be considered and the fault diagnosis capa-
bility of it can be further enhanced by improving the TT&C system rule base.

For the improvement of the rule base, both micro and macro level should be
taken into account. On micro level, it is mainly to expand the diagnostic scope of
the equipment on the basis of system monitoring. On the macro level, we should
focus on making analysis and judgment of overall performance of TT&C system.
With more and more application of automation technology, warning on automa-
tion process should be strengthened especially.

6.3.2.2 Case-Based Reasoning

Fault location of TT&C system is mainly completed by the monitoring and control
subsystem in accordance with the corresponding fault model. This method is more
accurate in device fault location but not in more complex situation. To solve this
problem, the method of Case-Based Reasoning (CBR) can be considered. CBR uses
the grey correlation theory to get the similarity between the fault feature vectors and
case vector, and achieves assisted fault location for anterior diagnosis [4].

6.3.3 Performance Evaluation and Prediction

The purpose of performance evaluation and prediction is to make a scientific
assessment of equipment performance and a certain degree prediction of the
equipment condition. Regarding the complexity of TT&C system functions and
many factors involved in assessment, the Analytic Hierarchy Process (AHP) can
be adopted to ensure the comprehensiveness and practicality of the assessment. By
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calling the corresponding data in the database, it makes integrated performance
evaluation of system and components, and feeds back the condition information
timely and accurately for the equipment managers.

Application of AHP for TT&C system performance evaluation can be divided
into four steps. The evaluation process is shown in Fig. 6.4.

6.3.3.1 The Construction of TT&C System Hierarchy Model

To evaluate system performance with HAP, the evaluation hierarchy must be
established firstly according to the logical relation of system functions. Hierar-
chical structure can be divided into three layers: target layer, criterion layer and
index layer.
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Fig. 6.4 Process of system performance evaluation
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6.3.3.2 Weight Calculation of Each Hierarchical Structure Element

Weight is acquired by establishing judgment matrix and solving feature vector of
it. To get a judgment matrix, the 1–9 scale method put forward by Satty can be
used [5].

6.3.3.3 Index Quantification

The bottom layer indexes of TT&C system can be divided into two types:
Quantitative and Qualitative index. They are quantified by effect function method
and grey evaluation method separately.

6.3.3.4 Integrated Performance Calculation of TT&C System

According to quantitative results and corresponding weights of the indexes, the
comprehensive performance of TTC&C system comes out of hierarchical calcu-
lation by linearity weighted sum method.

Based on reliable evaluation, we can make some predictions on the system
performance. Taking the uncertain factors during the predictions into consider-
ation, the gray prediction theory can be used [6].

6.4 Improvements and Application Prospect

At present, the functional design of basic database, system performance evaluation
and fault diagnosis modules of CBM have been almost completed. Application
effect demonstrates that the current technology based upon CBM can properly
reflect the system condition and helps the maintenance staff to make decisions. To
further enhance the reliability and practicability of the CBM system, the following
aspects should be improved and perfected in the future:

1. Gradual completion of the condition information. For the imperfection of the
monitoring points on equipment level and the irrationality of hardware and
software interface design, there are still a lot of blind monitoring points for the
whole TT&C system. The imperfection of condition information influences the
reliability of the CBM system to some degree. The CBM system is an engi-
neering system so that the condition information acquisition should be taken
into consideration at the design stage.

2. The reasonability and practicability of assessment model, prediction model and
diagnostic model deserve deep research.
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3. Intelligent maintenance strategy. Based on the practicability, decision-making
model that matching the TT&C system should be adopted to realize the opti-
mization and intelligence of maintenance strategy.

4. The generality of the CBM system. For the universal existence of problems like
various types and different functions of the current TT&C system, the gener-
ality of CBM is another question to be studied.

5. Long-distance CBM system based on network [7]. Considering the continuous
extension of the space TT&C network scale and the constant development of
remote control and automatic technology, the CBM system based on network
will become the ultimate goal. The long-distance CBM system on TT&C center
level can depend on the long-distance monitoring and control network. Long-
distance CBM system will make it scientific and reasonable for the TT&C
center to draw up work plan and maintenance schedule of the TT&C resources
in the monitoring and control network.

6.5 Conclusion

For the maintenance problems of current TT&C system, the CBM technology is
applied so as to enrich the monitoring and maintenance technology and make the
performance condition of the system more transparent. Experiments on a type of
TT&C system show that the application of the CBM technology can make the
generation of maintenance strategy more scientific, flexible and efficient. It can
offer a technological base for the TT&C system maintenance. With this advanced
technical idea, the CBA system established above has an extensive reference value
and promising applications.
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Chapter 7
Preliminary Research on Management
of Crosslinks of Navigation Constellations
and Their Security System

Kunmei Cao, Taoming Chen and Bo Wang

Abstract Crosslinks of a navigation constellation are designed for inter-satellite
ranging and communication and autonomous navigation so that the constellation
can function continuously without the support of globally distributed ground
stations. Crosslinks can also realize some other extended applications. As a
significant part of a satellite platform, crosslinks can improve the function of a
constellation. However, management problems related to crosslinks have to be
solved. This paper discusses the tasks of a crosslink management system and
proposes a design of its function and topology based on the characteristics of the
crosslinks of the navigation constellation. Meanwhile, the crosslink management
model and security protection issues are also discussed.

Keywords Navigation constellation � Crosslink � Management mission � Man-
agement mode � Security system

7.1 Introduction

It is a significant measure of strategic meaning and military value to set crosslinks
in a global navigation satellite system. For example, the crosslinks of GPS [1] have
already become important strategic assets of the US. As a type of military aero-
space equipment, GPS can realize autonomous navigation for 60 days, greatly
enhancing the survivability and availability of the satellite system during wartime
through use of the crosslinks. Crosslinks can be used to modify the geometric
relationship of observed orbit determination parameters, improve user positioning
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precision, update navigation information more quickly, and ensure the accuracy of
star calendar forecast. Crosslinks can also be used to quickly obtain monitoring
results of nuclear explosions from any position in the world to help the US master
the global situation at any time. In the global navigation system of our country,
crosslinks will be used to realize inter-satellite ranging and communication, and
achieve autonomous constellation navigation. As a crosslink subsystem is an
important part of a global navigation system, a scientific, optimized and efficient
management system should be established to ensure that crosslinks operate nor-
mally during different stages of constellation networking, operation in orbit,
network replenishment and so on to ensure that fault diagnosis and restoration of
the crosslinks is timely and effective, to ensure that crosslink in-orbit testing is
successful and the crosslink resources are allocated rationally.

Crosslink management system relates to the customers of constellation and
crosslink resources, so a full-fledged security system should be established to
avoid insecure elements brought into crosslink subsystem. The security system
should be designed in an integral manner to make sure that the global navigation
system could operate reliably. In this paper, we have a preliminary discussion on
the crosslink management mode and its security-system so as to inspire more
meaningful research.

7.2 Crosslink Mission Management

Crosslink management system integrates autonomous navigation, satellite-ground
joint orbit determination, calendar uploading and platform control. Operation
mode should ensure high reliability, excellent survivability and scalability.
Consequently, it is necessary to design some auxiliary mechanism in order to meet
various demands of equipment maintenance and in-orbit upgrade, from testing and
validation, networking, in-orbit operation to network replenishment.

At the stage of verification test, means can be provided to verify autonomous
navigation and satellite-ground joint orbit determination. In the networking
process, it can offer some service functions when there are not enough satellites.
During the in-orbit operation process, it is able to fully support autonomous
navigation and satellite-ground joint orbit determination, calendar uploading, and
emergency platform control requirements. Even when a new satellite joins the
constellation or a satellite goes wrong and quits, the whole constellation will still
run normally. In addition, the crosslink management system has functions for
entire satellite network maintenance, testing, calibration and upgrade. The tasks of
navigation constellation crosslink management can be summarized in the
following five aspects:

1. Design of crosslink unit to be borne by individual satellites, in-orbit testing of
the crosslinks, in-orbit testing of the crosslinks of repaired satellites and vali-
dation for access to the chain (if necessary).
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2. Maintaining the routing table of crosslinks; design, scheduling and calculation
of crosslink routing table, uploading to satellites and broadcast to users based
on the topological structures of crosslinks at different stages (including net-
working, operation, partial fault, network replenishment and other stages).

3. Monitoring the operation status of the crosslinks in orbit, and assisting platform
control system in fault diagnosis and recovery in orbit.

4. Scheduling the crosslinks for multiple users, settling the conflicts among users,
allocation of crosslink resource scientifically and rationally when necessary,
monitoring of the usage of the crosslinks, and providing users with timely,
effective information about the crosslinks;

5. Measurement of the performance of the crosslinks and optimization of the
design.

7.3 Composition and Function

The crosslink management system is made up of standard test equipment and
crosslink management center. The functional schematic is shown in Fig. 7.1.

7.3.1 Standard Crosslink Test Equipment

There could be many sets of standard crosslink test equipment (the standard test
equipment is ground-based pseudo satellite crosslink equipment, and acts as
platform and load controller). They are used for in-orbit testing of space-borne
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Fig. 7.1 Configuration of the crosslink management center
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crosslinks, constellation crosslinks and malfunctioning satellite. They could also
be used to test malfunctioning satellite before joining the network again, to
receive, demodulate, and to store telemetry information (including crosslink
ranging and communication information) transmitted from the constellation to the
crosslink management center for monitoring of the operation status of the
crosslinks.

7.3.2 Crosslink Management Center

The crosslink management center should have the functions of monitoring and
fault diagnosis, route maintenance, resource scheduling and performance
evaluation.

The monitoring and fault diagnosis center performs data decryption, storage,
processing of the crosslinks, monitoring of operation status of the constellation
crosslinks in orbit, performs fault diagnosis of the crosslinks, performs monitoring
management of the crosslinks standard test equipment, performs in-orbit testing
and experimental data processing.

The route maintenance center accomplishes route design and calculation based
on constellation’s topological structure, uploads to satellite via the uplink channel
of the platform control system or the standard test equipment of the crosslinks, and
transmits the topology and routing information to users and enables them to keep
synchronization.

If crosslink telecommunication resource is so strained that normal service can
not be provided to multiple users, users must send crosslink application to the
management center. Then, the resource scheduling center sets the principle of
using crosslinks to solve conflicts between users based on user business priorities
and the actual operation state of the crosslinks.

The performance assessment center collects crosslink operation status, user
utilization and resource scheduling situation to evaluate the performance of the
crosslinks and its management, and to optimize satellite-ground design based on
actual usage.

7.4 Conception of Operation Mode of Crosslink Management

Crosslink management operation mode can involve monitoring and fault diagno-
sis, route maintenance, resource scheduling and so on.
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7.4.1 Monitoring and Fault Diagnosis Operation Mode

7.4.1.1 In-Orbit Testing Operation Process

With cooperation of the platform control system, the crosslink management sys-
tem is responsible for in-orbit testing of the crosslink system. The workflow
schematic is shown in Fig. 7.2.

The monitoring and fault diagnosis center is in charge of data processing and
overall scheduling of in-orbit test. It performs the in-orbit test in cooperation with
the standard test equipment and platform control system.

The monitoring and fault diagnosis center develops an in-orbit testing program,
sends satellite in-orbit testing instructions and data injection plan, which are trans-
mitted to the platform control center. The platform control center formulates plat-
form control programs, instructions, and data is uploaded to satellite via platform
control equipment in order to set satellite state. Simultaneously, the platform control
center sends the telemetry data, instruction received and data transmission condition
to the monitoring and fault diagnosis center, and then the monitoring and fault
diagnosis center begins in-obit testing as planned, and sends the telemetry data
received by the standard test equipment to the platform control center to supplement
telemetry data.
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Fig. 7.2 Workflow of the crosslink system during in-orbit testing
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The monitoring and fault diagnosis center has remote monitoring on standard
test equipment.

7.4.1.2 Operation Status Monitoring and Fault Diagnosis
Operation Process

Monitoring of the operation status of the crosslink equipment of individual sat-
ellites and the constellation crosslinks is jointly fulfilled by the platform control
system and the crosslink management system. The workflow is shown in Fig. 7.3.

The monitoring and fault diagnosis center receives satellite telemetry data of
individual satellites and/or inter-satellite links, and sends the telemetry data
received by the standard test equipment to platform control center. The two pro-
cesses supplement each other. The monitoring and fault diagnosis center and the
platform control center monitor the operation status of the crosslink equipment and
constellation crosslinks. When something is wrong, the monitoring and fault
diagnosis center, the platform control system and the satellite system shall locate
the faulty satellite and evaluate the fault conditions based on the links between
satellites and telemetry information of individual satellites, develop fault coun-
termeasures, and rescue the satellite via platform control (if necessary, the stan-
dard test equipment shall help perform in-orbit testing). After elimination of the
fault, the standard test equipment and the monitoring and fault diagnosis center
shall perform an experiment and testing in orbit for the repaired satellite as part of
workflow.
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Fig. 7.3 Workflow diagram of monitoring and fault diagnosis
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7.4.2 Route Maintenance Operation Process

Based on crosslink topological structure and route design principle, the route
maintenance center calculates the constellation routing table and then uploads to
satellites via platform control. The workflow diagram is shown in Fig. 7.4.

Before the route is updated, the route maintenance center sends a route main-
tenance plan to users. Then, it calculates and generates a routing table based on the
constellation topological structure and relevant principle. The routing table is sent
to the platform control center for uploading to satellites and broadcasting to the
whole network by satellites. From the downloaded telemetry data, route uploading
results are assessed and a report is sent back to the route maintenance center. If the
process is successful, the updated routing table will be broadcast to users by the
route maintenance center and the routing table updating process is finished.

7.4.3 Resource Scheduling Operation Process

The resource scheduling center sets the principle for using crosslinks to solve
conflicts between users according to user business priorities and actual operation
of inter-satellite links. The workflow diagram is shown in Fig. 7.5.
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Fig. 7.4 Workflow diagram of route generation and uploading
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Users send applications to use crosslinks to the management center based on
their own needs. Then, the resource scheduling center makes judgments whether
the users’ needs can be met based on the usage of crosslinks. If the answer is yes,
the scheduling center will meet users’ needs. If the answer is no, the management
center shall continue to judge the priorities and then releases the users’ resources
from low-priority business for use by high-priority users. Low-priority users have
to wait and make a new application for use of crosslink resources.

7.5 Security of Crosslink Management

Crosslink management security is related to satellite crosslink security, security of
inter-satellite information transmission, orbit operation security of inter-satellite
equipment platform, security of crosslinks and information between users and the
management center, security of crosslinks and information between the platform
control center and the management center, and security of crosslinks and infor-
mation inside the management system.

Considering the security of inter-satellite crosslinks and information transmis-
sion, security design for the management system should be subordinated to the
security design of satellite crosslinks. Considering the security of platform orbit
operation, the technical means for satellite-ground information control of the
management system should be subordinated to the platform control system.

user1

resource scheduling 
center makes judgments 

if it’s unoccupied

cross-link 
application

permission to 
the cross-link

yes

no

resource scheduling 
center compares user 

priority
low

there’s no 
free cross-
link resource 
and a new 
application is 
necessary

high

user 1

break off the 
lowest-priority 
business users

user n

permission to the cross-link

Fig. 7.5 Workflow diagram
of crosslink resource

64 K. Cao et al.



In response to user requirements, appropriate level of channel and encryption
and decryption mechanism defined by the users can be used between inter-satellite
link users and inter-satellite link management system. The inter-satellite link
management system shall cooperate. The channel between the platform control
system and the inter-satellite link management system and information encryption
and decryption mechanism shall be defined by the platform control and manage-
ment system. The inter-satellite link management system shall cooperate.

The internal information security level within the inter-satellite management
system and protection measures required shall be designed in detail in accordance
with pertinent regulations.

7.6 Conclusion

The capability of a crosslink management system has a significant impact on
normal operation and effective application of crosslinks of a satellite constellation.
Taking into consideration of the design and topological structure of the crosslinks
of the navigation constellation, an advanced, effective and cost-effective crosslink
management system and security protection mechanism should be designed.
Particular attention should be paid to establishment of an index system for
quantitative measurement of the crosslinks and the performance of the manage-
ment system.
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Chapter 8
Study on Threats to Security of Space
TT&C Systems

Qi Wang, Bo Wang and Bin Wu

Abstract A space Tracking, Telemetry and Command (TT&C) system is a
spaceflight support system and its security is of great significance. A framework of
space TT&C system security threat assessment is proposed and it comprises of
three aspects of factors: attack severity, value of asset and probability-to-succeed.
An approach of qualitative gradation is introduced in the assessment. Based on the
security threat assessment framework, threats to the security of space TT&C
Systems during confrontation are analyzed. The analysis shows that threats of
physical attacks on ground facility, RF jamming and High Power Microwave
(HPM) weapon attack on satellites are outstanding and corresponding Protection
measures are demanded.

Keywords Space TT&C system � Security � Threat assessment

8.1 Introduction

With the development of the spaceflight technology, the security of all parts of a
spacecraft system is drawing more and more attention. A space Tracking,
Telemetry and Command (TT&C) system is a support system for aerospace
operation and its security is of critical impact on an entire aerospace system.
Therefore, it is necessary to analyze the security threats and make appropriate
protection plan to assure the security of space TT&C systems. Threats to space
TT&C systems come from varied sources. First, this paper proposes a method for
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assessment of threats to the security of space TT&C systems. Then, threats
to security of space TT&C systems during period of confrontation are analyzed
because it is of fundamental importance to preparation of a protection plan.

8.2 Method of Space TT&C System Security
Threat Assessment

Threats to security of space TT&C systems can be assessed from three aspects of
factor: attack severity, value of asset and probability [1]. An approach of quali-
tative gradation is introduced in the assessment and a framework is constructed for
assessment.

8.2.1 Attack Severity Assessment

Attack severity assessment adopts a hierarchical mechanism. Attacks are divided
into different grades with a qualitative gradation method according to the after-
effect of attacks. Threats to security of space TT&C systems can be divided into
ten grades ranging from 0 to 9 according to severity of attack consequence. The
qualitative gradation is illustrated in Table 8.1.

8.2.2 Value of Asset Assessment

The assets in a space TT&C system can be divided into three kinds as follows:

1. Information: Various TT&C data and system information existing in the form
of the electron or signal, etc.

2. Service: TT&C service, etc.
3. Resources: TT&C equipment, environment, operators, rules and regulations,

etc.

As each type of asset is of different value to the operation of the whole TT&C
system, the value of each type of asset is different. The value of an asset can be
considered in the assessment framework based on qualitative gradation of its
importance to the system. That is to say, when the other conditions are the same,
the attack of more important asset leads to more serious damage. The value of
assets is classified into five grades, ranging from 1 to 5. The qualitative gradation
is illustrated in Table 8.2.
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8.2.3 Probability to Succeed Assessment

The probability-to-succeed assessment is aimed to estimate the possibility of
success in attack, which can be considered by both the feasibility of attack and the
performance of corresponding Protection measures. The probability-to-succeed is
divided into five grades, ranging from 1 to 5. The qualitative gradation is illus-
trated in Table 8.3.

8.3 Analysis of Threats to Space TT&C Systems

Taking a space TT&C system in confrontation for example, analysis of threats to
the TT&C system is done. The threats mainly exist in the ground TT&C facilities,
satellite-facility links, satellite TT&C equipment, constellation cross links, etc.
Considering attack severity, value of asset and probability-to-succeed syntheti-
cally, analysis of threats to the space TT&C system in confrontation is given in
Table 8.4.

As shown in analysis of threats in Table 8.4, the risks to security of TT&C
systems in confrontation exist in the following parts:

Table 8.3 Qualitative gradation of probability-to-succeed

Grade Identification Definition of probability-to-succeed

5 Very high The attack is likely to happen and the Protection capacity is very low
4 High The attack is probably to happen and the Protection capacity is relatively

low
3 Medium The attack is possibly to happen and the Protection capacity is medium
2 Low The attack is of low probability to happen and the Protection capacity is

high
1 Very low The attack is likely to happen and the Protection capacity is very high

Table 8.2 Qualitative gradation of value of asset

Grade Identification Definition of value of asset

5 Very high The significance of assets is very high, the damage of which leads to
serious damage to the TT&C system

4 High The significance of assets is relatively high, the damage of which leads to
high impact on the TT&C system

3 Medium The significance of assets is medium, the damage of which leads to
medium impact on the TT&C system

2 Low The significance of assets is relatively low, the damage of which leads to
light impact on the TT&C system

1 Very low The significance of assets is very low, the damage of which leads to
negligible impact on the TT&C system
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1. The satellite receiver may be attacked by HPM weapon. If it is not a forced
amplitude-limiting digital receiver, the microwave weapon could destroy the
receiver, and satellite TT&C function might be lost.

2. The center in ground may suffer physical attack. If the center facilities have no
protection measures against the physical attack, the TT&C center might be
damaged and the function couldn’t be recovered in days.

3. The station in ground may suffer physical attack. If the station facilities have
no protection measures against the physical attack, the TT&C station might be
damaged and the facilities couldn’t meet mission requirements.

4. Unauthorized access to the facilities and data of the station overseas may
result in exposure of key data, disorder in system function or even leave the
satellite to serious risks.

5. The data via the communication chain of commercial telecommunication
satellites have the risk of being intercepted.

6. The ground computer system may be endangered by software threats such as
backdoor attacking and viruses, which may lead to undesirable events and
system damage.

7. If the information via satellite-facility links is encrypted, the risk of being
intercepted will be reduced.

8. Barrage jamming will break down the satellite-facility links and the mission
will be lost.

9. Deceptive jamming on the forward satellite-facility links may confuse the
remote control information. Protection of traffic via encryption control and
time marker is available to protect against the threat.

10. To transfer information without encryption via the constellation crosslinks has
the risk of being intercepted.

It is obvious that ground facilities, satellites and links of a space TT&C system
in confrontation may suffer various security threats. The analysis shows that the
grade of attack severity, value of asset and probability-to-succeed of physical
attack on ground facility, RF jamming and HPM weapon attack on satellites are
relatively high and the corresponding risks are outstanding.

8.4 Conclusion

A framework for assessment of threats to the security of space TT&C systems is
constructed and an approach of qualitative gradation is proposed. Threats comprise
of three aspects of factors: attack severity, value of asset and probability-to-suc-
ceed. Analysis of threats to TT&C systems in confrontation is done based on the
assessment framework. The analysis shows that the threats of physical attacks on
ground facility, RF jamming and HPM weapon attack on satellites are outstanding
and corresponding protection measures are required.
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Chapter 9
Construction Strategy Research on New
Generation Central Computer System
of Launch Centre

Shijie Song, Zhe Wang, Liping Zhang and Yongliang Yang

Abstract Measure and launch, TT&C (telemetry, track and command), commu-
nication, meteorology and duty subsystems of current launch centre are all inde-
pendent in information acquisition, transmission, processing and application.
Experiment and launch hall and command hall are separately constructed. As the
frequency of launch missions increased and refined degree of system management
improved, current launch centre faces the challenges of flat command to future
launch missions, enhancing economic performance and refined management.
To solve these problems, the next generation launch centre is designed following
new construction strategies including development of uniform command and
decision support software, construction of integrated information processing and
application platform, unification of software development model and information
communication standard. The construction strategies are described in detail in the
paper and evaluated from aspects of mission organization, technical progress and
users’ requirements.

Keywords Experiment information system � Cooperative command � Decision
support � Integrated display � Web services

9.1 Introduction

The experiment information system architecture of launch centre contains six
sub-systems including information acquisition, information transmission, infor-
mation application, operations management and security (Fig. 9.1). Information
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acquisition system, information transmission system and information processing
system are fundamental parts of the architecture, while operations management
system and security system support efficient and reliable running of the experiment
information system. Users use information provided by application system to make
decision, control and command the system.

Information processing and information application function are mainly provided
by central computer system. Information processing system consists of compute
hardware platform, software support platform and information processing software
platform. Its primary function is to process, store and distribute experiment infor-
mation and provide information resource for launch control and measurement.
Information application system consists of some individual information processing
software such as command display, launch measurement, flight control and coop-
erative command software. Its main function is to form decision and control com-
mand through analyzing, indicating and selecting different kinds of scheme.

Measure and launch, TT&C (telemetry, track and command), communication,
meteorology and duty subsystems of current launch centre are all independent in
information acquisition, transmission, processing and application. Experiment and
launch hall and command hall are separately constructed. In the respect of
information processing and application, each operational system separately selects
its processing platform and operation system, determines describing method,
shared method, storage format and service method of information according to
requirement of the subsystem and characteristics of experiment mission.

As the frequency of launch mission and the refined degree of management
in-creased, the central computer system of current launch centre faces the following
challenges.

1. The challenge of flat command for future experiment missions. Each
operational system builds its own information system separated from each
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other. It is complex to transmit information among systems so the commander
on every level cannot get integrated experiment information from single
information node, while the flat command cannot be truly realized.

2. The challenge to reduce system construction cost and improves efficiency.
Infrastructure of each operational system such as communication platform,
storage resource, information processing platform are often repeatedly built, in
addition, the system hardly realizes load balance, so it is difficult to conform to
the trend of lowering mission operation cost and improving efficiency.

3. The challenge for system integrated and refined management. Each operational
system can only manage its own equipment, and information management
networks are decentralized, so information cannot be integrated on top level,
and equipment state and usage cannot be get at the same time.

Consequently, to develop experiment information system of launch centre, it is
necessary to update the open degree and flexibility of the system, realize flexible
construction of mission networks. An intelligent and integrative central computer
centre is a key part of new generation launch centre to support command, control
and management of experiment missions.

9.2 System Construction Strategies

In the process of central computer system construction and design, it is important
to make clear universal requirement and individual requirement, data processing
interface and application interface. The fundamental elements of the system are
designed according to the requirement of universality and flexibility. Goals of the
new system construction are to update command level and efficiency of launch
mission, to adapt to diversity of launch missions, as well as to establish foundation
for updating the ability of integrated experiment. System construction strategy
contains the following items:

1. Intelligent cooperative command software and decision support software
development. In the new generation launch centre, measure and launch hall and
command control hall are constructed together. Every operational system
develops and uses one universal cooperative command, decision support and
integrated display software. The software provides workflow, current process
state and decision support information to help commanders make accurate,
scientific and efficient decisions in different mission stage.

2. Unified Information processing and application support platform construction
and information resource construction. The purpose of unified information
processing platform, application support platform and information resource
construction is to make unified standard for selection and construction of
hardware equipment such as information storage, public display and software
architecture including operating system, database management system, devel-
opment tools, application middleware and integrated architecture. Unified
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platform provides technical support for development, testing, running, man-
agement, integration and extension of data processing software.

3. Uniform software development model and data/information interaction stan-
dard. It is necessary to uniform software development model and technical
standard of each operational system, and build public services and components
repository to improve reusability, maintainability and interoperability of soft-
ware, furthermore, to increase development efficiency, multiple tasks support
ability and extensibility of software system. Through unifying data and infor-
mation collection, coding, storage and interaction format, information resource
can be shared among different operational systems and users.

4. Uniform user interface. User operation interface, input interface and view
display style is unified to provide users with convenient, logical and straight-
forward information display, to lower users’ dependency on different terrain.

9.2.1 Functional Components

Central computer system of launch centre is the centre of experiment information
distribution, storage, processing and application [1]; covers measure and launch,
TT&C, communication, meteorology and duty operational system.

Information processing subsystem contains information sending and receiving,
information storage, operational information processing and integrated informa-
tion processing components. It is an efficient fundamental platform for operational
system to integrate resource and share information, providing technical support for
launch centre to integrated command and display.

Information application subsystem is divided into three functional components,
cooperative command, decision support and integrated display [2]. Through
cooperation among the three functional components, integrated command platform
is constructed to serve launch centre and each operational system. The function of
information application subsystem covers the whole process of launch centre
mission which mainly contains measure and launch and TT&C. One main kind of
process is launch measurement process of satellites and rockets on technical
position and launch position, and the other is combined experiment process of
TT&C system and real mission process. The workflow characteristics of
communication, meteorology and duty subsystems are not obvious, so it only
needs to display in integrated command platform.

Top level commander can handle mission workflow from macro aspect or
micro aspect and control each mission process node based on the integrated
command platform, furthermore, rapidly position problems, make corresponding
decision, and evaluate integrated experiment or real mission effect. Commanders
at each level can handle mission workflow and state of his subsystem and com-
mand sublevel commanders who also use the integrated command platform.

The main functional components of information processing and application
system is shown as Fig. 9.2.

78 S. Song et al.



Five operational systems are divided into measure and launch, TT&C, com-
munication, meteorology, duty domain and integrated operational domain using
virtual local area network technology. Each specialized domain is in charge of its
own operational information processing function and local storage, while the
integrated domain is in charge of receiving and sending of all operational infor-
mation, integrated processing, local and central storage, as well as the functions
related with integrated command such as cooperative command, decision support
and integrated display. In addition to real time application, information application
subsystems also include web services and unreal time digital data message services.

9.2.2 Real Time Information Receiving and Sending

Function of real time information receiving and sending is related with all data
transmission of central computer system and experiment missions. The function
enables subsystems be connected to mission IP network with real time information
receiving and sending service, realizes regular mobility of mission information and
interconnection of command nodes, ensures that original information of mission be
stored real time.

Real time information receiving and sending component can adopt distributed
data exchange scheme, deployed on outward data exchange nodes of central
computer system as uniform outward interface of real time data. The exchanged
data contains operational information of measure and launch, TT&C, communi-
cation, meteorology, duty domains and real time exchanged data with external
isolated network. The components of the function are figured as Fig. 9.3.

TT&C operational domain exchanges real time data among launch centre,
TT&C equipment, Beijing Centre and Xian Centre. Information receiving and

Local Storage

Information
Processing

System

Information
Application

System
Cooperative
Command

Integrated Information
Processing

Decision
Support

Integrated
Display

Information
Receiving

and Sending

Local Storage

Information
Processing

Local Storage

Information
Processing

Local Storage

Communication
Information
Processing

Local Storage

Meteorology
Information
Processing

Local Storage

Duty
Information
Processing

TT&C Domain Measure and
Launch Domain

Communication
Domain

Meteorology
Domain

Duty
Domain

Integrated Domain

Central
Storage

Fig. 9.2 Functional architecture of information processing and application system

9 Construction Strategy Research on New Generation 79



sending components completes multicast in inner domain, solves the problem of
switch between master and slave model, lowers coupling between centre equipment
and outer equipment, and improves flexibility of centre equipment configuration.

Measure and launch domain exchanges real time data between launch centre
and ground duty network, between launch centre and Beijing Centre through real
time information receiving and sending components.

Real time information of outer networks such as rocket network and satellite
network is exchanged with receiving and sending components of related operation
domain via secure isolated system.

Integrated operation domain synthetically processes key information of TT&C
and measure and launch. Real time data exchange between integrated domain and
specialized domains in internal centre system is tightly coupled, so it does not need
to go through real time receiving and sending components.

9.2.3 Information Storage

The main function of information storage component is to store and manage
mission data including TT&C, measure and launch, communication, meteorology
and duty data, as well as the command process information and equipment state
information. The component meets the storage requirement of increasing data
quantity and type and guarantees efficient management and application of all
mission related information.

Data storage of central computer system of launch centre is divided into local
storage of operational domains, local storage of integrated domain and two level
concentrated storage of integrated domain. In one mission, local data storage of
each operational domain is in charge of real time storage of original data, inter-
mediate data and final data in its own domain. Local data storage of integrated
domain is in charge of storing integrated processing data and displaying data. All
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original data is stored while flowing into each operational domain through infor-
mation receiving and sending components. After mission ends, intermediate data
and final data stored in local storage is concentrated stored in unified format.

Concentrated data storage is mainly used for archiving past mission experiment
data, and employs rocket state information subject, satellite state information
subject, TT&C state subject, ground duty system subject, post mission data pro-
cessing subject as database analysis model objects. The storage system provides
upper layer with data support by efficiently organizing mission data in the way of
subject analysis, meets mission and experiment data query and analysis require-
ment of system commander and related operation technicians, provides services
across the whole process of integrated command and decision. The data storage
architecture is shown as Fig. 9.4.

9.2.4 Operational Information Processing

Each operational processing system processes information of its own domain as
fundamental display information [3]. For example, measure and launch system
in-dependently executes unit test of technical position and subsystems; each
subsystems of TT&C system independently executes module checking, telemetry full
frame processing, remote measurement data fusion smooth processing, measurement
and control data post processing. Operation information processing components send
related information to integrated information processing components, and then inte-
grated display component uses processing result to show operation details.

9.2.5 Integrated Information Processing

Integrated information processing components mainly process TT&C data and
measure and launch data, while communication, meteorology, duty data will not
be processed but only stored and shown in upper layer application.
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Based on data processing results of each operation, integrated information
processing component provides data support to intelligent processing of integrated
command progress state, intelligent analysis and decision, automatic transfer of
flow nodes and automatic schedule display of integrated information. Architecture
of data processing is shown as Fig. 9.5.

9.2.5.1 Measure and Launch Information Integrated
Processing Function

Integrated information processing components make further process of specialized
information processing result of base measure and launch system, and meet the
requirement of integrated command by summarizing and analyzing inner relation
of specialized data processing result. Through making multi-source information
fusion to measure and launch data by progress, the components provide integrated
display component and decision support component with data support by offering
work progress and state of current test procedure.

9.2.5.2 TT&C Information Integrated Processing Function

Integrated information processing components further process specialized
information processing result of base TT&C system. Under unified schedule of
cooperative command component, the components automatically start joint test
task and actual combat mission process. The components receive and execute
project checking, equipment configuration command set by cooperative command
component, and can check several different projects and equipment at the same
time, thus meet the multitask requirement.
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9.2.6 Cooperative Command

To meet the requirement of commanding own missions, systems of current launch
centre including measure and launch, TT&C, communication, duty systems
independently build up their own specialized command platform such as command
and control central computer system, position C3 system, meteorological inte-
grated information system, position ground service network system, communica-
tion network management system.

Cooperative command component is the command platform for organization,
operation and control in experiment mission. The platform integrates command
in-formation of five systems and functions of integrated command, connects and
analyzes procedures of each operational system. Depending on the differences
among mission progress and focus of commanders’ attention, the platform pro-
vides commanders with work flow, current procedure state and decision support
information to guarantee accuracy, science, and effectiveness of each level com-
manders’ decision.

Base commander makes use of the platform to fulfill integrated command,
furthermore, specialized commanders of five subsystems respond to base com-
mander and command his own subsystems, thus realizing automatic respond,
execution and answer and convergence on a specified node. The platform replaces
current command type which mainly depends on artificial voice dispatching with
new command type mainly depending on information system and assisted by
manual work. The new command type provides cooperative command ability of
multiple commanders and realizes flat and networked cooperative command.

9.2.7 Decision Support

Decision support component makes comprehensive analysis to information of five
subsystems according to operational requirement of commanders, and provides
accurate, comprehensive, reliable decision suggestions making use of intelligent
algorithm and logical reasoning to analyze useful data and information on the base
of expert knowledge of aerospace field.

The component uses command information outputted by cooperative command
support component as its input to drive decision rules repository in intelligent
decision support system, analyzes, makes logical reasoning of processing result of
fault diagnosis unit, mission evaluation unit and launch and test data processing
components to provide decision support for commanders. At the same time, result
of the component is the input information of integrated display component which
helps commanders to handle decision support information.

On the other hand, logistics systems such as communication, meteorology and
duty system have no close relationship with mission progress, so independent
decision points can meet the requirement of these systems.
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9.2.8 Integrated Display

Integrated display component provides a convenient way to commanders to make
decision through intuitive presentation of decision support information and
cooperative command information.

Integrated display component is the top layer component of the system, and also
a display platform of all data and information. Displayed information contains not
only intelligent decision, information related with cooperative command, but also
original information and parameters according to user’s requirement so that the
component can present overall state of mission to commanders.

The main content of integrated display includes information process, cooper-
ative command, decision support, and control and management information. The
component shows all stages of rocket test, launch, flight, star arrow separation and
satellite orbited using technologies covering three-dimensional visualization, GIS
system and virtual technology. The component provides individual operational
interface and intelligence user management, meets the needs of asking for mission
state information anytime, in addition, dynamic display related information
according to different focus of users.

Integrated display software and that of each operational system are designed
universally, thus every display terminal can show either integrated information or
operational system information. Architecture of integrated display system is shown
as Fig. 9.6.

9.2.9 Web Service

Web service is an effective way to raise information share ability. It contains two
kinds of service.
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One is to provide near real time services refreshed with mission progress to
strict restricted inner and outer users. The service needs to configure web servers in
each operational system, use local storage as after end database, while configure
near real time web servers in integrated domain and use local storage of integrated
domain as after end database. Web services of each operational system are linked
to integrated web service portals in the way of hyperlink as uniform exit.

The other is to provide static history information query service of each oper-
ational domain to privileged users. The service needs to configure post mission
query web servers in integrated domain and use concentrated storage as after end
database.

Architecture of web service is shown as Fig. 9.7.

9.2.10 Non-real Time Message Service

Non-real time message mainly includes post mission measurement data, mission
notification, and mission technological document, etc. Each internal operational
system is configured message server to realize data transmission with assignment
equipment and other message servers. The service employs FEP protocol to fulfill
data exchange in file way. Non-real time message service is shown as Fig. 9.8.

9.3 Expected Effect Evaluation

9.3.1 Mission Organization

1. Through applying new technology, a universal and extensible technical archi-
tecture is designed for innovation of mission integrated command model and
flexible configuration of mission command relation.
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2. Information as bond, each operational system is close connected and can
cooperate and interact in experiment mission.

3. The new system realizes digital information based mission organization and
task management in the whole progress.

4. The new system realizes fine processes of each kind of mission information,
extracts valuable integrated information for commanders and strengthens
decision support degree of information system.

5. The method of organization and connection between inner subsystems and
other operational systems is transferred from manual type to integrated com-
mand and organization type.

9.3.2 Technical Progress

1. The new design unifies software and hardware construction requirement of the
whole system and technical standards, regulates information description format,
shared information storage format and information access method.

2. Information share mechanism is build up that organization and command
efficiency and standard of launch mission is raised, and it lays the foundation
for updating integrated experiment ability.

3. Fault diagnosis mechanism and decision support mechanism are built up based
on an abundant knowledge repository.

9.3.3 Meeting Requirement of Users

Information users of launch centre information experiment system can be divided
into three types as base level decision user, system level command user and
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terminal user. Construction of central computer system can meet the requirement
of all the three kinds of users.

1. Requirement of base level decision users. Base level decision users mainly
include base, headquarters, industrial department, leaders and experts of gen-
eral unit. Their requirement mainly includes integrated command decision of
experiment mission, effective data mining, and information diversified display
based on information management. In addition, to query current and history
operational information of specified domain, manage information, analyze and
evaluate state of system or equipment, and make suggestions to mission pro-
gress and fault handling are also their requirements.

2. Requirement of system level command users. System level command users
mainly refer to each specialized agencies, each operational system level
commanders and so on. Their requirements mainly include real time analysis
and mastery of experiment information, automatic management of experiment
mission progress, hierarchical management and hierarchical command.

3. Requirement of operational level users. Operational level users are operators of
computer equipment and each kind of experiment equipment. The main
requirements include real time mastery of equipment information, analysis and
report of equipment real time state, automatic and intelligent equipment
operation, decision support in equipment failure model, and fine operability,
maintainability and extensibility.
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Chapter 10
The Application of OFDM in UAV
Telemetry

Hailong Zhao, Jian Zhang and Jie Zhou

Abstract OFDM will be a key technology in next mobile communications, and
has potential applications in unmanned aerial vehicle (UAV) telemetry, so a UAV
telemetry system based on OFDM is implemented on basis of analyzing its
advantages in this paper. Firstly, the system scheme is presented. Then the
baseband transmitter and receiver are designed in detail. All of OFDM baseband
processing algorithms are accomplished in FPGA. The baseband test is developed,
and the test result of PAPR is 12 dB, and the Eb/N0 lose is about 1 dB compared
with the theoretical value. Finally, the UAV telemetry system is built, and the
flying experiments are done. The experiment results show that OFDM is available
technology in UAV telemetry.

Keywords OFDM � UAV telemetry � Synchronization � PAPR

10.1 Introduction

At present, the development of the UAV is very fast, and the UAV will get more
attention and more widely application in the future. As the link between the
operator and UAV, the telemetry and telecontrol system is an important compo-
nent part of the UAV. For telemetry link, the modulation mainly has FM, BPSK,
QPSK and OQPSK [1].

In recent years, with the rapid development of communication technology,
many advanced modulation appeared. Due to good anti-multipath performance
and high frequency spectrum efficiency, OFDM is widely used in mobile com-
munications, and it is studied in many famous universities and academic
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institutions [2]. In UAV telemetry, many scholars believe OFDM has potential
application prospect [3–10], and is well worth to being studied.

The advantages of employing OFDM in UAV telemetry can be summarized as
follows:

1. The more far the UAV flies, the lower the antenna elevation angle will be.
Thus, multipath interference may be appeared owing to reflection from ground,
mountain or sea surface. OFDM is more resilient against this multipath inter-
ference than single carrier systems, because OFDM divides the whole band-
width into parallel narrow bands flat fading sub-channels.

2. OFDM makes efficient use of the spectrum by allowing overlap without loss of
orthogonality. It can roughly double the spectrum efficiency.

3. OFDM is robust against narrowband interference and impulse noise, since such
impairments only affect a small portion of total subcarriers. Those errors can be
recovered by using adequate error correct codes together with interleaving.

OFDM, because of its advantages, will be a key technology in next generation
wireless communications, and has potential advantages in UAV telemetry.
Therefore, designing UAV telemetry system based on OFDM is necessary.

10.2 System Scheme

The hardware of the UAV telemetry system mainly consists of the high performance
FPGA, DSP and high-speed ADC and DAC, and its diagram is shown in Fig. 10.1.

In Fig. 10.1a, the acquisition and coding card consists of video ADC, DSP and
FPGA. It performs video compression coding and other telemetry data fusion, and
sends the fusion data to FPGA1. FPGA1 mainly performs baseband transmitting,
such as channel coding, data frame formation, inserting pilot tones, subcarriers
allocation, constellation mapping, IFFT, PAPR reduction and digital up-conversion.
Then, digital signal is converted to analog signal by DAC, and then this interme-
diate frequency (IF) signal is up-converted to radio frequency (RF) signal by
up-convertor. Finally, the amplified RF signal is transmitted through antenna.
In Fig. 10.1b, the telemetry RF signal is received through antenna, and is amplified
by low noise amplifier (LNA), then is down-converted to IF signal by down-
convertor, and IF signal is sent to FPGA2 through ADC. FPGA2 mainly performs
baseband receiving, such as digital automatic gain control (AGC), synchronization,
removing cyclic prefix (CP), FFT, channel estimation, decision and decoding.
Finally, telemetry data is sent to computer through CPCI interface. The computer
performs video decoding, instrument data separation, video and instrument data
display.
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10.3 The Design of Baseband Transmitter and Receiver

All OFDM baseband processing algorithms of the UAV telemetry system are
accomplished in FPGA, these algorithms can be divided into transmitting and
receiving.

In transmitting part, the data inputted by the acquisition and coding card forms
OFDM frame after scrambling, channel coding, inserting pilot tones and subcar-
riers allocation. In this design, considering the UAV telemetry channel is a slow
fading channel, so pilot tones are inserted only in the frame head, and other OFDM
symbols do not be inserted pilot tones. Then, we regroup the sequence into blocks
by a serial-to-parallel converter. Each block forms in fact an OFDM symbol. Note
that the original symbols can be obtained from a binary sequence by any tradi-
tional modulation methods. The symbol blocks are then processed by the inverse
Fourier transform, which effectively makes the change from frequency domain to
time domain. Finally, the time domain blocks are cyclicly prefixed, and PAPR is
reduced and transmitted serially.

In receiving part, the received IF signal is sampled through ADC, and the
sampling clock is provided by frequency synthesizer. The sampled signal is
down-converted to baseband signal, and then synchronization including carrier
frequency, symbol timing and sampling frequency synchronization is accom-
plished. OFDM signals are demodulated by removing the cyclic prefix from the
received time domain samples, and performing FFT to find the frequency domain
signals. Finally, the telemetry data is obtained by decision and decoding.

The 
acquisition 
and coding 

card

FPGA1 DAC

OFDM transmitter

Transmitter

Receiver

Video sensor

Instrument 
information

Upconvertor HPA

Antenna
(a)

(b)

FPGA2 ADC

OFDM receiver

Downconvertor LNA

Antenna

Compter CPCI interface 
card

Fig. 10.1 The UAV telemetry system diagram
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10.3.1 The Design of Baseband Transmitter

The baseband transmitter mainly includes eight modules, such as data scrambling,
interweaving and channel coding, inserting pilot tones, subcarriers allocation,
QPSK constellation mapping, IFFT, inserting CP, PAPR reduction, and digital
up-converting. The detail designs are shown as follows.

1. Data scrambling. In order to facilitate debugging, a binary sequence is stored in
internal ROM of FPGA. If debugging or Bit Error Rate (BER) testing, we use
internal the binary sequence. If sending telemetry data, we use external data.
Moreover, in order to avoid long even zeros or ones which influent synchro-
nization algorithms, the input data is scrambled. Scrambling is accomplished by
XOR the input data and PN sequence stored in internal ROM of FPGA.

2. Interweaving and channel coding. In UAV telemetry link, both interference and
channel fading will lead to transmission errors on some subcarriers, so channel
coding is necessary. Moreover, in order to avoid coding invalid, interweaving is
also necessary. Interweaving is accomplished by operating double-port RAM.
The coding type is convolution code, and its generating polynomial is
(171, 133), and its coding efficiency is 1/2.

3. Inserting pilot tones and subcarriers allocation. Considering the UAV telemetry
channel is a slow fading channel, so pilot tones are inserted only in the frame
head, and other OFDM symbols do not be inserted pilot tones. Moreover, in
order to avoid communication quality deterioration, we use the subcarrier
switching technology. When the interference on some subcarriers is detected,
these subcarriers will not send useful data in next transmitting. After inserting
pilot tones and subcarrier allocation, the OFDM frame is formed according to a
frame head following many symbols.

4. QPSK constellation mapping. QPSK constellation is mapped in gray way,
because this mapping way may eliminate the possibility of a significant error.
The constellation is represented by 8 bit complementary code.

5. IFFT. In order to restrain DC component and facilitate filter design, the number
of used subcarriers is less than the points of IFFT. The first and middle input
ports of IFFT are inputted zeros, and other ports are inputted useful data. IFFT
is accomplished by using IP core in FPGA.

6. Inserting CP. Inserting CP actually improves the data rate, which requires
system working clock improving. In order to avoid using two working clocks in
FPGA, so we use the frame structure shown in Fig. 10.2, this structure can
guarantee using a working clock. Inserting CP can be completed by controlling
reading and writing of double-port RAM.

7. PAPR reduction. Considering the performance and complexity of the algo-
rithm, we use Selective Mapping (SLM) algorithm to reduce PAPR [11, 12].
This algorithm will not lead to signal distortion, moreover, the more the number
of channels is, the better the performance of PAPR reduction is.

92 H. Zhao et al.



8. Digital up-converting. Up-sampling is necessary before digital up-converting,
and this operation is accomplished by inserting zeros in middle of samples, and
putting through low pass filter. The filter is used FIR IP core in FPGA. The
up-sampled I and Q signals are produced Cosine and Sine signals respectively.
The Cosine and Sine signals are generated by DDS IP core in FPGA. Finally,
the IF signal is generated by adding produced I and Q signals.

10.3.2 The Design of Baseband Receiver

The baseband receiver mainly includes six modules, such as digital down-
converting, symbol timing, carrier and sampling frequency synchronization,
removing CP and FFT, channel estimation, residual frequency offset (RFO)
tracking, constellation decision and decoding. The detail designs are shown as
follows.

1. Digital down-converting. The ADC supports I and Q cross sampling, and each
channel includes 1:2 serial-to-parallel converter, so there are four parallel
signals sent to FPGA through ADC. Digital down-converting is accomplished
in FPGA, and we first generate four Cosine and Sine signals by DDS IP core,
then produce four parallel signals and Cosine and Sine signals respectively,
filter high frequency component by FIR finally.

2. Symbol timing, carrier and sampling frequency synchronization. The symbol
timing and carrier frequency synchronization are used to improve ML joint
algorithm, and sampling frequency synchronization is used literature [13]
algorithm. In joint algorithm, in order to reduce the amount of computation,
solving phase angle is completed by look-up table, and solving correlation is
completed by the way of sliding window.

3. Removing CP and FFT. Removing CP is actually recovering the symbol mark
in Fig. 10.2 according to symbol timing estimation, and this processing does
not need transform the working clock. After recovering the symbol marks,
we do N points FFT starting with the recovered marks in every OFDM symbols.
FFT is completed by IP core in FPGA.

Symbol mark

Before inserting CP

N G

After inserting CP
CP CP CP

Fig. 10.2 OFDM frame structure
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4. Channel estimation. Because of only inserting pilot tones in frame head, the
frame synchronization need to complete before the channel estimation. Channel
estimation is accomplished by LS algorithm [14], and the estimation result of
LS algorithm frequency response is

Hp
LSðkÞ ¼ X�1

p ðkÞRpðkÞ ð10:1Þ

where, XpðkÞ is pilot tone in transmitter, and RpðkÞ is pilot tone in receiver.
Since pilot tones are inserted dispersedly, the frequency response of every
subcarrier is got by interpolation filter after the operation of (10.1). In LS
algorithm, the frequency response estimation is related to symbol timing esti-
mation. Assuming carrier and sampling synchronization are perfect, the channel
frequency response of LS algorithm is

Hp
LSðkÞ ¼

RpðkÞ
XpðkÞ ¼ HPðkÞej2pkDd

N ð10:2Þ

where, HPðkÞ is the actual frequency response, and Hp
LSðkÞ is the frequency

response estimation using LS algorithm. We can see that Hp
LSðkÞ is related to

symbol timing error Dd; so time estimation is updated only once in frame head.
The RFO may lead to constellations rotation after channel estimation, so the
RFO tracking is next work.

5. The RFO tracking. The RFO may lead to constellation rotation, and this rotation
is related to the time. The longer the time is, the larger the rotation will be. The
RFO tracking algorithm based on constellation characteristics proposed in lit-
erature [15] is used after channel estimation. In this algorithm, at first, con-
stellations of every OFDM symbol are divided into four subsets, and then phase
error is extracted by solving phase angle of every subset’s average. Finally, the
frequency offset compensation in the domain is achieved by using a two-tap loop
filter. Solving phase angle is completed by look-up table.

6. Constellation decision and decoding. Since convolution code is used in trans-
mitter, the Viterbi soft decision achieved by IP core is employed to get binary
data. The descrambled data is sent to computer through CPCI interface. So far,
the whole baseband design of transmitter and receiver are finished.

10.3.3 Test of Baseband Transmitter and Receiver

The test is developed after the baseband transmitter and receiver debugging is
implemented. The envelope of OFDM is non-constant. If power amplifier works in
nonlinear area, some high peak will be clipped. Thus, it will result in SNR loss. We
test the PAPR through oscilloscope, and the result is 12 dB. Figure 10.3 shows
BER curve, we can see that Eb/N0 loses about 1 dB compared with the theoretical
value.
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10.4 System Experiments

After the design and debugging of baseband transmitter and receiver are com-
pleted, the UAV telemetry system is built. Then the flying experiments are done.
The whole UAV system works well, and can transfer high definition video and
telemetry in real time. Figure 10.4 is screenshots of a video in flight, and Fig. 10.5
shows telemetry information. Through the system experiments, it proves that
OFDM is available technology in UAV telemetry.

10.5 Conclusion

This paper firstly analyzes the advantages of UAV telemetry based on OFDM, and
then a system is designed. The system scheme is presented, and baseband
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Fig. 10.3 Bit error rata curve

Fig. 10.4 Screenshots of a video in flight
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transmitter and receiver are designed and tested in detail. Finally, the flying
experiments are done. The experiment results show that OFDM is an available
technology in UAV telemetry.
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Chapter 11
TT&C System Design Based on Protocols
and Master–Slave Structure

Feng Xu, Xiaofang Wang and Jianhong Zhao

Abstract The current TT&C System is characterized by monotonous in appli-
cation layer protocol and simple in structure, which results problems in heavy
workload in Space Mission preparation, complicated system joint test, and
inflexible of facility adaptability. In this paper, a new TT&C System Designing
strategy based on protocols and Master–Slave Structure is raised. According to the
characters of the existing TT&C System data exchange protocol, the TT&C
System could be upgraded by adding in supplementary protocols and data types to
realize ‘‘join and play’’ function. Thus, the system joint test workload can be
reduced, Space Mission preparation time can be shortened, and flexibility of
TT&C System can be improved.

Keywords TT&C system � Protocol � Master–Slave structure

11.1 Introduction

TT&C System is consisted by TT&C facilities, communication networks, and
central computer system. The current data exchange adopts PDXP Protocol based
TCP/IP protocol application layer, which defined Mission Identification (MID),
Source Identification (SID), Destination Identification (DID), Message Identifi-
cation (BID), Length (L), and Data. Based on this protocol, TT&C facilities and
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central computer system conduct independent data processing procedure according
to different data types. TT&C System currently only assigns target functions for
different facilities but does not clearly define its system structure.

Because of the monotonous application layer protocol and simple system
structure, there are some prevailing problems in the TT&C System. First of all,
there is heavy workload in software testing, different functional software must
complete adaptability maintenance and test, covering from data channels test to
data application test. Secondly, the system joint test is complicated, all related
facilities must be coordinated with central computer system to complete testing
works for functional software, and much manpower must be assigned to the test.
Thirdly, facilities adjustment is not flexible, the center computer system is only
assigned data processing function but no management function is assigned.
Therefore, ‘‘join and play’’ between the center computer system and the facilities
cannot be realized.

To solve the above prevailing problems in the TT&C System in practice, a new
TT&C designing strategy based on protocols and Master–Slave structure is pro-
posed in the paper. According to the strategy, management functions can be
assigned to the central computer system by adding additional application layer
protocols and most of the system testing and coordination works can be auto-
matically completed by software according to TT&C System protocols. Thus, the
workload in the mission preparing process can be reduced, adaptability of the
TT&C System can be improved, and the ‘‘join and play’’ function can be realized.

11.2 Protocols

11.2.1 Protocols and Layers

Protocol is a set of rules followed by each involved parties. In computer technology,
it mainly covers data type, data processing model, data processing sequence,
electrical standard, and so on.

To reduce the complexity of data exchange system, communication networks
are normally structured in different layers. Each layer’s function is to deliver
specific services to the next higher layer but shield the details of the process from
its next higher layer.

Protocol and layer can abstract different applications to form common rules,
adopting same data structure, logical sequence, processing model, and make the
applications to be automatically completed by software and hardware. They reduce
people’s workload and are keys to an open style communication. Good layering
structure and complete protocol are solid bases to realize broad and flexible
applications.
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11.2.2 The Existing Protocols in TT&C System

Currently, the TT&C System is using Private IP networks as its data communi-
cation networks between facilities and central computer system. The networks
adopt TCP/IP protocol and define PDXP protocol in the application layer of TCP/
IP. TCP/IP protocol is an open communication protocol with sound layering
structure and complete communication protocols between different layers. The
Private IP networks adopt all TCP/IP protocols in the layers below the application
layer. Thus, the TT&C System has the basic condition for flexible applications.

Compared with the TCP/IP protocol based Internet, which is characterized by
broad and flexible applications, TCP/IP protocol based TT&C System is charac-
terized by inflexible and limited applications. The big difference in applications is
the result of different protocols. In the application layer of TCP/IP, there are many
protocols, including HTTP, SMTP, and FTP, supporting Internet applications,
while there is only PDXP protocol supporting TT&C System and PDXP only
defines data type without covering process model [1].

It is the deficiency in TT&C System application protocol in the TCP/IP
application layer that results the problems, such as no automatic coordinating
mechanism, heavy workload in software maintenance and testing, and inflexibility
in application. Although many effective practices in modularity have been taken in
different software in TT&C System, the practices cannot be extended to the whole
system and the problems cannot be fundamentally resolved.

11.3 Master–Slave Structure

11.3.1 System Structure

Master–Slave structure means there is only one master controller (host) and
multiple slave controllers (facilities) in the system. The host is responsible for
managing all the resources in the system, including assigning of address, com-
munication bandwidth, and processing time, etc., and coordinates the system
works. The facilities apply system resources from the host and complete its works
under host’s general coordination [2, 3].

The Master–Slave structure’s peer is the Equivalence structure, under which the
facilities in the system have equal position and share system resources. In this
structure, a set of contradictional settlement mechanism must exist to avoid system
malfunctions resulted from different facilities occupying same system resources in
same time.

No matter under the Master–Slave structure or the Equivalence structure, in the
condition of there are complete protocols, different facilities in the system can
realize ‘‘join and play’’ through software/hardware designing according to the
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protocols. However, there is significant difference in work flow and requirement to
protocols under different system structures [1].

Generally, the Master–Slave structure applies to central processing process,
while the Equivalence structure applies to the distributed processing process.

11.3.2 The Structure of the Existing TT&C System

The existing TT&C System does not adopt a consistent structure and the system is
characterized by inexistence of contradiction settlement mechanism among
facilities, no shared resources, and inexistence of management function between
the facilities and the central computer system. Thus, the current TT&C System is
in fact constituted by some independent nodes connected for data communication
only. The simple connection relationship among the facilities results that there is
no applicable protocols in the system and the system is not flexible in practice.

The working procedure of the TT&C System is different facilities obtaining
data from the tracked targets and sending to the central computer system for
centralized processing; and the central computer system sends messages to con-
trolling facilities to control the tracked target’s operation according to the data
processing result, or presents the processing result to people in a straightforward
way. In the perspective of system workflow, the central computer system is in a
dominant position.

In the current TT&C System, sometimes there are multiple centers working
simultaneously in practice. In the time that the TT&C System has not adopted
Private IP networks and the computer processing ability was weak, the multiple
centers could relieve each specific center’s workload. Nowadays the computer
technology has experienced fast development and data communication bandwidth
has dramatically increased. Multiple centers today are more of adoptability to
existing administration structure of the TT&C System. The function of most of the
centers is only data relay. Thus, the multiple centers in current TT&C System are
not equal but in an obvious Master–Slave relationship.

Thus, it is appropriate for the TT&C System to adopt the Master–Slave
structure and select the controlling center computer system according to different
missions.

11.4 General Strategy for TT&C System Structuring

Based on the above analysis, the deficiency in the existing TT&C System results
that intelligence and flexible application cannot be realized in the system. Thus,
the strategy of structuring the TT&C System based on protocols and Master–Slave
structure is proposed to solve the problems. The general idea of the strategy is that,
on the basis of the existing TT&C System, a specific central computer system
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could be defined as the master controller (host) through supplementary protocols.
With the common protocols adaptable to all facilities in the system, the central
computer system coordinates all the TT&C facilities’ data communication, and
completes all system coordination works excepting data processing result analysis.
Thus, the ‘‘join and play’’ function between the facilities and the central computer
system can be realized, flexibility of the system resources can be improved, and
the workload of mission preparation can be reduced.

11.4.1 TT&C System Structure and Workflow

11.4.1.1 Defining Master Controller of the TT&C System

After adopting the Private IP networks, theoretically, all the TT&C facilities
should have multidirectional data sending/receiving ability and can be assigned to
different centers. Thus, intermediate nodes should be reduced as much as possible,
and facilities should directly communicate with the master controller, instead of
relaying through other centers. If multiple centers are really needed, a multiple
layer structure could be adopted and a central computer system can be defined as
the host and other centers can be assigned to the master controller as affiliated
facilities. Meanwhile, the non-host computers are also host for facilities commu-
nicating with themselves.

11.4.1.2 Mission Preparation Workflow

The mission preparation procedure of the TT&C System mainly covers two parts,
(i) checking the matching attributes of the system interfaces, validity of parameters
including address, code, data type, etc. (ii) checking data processing model, the
validity of the application results, such as ballistic curve and telemetry parameter.
As the PDXP protocol in the current TT&C System does not define the rules of
utilization of different types of data, too many items have to be jointly tested in
practice.

In the Master–Slave framework, the coordination between the host and facilities
is realized in the way of ask-response. The host and facilities can automatically
communicate with each other through a ‘‘facility application, host allocation, and
facility receiving’’ model. The TT&C System mission preparation workflow can
be designed in this model.

1. First of all, facilities must join the central computer system.

The facilities joining the central computer system is the process of mutual
recognition between the two parties. In this sense, the facility let the central
computer system know ‘‘who I am, what mission I am going to join, what I can do
in what condition, etc.’’ The central computer system responds the facility
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‘‘I recognize you, what mission I am in charge, what I need you to do, what
resource can be allocated to you, etc.’’ The following testing procedures can only
be carried out after completion of the mutual recognition process, which is the
precondition of the dynamic allocation of facilities.

Under ideal conditions, all resources, such as IP address and communication
bandwidth, of the facilities in the system should be allocated by the central
computer system, which ensures efficiency and flexibility of the TT&C System. In
the condition of highly reliable communication networks and regional binding of
IP address, the recognition process can be simplified to below steps:

• The facility sends the basic information, including name, IP address, location,
mission code, and data transmitting/receiving format, etc., in a certain frame
frequency after startup until receiving the central computer system’s response.

• Once receiving the basic info from the requesting facility, the central computer
system responds the facility request by sending back the received information
with a certain frame frequency until receiving the facilities’ confirmation.

• The facility receives response to the central computer system. If the information
included in the response is correct, the facility confirms the response. Otherwise,
error message will be sent to the central computer and the facility joining
process fails. Error notice will be presented to the operating people.

• If the central computer system receives affirmative response from the facility,
it sends link monitoring information to the facility, representing successful
completion of the joining process. Otherwise, the central computer system
shows failing message.

• Once the facility receives link monitoring information from the central com-
puter system, it responds link monitoring information to the central computer
system, representing the facility is ready for next step of the works. The facility
joining the process is completed and the facility will wait for instruction from
the central computer system for the next step.

2. The next step is data format confirmation between the facilities and the central
computer system.

Once facility joining process is completed, the facility can conduct data format
checking under the central computer system’s coordination. The checking pro-
cedure can be conducted either by the central computer system and a specific
facility or the central computer system and all facilities connected to system. The
checking procedure should follow the below steps:

• When the central computer system receives link monitoring information from
facilities, it starts data format checking. The central computer system sends
instruction message of ‘‘checking xx data transmission format’’ to the involved
facilities. If multiple data format exists, different data format checking
instruction should be sent successively.

• Once the facility receives the instruction message of ‘‘checking xx data trans-
mission format’’ sent by the central computer system, it fills in requested data in
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the data frame and sends back to the central computer system and then waits for
the central computer system’s judgment.

• Once the central computer system receives data sent by the facility, it checks the
data format and makes judgment accordingly. If the data format is correct, it
sends affirmative message to the facility, representing completion of the current
data format confirmation process and the central computer system can enter into
the next checking procedure. Otherwise, ‘‘data format error’’ message will be
sent to the facility and facility joining process will be exited.

• If the facility received affirmative message from the central computer system, it
will stop data sending and wait for next checking instruction. If a negative
message was received from the central computer system, the facility will give
error notice to operating people for checking and amendment.

• If all of the data formats sent by the facilities in the system were correct, the
central computer system will coordinate the facilities to check receiving data
format sent by the central computer system. The central computer system sends
instruction message of ‘‘check xx data received format’’ to the facilities. If the
facilities were expected to receive multiple data format, specific data format
checking messages would be sent in sequence.

• Once the facility received ‘‘checking xx data receiving format’’ message, it will
respond the center by sending ‘‘ready for checking’’ message and wait for data
sent by the central computer system.

• Once the central computer system received the ‘‘ready for checking’’ message, it
would fill in the required data in the data frame and send to the facility for checking.

• When the facility receives data sent by the central computer system, it conducts
data format checking. If the format was correct, affirmative message will be sent
to the central computer system. Otherwise, error message will be sent to the
central computer system and error notice will be presented to the operating
people for checking and amendment.

• If the central computer system received affirmative message from the facility, it
will stop data sending and start to coordinate the next checking procedure. If
error message was received, the facility joining process will be exited.

• After confirmation of all data formats, the central computer system sends
message of ‘‘facility initialization success’’ to the facility. Once the equipment
receives the message, it responds message of ‘‘joined the central computer
system’’. Afterwards, the central computer and the facility keep the link mon-
itoring information sending and wait for the followed application checking.

The facility joining processes and data transmission format checking processes
can be completed by software. Through the two processes, the matching attribute
checking procedure for the TT&C System interfaces is completed.

3. Thirdly, Data Application Checking

The procedure is to check the validity of the data processing algorithm and
result. In the current technical conditions, such checking procedure would be very
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costly, if the checking was completed by computer only. Thus, people must be
involved in the procedure.

Once the data application checking procedure is completed, the TT&C System
is ready for mission. The mission preparation process ends.

11.4.1.3 Facilities’ Dynamic Exit

If a facility joining the central computer system stops sending link monitoring
data, it represents the facility exits the system.

11.4.1.4 Data Processing Algorithm of the Central
Computer System

The existing ‘‘fixed facilities and fixed data’’ processing algorithm of the central
computer system must be improved to adapt to the Master–Slave structure based
and facility dynamic joining allowed TT&C System.

Firstly, the algorithm must be capable of judging minimum system requirement.
If facility dynamic joining is allowed, number changes in the facilities involved

in the mission must be allowed. However, the facilities number changes should not
affect the mission completion. Thus, the central computer system must have the
ability to judge if the facilities joining the central computer system are enough to
form a minimum required system to carry out the mission. Whenever the facilities
joining the central computer system are not enough to form a minimum required
system to carry out the mission, the central computer system must be capable of
sending error message to people for judgment.

Secondly, the algorithm must be capable of selecting most appropriate data
from redundant facilities for processing and dynamic switching.

The TT&C System is normally redundant and allows dynamic joining of
facility. Thus, the central computer system cannot conduct data processing with
fixed facilities. It has make adjustment according to dynamic joining of the
facilities. The central computer system must optimize its selection in the redundant
data and get the best processing result. Meanwhile, it must have the dynamic data
switching ability to ensure the data processing result whenever some facilities exit
the system.

11.4.2 Supplementary Protocols of the TT&C System

According to the TT&C System workflow mentioned in Sect. 11.4.1, supple-
mentary protocols must be added in the existing system.
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11.4.2.1 Protocol for Facility Joining

The function of the protocols covers the content of ‘‘facility join the central
computer system’’ described in Sect. 11.4.1.2. The protocols include central
computer system protocols and facility protocols applying to the central computer
system and the facilities respectively. Three types of data format should be added
in the existing PDXP protocol.

1. Basic facility information sent by the facilities. The specific data definition
should be added in the BID. The Data should be defined according to different
facilities.

2. Responding message sent by the center computer. The specific data definition
should also be added in the BID. The Data should be defined according to
different receiving facilities.

3. Confirmation message sent by facilities. The message is an instruction and the
data definition should be added in the BID. The Data should be defined together
with other instruction messages.

11.4.2.2 Data Format Confirmation Protocol

The function of the protocols covers the content of ‘‘confirming the communica-
tion data format between facilities and the center’’ in Sect. 11.4.1.2. The protocols
include central computer system protocols and facility protocols, applying to the
central computer system and the facilities respectively.

The instruction messages in the protocols share same BID with that in protocols
for facility joining, with same Data. The protocols do not need additional data
format but Data should be defined based on existing format.

11.4.2.3 Data Processing Protocol Packet

The protocol packet is for data application checking. It cannot replace people’s
judgment but stipulate the existing data processing algorithm and simplify the
joint test content. In the existing TT&C System, besides telemetry and con-
trolling data related to aerospace products, other data also has fixed format and
matured processing algorithm. The data can be regularized by protocols or
standards and packed in software packet in same system. They could be installed
in different centers and facilities easily and the operating people’s workload
could be lowered.

It is worth noting that the central computers not acting as host should install
both above mentioned facility protocols and central computer system protocols.
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11.4.3 Optimization of TT&C System Joint Test Items

If Sects. 11.4.1 and 11.4.2 mentioned mission preparation procedure and protocols
being followed, the TT&C System joint test items with people involved could be
significantly simplified. After the central computer system completes the initiali-
zation procedure for the involved facilities, the TT&C System will be ready for the
TT&C applications, which is ‘‘join and play’’. Excepting in the checking items
related to the spacecraft, such as voice checking in manned space flight, in other
checking items, only one comprehensive test could complete mission preparation
and make the TT&C System ready for mission.

11.5 Conclusion

In this paper, a new TT&C System structuring strategy was proposed based on the
Master–Slave structure and protocols. The existing TT&C System could be
upgraded by adding in supplementary data format and additional application layer
protocols. With the upgrading of the existing TT&C System, ‘‘join and play’’
function of the existing central computer system and facilities could be realized,
the automation of the coordination between the facilities and the central computer
system could be improved, joint test items could be reduced, and the mission
preparation workload could be reduced.
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Chapter 12
Study on the Application of LT Code
Technology in Deep Space
Communications

Tong Guo, Daheng Zhao and Xudong Li

Abstract Deep space communications have such characteristics as long delay,
high code error rate and easily broken links, etc. Easily broken links may lead to a
certain degree of random flash-break of TT&C signals, which in turn will result in
the unrecoverable loss of data. Luby Transform (LT) code (Luby in Proceedings of
the 43rd Annual IEEE Symposium Foundations of Computer Science (FOCS),
pp. 71–280 (2002)) technology is an excellent special data recovery technology for
scattered data. It can solve the issue of data frame loss in deep space commu-
nications, and is very suitable for the reliable transmission of large volume of data,
but it cannot improve the code error performance of transmission. Therefore
considering the issues such as high code error rate and easily lost data in deep
space communications, the paper studied and implemented the concatenation of
LT code and LDPC/TPC code, expected to provide more reliable solution for the
acquisition of deep space communications data.
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12.1 Introduction

Deep space communications is faced with challenges such as large delay of data
transmission, weak signals received, easily disrupted communication links and
easily lost data, etc. It is necessary to use channel coding technology to recover
information accurately under low SNR condition. So channel coding is one of the
key technologies for aerospace TT&C and satellite communications.

A deep space communication channel can be modelled as an ideal additive
white Gaussian noise (AWGN) channel. Its frequency band resource is relatively
abundant, while its power resource is seriously restricted due to limited size of
detection equipment and extremely long transmission distance. So the data
transmission channel of deep space communications, considered as being power
limited while bandwidth abundant, is a typical transmission channel that trades
efficiency for reliability [1]. While as the deep space detection technology
develops, the current requirement for transmission rate is increasingly higher,
which greatly increases the implementation difficulty of coders and decoders.

Deep space communications have the following characteristics: large delay,
limited storage capacity and processing capability of spacecraft; low efficiency of
handshake process in communication; low efficiency of acknowledgement and
retransmission; decreased throughput due to congestion control policy; asymmetry
of information transmission and reception rate; waste of communication resources
due to large amount of redundant data and feedback explosion in the case of
multiple receivers [2].

Because communication and telemetry links have unstable link performance,
flash-broken signals, and are not suitable to adopt retransmission-based error
control, the use of LT code may improve the efficiency and reliability of trans-
mission since it does not need any feedback channel but only a one-way link, so
frequent processes of retransmission and acknowledgement are not required. It is
expected to provide more reliable solution for the acquisition of deep space
communications data by studying the concatenation technology of LT code and
LDPC/TPC code.

12.2 Basic Concepts of Fountain Code

Digital Fountain technology for data distribution was first proposed by Luby et al.
in 1998 [3]. A digital fountain has features similar to those of a water fountain:
when you are filling a cup with water from a fountain, the only thing you care is to
get enough water to satisfy your thirst, and you do not have to know which drops
of water flow into your cup. Similarly, through digital fountain coding technology,
a receiver receives coded packets from one or multiple transmitters, and it can
reconstruct the original file as soon as enough coded packets are received. It is not
important which specific coded packets among the coded packet sequence are
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received. An ideal digital fountain should have the following characteristics: a
source can generate a sequence of infinite coded packets using the original data;
for a message segmented into k packets, the receiver may reconstruct it as soon as
any k packets in the coded packet stream are received.

This reconstruction algorithm is expected to be very fast. Digital Fountain may
be approximately implemented by loosening some requirements as follows: When
coded by the transmitter, the number of coded packets can be finite; the coding and
decoding algorithm can be slower; the number of coded packets the receiver has to
receive to reconstruct the original message may be a little larger than the original
number of packets k.

There are mainly three types of fountain codes currently proposed: Random
Linear Fountain code, LT code and Raptor code.

12.2.1 Principle of LT Code

LT code, which is called universal erasure code, is the first one that has fully
realized the concept of digital fountain. LT code is transmitted at unfixed rate,
which completely conforms to the fountain coding concept. The data can be
recovered as long as the number of received packets is a little larger than the
minimum number of packets required to recover the source packets, which means
LT code is approximately optimal for any erasure channels.

12.2.2 Degree Distribution of LT Code

LT code is a coding method of fountain codes, and degree distribution is critical to
its performance. With a good degree distribution, the receiver may recover all the
original packets with coded packets as few as possible. So, it is essential for LT
code to find a good degree distribution.

Definition: degree of LT code d: each code word is obtained by performing
bitwise exclusive OR operation between several original packets, and the number
of original packets used to generate the code word is called degree. For example,
in Fig. 12.1a, coding node T1 is connected with S1 and S2, so the degree of T1 is 2,
and in a similar way, the degree of T2 is 1, T3 is 2, and T4 is 2.

12.2.3 Coding and Decoding of LT Code

The coding process is as follows [4].
Assume that the original file is composed of several packets. Obtain several

packets from the original file packets according to a certain probability distribution
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q(d), then perform bitwise exclusive OR operation between them and get a new
packet, and so on. The steps are:

1. Select a value of d randomly according to probability distribution q(d). The
design and analysis of a good order distribution q(d) are critical to the per-
formance of LT code.

2. Select ŝ1; ŝ2; . . .̂sd from the original packets s1; s2; . . .sK as ‘‘neighbors’’.
3. Perform bitwise exclusive OR operation between the selected packets and get

the new packet Ti. The value of d determines the number of connections of Ti.

Figure 12.1 is the schematic diagram of the LT decoding process. In each part
of the figure, the three upper nodes are packet nodes, and the lower ones are four
code words after coding. Code word T in the figure is 1,011, and the specific
decoding process is as shown in Fig. 12.1.

1. Look for code word Tn with a degree of 1 in the received code words. The
second output node in Fig. 12.1, i.e. code word T2, is 0. If there is no such
output node with a degree of 1, then the receiver continues to receive code
words until it receives a code word with a degree of 1.

2. As we know from the coding principle, the code word with a node degree of 1
is equal to its ‘‘neighbor’’ Sk. In Fig. 12.1, S2 = T2 = 0.

3. For other output Ti (i = n) connecting with input node Sk, Ti = Sk � Ti.
4. Delete all the connections of Sk.
5. Repeat steps 1–4. If each Si is recovered, then the original file can be recovered

successfully, otherwise the decoding fails.
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Fig. 12.1 Schematic diagram of LT decoding process. a Degree of T2, d2 = 1, ) S2 = T2,
remove the connection between S2 and T2. b T4 is connected with S2, ) T4 = T4 � S2, remove the
connection between S2 and T2. c Degree of T4, d4 = 1, ) S3 = T4 � S2, remove the connection
between T4 and S3. d T1 and T3 are connected with S3, ) T1 = T1 � S3, T3 = T3 � S3, remove
the connection between them. e S1 = T3 = 0. f Decoding is finished
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Figure 12.2 shows the experiment result of using LT code for data recovery.
In the experiment, the packet loss rate of the erasure channel is 10 %, and a robust
solitary wave distribution is adopted for the degree distribution [5], c = 0.03,
d = 0.1. The numbers of packets are k = 10,000, k = 5,000 and k = 1,000
respectively. The decoding overhead e ¼ m�k

m ; in which m is the number of coded
packets transmitted by the transmitter, and the number of coded packets actually
received by the receiver is m 9 (1–10 %). It is assumed that, without loss of
generality, the length of each packet is 1 bit. (Actually the packet consists of
several bits. During coding, the bits are processed in parallel independently, and it
is just the same during decoding. If each packet contains p bits, then running the
decoding algorithm is actually using the same receiver generation matrix to
perform the decoding algorithm of the p bits independently in parallel, and the
decoding can only be considered as successful when all these p independent
parallel decoding are successful.) In the experiment, the values of the overhead are
taken within [0.15, 0.4] at an interval of 0.01. Run the coding and decoding
algorithm 100 times at each value of decoding overhead, and get the failure
probability of decoding. The relationship between the failure probability of
decoding and the decoding overhead is as shown in Fig. 12.2.

As shown in Fig. 12.2, when k = 10,000 and the decoding overhead is above
0.27 (the receiver receives 11,430 coded packets), the failure probability of
decoding in 100 times of coding and decoding experiments is 0, indicating that LT
code is an excellent data recovery algorithm. We know from the degree distri-
bution of LT code that the number of source packets k is also a critical factor
affecting the success of decoding. Figure 12.2 shows the relationship between
k and the decoding overhead. When k = 1,000, a decoding overhead of 0.4 is
required to realize a decoding failure probability of 1 %, which is very large.
However as k increases, the decoding overhead decreases very fast. When
k = 10,000, a decoding overhead of 0.27 is sufficient for successful decoding. So
LT code is very suitable for the reliable transmission of large volume of data.
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12.3 Application of LT Code Technology in Deep
Space Communications

Reliable downlink channel is necessary for deep space communications to
download useful payload data and TT&C data to ground command and control
center. While for most of the time, the deep space spacecraft is far away from the
ground control station, the spatial attenuation of wireless carrier signal is very
high, and the channel is affected by many interference factors such as blockage,
cosmic rays and atmospheric attenuation, etc., so random and burst code errors are
unavoidable, and the integrity of downloaded information cannot be guaranteed. In
such case, the application of fountain code should be considered in deep space
communications.

12.3.1 Concatenation Method of LT Code
and TPC/LDPC Code

LT code, as a code with erasure channel as background, is currently applied in
typical erasure channels in Internet communications. However, in non-erasure
channels, this traditional LT code cannot be used. The remarkable feature of deep
space communications is the weakness of signal, which leads to serious random
code errors. Since LT code has no anti-interference or error resilience capability, if
it is independently used in deep space communications for data recovery, the code
error rate will be very high since the characteristics of LT decoding will spread the
code errors. To realize the application of LT code in deep space communications
for data recovery, a coding and decoding method is proposed in the paper by using
TPC/LDPC code to realize LT-TPC/LDPC concatenated code.

The coding and decoding system diagram of this concatenated code is as shown
in Fig. 12.3. With fountain code as external code and TPC/LDPC code as internal
code, both the problems of packet loss and code errors can be solved. The TPC/
LDPC coder, wireless channel and TPC/LDPC decoder can be considered as a
virtual erasure channel. For each coded packet, if the TPC/LDPC decoding is
successful, then it may be received; otherwise it will be lost. Through fountain
decoding, the original packets are recovered.

12.3.2 Matlab Simulation Experiment for Concatenation
of LT Code and TPC Code

Experiment conditions: the length of each data frame at the transmitter is 676.
Perform inter-frame LT coding for 500 frames of data. The length of each frame is
unchanged after LT coding, and the number of frames becomes 750. Then perform
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intra-frame TPC coding for these 750 frames of data. After TPC coding, the length
of each frame becomes 1,024, and the number of frames is still 750. After
transmission through channels with signal to noise ratio Eb/N0 of 2.4, 2.8, 3, 3.2
and 3.4 dB respectively, the receiver performs inter-frame TPC decoding, then
inter-frame LT decoding to recover data. Figure 12.4 shows the relationship
between the code error rate and signal to noise ratio.

It is shown in Fig. 12.4 that when Eb/N0 is 3.2 and 3.4 dB, the code error rate of
LT-TPC concatenated code is 10-4 and the coding gain is about 5 dB, which
indicates the good coding gain of the concatenated code.

12.4 Actual Performance of LT-TPC/LDPC Code
in Engineering Implementation

In this section, the engineering implementation of LT-TPC/LDPC concatenated
code is realized, and the actual performance of the concatenated code is studied.
Using two industrial control computers, simulating the transmitter and the receiver
respectively, two experiments are conducted: Performance test experiment for
combined LT code and error correction coding; Channel on–off simulation, testing
the LT code’s data recovery performance.

12.4.1 Performance Test Experiment for Combined LT Code
and Error Correction Coding

1. The block diagram of the experiment is as shown in Fig. 12.5.
2. Experiment conditions:

External code 
coder

Fountain code

External code 
decoder

Fountain code

Internal code coder
( TPC/LDPC encoding )

Internal code decoder
( TPC/LDPC encoding )

Wireless 
channel

Virtual erasure channel

Fig. 12.3 Concatenated code
system of TPC/LDPC code
and fountain code
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– Two industrial control computers, simulating the transmitter and the receiver
respectively.

– Source code and packets: randomly generated by computer.
– Fountain code mode: LT coding.
– Code rate: 2 Mbit/s (when coded).
– Modulation: FM.
– Modulation IF; 70 MHz.
– Demodulation: FM ? multi-symbol detection.
– Error correction coding: TPC code or LDPC code.

3. Experiment data:

– Data 1: the source code length is 488,000 bits (500*976), and through LT
coding, it is divided into 900 packets of data, and the length of each is 976.

– Data 2: the source code length is 324,900 bits (100*3,249), and through LT
coding, it is divided into 300 packets of data (300*3,249), and then, after TPC
coding (300*4,128), the length of each packet is 4,128.
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Fig. 12.5 Block diagram of performance test experiment for combined LT code and error
correction coding
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– Data 3: the source code length is 102,400 bits (100*1,024), and through LT
coding, it is divided into 300 packets of data (300*1,024), and then, after
LDPC coding (100*2,080), the length of each packet is 2,080.

The test results are shown in Table 12.1.
It can be seen from Table 12.1 that the fountain code can solve the problem of

data frame loss, while it does not have an error correction capability itself, on the
contrary, it may even spread the code error. The best way to use fountain code is to
perform error-free check of each data frame, and then use these error-free frames
for fountain decoding.

12.4.2 Channel On–Off Performance Test

This experiment simulates the flash-break phenomena of communication link in
deep space communications, and the block diagram is shown in Fig. 12.6. An on–
off switch design is added to the channel, a cycle of 0.5 s is used, and the ‘‘on’’
duration is 0.2–0.5 s.

Data: the same as those of Data 1 in Sect. 12.4.1. The transmitter transmits a set
of LT codes, with 900 frames as a cycle.

Table 12.1 Test results of code error rate

Internal code coding Eb/N0 External code coding:
no LT code

External code coding:
concatenated
with LT code

Code error rate Code error rate

No coding 12 1.0 9 10-7 1.1 9 10-6

11 1.0 9 10-6 1.4 9 10-4

TPC code 5.8 2.2 9 10-7 6.4 9 10-6

5.4 2.2 9 10-6 1.6 9 10-5

LDPC code 4.8 2.3 9 10-7 5.3 9 10-6

4.6 3.1 9 10-5 4.1 9 10-3
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Fig. 12.6 Block diagram of channel on–off performance test experiment
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The experiment results are shown in Table 12.2.
It can be seen from Table 12.2 that when the duration of signal on is

400,800 ls, which indicates that about 100 packets of data are actually lost due to
the intermittent of signals, the decoding can be fully realized. When more packets
are lost, the decoding will not be fully realized. There is a gap between this result
and the theoretical value of 150 lost packets, which results from the effect of
reacquisition of signal after intermittent.

12.5 Conclusion

In deep space communications, the concatenated coding and decoding method,
which uses TPC/LDPC code as internal code and LT code as external code,
effectively solves the data recovery problem caused by data loss due to flash-
broken signals. However the code transmission efficiency is decreased and the
code error rate is increased because of the use of LT code. How to increase the
code transmission efficiency and further decrease the code error rate is the issue to
be solved for the LT-TPC/LDPC concatenated code.
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Chapter 13
Application of Multicarrier 2-Dimension
Spread Spectrum in Aerospace TT&C

Jinbao Wang, Wenge Yang and Dong Liu

Abstract. Application of multicarrier 2-dimension spread spectrum (MC-2D-SS) is
proposed in the field of aerospace TT&C systems to enhance their resistance to
interference during mission operations. In principle, MC-2D-SS is the combination
of direct sequence spread spectrum (DS-SS) and multicarrier CDMA (MC-CDMA).
Therefore, it has both the characteristics of signal hiding of DS-SS and anti-
inter-symbol interference (ISI) and anti-interference of MC-CDMA. A design of
transmitter and receiver using MC-2D-SS is given for aerospace TT&C. Discussion
is given to key technical issues of design, e.g. synchronization, ranging, anti inter-
ference and channel estimation, and a rough synchronization scheme is recom-
mended. As a result, the TT&C system not only fully meets mission operation
requirements, but also has high spread spectrum gain, strong anti-interference
performance, ISI resistance capability and adaptive transmission characteristics.
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13.1 Introduction

Along with the progress of Aerospace TT&C technology and the aggravation of
space military countermeasure, a big problem which our aerospace TT&C system
faced is how to command the spacecraft efficiently and ensure our space infor-
mation system normal operation in a harsh environment. This condition will
require the system accomplish the mission of telemetry, tracking, and commanding
accurately for spacecraft in strong interference conditions. Although our country’s
present unified microwave TT&C system had met the need of aerospace, there are
some disadvantages, such as subcarrier interference, low range accuracy, poor anti
interference ability, nonsupport for multiple target control, equipment complexity
and so on. On the other hand, Unified Spread Spectrum TT&C system has the
advantages of large system capacity, support for multiple target tracking and anti
interference ability, but it is a narrow band communication system and easy to
suffer multiple access interference (MAI) and ISI. With the development of signal
detection technology and the electronic interference, the system will not meet the
requirements of aerospace TT&C for anti interference and anti interception. So the
study of anti interference and anti interception aerospace TT&C system has been
imminent.

Literature [1] proposed using chaotic sequence to construct spread spectrum
TT&C system, which has good performance of security and anti interception.
Literature [2, 3] suggested using the Frequency Hopping (FH) TT&C system,
which has good capability of anti interception, and the United States Air Force
Satellite Control Network (AFSCN) adopted Frequency Hopping mode to achieve
the control tasks of the satellite [4]. Literature [5, 6] studied the Direct Sequence/
Frequency Hopping(DS/FH) Hybrid Spread Spectrum TT&C system, which
combines the advantages of DS-SS and FH spread spectrum and which is a more
advanced anti interference system. In the three TT&C systems, it is difficult to
achieve high spread spectrum gain for single spread spectrum system, and one
weakness of DS/FH system is that it cannot withstand high strength tracking
jamming. Based on MC-2D-SS technology, the aerospace TT&C system fuses the
advantages of MC-CDMA and the DS-SS technique, which can obtain high spread
spectrum gain, easily realize high rate data transmission, resist the time-frequency
fading and have strong anti interference ability.

13.2 MC-2D-SS

13.2.1 Technical Principle of MC-2D-SS

Orthogonal frequency division multiplexing (OFDM) is one type of multicarrier,
which appeared in the early 1950s, and until the 1970s it became much more
practical along with the use of discrete Fourier transform to achieve multicarrier
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modulation and demodulation [7]. In 1993, three combined modes of OFDM and
CDMA appeared [8–11]: multicarrier CDMA (MC-CDMA), which is also called
OFDM-CDMA, multicarrier direct sequence CDAM (MC-DS-CDMA) and mul-
tiple tone CDMA (MT-CDMA). Of the three modes, MC-CDMA belongs to the
frequency domain spread spectrum and MC-DS-CDMA and MT-CDMA belong to
time domain spread spectrum. For MC-CDMA, CDMA was finished in the fre-
quency domain and OFDM was finished in the time domain, therefore the final
signal is OFDM signal and the characteristic (such as OFDM resist ISI) of OFDM
and CDMA is reserved respectively. But for the MC-DS-CDMA and MD-CDMA,
CDMA was finished in the time domain and the final signal equivalent to the
summation of multiplex CDMA signals which modulate on each sub-carrier and
no longer has the performance of OFDM. Especially for MT-CDMA, sub-carrier
no longer maintains orthogonality and it becomes more difficult for synchroni-
zation and demodulation. Until the late 1990s, it proposed using DS-SS before
MC-CDMA [12, 13], which combined with DS-SS (time domain spread spectrum)
and multicarrier spread spectrum (frequency spectrum). For time-frequency two
dimensional spread spectrum, CDMA was finished in the frequency domain, DS
and OFDM was finished in the time domain, which could maintain the advantages
of DS–SS and MC-CDMA and has time and frequency diversity effect.

The principle model of transmitter was shown in Fig. 13.1.
Assuming the rate of data bit sequence b(t) is 1/Tb and after DS spread the chip

rate is 1/Tc, wherein Tc = Tb/Nt and Nt is DS-SS code length. Let Nf as the
MC-CDMA code length and an; bmn as the DS and MC-CDMA code elements
respectively, where n = 1, 2, …, Nt, m = 1, 2, …, Nf. We take single user and
BPSK modulation to illustrate the MC-2D-SS idea. In Fig. 13.1, consider that a
data of the data bit sequence b(t) is spread by DS-SS and the output of d(t) can be
expressed as follows:

dðtÞ ¼
XNt

n¼1

bðtÞanpðt � ðj� 1ÞTcÞ ð13:1Þ
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Fig. 13.1 The principle model of transmitter in multicarrier 2D spread spectrum
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In MC-CDMA, copy the d(t) for Nf roads with the same width signals and each
signal multiply with the frequency domain spread spectrum sequences bmn

respectively. The output:

XmnðtÞ ¼ dðtÞbmnpðt � ðj� 1ÞTcÞ; n ¼ 1; 2; . . .;Nt; m ¼ 1; 2; . . .;Nf ð13:2Þ

Assume that:

bn ¼ ðb1n; b2n; . . .; bNf nÞT; n ¼ 1; 2; . . .;Nt ð13:3Þ

b ¼ ðb1; b2; . . . ; bNt
Þ ð13:4Þ

b is the matrix of spread spectrum sequences in MC-CDMA and its column
vectors are respectively corresponding to the different DS code.

Then send the two dimensional spread spectrum baseband signals into the IDFT
module for processing. Let P be a sub carrier transmitting power and assuming that
the sub carrier transmitting power is equal. The space of the any last two subcarrier
spacing is Df ¼ 1=Tc and the total subcarriers are Nf : Therefore the total band
width is ðNf þ 1ÞDf : The outputs of IDFT are:

f ðtÞ ¼
XNf

m¼1

ffiffiffiffiffi
2p

p
XmnðtÞej2pmDft ð13:5Þ

Put formula (13.1), (13.2) into formula (13.5) and the outputs of IDFT can be
expressed as:

f ðtÞ ¼
XNt

n¼1

XNf

m¼1

ffiffiffiffiffi
2p

p
bðtÞanbmnpðt � ðj� 1ÞTcÞej2pmDft ð13:6Þ

The matrix expression of the f(t) is:

f ðtÞ ¼ sbUap
ffiffiffiffiffi
2p

p
bðtÞ ð13:7Þ

where

s ¼ ðej2pDft; ej2p2Dft; . . .; ej2pNf DftÞ ð13:8Þ

U ¼ diagfpðtÞ; pðt � TcÞ; . . .; pðt � ðNt � 1ÞTcg ð13:9Þ

a ¼ diagða1; a2; . . .; aNt
Þ ð13:10Þ

p ¼ ðpðtÞ; pðt � TcÞ; . . .; pðt � ðNt � 1ÞTcÞT ð13:11Þ

Considering the formal (13.3), the two dimensions spread spectrum matrix can
be expressed that
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H ¼

a1b11 a2b12 � � � aNtb1Nt
a11

a1b21 a2b22 � � � aNtb2Nt

..

. ..
. . .

. ..
.

a1bNf 1 a2bNf 2 � � � aNt bNf Nt

2

6664

3

7775 ð13:12Þ

In MC-2D-SS system, if DS spreading code constant is 1, i.e. an ¼ 1; then the
system will degenerate to the MC-CDMA, and if Nf = 1, which means the sub-
carrier number is 1, then the system will degenerate to DS-SS. At the same time,
if bi ¼ bj which means the column vectors are the same as traditional MC-CDMA,
then the any two column vectors of the two dimension spread spectrum matrix are
related, which makes the signal detection methods simple and affects the char-
acteristics of Low Probability of Intercept (LPI). So, it is necessary to enable the
any two columns unrelated. On the other hand, if we regard the signals which go
through DS as high data rate signal, then the MC-2D-SS is the traditional
MC-CDMA, and if we regard the DS and multicarrier spread spectrum equivalent
to a spread spectrum matrix H; then the MC-2D-SS is the traditional MC-CDMA.

13.2.2 Advantages of MC-2D-SS

MC-2D-SS is the combination of DS and MC-CDMA, which has the advantages
of two kinds of spread spectrum,

1. Easy to achieve high spread spectrum gain. MC-2D-SS gain is the summation
of the time domain spread spectrum gain and frequency domain spread spec-
trum gain, so it is easy to generate high spread spectrum gain. Because of the
severe link loss of TT&C, the signal power which the spacecraft transponder
and the ground station received was very weak, so the high spread spectrum
gain can significantly increase the signal-to-noise ratio and is conducive to
improve the overall performance of the system. Another advantage of total gain
which is the summation of DS gain and MC-CDMA gain is that it doesn’t
require high DS code rate and long frequency spread code, which is easy to
realize.

2. Strong performance of anti interference. MC-2D-SS both have the ability of
time diversity of DS signal and frequency diversity of MC-CDMA signal, thus
it has good anti interception and anti interference ability. After DS, the infor-
mation hides in the noise, which enhances the ability of LPI and anti inter-
ference. On the other hand frequency diversity has a good performance of
resistance narrow-band interference (NBI).

3. The ability of resistance ISI and inter-channel interference (ICI). Only insert a
cyclic prefix in the OFDM symbols (as long as the cyclic prefix length is greater
than the maximum signal delay) and we can resist ISI and ICI effectively.
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Compared with other methods (such as equalization and diversity technique),
the complexity of system realization is low.

4. Adaptive transmission. In multicarrier spread spectrum system, according to the
carrier signal to noise ratio or the interference degree of every subcarrier, we
could adapt to change the modulation mode and data rate of every subcarrier,
which greatly improve the transmission capacity of system and the anti inter-
ference performance.

5. High utilization efficiency of spectrum. Because the sub-carriers are orthogonal
to each other, every sub-carrier spectrum has 1/2 overlap, rather than the tra-
ditional use of guard band separating the sub-channel, which greatly heighten
the spectrum utilization efficiency.

6. Carry out modulation and demodulation function by FFT technology, which
make the calculation and implementation easier.

Through the above analysis of MC-CDMA, we know that it has many merits
and we could apply the technology in aerospace TT&C, which will greatly
enhance the link transmission properties and improve the anti-interference ability
of the system.
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Fig. 13.2 Principle diagram of transmit and receive for aerospace TT&C based on MC-2D-SS
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13.3 Application of MC-2D-SS for Aerospace TT&C

13.3.1 Design of Transmitting Terminal
and Receiving Terminal

The schematic for application of multi-carrier 2-dimension spread spectrum in
aerospace TT&C is given in Fig. 13.2.

At first, uplink information was encoded to increase signal error correction
capability. Then the encoded signal was sent to two-dimensional spread spectrum,
which could select different gain according to different space environment. When
there is a better link environment, we could choose low gain and high efficient
modulation to achieve high rate transmission. When there is a bad link environ-
ment or there exists interference, we can choose high gain and low modulation
mode to meet the basic needs of TT&C. After spread spectrum, signal goes
through the IDFT modulation and serial-to-parallel conversion and then inserts
cyclic prefix (CP), which could eliminate multipath impact. At last the signal goes
through the D/A conversion and modulates to the RF. After that it forms uplink
signal.

Spacecraft transponder receives the signal that the ground station transmits and
then takes coherent or incoherent processing and joins the telemetry signals, which
form downlink signals and are transmitted to a ground station. The ground station
receives downlink signals, which will first take conversion and A/D transforma-
tion. After that the signals will take timing and frequency synchronization, which
correct the signal symbol timing deviation, Doppler frequency offset and clock
error. After synchronization, signals will take the inverse transformation according
to transmitting terminal and modulate the downlink information. At the same time
we could fetch Doppler information and time delay information from the syn-
chronization part, from which we could calculate the velocity and distance of
spacecraft respectively.

13.3.2 Key Techniques

Applying MC-2D-SS in aerospace TT&C faced many difficulties in technology. On
one hand, general technical problems need to solved, such as channel estimation,
channel coding. On the other hand, special problems which were brought by appli-
cation in aerospace TT&C must also be solved, such as synchronization in high
dynamic, ranging.
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13.3.2.1 Synchronization Technology

Signal synchronization is vital, because it directly affects whether subsequent
signals could be processed normally and the acquisition of measurement infor-
mation. The synchronization of MC-2D-SS includes the carrier synchronization,
symbol timing synchronization and clock synchronization. Carrier synchronization
is to provide a coherent carrier which is the same frequency and phase with
received signal. Symbol timing synchronization is to determine the beginning and
ending time of each OFDM symbol, which also mean determining the accurate
FFT position of the window. Clock synchronization is to ensure that the receiving
terminal and the sending terminal have the same sampling frequency. Among
them, Carrier and symbol timing synchronization methods are generally divided
into three types:

1. data aided algorithm: estimation based on the specific training information
which was embedded in a transmitted signal [14].

2. un-data aided algorithm (or blind algorithm): The synchronization relies
entirely on OFDM signal itself or its spectral characteristics [15].

3. algorithm based on the cyclic prefix [16]: estimation by using the signal’s
cyclic prefix.

In the three algorithms, data aided algorithm is fast, accurate and highly reli-
able, which could extend the estimation range by appropriate select sample
number between training symbols, but the transmission of auxiliary symbol
occupies system resources and reduces the utilization efficiency of spectrum
resources. Blind synchronization only applies to some cases whose estimation
performance is general and complexity is high. The merits of the algorithm based
on cyclic prefix are that the calculation amount is small and the algorithm is
simple, but the frequency estimation range is small and the time estimation is
rougher. In addition, because the received signal is a spread spectrum signal and
we know the received signal spread spectrum sequence, so we could adopt the
related method to estimate the carrier frequency and symbol time.

In aerospace TT&C, because of the high relative velocity between spacecraft
and ground station, there exists large Doppler frequency offset, which will destroy
the orthogonality between sub-carriers of MC-2D-SS and lead to the mutual
interference between the sub-channels. So how to realize the carrier synchroni-
zation of MC-2D-SS signal with large Doppler frequency offset is the priority
among priorities.

In synchronization processing, we generally make the associated estimation of
carrier and symbol time. At first, in time domain we estimate the partial carrier
frequency offset (CFO, relative to the subcarrier spacing) and the rough symbol
time, and then in the frequency domain we estimate the integer carrier frequency
offset and the accurate symbol timing. Because the cyclic prefix estimation
algorithm is simple but the precision is relatively coarse while without auxiliary
information the spreading sequences Correlation Algorithm’s estimation is accu-
rate but the average acquisition time is longer, so the two estimation algorithms
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can be combined. The processing was shown in Fig. 13.3. At first take estimation
algorithm based on the cyclic prefix and then acquire the time rough estimation
and partial carrier frequency offset estimation, which will be used to adjust the
open time of FFT window, the local oscillator and the PN code phase. After that
correlate the domain signals which go through FFT calculation and obtain the fine
estimation of time and integer carrier estimation. At last send the fine time esti-
mation to the code tracking loop and the carrier estimation which combine the
partial and integer carrier estimation to the carrier tracking loop, which will realize
the time and carrier accurate estimation respectively.

After the PN code and carrier tracking, we can obtain accurate delay infor-
mation and the Doppler information, through which we could acquire the speed
and distance measurement. On the time delay accurate estimation, in addition to
the traditional delay locked loop, literature [17] proposed using frequency domain
correlation method, which could get the phase difference between different sub-
carriers and then obtain accurate estimation of time delay. Under the same con-
ditions, the ranging accuracy of the method at least increases by 4 times than PN
code ranging method which uses a delay locked loop. literature [18] proposed
iterated time delay estimation method based on the maximum likelihood function,
which converges rate quickly and with one iteration the accuracy tends to con-
vergence limit, and it is not affected by delay length and subcarrier frequency
interval.

13.3.2.2 Anti-Interference Technology

One of the significant advantages of MC-2D-SS is that it has strong anti inter-
ference ability. Therefore it is necessary to study the anti interference technology.
On one hand, we should study the anti interference performance of signal itself in
different gain, different ratio of spread spectrum respectively at the same gain,
different modulation modes, and different spread spectrum code, which could
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provide the basis for design signal. Literature [19] points out that if there is the
same transmitted bandwidth, there is the similar resistance NBI performance
between the MC-2D-SS and the time domain spread spectrum or frequency
domain spread spectrum. But MC-2D-SS could realize broad bandwidth easily,
which has the advantage to resisting NBI. Literature [20] shows that when every
multi-tone interference is just in the frequency center of any sub-carrier, if the row
elements’ summation of two dimensional spread spectrum matrix which corre-
sponds to the interfered subcarrier is zero, the effect of multi-tone interferences
could be eliminated completely. On the other hand, we should study the inter-
ference suppression methods. Because the MC-2D-SS is wideband signal, so we
could focus on NBI suppression method.

13.3.2.3 Channel Estimation

The MC-2D-SS’s channel can be equivalent to N independent parallel sub-channels,
which is necessary for channel estimation when applied in aerospace TT&C.
Channel estimation algorithm can be divided into blind estimation algorithm and
estimation algorithm based on the pilot signal aided. Blind estimation means that by
using the corresponding information processing technology it can obtain the channel
estimation value whose characteristic is that it does not occupy the system band-
width but its convergence rate is slow. As a result, it is unsuitable for aerospace
TT&C application. Pilot symbol assisted method is to insert some known symbols
and sequences in some fixed position of the transmitting signal and at the receiving
terminal according to some algorithm to estimate the channels’ performance by
using the pilot symbols. Because aerospace TT&C is burst transmission mode,
which needs short time for the channel estimation, thus the algorithm based on the
pilot signal auxiliary is more suitable for it. Also because MC-2D-SS is a wide band
signal for high gain, designing a pilot pattern which is good distributional in time
domain and frequency domain is the key of channel estimation.

13.3.2.4 Coding Technology

In aerospace TT&C, the signal’s loss is severe through the path of transmission
because of long distance, which could be improved by coding and decoding
technology to heighten the signal-to-noise ratio and error correcting capability.
Currently, BCH code, Turbo code and LDPC code have been widely applied in
wireless mobile communication, deep space communication and satellite com-
munication. Introducing this technology in MC-2D-SS system for aerospace
TT&C can effectively protect the transmission data, effectively overcome the
defects of ISI and ICI and reduce the bit error rate.
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13.4 Summary

Applying MC-2D-SS in aerospace TT&C cannot only complete telemetry, track-
ing, and commanding function, but can also finish multiple target management and
control, overcome ISI and ICI, and the most important thing is that it has strong
anti-interference performance. The solution of the key technologies such as
synchronization and channel estimation, will promote the application of MC-2D-SS
in aerospace TT&C, which will have great significance in meeting the needs of
national space information confrontation.
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Chapter 14
Parameter Estimation of Frequency
Hopping Signals Based on Time
Frequency Analysis

Wenge Yang, Meng Li, Libin Wang and Hao Zhang

Abstract Frequency hopping signal is analyzed in this paper using various time
frequency analysis methods, including short time Fourier transform (STFT),
Wigner-Ville distribution (WVD) and its improvements. By comparing the hop-
ping patterns derived from these methods, spectrogram (SP) is chosen to estimate
the hopping period, hopping timing and hopping frequency, as well as to obtain
some valuable measurement results. Finally, a practical method is proposed to test
the parameters of frequency hopping signals.

Keywords Short time Fourier transform � Frequency hopping graph � Frequency
hopping time

14.1 Introduction

Frequency hopping technology has excellent ability in resisting interception and
interfering, and has become an important system in modern military affairs.
In complex electromagnetic environment, it is a key factor to acquire parameters
of uncooperative frequency hopping signals to lead jammer to interfere the target
communication system effectively, or to capture information of the target system.
Parameter estimation of frequency hopping signals and its applications in problems
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such as detection, synchronization and direction have become a studying emphasis
of researchers of different countries.

Frequency hopping signal is a typical non-stationary signal, and traditional
Fourier transform cannot provide the information of hop period, hop timing and
hop frequency simultaneously. Time Frequency Analysis, which analyzes signals
by planar functions of time and frequency, has become a useful tool for studying
unsteady signals such as frequency hopping signals. Literature [1] achieves the
time representation of a frequency hopping signal by short time Fourier transform,
get the edge information of the time–frequency analysis using wavelet transform,
and then achieves the accurate estimation of frequency hopping rate by spectro-
gram analysis. This method avoids the influence of cross terms and is still avail-
able at a low SNR. Literature [2] puts forward a method of estimating hop period,
hop timing and hop frequency using pseudo Wigner-Ville distribution, and this
method is affected by cross terms and needs large calculation. Literature [3] brings
forward that Gabor spectrogram can be used in the time–frequency representation
and estimation of parameters of frequency hopping signals. Gabor spectrogram can
restrain cross term interferences in WVD, and preserves advantages of WVD such
as centralized energy and high time–frequency resolution.

This paper firstly compares and analyzes the effects of using different time–
frequency analysis methods to process frequency hopping signals. Considering the
results and calculation expense of different method, spectrogram is chosen to
estimate the frequency hopping rate, hop timing and hop frequency, and some
useful results is achieved.

14.2 The Model of Frequency Hopping Signal

It is assumed that signal sn has N FH signals, and its hop period is Th; and there are
K complete frequency hopping signals, and the complete carrier frequency at
k(k = 1 2…K) is xnk: And the signal sn can be figured as the formula below.

snðtÞ ¼ anðtÞ �
XK

k¼1

exp½jðxnkt þ /nkÞ�rect
t � ðk � 1ÞThn � Dtn0

Thn

� �
ð14:1Þ

where anðtÞ is the baseband envelope of sn; and /nk is the initial phase at k of sn.
The formula (14.1) can be simplified as the formula below.

snðtÞ ¼ anðtÞejðxðtÞtþuðtÞÞ ð14:2Þ

where xðtÞ and uðtÞ express that the carrier frequency and the initial phase are
time-varying. However, the actual measured frequency hopping signal is affected
by the noise nðtÞ from the environment, so the actual signal should be snðtÞ þ nðtÞ.

The sampling signal fs of the frequency hopping signal in the simulation is
10 MHz; and the middle frequency fc is 3 MHz. Frequency hopping rate is
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20000 hop/s, and the hop period of a frequency hopping point Th is 50 us, and the
frequency hopping interval Df is 40 kHz. In this instance, during a hop
period, there are N ¼ fs � Th ¼ 500 sampling points, and the frequency resolution

is f ¼ fs=N ¼ fs=fs � Th
¼ 1=Th

¼ 20 kHz: In the test, eight frequency hopping points

are chosen to simulate and analyze, and the corresponding hopping frequency F is
[3.04 3.12 3.20 3.28 3.16 3.08 3.24 3.32] MHz. The frequency hopping signal
generated from the test, conducted in the environment where Signal-to-Noise ratio
is 10, is shown in Fig. 14.1.

14.3 Time Frequency Analysis

Time frequency analysis is a common method to process non-stationary signals.
The frequency-time distribution figure can be achieved by processing a segment of
data using time frequency analysis. The figure can reflect the frequency hopping
intuitively, and estimation of some other parameters such as frequency hopping
rate can be acquired. Time frequency analysis methods include short time Fourier
transform, Gabor transform, WVD, PWVD, SPWVD and reassigning SPWVD. It
is allowable to integrate applications to reach a good measuring result based on the
characteristics of different methods. Time frequency analysis can be divided into
linear time frequency representation, bilinear time–frequency distribution and
bilinear time–frequency distribution by the reassignment method [4].

Fig. 14.1 The waveform and spectrum of a frequency hopping signal
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14.3.1 Linear Time Frequency Representation

Linear time frequency representation includes short time Fourier transform and
Gabor transform. The meaning of short time Fourier transform can be expressed
that it intercepts signals using window functions in time domain, and does Fourier
transform with the part signal to get the Fourier transform of the segment of the
signal at t. The Fourier transforms at different time can be achieved by moving the
position of the center of the window function. The aggregation of these Fourier
transforms is STFT(t, f), which is a planar function of time and frequency. But
according to uncertainty principle, the time resolution and the frequency resolution
of a short time Fourier transform are impossible to decrease at the same time and
there is a lower limit of their time width and bandwidth. So the time–frequency
centralization of the short time Fourier transform is limited.

The frequency hopping signal can be analyzed by simulation. For that the
number of a sampling point is 500 fixedly, the frequency resolution of FFT is
determinate. But it can enhance the calculating resolution to increase the number
of frequency points of FFT, so the FFT of N = 512 points and SNR = 10 dB is
conducted. The results of different window functions and window width are shown
in Fig. 14.2.

It can be indicated that the time–frequency resolution of a short time Fourier
transform is limited by the shape and width of the window function. The resolution
of narrow window is higher but the frequency resolution will be low when there
are few points. A wide window can intercept more points, so the time–frequency
resolution is higher but the time resolution is low. The advantage of a rectangular
window function is that the main lobe is centralized and can concentrate the power
of a frequency point, while, its disadvantage is that there are high side lobes and
negative side lobes causing high frequency interference and leakage or even
negative spectrum. Hamming window has a wider and lower main lobe and side
lobes decrease notably, so it is better than rectangular window in terms of reducing
leakage. But the main lobe of Hamming window is widened, which means that the
analyzing bandwidth is widened, causing that the resolution frequency decrease.
A Gaussian window has no negative side lobes and can achieve minimum product
of time and frequency width.

14.3.2 Bilinear Time–Frequency Distribution

Wigner-Ville distribution has the best time–frequency concentration, but it is
unfeasible to do time–frequency analysis with multi-component frequency hop-
ping signals. There will be masses of cross terms in time–frequency plane, and it is
different to figure out auto terms. So it needs to be smoothed using window
functions such as Pseudo Wigner-Ville distribution (PWVD) and Smoothed
Pseudo Wigner-Ville distribution (SPWVD) [5].
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Spectrogram is defined to be the square of the module of short time Fourier
transform, and the two dimensional convolution of the signal and the WVD of the
window function.

The simulation results of the bilinear time–frequency distribution above are
shown in Fig. 14.3.

From the figure, it can be seen that there are masses of cross term interference,
especially at the center of the two signal frequencies. PWVD removes some
interference along frequency axes, but there are still cross terms along time axes.

Fig. 14.2 The time–frequency contours of different window functions and window length
of STFT
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SPWVD makes the signal smooth in both time and frequency domain, so the cross
terms are reduced dramatically, but the time–frequency concentration decreases.
The effect of spectrogram is very good, and the frequency hopping signal can be
figured out clearly in time–frequency plane.

14.3.3 Bilinear Time–Frequency Distribution
by the Reassignment Method

It can restrain cross terms interference greatly smoothing Wigner-Ville distribu-
tion, but there are still cross terms left for multi-component signals, and some new
cross terms may be brought in. So frequency hopping signals can be analyzed
using reassigning spectrogram and reassigning SPWVD, and the results are shown
below.

As shown in Fig. 14.4, the frequency hopping graph generated by bilinear
time–frequency distribution by the reassignment method has good performance in
definition and concentration in both time and frequency domain, but it needs large
calculation. And reassigning SPWVD is influenced by the environment noises
notably.

Fig. 14.3 The time–frequency contours of bilinear time–frequency distribution
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14.3.4 Summary of Time–Frequency Analysis

Short time Fourier transform has no cross term interference, but its concentration
is low. Spectrogram based on short time Fourier transform has a good effect and
the signal can be figure out clearly. SPWVD makes the signal smooth in time–
frequency domain, and reduce both cross terms and concentration, getting a middle
course between cross terms and concentration.

Cross terms and concentration is a couple of contradictions in all time–
frequency distribution discussed above. It has been proved that a distribution that
does not have any cross terms but has good concentration is impossible. But it can
achieve a good result by integrating different time–frequency distributions and
taking advantages of them. For example, we can get the approximate available
area of the signal on time–frequency graph (setting a threshold according to SNR
to intercept time–frequency graphs) by short time Fourier transform, and then
multiply the intercepted time–frequency graph and WVD having a good concen-
tration (calculating the Hadamard product of the two time–frequency matrixes) to
get the integrating distribution.

14.4 Estimation of Frequency Hopping Signal
Parameters by Time–Frequency Analysis

From the simulation results of frequency hopping graphs, spectrogram, SPWVD,
reassigning spectrogram and reassigning SPWVD can generate good effects. But
reassigning methods need large calculation, and computing speed is limited. So
this paper uses spectrogram to process frequency hopping signals and tests the
signal parameters further [6].

Fig. 14.4 The time–frequency contours of bilinear time–frequency distribution by the reassign-
ment method
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The SNR is 10 in processing frequency hopping signals by spectrogram. And
the time–frequency graphs are shown in Fig. 14.5.

The steps to estimate parameters of a frequency hopping signal by spectrogram
are listed below.

1. Method 1:

– To calculate DSP: SP(n,k) of the signal, and pick up its peak sequence,
peak seq nð Þwhich is shown in the figure as the peak envelop of the signal.

Fig. 14.5 The graph of spectrogram estimating parameters of a frequency hopping signal

138 W. Yang et al.



– To do FFT with the peak envelop got in Step 1 to get the frequency hopping
rate of the signal. And the reciprocal of frequency hopping rate is the resident
time of a frequency hopping point.

– To take the maximum of the result of spectrogram as the frequency ridge.
The hop period, hop frequency and hop timing of the frequency hopping
signal can be seen in the figure.

2. Method 2:

– To analyze the pretreatment frequency hopping signal with spectrogram and
get the time–frequency graph and the distribution function STFT(t,f).

– To take the barycenter of the time–frequency graph derived from Step 1 to
get the hop frequency fi and the time center of every hop frequency ti.

– To take the average of differences of time centers of hop frequencies to be
the resident time of a frequency hopping point. It can be expressed in the

formula, Th ¼
PNh

i¼2
ðti � ti�1Þ=ðNh � 1Þ; in which Nh is the number of hopping

frequency points.
– Tu sum the time center of every frequency hopping point, modulo the resi-

dent time, and divide by the number of hopping frequency points. Then the
hop instant is achieved. Sum the hop instant and the resident time to be the

hop timing. It can be expressed in the formula, t0 ¼
PNh

i¼1
ðti � Th=2Þ=Th

� �
=Nh;

in which t0 is the hop instant, ti is the time center, Th is the resident time, and
Nh is the number of hopping frequency points. Then the hop timing is
thop = t0 ? Th.

It can measure the hop frequency accurately, f = [3.04 3.12 3.20 3.28 3.16 3.08
3.24] MHz. The resident time of a frequency hopping point can be measured,
Th = 50.971 us, and the error is 1.94 %, so the frequency hopping rate is
19620 hop/s. The hop timing is T_hop = [51.4 101.5 151.4 201.9 251.6 302] us,
and there are some errors between it and the actual value. The probable reason for
the inaccurate result is that the signal is influenced by noises, or that the time–
frequency analysis method, spectrogram, cannot meet the demand for precision.

14.5 Conclusion

Time–frequency analysis is the most common method to process frequency hop-
ping signal. This paper analyzes and processes frequency hopping signals by time–
frequency analysis methods such as short time Fourier transform, Wigner-Ville
distribution and its extending distribution, and spectrogram. And it is validated that
the effects of short time Fourier transform processing frequency hopping signals
are influenced by the type and length of the window function. So it is not able to
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make both the time resolution and the frequency resolution reach the best, and it
can only balance the time resolution and the frequency resolution by choosing
proper window functions and function length. Wigner-Ville distribution has good
concentration but also serious cross term interferences. Pseudo Wigner-Ville
distribution, Smoothed pseudo Wigner-Ville distribution and resigning smoothed
pseudo Wigner-Ville distribution aim at reducing cross term interferences by
changing Kernel functions. And cross terms are restrained but calculation
increases notably. The concentration of spectrogram is not as good as that of
Wigner-Ville distribution and its extending distribution, but it is much better than
short time Fourier transform, it is free from cross terms and the calculation is less.
This paper ultimately chooses spectrogram to estimate the parameters of frequency
hopping signal and obtains desired results.
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Chapter 15
Flexible Hemispherical Simultaneous
Multi-Beam TT&C Technology

Pengyi Wang, Yongfei Kong and Haizhou Wu

Abstract This paper first introduces the background and overseas research status
of the hemispheric array antenna. An implementation structure, combining sub-
array active phased antenna array with multi-plane digital beamforming, is pro-
posed. Then, its design feature, development, expected performance and related
key technologies are discussed, and finally a brief summary is given.

Keywords Multi-satellite TT&C � Large scale � Multiple beam � Hemispheric
array antenna

15.1 Introduction

As the rapid development of scientific research satellite system, manned spacecraft
system and navigation satellite system, the number of satellites becomes extremely
large nowadays. However, the ‘‘chimney’’ state of traditional TT&C systems has
been unable to meet the development needs of TT&C tasks. Today, the demand for
earth-based TT&C systems is much higher. And it is a new and complex issue to
manage so many satellites efficiently. How to efficiently manage plenty of satel-
lites is the main challenge for the development of the earth-based TT&C systems.
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In order to address this challenge, two solutions have attracted extensive
attention. One is the earth-based multi-target phased array TT&C system, which
can be able to upgrade the ground TT&C station to the multi-target TT&C station.
The other is the space-based TT&C system, which introduces relay satellites to
realize simultaneous multi-target TT&C. Considering the earth-based multi-target
TT&C management ability, the principal indicator of the performance of satellite
TT&C, one-stop hemispheric simultaneous multi-target TT&C system, is emerg-
ing as a promising technique to deal with the sharply increasing number of
satellite. Thus, this paper forces on the discussion of one-stop hemispheric
simultaneous multi-target TT&C technology.

15.2 Developments of Analogous Technologies Abroad

In the area of earth-based multi-object TT&C, the United States Air Force is
testing Geodesic Dome Phased Array Antenna (GDPAA) Advanced Technology
Demonstration (ATD), demonstrating the advanced capabilities of communication

Fig. 15.1 Test procedure of American GDPAA
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with satellites belong to the United States Department of Defense (DOD) [1, 2].
As shown in Fig. 15.1, the objective of the GDPAA-ATD program is to com-
municate with the Air Force Satellite Control Network (AFSCN). The phased
array antenna is not only able to support the standard AFSCN implement, but only
can provide the Air Force with whole airspace, more flexibility, timely response,
and reliable telemetry, tracking and command, as well as the lower cost in the
lifecycle. The experimental phased array antenna, consisting of 6 equivalent
GDPAAs with an aperture of 10 m, has successfully communicated with Low
Earth Orbit (LEO) satellites belong to the National Aeronautics and Space
Administration (NASA) and the DOD. The preliminary test of GDPAA has been
completed currently, in which four transmit (Tx) beams and four receive (Rx)
beams are adopted, and the transmit frequency band range from 1.75 to 2.1 GHz
and receive frequency band range from 2.2 to 2.3 GHz. Due to using the con-
tinuous-wave signal, the T/R module can be isolated with diplexer, and the
maximum performance reach to 150 dB. The phase control of T/R modules uses
the 4-bit phase shifter. The whole system test plans to be finished in 2017.

15.3 Recommendation of System Framework

15.3.1 System Characteristics

In general, phased array is the basic element for the phased array radar. However,
according to the experience, there is a greatly different between the application of
hemispheric TT&C phased array and the phased array radar, which are listed as
follows:

1. Transmit-receive signal system: phased array radar and TT&C phased array
adopt the transmit-receive time-sharing pulse system without modulated
information and the transmit-receive continuous-wave signal system with
modulated information, respectively.

2. Multi-target system: phased array radar is a time-sharing multi-target system,
while the other is a simultaneous multi-target system. The later needs much
more T/R modules and phase shifter modules with higher design complexity
and cost.

3. The sizes of receiver and transmitter arrays: the correlated transmitted signal
and received signal is used in the phase array radar, while the signals of TT&C
phased array are independent. Thus, the design of the TT&C phased array is
more flexible to achieve a better performance.

4. The design requirements of T/R modules: the integrated design of T/R modules
in phased array radar allows the received and transmitted signals to be time-
sharing. However, it is difficult to integrated design in TT&C phased array.
Considering the transmitter–receiver isolation of continuous-wave, it is
essential to apply transmit/receive filters. Thus, the design of T/R modules in
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TT&C phased array is more difficult than that in phased array radar. In order to
overcome this difficulty, transmit modules and receive modules should be
designed separately.

5. The requirements of antenna polarization: in phased array radar, the received
and transmitted signals usually operate with the single circular polarization.
While in TT&C phased array, each beam can be switched between Right Hand
Circular Polarization (RHCP) and Left Hand Circular Polarization (LHCP),
which leads the simultaneous multi-polarization in received signals to be a
problem. The multi-polarization makes it more difficult to design TT&C phased
array antenna.

6. Multi-target tracking system: the phased array radar uses the time-division
technology to achieve the multi-target tracking, which is with a simple wave-
form network and components. While multiple targets are tracked simulta-
neously in TT&C phased array, whose waveform network and components is
complex.

7. Low-cost design requirement: the cost of phased array radar is higher than that
of TT&C phased array. Take multi-beam TT&C station, with tele-control and
tele-measure 16 targets, for example, the design cost is only half of that of 16
TT&C stations.

8. When using foreign articles about large-scale arrays, it is essential to be well
aware of these above characteristics for the design.

15.3.2 System Framework

In order to fulfill hemispheric multi-target TT&C system, it is necessary to use
electronic beam scanning on array antenna, which mainly includes passive phased
array antenna, active phased array antenna and digital multi-beam array antenna.
Considering the technological level and basic technology, using active phased array
antenna is the best way. The great power network loss makes the passive phased
array antenna uncomfortable for TT&C system. The cost of digital multi-beam
array antenna can be much higher, because of its large cubage, complex routing and
limited signal processing capability. According to the design of GAPAA [1, 2], here
mainly discusses the implementation structure that combines the active phased
array at sub-array level with multi-plane digital beamforming [3, 4].

Considering M targets, K planar array and N-element subarray, the imple-
mentation structure which combines the active phased array at subarray level with
multi-plane digital beamforming can be shown as Fig. 15.2. The receiving
subarray consists of N element channels, where ‘‘M targets’ amplitude and phase
synthesis’’ is to form M targets’ signals through ‘‘M targets’ network’’. Then the
received signals are amplified when converted down to the low. These received
M targets’ signals are delivered to ‘‘digital adaptive multi-beam-forming with
multi-planar array’’, and the output M baseband signals are delivered to M inte-
grated basebands to deal with signal processing respectively. M output angular
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errors are delivered to ‘‘M targets’ beam controller’’ to complete the multi-beam-
forming algorithm and angle tracking algorithm. The process of transmitting is
much simpler that it only needs to transmit beamforming and antenna pointing.

15.3.3 Typical Array Arrangements and Simulations

15.3.3.1 Preliminary Simulation of Multiple Planar Arrays

Considering the ground Multi-satellite TT&C in S-Band, the aperture is set to be
10 m. At least 4 planar arrays are used to build up the hemispheric array antenna
with 40000 elements. In order to realize the object of multi-target TT&C, the
number of multiple simultaneous targets TT&C is chosen around 16.

The spatial gain characteristics of whole airspace are simulated and analyzed.
The hemispheric array consists of 4 planar arrays with typical element antennas.
Suppose the elevation of 4 planar arrays is 50�, namely, pointing to (0�, 50�),
(90�, 50�), (180�, 50�) and (270�, 50�) respectively. The integrated pattern of
whole airspace can be obtained through simulations, which is shown in Fig. 15.3.

The simulation results show that the gain of 4 planar arrays covers the dome’s
surface evenly and the normalized gain varies from -1 to 1 dB. The simulations
also show that the whole airspace array has high grating lobes in some areas on the
dome, which can be suppressed to be under -10 dB when using 8–16 planar
arrays in synthesize pattern. Figure 15.4 illustrates the typical grating lobes pattern
of the 4, 8 and 16 planar arrays, respectively. With the number of planar arrays
increasing, the gain of grating lobes decreases from -5 to -19 dB.

15.3.3.2 Dome Phased Array

According to the framework of the GDPAA, the framework and beamforming
technology of spherical conformal array are investigated [5]. Figure 15.5 illus-
trates the elements distribution of spherical conformal array. The two-dimensional
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targets
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slice pattern with v = 0 and three-dimensional beam pattern are both shown in
Fig. 15.6. It is obvious that the main-lobe is narrowed and sidelobes are suppressed
by compensation method. Grating lobes of spherical array combined by infinite
planar arrays are non-existing in theories, but grating lobes of spherical array
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Fig. 15.3 Typical pattern of single antenna and spatial coverage characteristic of whole airspace
array. a Pattern of single antenna. b Spatial coverage characteristic. c Slice pattern of spatial
coverage
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Fig. 15.4 Grating lobes with different numbers of arrays. a 4 planar arrays. b 8 planar arrays.
c 16 planar arrays
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combined by finite planar arrays are actually existent. However, the beam steering
algorithm is complex and the structure of multi-planar spherical array is
complicated.

15.3.3.3 Comparison of Array Arrangements

Approximate spherical array can cover whole hemispheric airspace and obtain
better beam performance, but the electrical design, engineering and waveform
network of the system structure are difficult and complex. There are some
advantages to apply multi-planar arrays to cover whole hemispheric airspace in
engineering.

Fig. 15.5 Receiving
framework of active phased
array with N channels and M
targets
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1. The simple design of the structure—combined by multiple planar arrays.
2. The simple processing and installation of the framework—combined by mul-

tiple planar arrays.
3. The simple beamforming algorithm—reconstructing multi-planar arrays.
4. The low risk of using multiple planar arrays technology to cover the whole

hemispheric airspace—mature engineering.

Under certain grating lobes control, the decrease of the number of planar arrays
is better to project implementation. The array combined by multi-planar arrays
should be chosen first in engineering realization. The common problem of both
spherical conformal array and the array combined by multi-planar arrays is that
they need to face the beam transition from this planar array to another one when
tracking flying targets in the whole hemispheric airspace.

15.3.3.4 Coverage of the Gain of 16 Planar Arrays with an Equivalent
Aperture of 5 m

As shown in Fig. 15.7, when applying 16 planar arrays to synthesize, the slices in all
directions have apple-shape coverage of the pattern gain. It requires low gain when
the target locating above the array and high gain at low elevation. The gain reaches at
least 41 dB at the range of elevation between 30� and 60�, and it also can reach larger
than 39 dB at elevation 5� or 90�. The optimization design is obtained under the
consideration of practical requirements of TT&C for the satellite.
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15.3.4 Performance Contrast Between Proposed System
and Conventional TT&C System

Take 16 targets for example, the paper gives a preliminary comparison between
hemispheric airspace multi-beam TT&C phased array system and conventional
multi-antenna system, which are summarized in Table 15.1.

Table 15.1 The performance contrast of proposed system and conventional multi-antenna
system

Sequence
number

Technical
performance

Hemispheric airspace multi-
beam phased array TT&C
system

Conventional 16 antennas system

1 Antenna servo
system

Generating 16 beams with
one antenna

Generating single beam with one
antenna

2 Tracking 16 targets with one
antenna

Tracking single target with one
antenna

3 Without servo system 16 servo drive systems
4 Without the difficulty of

vertex tracking
Vertex tracking based on

mechanical tilting
5 Without the influence of

mechanical servo system
time constant

The influence of mechanical servo
system time constant on beam
scanning

6 Antenna servo
system

Without mechanical rotation
component, high
reliability

Many mechanical rotation
components, easily abrasion, low
reliability

7 Transmitting upstream
signals to every satellite
simultaneously

Transmitting upstream signals to
every satellite simultaneously
with 16 antennas respectively

8 Single station
ability

Receiving every satellite’s
signal in hemispheric
airspace simultaneously

Receiving every satellite’s signal
simultaneously with 16 antennas
respectively

9 Eliminable interference
among stations

Possible interference and shield
among stations

10 One clock source, easy to
process multi-target time
information

Complex time information, difficult
to coordinate

11 Multi-target
management
and
cooperation

Multi-target centralized
management

Multi-target decentralized
management

12 Facile coordination Difficult coordination
13 Efficient automatic

management
Multiple stations, difficult to

automatically manage
14 Construction

cost
Low cost of equipment and

construction
High cost of equipment and

construction
15 Maintenance

charge of
whole life

One equipment, low
maintenance charge

16 equipments, high maintenance
charge

Low construction cost of
communication lines

High construction cost of
communication lines

Requiring small space Requiring large space
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Due to the hugeness, it is necessary to solve some key technologies to complete
array antenna system of this scale.

15.3.5 Key Technologies Needed to be Broken

In order to fulfill the large-scale multi-beam array antenna system, it is expect to
solve many key technologies as follows:

1. General technology of structure design for the large-scale array antenna system.
The architecture is a significant factor in general technology of structure design.
Since the large-scale electrical scanning array antenna system is different from
part airspace array antenna system with small scale, choosing a proper archi-
tecture is exactly critical when considering the issues such as multi-target
tracking, large-scale system, and complex-structure situation.

2. Large-scale array arrangement technology. Large-scale array arrangement
technology is extremely complicate. Considering the whole airspace, multi-
beam, electrical scanning and performance, a proper array arrangement scheme
is a significant key to the implementation of this system.

3. Simultaneous multi-target precise angular tracking and hemispheric beams
switching technology. Simultaneous multi-target precise angular tracking is the
core technology of array antenna algorithms, which is solved by multi-target
time-sharing angular tracking in previous phased array. However, in multi-
target phased array TT&C system, it requires simultaneous multi-target precise
angular tracking and measurement, seamless switching technology, which is
more difficult.

4. The minimum design of beamforming network technology. The minimization
of Beamforming Network is a difficult problem in implementation. Based on
the level of electronic manufacture technique, the miniaturization of large-scale
array antenna system is the technology bottleneck needs to be broken.

5. Precise calibration technology of large array. The precise calibration technol-
ogy of array is the foundation of engineering implementation. In order to
achieve expected function and performance, the multi-beam phased array
algorithms must based on precise calibration.

6. Test technology of large array. The test of large array is different from any
previous traditional antenna. How to complete the current test using existing
technologies is the key factor to maintain the good performance.

7. General technology of structure design of the large-scale array antenna system.
Because of multiple element channels and multiple target beams of large-scale
array, the design cost is too high on the basis of previous technologies to realize
the application in engineering. The foremost problem is solving the technology
bottleneck with low design cost.
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15.4 Conclusions

Compared with conventional phased array, the proposed system not only can be
able to fulfill the performance of antenna with an equivalent aperture of 5, 10 m or
even bigger, but also can realize hemispheric airspace simultaneous spacecraft
TT&C in electrical scanning with a low cost. Because the number of simultaneous
TT&C targets is no less than 16, the proposed system holds many advantages such
as low average construction cost, low long-term maintenance charge, low infra-
structure cost and great coordination ability.
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Chapter 16
Fast Identification and Modification
of Angle Error Based on Prior
Information of Velocity-Measurement
Radar

Jianping Pan, Bo Qiang, Zongwei Liu, Yanan Hu and Shengxi Wang

Abstract A new method on the use of prior information is proposed to solve the
problem that the accuracy of measured angles with a velocity-measurement radar
is low. The method of amending the angle error of optical and pulse radar is
applied to the angle data correction of velocity-measurement radar. So a method of
amending error superposition of many complicated components is proposed, and
the conventional method of amending angle error is improved. By eliminating the
error item in measured angle data of the velocity-measurement radar, the accuracy
of measured angle is improved and the measured angle data can be fully used in
computing the trajectory. When the angles are amended, the steady and credible
trajectory parameters can be computed. Thus, the trajectory measuring accuracy is
improved.

Keywords Prior information � Angle error � Identification modification �
Trajectory precision � Error model

16.1 Introduction

The Doppler radar provides not only the measurement parameter _S in real-time
task, but also the angle-information A and E. However, the angle measurement
data is seldom effectively utilized in high precision measurement of ballistic
missile. One of the reasons is the low precision of angle information measurement,
the other reason is the uncorrected error terms in angle information. Therefore the
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building of simple, rapid and effective models and methods on correcting the error
terms of angle information is worthy of further study. The correcting methods and
models is complete in data processing of impulse radar and optical-electronic
theodolite, but the relative factors, fitting models and methods, quickly origin
determination of error terms of angle information on Doppler radar are need to be
verified by data processing results. This paper proposed a new method based on
the error correcting methods on angle information of impulse radar and optical-
electronic theodolite and the prior information of correcting models, which quickly
determinate the error terms and the models applied on Doppler radar, and makes
the angle information could be applied in actual combat.

16.2 Prior Information

The prior information is the information that proved to be reliable in a lot of
experiments, and can be used as verification in other methods. It involves methods,
math models, and experiment results. Mass data has been obtained from the
application of impulse radar and optical electronic theodolite, especially in impulse
radar, mature methods and models have been established and fully verified in
actual combat on angle information correction. The typical angle error terms
include dynamic delay error, axis error, zero error and radio wave refraction error.

16.3 Error Processing Methods on Measurement of Angle

During the process of error on measurement of angles, The error terms need to be
identified firstly, and the corresponding error models should be established to
correct the error value, thus the measurement data is satisfied for device precision
index requirement [1].

16.3.1 Identification of Error Terms

The production of angle error is closely related to the equipments. According to
the impulse radar and optical electronic theodolite, the error term of angle data
mainly includes zero error, axis error (azimuth axis and pitching axis non vertical
error, large cap non horizontal error, light axis and pitching axis non vertical
error), light axis and electrical/mechanical axis mismatch error, gravity drop error,
dynamic delay error, radio wave refraction error, time error, frequency error and
velocity of light misfit error.
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16.3.2 Establishment of Error Model

The error correction model of measured data is the mathematical expressions
describing the variation of system errors, the key of establishment of the model is
to obtain the structure and coefficients of every error term in the model. Different
measurement device, tracking mode and measurement system need different error
correction model [2].

16.3.2.1 Dynamic Delay Error

The dynamic delay means the electrical axis can not completely aim at the target,
and have a small delay or leading angle to the motion of the target. It leads to
measuring error of the angular displacement, velocity and acceleration on the
relative motion between radar antenna and target [3]. The dynamic delay error is
mainly caused by the variation of the angular velocity, namely the relative angular
acceleration between target and radar, and they are in the direct ratio. In practical
alignment calibration, the dynamic delay error of the corresponding point Dh can
be expressed by tracking angle error voltage DU and the directional sensitivity of
the voltage l; Dh ¼ DU

l .

The analysis shows that, different error origin and error term have different
influence on the trajectory results, and the same error term produce different
influence on target in different position and status. The errors which have the same
magnitude may be caused by different origin or target in different position and
dynamic characteristic, so in practice, we should make concrete analysis on
concrete conditions.

16.3.2.2 Radio Wave Refraction Error

Radio wave refraction is the effect induced by radio wave propagation velocity
variation in the atmosphere due to the variation of the atmospheric refraction index
n according to different space (mainly according to height). The data measured by
radar is not the real angle, distance and the variation of distance, the difference can
be calculated according to the following formula [4], then the measured data could
be compensated.

DEN ¼ N0
S cot Ec �

N0
SðRþ R0 sin EcÞ cos Ec

CRR0 sin3 Ec
ð1� e�20000cÞ ð16:1Þ

The angle unit in the formula is radian, N0
S is the ground refractive index, C is

the exponent of refractive index’s variation to height, R0 is the radius of the earth,
R is the real distance of the target, Ec is the measured value of the pitch angle
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export by the coder of antenna’s axis angle. N0
S , C is provided by the weather

department.
According to the previous analysis, we can reach the following formula:

A;Emeasured value ¼ A;Ereal value þ A;Ecompensation value ð16:2Þ

After the compensation of measured data, we can get the system error model of
the measured angle data from the following formula:

A ¼ Ac þ A0 þ hm sinðAc þ A0 � AmÞ tanðEc þ E0Þ

þ d tanðEc þ E0Þ þ ðKz þ Kg þ k:
DUa

la
Þ secðEc þ E0Þ

ð16:3Þ

E ¼ Ec þ E0 þ hm cosðAc þ A0 � AmÞ þ Ke

þ Emg cosðEc þ E0Þ þ k:
DUe

le
� DEN

ð16:4Þ

The symbols in the above formula are defined as following: A is the real value
of the target’s azimuth angle, E is the real value of the target’s pitch angle, AC is
the measured value of azimuth angle provided by the coder of antenna’s axis
angle, EC is the measured value of azimuth angle provided by the coder of
antenna’s axis angle, R0 is the zero value of the antenna’s distance, A0 is the zero
value of the azimuth angle; E0 is the zero value of the pitch angle, hm is the non
horizontal value of the big platform, Am is the azimuth angle corresponding to the
biggest non horizontal space of the big platform, d is the degree of the non-
orthogonality between azimuth axis and pitch axis; kz is the transverse component
coefficient of the mismatch between light and electrical axis. ke is the vertical
component coefficient of the mismatch between light and electrical a, kg is the
transverse component coefficient of the mismatch between light and mechanical
axis, Emg is the error coefficient of distortion caused by gravity, k is the constant
0.06, la is the directional sensitivity coefficient of azimuth branch angle, le is the
directional sensitivity coefficient of pitch branch angle, DEN is the compensation
of radio wave refraction, DUa is the azimuth error voltage, DUe is the pitch error
voltage.

16.4 Numerical Calculation Example

We use simulated data to evaluate the proposed method, firstly we use the tra-
jectory based on GPS or other high precision trajectory as standard, then we
calculate the angles of every Doppler radar from the trajectory, and make sub-
traction between the calculation results and the measured data, the comparison
result is described in Fig. 16.1.
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From Fig. 16.1, we can find that, after the data recovery of the measured angles
of Doppler radar without any compensation, the errors are different. The typical 4
different error types are described in Fig. 16.1.

Type (a) error in Fig. 16.1 can be taken as the radio wave refraction error from
the prior information of the impulse radar error terms. After the compensation of
radio wave refraction, the data is stationary, and the precision satisfies the
requirement, the comparison of the error between before and after the compen-
sation is described in Fig. 16.2.

Type (b) error in Fig. 16.1 can be taken as the dynamic delay error from the
prior information of the impulse radar error terms. After the compensation of
dynamic delay, the data is stationary, and the precision satisfies the requirement,
the comparison of the error between before and after the compensation is described
in Fig. 16.3.

Type (c) error in Fig. 16.1 can be taken as the axis error from the prior
information of the impulse radar error terms. After the compensation of axis error,
the data is stationary, and the precision satisfies the requirement, the comparison of
the error between before and after the compensation is described in Fig. 16.4.

Type (d) error in Fig. 16.1 can be taken as the cooperation of axis and dynamic
delay error from the prior information of the impulse radar and optical electronic
theodolite error terms. To solve the problem of several type of errors’ superposition

Fig. 16.1 Several typical angle error types
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that results in the error of angle data error, the original angle error correction model
[5] is:

A ¼ Ac þ A0 þ hm sinðAc þ A0 � AmÞ tanðEc þ E0Þ

þ d tanðEc þ E0Þ þ Kz þ Kg þ k:
DUa

la

� �
secðEc þ E0Þ

ð16:5Þ

We improve the error model as:

A ¼ Ac þ A0 þ hm sinðAc þ A0 � AmÞ tanðEc þ E0Þ

þ d tanðEc þ E0Þ þ Kz þ Kg þ k:
DUa

la

� �
secðEc þ E0Þ

þ b� tanðEcÞ

ð16:6Þ

In formula 16.2, we take b� tanðEcÞ as the correction term. It mainly refer-
ences optical electronic theodolite t correction terms. The coefficient b can be
adjusted to the concrete condition, it is mainly set for compensating axis and

Fig. 16.3 The comparison between before and after the compensation of dynamic delay

Fig. 16.2 The comparison between before and after the compensation of radio wave refraction
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dynamic delay errors. After the error compensation mentioned above, the data is
stationary, and the precision is satisfied what the index requires, the compassion of
the error between before and after the compensation is described in Fig. 16.5. It
shows that the effect of the compensation method proposed is good.

According to the prior information correction on impulse radar and optical
electronic theodolite, the 4 typical error terms in Fig. 16.1 are estimated and
corrected. After compensation, the error shows white noise and no trend error, the
precision is satisfied what the index requires. Therefore the effect of data cor-
rection is good and the corrected angle data can participate in the trajectory
calculation, the calculation result is showed in Fig. 16.6.

Figure 16.7 describes the comparison of trajectories from GPS data and cor-
rected 3 _Sþ 3AE data of 3 Doppler radars. It shows that the trajectory could be
acquired definitely via the velocity and angle data of 3 Doppler radars, and the
precision is better than calculated result only based on the data on velocity.

Fig. 16.4 The comparison between before and after the compensation of axis error

Fig. 16.5 The comparison between before and after the compensation of several type of error’s
superposition
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16.5 Application Prospect

In this paper, we propose a new method to correct the angle data in real-time task
for emergency, and improved the precision and reliability in real-time data pro-
cess. The method can also be used on recent developed devices to quickly confirm

Fig. 16.6 Comparison of trajectories calculated by modified/unmodified angle data of Doppler
radar. a Position. b Velocity

Fig. 16.7 Comparison of trajectories. a Position. b Velocity
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the error origins, and then correct the error to make new devices join real combat
as soon as possible.

16.6 Conclusion

The errors of angle data on Doppler radar mainly include dynamic delay error, axis
error, zero value error, radio wave refraction error. Here we proposed an angle
modification method based on the prior information which can correct several
complex error’s superposition, improves the traditional angle modification
method, and increase the precision of angle data measurement. In practice, mea-
sured angle data from 3 Doppler radars were utilized to calculate the trajectory,
and the result’s precision is stable and reliable, in that it can be used in real time
task as introductory information. New real-time data process scheme is put for-
ward, and the method is easy to realize. The method we propose in this paper can
also be used in trajectory confirmation for the ‘‘One Principle and Three auxiliary’’
Doppler radar system, especially it is suit for experiments which have few mea-
surement stations and low precision requirements in trajectory calculation, which
require calculation of trajectory parameters of fall point.
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Chapter 17
Optimized Simulation Analysis of Netted
Ground-Based Radars for Near Space
Vehicle

Daqing Chen, Dan Liu, Rongchun Wang and Zhe Zhang

Abstract Firstly the elements, functions and flight features of the Near-Space
Vehicles (NSVs) are analyzed in this paper. Then the problems on tracking,
telemetry and control (TT&C) of the NSVs and the requirements of the Ground-
Based Radars for NSVs objects are analyzed. Based on the deployment scheme of
the future Ground-Based Radars, the optimized usage of the TT&C resources of
the ground navigation area is designed and simulated to fulfill the needed accuracy
information of TT&C for the flight of the NSVs under limited resources condition.
Several deployment schemes are simulated and optimized in this paper. The
simulation results show that through deployment optimization to existing schemes,
the performances, i.e., efficiency and resource consumption, are improved.

Keywords Radar � Near-space vehicle � Simulation � Netted ground-based radar

17.1 Introduction

Near Space is the region of Earth’s atmosphere that lies between 20 and 100 km
above sea level, and another definition is above which a commercial airliner flies
but below the realm of an orbiting satellite, encompassing the stratosphere,
mesosphere, and thermosphere. Due to the reasons of technology and knowledge
about the Near Space, its strategic value has been received additional consideration
until recently. Currently, several Near-Space vehicle design schemes are proposed
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by many countries and the researches focus on stratosphere blimps (non-rigid
airships), high altitude balloons and high-altitude long-endurance unmanned aerial
vehicle (UAV) [1]. The whole flight course, including launching, flight, and
landing, are monitored by the NSV TT&C system. However, the working range
TT&C systems are built on the base of conventional orbits dynamics. Since the
motion of NSVs in atmosphere is a kind of powered flight, which means it belongs
to aviation aerodynamics and its orbit cannot be determined by conventional orbits
dynamics [2]. This is the new challenge to current normal TT&C technology of
missile range.

17.2 Technical Issues in TT&C of NSV

17.2.1 TT&C in Blackout Area

When a vehicle flies in Near Space with very high speed, the high-pressure and
high-temperature shock wave will ionize the surrounding atmosphere, producing a
plasma field and forming a plasma sheath, which will attenuate the radio wave and
cause communication blackout [3]. This area is called blackout area. Black phe-
nomenon has great impact on ground TT&C, thus the mitigation of blackout is a
very important problem, although at the same time it is very difficult. The optional
methods include increasing the operating frequency of RF devices and adding a
static magnetic field outside the plasma sheath.

17.2.2 TT&C of Multi-Target

When the NSVs perform a regional mission, commonly they are formation flying
[4].Consequently, the TT&C system must have the ability to deal with several
targets. The methods of multi-target TT&C include: time division same-beam
TT&C, code division same-beam TT&C, frequency division same-beam TT&C,
time division multi-beam TT&C and ubiquitous multi-beams TT&C, etc.. These
methods have their merits and drawbacks and among them the time division and
the ubiquitous multi-beams technologies in multi-target TT&C are widely inves-
tigated recently.

17.2.3 Multipath Interference

For TT&C of the NSVs, the multipath interference should be considered since the
flight altitude of the NSVs is lower than satellites, when the elevation angle is low
the RF reflection by the ground non-target objects will affect the TT&C of the
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targets. The multipath interference will cause the amplitudes and frequencies of
the received signals fluctuating. If the receiver cannot adapt the high dynamic
variation, it will be inoperable, i.e., losing lock. Thus increasing the dynamic range
is the basic method for anti-multipath interference.

17.2.4 Whole Course TT&C

The NSV experiments need high percentage of coverage and whole course TT&C.
Currently, the space-based and ground-based joint TT&C system is researched to
perform whole course tracking of the NSVs. The method used in ground systems is
multi-station relay, which is widely used in range experiments of China. Through
reasonable optimization of deployment scheme the existing ground TT&C systems
can basically meet the experiment phase for NSV design. In operation phase, the
NSVs are in the low orbit, the space-based system based on data-relay satellite
system should be developed. According to the conditions of China, the regional
tracking and data relay satellite system need to be prior developed to realize the
whole course TT&C. Therefore, making full use of the existing range TT&C
resources and optimizing the deployment scheme of netting ground-based radars is
a major problem for NSV TT&C.

17.3 Optimizing and Simulating of Ground-Based
Radars Netting

A netted ground radar system which contains multiple spatially diverse monostatic
radar components with a shared area of coverage performs searching, tracking, and
identifying through observations from these netted radars. An optimized deploy-
ment scheme of netted ground radar can significantly improve the performance.
Therefore, the deployment problem of netting radars is the key factor in increasing
the performance of the netted ground radar for NSV TT&C.

17.3.1 Deployment Optimizing Simulation

Assumptions in simulation:

1. The system error can be eliminated through calibration, thus the system error
can be ignored.

2. Generally the elevation angle range with sufficient accuracy is between 3� and
73�, therefore the radar positioning should consider the operational elevation
angle range.
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3. Dynamic delay can be eliminated by post processing so that the dynamic delay
error can be ignored caused by approach point.

According to these assumptions, the approach point distance and the detection
range are related to the flying altitude of the target.

When the detection equipment is a monostatic radar, different positioning
scheme has different measurement accuracy. If the whole ballistic measurement
accuracy is the key factor, the measurement quality of the whole ballistic is
determined with the detection error range. If focusing on the measurement accu-
racy of some key point or some sector of the course, the detection error range of
the point or sector is used. In a monostatic radar simulation, the detection range
and the error analysis of the measurement data are mainly considered [5].

When two radars are used, an optimized data fusion algorithm is proposed and
the data error related to different deployment scheme is simulated and compared.
Finally the optimal deployment mode is obtained according to the simulation
results.

17.3.2 Bistatic Data Fusion Algorithms

In order to improve the accuracy, a bistatic data fusion algorithm is proposed,
which is summarized as follows [6]:

Data fusion is conducted according to the root mean square errors (RMSEs) of
the two data groups under Cartesian coordinate. Assumed that the RMSE of the 1st
radar for some point target is (DX1, DY1, DZ1) and (DX2, DY2, DZ2) for the 2nd
radar. Fusion in three coordinate axis, i.e., X, Y, Z, respectively. Taking the fusion
process of axis X for example, the RMSE need to reach its minimum for higher
accuracy. According to the probability theory, the variance of the sum of two
random variables equals to the sum of the two variances of these two random
variables.

One observation of the two radars can be denoted as x1 and x2, which equal to
the sum of their corresponding true value and random error respectively. Thus the
fusion results of axis X is kx1þ ð1� kÞx2, where k is the fusion coefficient. Its
variance is D(kx1 ? (1 - k)x2) = D(kx1) ? D((1 - k)x2), i.e., k2D(x1) ?

(1 - k2)D(x2). If D(x1) = m D(x2), the variance after data fusion can be simpli-
fied as (k2m ? (1 - k2))D(x2). When the derivation with respect to k equals to 0,
the variance reaches its minimum, i.e., 2 km ? 2(k - 1) = 0. Therefore, the
accuracy reaches its highest point when k ¼ 1

mþ1.
In the following, different deployment schemes in some scenario are simulated

and the optimal station distribution can be obtained according to the data fusion
errors.
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17.4 Analysis of Experiment Results

The simulation scenario definition: the target is flying at a constant altitude with
the altitude 8,000 m and the speed 300 m/s. The detection instrument is radar with
the range error 5 m (1r), the azimuth error and elevation error 0.5 mrad (1r),
respectively. The data rate is 20 Hz. The rectangle coordinate is northern east
coordinate with positive x axis pointing northward (corresponding bearing angle
0�), y axis vertical upward, positive z axis pointing eastward (corresponding

bearing angle 90�). The composite error can then be defined as D ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx2 þ dy2 þ dz2

p
[7]. The composite error of one sector can be evaluated with the

mean of several points, i.e., D ¼ 1
n

Pn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx2

i þ dy2
i þ dz2

i

p
.

17.4.1 Simulation of Monostatic Scenario

Assumed the radar is located on ground, the distance between the radar and the
geocenter is re ? hr (the radius of the earth plus the absolute altitude of the radar),
and the distance between the target and the geocenter is re ? ht (the radius of the
earth plus the altitude of the target), the distance between the radar and the target is
R. When the elevation angle e C 3�, the maximum tracking range is Rmax. When
the elevation angle e B 73�, the minimum tracking range is Rmin. R, Re ? ht and
Re ? hr meet the law of cosine, i.e.,

R2 þ ðReþ hrÞ2 þ 2R � ðReþ hrÞ sinðeÞ ¼ ðReþ htÞ2 ð17:1Þ

If ht = 8,000 m, Rmax = 128.28 km and Rmin = 8.365 km, the operational
range of the radar is 8.365–128.28 km.

If the approach point is zero and the target flies away from the radar, the
composite error can be shown in Fig. 17.1.

The average error with the elevation angle from 73� to 3� is 37.4 m.

17.4.2 Simulation of Multistatic Scenario

The NSV TT&C mission is completed by netted ground radar through several
radar relaying. Herein the optimal deployment scheme is obtained by comparing
the fusion errors of different schemes.

1. If the two radars observe the same flight path from the same perspective, after
data fusion, the random error will be 1=

ffiffiffi
2
p

of that of single radar. The calcu-
lated composite error is shown in Fig. 17.2.

17 Optimized Simulation Analysis of Netted Ground-Based Radars 169



2. If the two radars are deployed at the start position and end position of the flight
path, the composite error is shown in Fig. 17.3.

3. If the 2nd radar is located at the middle of the flight path, the distance between
the projections on the ground of two approach points is 2.5 km, the errors on
axis X, Y and Z after data fusion are shown in Fig. 17.4.

4. If the two radars are deployed at 1/3 and 2/3 of the flight path and the distance
between each radar and the approach point is 2.5 km, the composite error is
shown in Fig. 17.5.

The average composite errors of these deployment schemes are listed in
Table 17.1.

From Table 17.1 we can see that the average composite error reaches its
minimum value when the two radars are deployed at 1/3 and 2/3 of the flight path,
therefore this deployment scheme is optimal.
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17.4.3 Conclusions from the Experiment Results

From the monostatic radar simulation, we can obtain the tracking error and the
data error, thus the system indicator and the accuracy indicator can be determined
and the appropriate TT&C facilities for NSV can be selected from the existing
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Fig. 17.3 Composite error of
bistatic data fusion (Radars
are deployed at the start
position and end position of
one segment of a flight path)
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TT&C resources. The optimal deployment scheme can be obtained from the
simulation results of different bistatic deployment layout and this method can be
extended to the optimization of multistatic radar scenario. Through the optimi-
zation of measurement and control facility resources, the requirement of NSV
TT&C can be met.

17.5 Conclusions

The netting of ground radar for TT&C of NSV is different with the traditional
netted radar and there are still many questions to be solved. In this paper the
requirements to ground radar for TT&C of NSVs are analyzed. Considering the
characteristics of the NSVs, a data fusion algorithm of the netted radar is proposed.
The simulations focus on the optimization of the ground TT&C resources based on
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Fig. 17.5 Composite error of bistatic data fusion (Radars are deployed at 1/3 and 2/3 of the flight
path)

Table 17.1 The average composite errors of different deployment scheme

Deployment mode The average composite errors
(3� B e B 73�) (m)

1 The two radars observe the same flight path from the same
perspective

26.4

2 The two radars are deployed at the start position and end
position of the flight path

22.05

3 The 2nd radar is located at the middle of the flight path 18.5
4 The two radars are deployed at 1/3 and 2/3 of the flight

path
11.95
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the future ground radar deployment scheme, so that the needed accuracy infor-
mation of TT&C for the flight of the NSVs under limited resources condition can
be fulfilled. The simulation results show that through appropriate optimization of
the former TT&C scheme, the efficiency and resource consumption of the netted
radar can be improved. The optimal deployment scheme of netting ground radars
for NSV TT&C is obtained, as a result, the subsequent vehicle experiments are
guaranteed.
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Chapter 18
Techniques of High Efficiency
and Linearity Transmitter

Tao Cao, Rong Zeng and Youjiang Liu

Abstract Linearity and power efficiency of transmitter are the two major concerns
in designing modern wireless communication system. Consequently various
competitive and complementary technologies have been investigated. The design
techniques of high efficiency power amplifier and advanced linearity transmitter
architecture are generally introduced in this paper, and the implementation of
several efficiency enhanced power amplifiers, such as Doherty power amplifier,
inverse class E power amplifier with series tunable parallel resonant tank, multi-
band high efficiency power amplifier based on CRLH transmission lines and
wideband (0.9–2.7 GHz) high efficiency power amplifier, are also presented.
Furthermore, digital predistortion is used to increase the linearity of inverse class E
power amplifier, and a high degree of spectral suppression for out-of-band is
achieved. Moreover, the telemetry transmitter, which is suitable for 2 Mbps PCM
signal, is developed based on high efficiency class E power amplifier. The results
show the switching mode amplifiers have potential application in improving the
power efficiency of telemetry transmitter.

Keywords High efficiency � Digital predistortion � Doherty � Class E power
amplifier � Transmitter

18.1 Introduction

Due to the ever-increasing demands for communication, wireless connectivity,
industrial power, and power conversion technology, the demand for high effi-
ciency, radio frequency power amplifiers has never been greater. Wireless market
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demands high efficiency amplifiers for portable units in order to extend battery
lifetime. Wireless base stations and other high power RF transmitters require
improved efficiency in order to increase reliability and lower the size and cost of
heat-sinking. It is desirable to obtain high RF power amplifier efficiency in many
practical applications.

On the other hand, wireless transmitter will need to adapt to handle the new
requirements of the next generation of wireless system (4G). Wider bandwidths,
higher bit rates, multiple antenna structures and new bandwidth efficient Orthog-
onal frequency Division Multiplexing (OFDM) modulation schemes are required
[1]. As a result, these signals are with high peak-to-average power ratio (PAPR),
and thus requiring linear power amplifiers to transmit them. Unfortunately, there is
usually a trade-off between amplifier efficiency and amplifier linearity.

In order to meet different demands, the technologies of high efficiency and
linearity transmitter must be investigated. In this paper, the design techniques of
high efficiency power amplifier and advanced linearity transmitter architecture are
generally introduced. The implementation of several efficiency enhanced power
amplifiers and experiments of predistortion linearization are also presented. Fur-
thermore, the potential of switching mode amplifiers in significantly improving the
power efficiency of telemetry transmitter is demonstrated clearly.

18.2 High Efficiency RF Power Amplifier

The efficiency enhancement of traditional power amplifier depends on the decrease
of conduction angle. The conduction angle of class AB, class B and class C
amplifier reduces in turn, whereas efficiency of the amplifier rises. The efficiency
cannot reach 100 % in reality because the output power cannot be zero. Therefore,
designers must investigate into technologies of high efficiency power amplifier to
achieve both lower dissipation and higher output power.

Doherty amplifiers (DPA), due to their properties of high efficiency and rela-
tively better linearity at deep back-off region, have been widely adopted by
communication equipment manufacturers [2]. The basic idea of the DPA is to
properly combine two active devices, namely Main and Auxiliary, and exploit the
active load modulation concept. The two amplifiers are combined at the output
through an impedance inverter network. In the low power region, the Main
amplifier only is active while the Auxiliary amplifier is kept off. In the medium
power region both amplifiers are operating and the current provided by the
Auxiliary device modulate the load seen by the Main device, in order to force such
amplifier to operate in its maximum efficiency condition. Figure 18.1 shows
Doherty amplifier test board of Freescale Inc. The amplifier circuits achieve 63 W
output power with efficiency more than 45 % at 1.8–1.9 GHz. In order to improve
linearity of Doherty amplifier, a baseband digital predistortion (DPD) is usually
implemented.
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For power-amplifier and power-inverter applications, switching amplifiers such
as class E and class F offer high efficiencies at high power densities. By operating
the active device as a switch rather than a controlled current source, the voltage
and current waveforms can, in principle, be made to have no overlap, reducing the
theoretically achievable device dissipation to zero.

The class E amplifying approach has been developed mainly as a time-domain
technique, with the active device treated as a nearly ideal switch [3]. Specifically,
the switch is assumed to be effectively open circuit during the ‘‘off’’ period and a
perfect short-circuit during the ‘‘on’’ period, and that the time required to switch
between states is effectively zero. The drain voltage and current waveforms are
designed with no overlap, which leads to 100 % drain efficiency. The class F
approach has been developed in the frequency domain as a means of increasing the
efficiency of class-AB and class-B amplifiers [4]. It is assumed that the amplifier is
only partially compressed so that a relatively small number of harmonics have
been generated at the drain. The ideal load network of class F amplifier short
circuits even harmonics and open circuits odd harmonics, so the drain voltage
waveform is square wave. This flattening eliminates the voltage across the tran-
sistor during the time it is conducting, thus increasing the efficiency. To date, the
switching mode amplifiers can deliver more than 10 W output power with drain
efficiency of 80 % at S band. Figure 18.2 shows high efficiency class E power
amplifier module of Cree Inc. The amplifier obtains 10 W output power with
efficiency of 83 % at 2.14 GHz.

18.3 Architectures of High Efficiency
and Linearity Transmitter

In order to improve spectrum efficiency, non-constant envelope modulation formats
such as QAM, WCDMA and OFDM are used. As a result, these signals are with high
peak-to-average power ratio (PAPR), and thus are more sensitive to PAs nonlin-
earity. Unfortunately, there is often a trade-off between amplifier efficiency and
amplifier linearity. To fulfill the stringent linearity requirements of wireless
communication standards while achieving high efficiency, designers propose some
advanced transmitter architectures, such as digital predistrotion (DPD), linear

Fig. 18.1 Doherty amplifier
test board of Freescale Inc
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amplification using nonlinear components (LINC), and polar transmitter. It is
generally believed that switching-mode power amplifiers which can offer unity
theoretical efficiency are the most promising solution in these transmitter
architectures.

Digital predistortion (DPD) linearization has been used for many years,
particularly in the microwave communication industries [5]. With linearity
enhanced, PA can operate closer to its saturation region with higher power effi-
ciency. For instance, the base station transmitter using Doherty PA with DPD
technique can obtain work efficiency of 40 %, and meanwhile satisfy the linearity
index of various microwave communication system. Moreover, in order to achieve
better performance of efficiency, linearization for the high efficiency switching
mode amplifier is also explored [6]. Figure 18.3 shows the digital adaptive
predistorter block diagram. The predistorter is a device that precedes a nonlinear
device such as an RF power amplifier. The magnitude of the predistorter gain
increases when the magnitude of the power amplifier gain decreases, and the phase
of the predistorter gain is the negative of the phase of the power amplifier gain.
The result is that the magnitude and phase of the gain of the two devices in cascade
becomes approximately a constant until the power amplifier reaches saturation. If
the digital predistorter is designed to adjust itself automatically to cancel the non-
linearity of the power amplifier, a feedback path must be provided. This is
accomplished by sampling the output of the power amplifier, downconverting the
signal to baseband with the same local oscillator used for the upconversion, and
converting the signal to digital with analog to digital converter. Anti-aliasing filters
are necessary before the conversion to analog to prevent unwanted signals or noise
from creating alias responses. DPD can provide good linearity without efficiency
reduction using the exact behavioral model and memory compensation at the
digital domain, but the algorithm is complicated and the solution is expensive.

The Chireix outphasing amplifier is another approach for the simultaneous real-
ization of high efficiency and high linearity amplification, it is also known as linear
amplification with nonlinear components (LINC), which was first introduced by

Fig. 18.2 The high
efficiency class E power
amplifier module of Cree Inc
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Chireix [7] and further elaborated upon by Cox [8]. In the outphasing system, an
amplitude and phase modulated input signal is decomposed into two constant
envelope phase modulated signals. Highly efficient nonlinear PAs can then be used to
amplify the constant envelope signals without traditional AM-AM or AM-PM
distortion taking place in the individual branches. An amplified reconstruction of the
original signal is obtained by summing the amplified branch signals in a passive
power combiner. Figure 18.4 is the simplified LINC block diagram. Power com-
bining is one of the major issues in outphasing systems. Conventional isolating
Wilkinson combiners are not suitable since they lose most of the efficiency benefit
offered by the nonlinear high efficiency PAs. Generally, the power-combining effi-
ciency degrades rapidly as the crest factor of the original input signal grows. This
problem can be avoided to a certain extent, although at the expense of linearity, by
using a nonisolating power combiner structure. The resulting linearity deterioration
can be compensated with careful calibration and predistortion algorithms.

Envelope Elimination and Restoration (EER) is a relatively old but attractive
transmitter technique for high efficiency linear amplification of variable envelope RF
signals. EER employs switching mode power amplifiers, which are extremely
nonlinear but efficient, and the concept of supply voltage modulation to achieve
linear performance. Polar transmitter is similar to the analog EER technique, but can
be implemented digitally, as shown with the schematic in Fig. 18.5. In a polar
transmitter, the phase and amplitude information of the RF input signal are calculated
from its Cartesian coordinates and independently processed through the amplifier
[9]. The RF modulated phase signal is typically processed through the input of a

Fig. 18.3 The digital adaptive predistorter block diagram

Fig. 18.4 The simplified LINC block diagram

18 Techniques of High Efficiency and Linearity Transmitter 179



nonlinear switching mode high efficiency PA, while the envelope information
modulates the high efficiency PA’s supply voltage. Polar modulation scheme is
complex, and the total transmitter efficiency depends on both the PA and the supply
modulating circuit efficiency. The linearity and efficiency limitations in the supply
modulator will have a strong impact on performance of the whole transmitter system.

18.4 Experiment and Implementation

In order to promote the application of high efficiency and linearity techniques in
the domain of telemetry engineering and improve the performance of telemetry
transmitter, we devote our energies to explore possibilities for design methodology
of high efficiency power amplifier and linearization technology. Our work can be
summarized as follows:

1. The dual match technique and its implementation method are proposed to cope
with the disadvantages of traditional design technique [10]. A practical Doherty
power amplifier based on LDMOS devices with 55 dBm saturation output
power is designed by this method. The photo of the experiment circuits is
shown in Fig. 18.6. The improvement of efficiency with dual match is better
than the one without dual match. Figure 18.7 depicts the experimental results of
this Doherty power amplifier. The PAE of the Doherty amplifier is 15 % higher
than that of the balance amplifier and more than 40 % within 8 dB backoff area.
The test results indicate that the amplifier achieves 12 dB gain and 10 % higher
PAE within a 6 dB output power backoff area. Experimental results show
excellent agreement with simulations, which verifies the theoretical analysis.

2. Linearization for RF power amplifiers is indispensable in modern wireless
communication systems. With enhanced linearity, PA can operate closer to its
saturation region with higher power efficiency. A 200 W S band solid state
power amplifier based on predistortion solution is developed. Figure 18.8 is the
photo of this power amplifier. As the two-tone test is an important measure of
linearity, we present a two-tone measurement for frequency spacing of 5 MHz.

Fig. 18.5 Block diagram of the polar transmitter concept
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The measured IMD3 is -45 dBc when the output power is 100 W. And the
IMD3 level decreases 25 dB within 7 dB backoff area.

3. Comprehensive theoretical analysis and design methodology of inverse Class E
amplifiers with finite DC blocking capacitance is studied, and transmission-line
amplifier using GaN transistor is built [11]. The practical PA circuit obtains
output power 40.2 dBm at 2.3 GHz with drain efficiency of 76.1 % and power-

Fig. 18.6 The photo of the
test board
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Fig. 18.8 The photo of the
200 W S band solid state
power amplifier
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added efficiency of 73.3 % when the supply voltage is 26 V. Furthermore,
digital predistortion is used to increase the linearity of inverse class-E power
amplifier, and a high degree of spectral suppression for out-of-band is achieved.

4. A modified inverse class E power amplifier with series tunable parallel resonant
tank has been analyzed. The new configuration is similar to a hybrid combining
features of Inverse Class E and Class F or Class1/F, and demonstrates varying
degrees of trade-off between the peak drain voltage and current when the added
parallel resonant is tuned to the different frequency. The theoretical principles
and design equations required to calculate the optimum circuit component
values were given in detail [12]. The proposed amplifier not only maintain
100 % efficiency theoretically, but also bring in some improvements such as
higher output power, power output capability, and further relaxes design
requirements. The practical amplifier implemented delivers 40.3 dBm output
power at 2.3 GHz, and achieves PAE of 75.2 %, drain efficiency of 78.1 % and
13.3 dB power gain when operated from a 27 V supply voltage. The schematic
and photo of the experiment circuits is shown in Fig. 18.9. Experimental results
show excellent agreement with simulations, which verifies the theoretical
analysis.

5. The design methodology of multiband high efficiency power amplifier based on
composite right-left handed (CRLH) transmission lines is presented [13].
The optimal source/load impedance is found with source/load-pull technology.
The CRLH transmission lines offer suitable source/load impedance and sup-
pression of second harmonics simultaneously. The schematic diagram of the
multiband high efficiency power amplifier is shown in Fig. 18.10. The proposed
amplifier achieves 10 W output power, exhibits 13 dB power gain with drain
efficiency over 60 % when operated at 0.9, 1.4 and 2.1 GHz respectively.

6. In order to linearize the inverse class-E PA with strong nonlinearity, we employ
digital predistortion (DPD) for its linearization [6]. In this work, a GaN based
inverse class E PA is designed with transmission line topological structure.
There are four k/4 shorting stub to construct the filtering network at its output
network, which are used to suppress the 2nd, 3rd, 4th and 5th order harmonic
components respectively. The measured results for the designed PA show that it
has maximum power added efficiency (PAE) of 70 %. A novel linearization
method with digital predistortion enhanced by up-converted dual-envelope
injection (UCDEJ) method is proposed. And the linearization performance is

Fig. 18.9 The schematic and
photo of the test board
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validated with a one carrier WCDMA signal. The measured results reveal that,
with performance enhanced by UCDEJ, it can get better improvement of
spectral regrowth suppression. At this time, the inverse class-E PA is with PAE
of about 36 %. Figure 18.11 gives the results of AM-AM and AM-PM of the
inverse class-E PA before and after linearization. We can see that both
amplitude and phase distortion are compensated very well.

7. In modern and future wireless communications systems, the increasing number
of frequency bands and spectrum fragmentation require the development of
circuits and subsystems having broadband capabilities. From the transmitter
point of view, the power amplifier is the most critical component since its
performance strongly influences the overall system features in terms of band-
width, output power, efficiency, and operating temperature. This makes wide-
band PAs that cover many frequency bands while maintaining high efficiency
an important research topic. Therefore we explore the designed methodology of
high efficiency wideband power amplifier. Practical high efficiency wideband

Fig. 18.10 The schematic diagram of the multiband high efficiency power amplifier

Fig. 18.11 Measured AM-AM and AM-PM for inverse class-E power amplifier linearization
with digital predistortion enhanced by up-converted dual-envelope injection
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power amplifier circuit using GaN transistor is built. A method based on
source-pull and load-pull simulation has been used to find optimum source and
load impedances across the bandwidth and then used with a systematic
approach to design wideband matching networks. Measurement results show
that, across 0.9–2.7 GHz, the amplifier circuit is able to deliver 10 W output
power with 13 dB power gain and obtain 51–72 % drain efficiency. The output
power, gain and drain efficiency of the simulations and the measurements
versus operating frequency are illustrated in Fig. 18.12. Comparing measured
results with simulated results, the excellent agreement was obtained, which
verifies the theoretical analysis. Furthermore, a simple predistortion solution is
used to increase the linearity of power amplifier, and elaborate experimental
results are achieved. The intermodulation product of power amplifier with
predistortion as a function of input power is presented in Fig. 18.13. The
measured IMD3 is below -40 dBc when the input power less than 23 dBm,
and the IMD3 level decreases about 10 dB after predistortion. At this time, the
drain efficiency of presented wideband PA is about 50 %, which means that
both efficiency and linearity of the PA have desirable performance.

8. The adaptability of high efficiency class E power amplifier in telemetry system
has been investigated. To confirm the flexibility of switching mode PA for
constant envelop signal, PCM-FM system simulations have been carried out
within Agilent Advanced Design Systems (ADS) suite. Simulation results
illustrate that, for the frequency modulation signal, frequency spectrum and
constellation have no distortion caused by switching mode PA. However, for
the QPSK signal with non-constant envelop, linearization techniques should be
implemented accurately to enhance the linearity of high efficiency class E
power amplifier. And then, practical S-band transmission-line inverse class E
power amplifier with series tunable parallel resonant tank using GaN transistor
is built. The amplifier circuit is shown to be able to deliver 10 W output power
and achieve drain efficiency of 78 %. By using this high efficiency power

Fig. 18.12 The output
power, gain and drain
efficiency of the simulations
and the measurements versus
operating frequency
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amplifier, the developed telemetry transmitter, which is suitable for 2 Mbps
PCM signal, obtains an output power 9.8 W with efficiency of 57.6 %.
Figure 18.14 shows the photo of the high efficiency PCM telemetry transmitter.

18.5 Conclusions

The continuous growth of wireless communications has been composed of the
constant quest for higher data throughput, better signal quality, lower operating
and deployment costs, and longer operating time. Consequently spectrum effi-
ciency and power efficiency of transmitter are the two major concerns in designing
modern wireless infrastructure for communication system. In general, the most
power hungry device in a transmitter is a power amplifier which has nonlinear

Fig. 18.13 The measured
IMD3 of power amplifier
with predistortion

Fig. 18.14 The photo of the
high efficiency PCM
telemetry transmitter
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characteristics. In addition, modulation of non-constant envelope signals demands
high linearity of a power amplifier. As a result, various competitive and
complementary technologies have been investigated. This span from baseband
signal processing techniques dealing with advanced modulation schemes and DPD
linearization technologies to RF system technologies that extend from architecture
(LINC, EER and Polar transmitter) to developments at the circuit (Doherty,
switching mode PA) and device (MMIC) levels.

Fig. 18.15 The chip
microphotograph of a
millimeter-wave Class E PA

Fig. 18.16 The photo of
GaN HEMT with Class E
operation at S band
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At the device level, emerging semiconductor technologies, such as gallium
nitride (GaN) and silicone carbide (SiC) transistors are enabling switching mode
PAs to achieve high performance. Figure 18.15 shows the chip microphotograph
of a millimeter-wave Class E power amplifier [14]. The prototype IC is a single-
ended single stage design that operates from a 1.2 V supply and employs an area
of 0.98 mm2. Measurement results show a saturated output power of 11.7 dBm
with peak PAE of 20.9 % at 58 GHz. Figure 18.16 is the photo of GaN HEMT
with Class E operation at S band [15]. The high output power of 100 W with high
drain efficiency of 75 % and associated power gain of 12 dB was obtained at
2.14 GHz for CW operation with fairly low harmonics output. These achievements
clearly demonstrated the potential of switching mode amplifiers in significantly
improving the power efficiency of wireless communications transmitter. With the
linearization technologies and innovatory RF architecture, the performance of
future transmitter will be improved significantly.
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Chapter 19
Analysis of Feed Defocus’s Effects
on a Ka-Band Parabolic Antenna

Guolong He

Abstract The parabolic reflectors of deep space antennas are influenced by many
facts, such as fabrication error, gravity and thermal deformation, which induce the
feed deviating from the focal point of the paraboloid. The feed defocus would
introduce phase errors over the paraboloidal dish, and degrade the antenna per-
formance. In this paper, first the feed defocus is discussed from the view of
reflector geometry, and the corresponding path length difference is derived. Then
the effects on a Ka-band deep space parabolic antenna with 35-m diameter are
analyzed as an example. From geometrical analysis and numerical calculations,
the effects of feed defocus on some important antenna parameters such as gain,
sidelobe level and pointing error are given and summarized. Finally, a method of
feed defocus calibration is proposed.

Keywords: Parabolic antenna � Feed defocus � Antenna pattern � Gain � Sidelobe
level

19.1 Introduction

The parabolic antennas are most widely used in the fields of deep space explo-
ration, which have many unique characteristics and very good performance such as
big dishes, high gain, very narrow beam and multi-frequency bands [1]. Its primary
function is radiating the electromagnetic energy effectively delivered from the
high power amplifier (HPA), and/or receiving the radiation power from a source.
The parabolic antenna is a mechatronic system, which contains the accurate
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paraboloidal dish, sensitive servo and control system, and the feed. The feed is
used to convert the RF signal to electromagnetic wave, and illuminates the primary
reflector with a particular energy distribution pattern. In order to acquire good
performance, the feed should have the following characteristics [2]: (1) the phase
center of the feed should locate on the focal point of the antenna reflector; (2) the
phase of the feed does not vary with the observation angle; (3) the feed illuminates
the primary reflector in a uniform manner; and (4) the feed should have a good
directivity, which means the most of the energy is illuminated on the main
reflector, while the spillover is reduced as low as possible.

In practice, the parabolic reflectors of deep space antennas are influenced by
many factors, such as fabrication error, gravity and thermal deformation, which
induce the feed deviating from the focus of the paraboloid. The feed defocus
would give rise to phase errors over the paraboloidal dish, then degrade some
antenna key parameters, such as higher gain loss, boarder beamwidth, lower
antenna efficiency, higher sidelobe level (SLL) and cross-polarization. However, if
these effects caused by feed defocus are carefully treated, some of them can be
used in particular ways, such as near-field focusing measurement [3] and beam-
squint conical scan [4].

This paper is organized as follows. In Sect. 19.2, the feed defocus from the
view of paraboloid geometry is discussed, and the corresponding path length
difference over the primary dish is derived. Then in Sect. 19.3 the effects on a
Ka-band deep space parabolic antenna with 35-m diameter is analyzed as an
example. From geometric analysis and numerical calculations, the effects of feed
defocus on antenna key parameters such as gain, sidelobe level and pointing error
are given and summarized. Finally, a method of feed defocus calibration is pro-
posed in Sect. 19.4.

19.2 Geometric Analysis of Feed Defocus

19.2.1 Geometric Analysis of Axial Defocus

Deep space parabolic reflector antennas usually employ Cassegrain layout, which
has a paraboloidal primary reflector and a hyperboloidal secondary subreflector.
One foci of the subreflector coincides with the focus of the primary reflector, while
the feed is on the other focal point. This Cassegrain layout can be equally con-
sidered as a single paraboloidal reflector for simplicity. The feed deviating from
the focal point is decomposed in two normal directions: one along the reflector
axis (axial defocus da) and the other perpendicular to the axis (lateral defocus dl).
As shown in Fig. 19.1, F is the focal point, and the feed is located on F0, da denotes
the length of axial defocus. By the cosine rule of the triangle PFF0, the following
expression is obtained
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q02 ¼ q2 þ d2
a � 2qda cosðp� /Þ

¼ q2 þ d2
a þ 2qda cos /

ð19:1Þ

Thus, the path length difference Da caused by axial defocus is

Da ¼ da � ðq0 � qÞ

¼ da �
d2 þ 2qda cos /

q0 � q

’ dað1� cos /Þ

ð19:2Þ

19.2.2 Geometric Analysis of Lateral Defocus

Lateral defocus is defined as the distance of the feed deviating from the reflector
axis. Figure 19.2 shows the schematics, the feed is located on F0, and dl denotes the
length of lateral defocus. Again, by the cosine rule of the triangle PFF0, the
expression is obtained as follow

q02 ¼ q2 þ d2
l þ 2qdl cosðp=2� /Þ ð19:3Þ
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By the Taylor Series expansion,

q0 ¼ q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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� qþ q
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� 2

dl
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sin /
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þ Oðd2Þ

¼ q� dl sin /þ d2
l

2q
þ Oðd2

l Þ

ð19:4Þ

Thus, the path length difference Dl caused by lateral defocus is

Dl ¼ q0 � q � d sin / ð19:5Þ

19.3 Effects of Feed Defocus on Antenna Performance

19.3.1 Effects of Axial Defocus

As discussed in Eq. (19.2), the path length difference Da caused by axial defocus is
converted to phase error D/a over the paraboloidal dish,

D/a ¼
2p
k

dað1� cos w0Þr2 ð19:6Þ

From which the antenna field pattern f(u) can be derived [1, 5]

Fig. 19.3 The antenna
power pattern with different
axial defocuses
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f ðuÞ ¼
Z1

0

FðrÞJ0ðurÞ expð�jD/aÞrdr ð19:7Þ

where

u ¼ pd

k
sin h ð19:8Þ

where h is the angle from the axis, J0(.) is zero-order Bessel function, r is
normalized radii, and F(r) is the feed illumination function, which has a approx-
imately quadratic functional form,

FðrÞ ¼ 1� ð1� sÞr2 ð19:9Þ

s is called taper coefficient, and 0 \ s\ 1. When s = 0, the illumination at the
reflector edge is zero, and the feed has a uniform illumination when s is 1. The
antenna power pattern g(u) is just the square of the antenna field pattern in
Eq. (19.7),

gðuÞ ¼ f 2ðuÞ ð19:10Þ

Table 19.1 Effects of feed defocus on antenna performance

Defocus length
(mm)

Effects of axial defocus on antenna
gain loss (dB)

Effects of lateral defocus on sidelobe
level (dB)

0 0a -22.9404
3 -0.4093 -18.1778
6 -1.6739 -15.3177
9 -3.9140 -13.4233
a 0 dB means that the antenna gain is normalized as no axial defocus case

Fig. 19.4 The antenna
power pattern with different
lateral defocuses
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Here a Ka-band deep space parabolic antenna is used as example, the diameter
of the primary dish D = 35 m, the working frequency f = 32 GHz, the corre-
sponding wavelength k = 9.375 mm, and the diameter-to-focus ratio F/D = 0.325,
the aperture angle of the paraboloid W0 = 74.88�. Figure 19.3 illustrates the
antenna power pattern with different axial defocuses (s = 0.25), and the numerical
data is summarized in Table 19.1. Both of them show that, the antenna gain has a
great loss when the axial defocus becomes large, especially when it’s comparable
with the wavelength. The gain loss is nearly 4 dB when the axial defocus
da = 9 mm.

Fig. 19.5 3D plot of the
antenna power pattern with
lateral defocus dl = 9 mm

Fig. 19.6 Contour plot of the
antenna power pattern with
lateral defocus dl = 9 mm
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19.3.2 Effects of Lateral Defocus

Similar with Sect. 19.3.1, the phase error D/l over the parabolic dish caused by
lateral defocus can be expressed as

D/l ¼
2p
k

Dl ¼
2pd
k

sin / ð19:11Þ

In this case, the antenna field pattern f(u) is [5, 6]

f ðuÞ ¼ 2
Z1

0

FðrÞJ0 r u� 2kd
4f=D1

1þ ðD2=8f Þ2
� �� �

rdr ð19:12Þ

As shown in Eq. (19.10), the antenna power pattern g(u) is just the square of the
antenna field pattern. Figure 19.4 shows the antenna power pattern with different
lateral defocuses (s = 0.25), and the numerical data is also summarized in
Table 19.1. Both of them show that, the antenna has a pointing error to the right
when lateral defocus exists, and the sidelobe level on the left side is raised. The
SLL is -22.9 dB with no lateral defocus, but raises to -13.4 dB when
dl = 9 mm. A 3D plot and a contour plot with lateral defocus dl = 9 mm are
given in Figs. 19.5 and 19.6, respectively, both of which show the asymmetrical
sidelobe clearly.

19.4 Conclusions

From geometric analysis and numerical calculations, some conclusions about feed
defocus’s effects on antenna performance are derived in this paper: (1) axial
defocus would cause antenna gain loss, and (2) lateral defocus induces antenna
pointing error and merges higher sidelobe level.

In practical feed position calibration, one can first reduce lateral defocus by
moving the feed position in the plane which is perpendicular to the paraboloid axis
to the direction having the highest sidelobe, and make the sidelobe level near equal
in every direction. After that, one can continue to move the feed to the different
positions along the paraboloid axis, and measure the corresponding antenna gains,
from which the best position along the axis can be fitted.
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Chapter 20
Study on ISAR Imaging
of Stepped-Frequency Chirp Signal

Haotian Yuan, Shuliang Wen and Zhen Cheng

Abstract The application of the stepped-frequency Chirp signal on the wideband
phased-array radar was analyzed in this paper. The window function was used to
design the radar key parameters to minimize the ghost peak and the sampling loss.
Then a velocity compensation method was presented to solve the Doppler Effect.
Then the effects of the aperture fill time on the antenna direction pattern were also
analyzed and a grouping phase matching rule was given. At last was the imaging
result of the real data, which shows the validly of the proposed methods.

Keywords: Wideband phased-array radar � Stepped-frequency chirp signal �
Aperture fill time � Ghost peak

20.1 Introduction

In order to solve the contradiction between the transmitted energy and the data rate
of stepped-frequency signal, some scholars propose to use Chirp sub-pulse to
replace the rectangle sub-pulse in the stepped-frequency signal and the new signal
of the sub-pulse whose centre frequency is well-distributed and stepped, which is
the signal of Chirp Sub-pulse Stepped-Frequency. The stepped-frequency chirp
signal is also called stepped frequency chirp, frequency-jumped burst or synthetic
bandwidth. It is Tradex radar [1] at S wave band of Air Force Base in 1974 that
first realized this wave form. Afterwards, Aegis SPY-1 radar, AN/MPQ-53 radar
and PSTER all made use of this wave form [2].
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Although the imaging principle of stepped-frequency chirp signal is simple and
is easy for engineering realization, it will come out with grating lobe which this
paper names as ‘‘ghost peak’’. Besides, the stepped-frequency chirp signal is
Doppler sensitive signal, the movement of radar target will lead the synthetic range
profile to range migration and waveform distortion, and therefore, compensating
the velocity of target shall be done before the coherent and synthetic treatment of
pulse. What’s more, wideband phased array radar may generate the ‘‘dispersion’’
effect because of the fill time of the aperture, leading two important problems [3]
one is the instant bandwidth of the signal is restricted by the aperture fill time; the
other is when the antenna scanning beam deviates from the normal direction, the
beam pointing changes as the frequency of emitted signal changes. Firstly, this
paper puts forward the parameter design rule specific to the ghost peak; secondly,
a velocity compensation method is given specific to the movement of target.
Lastly, specific to the effect of the aperture fill time, a grouping phase matching
rule, a digital compensation method and the imaging result of the real data are
given.

20.2 Parameter Design

The key parameters of modulated stepped-frequency chirp radar signal includes
stepped-frequency Mf , number of stepped-frequency N, sub-pulse bandwidth Bm;
sampling frequency fs; time of pulse repetition Tr; and sub-pulse width Tp: The
largest difference between parameter selection of modulated stepped-frequency
signal and that of stepped-frequency chirp signal lies in the selection of relation
between stepped-frequencyMf , sub-pulse bandwidth Bm; and sampling frequency fs:
This paper focuses on the selection principle of the above three parameters.

Weighting is often used in modulated stepped-frequency signal sub-pulse
compressing in engineering to reduce side lobe and broaden the main lobe. The
broadening multiple (n) is determined by the window function.

Let the window function of sub-pulse compressing be w t=Tpð Þ ¼ v t=Tpð Þ �
rect t=Tpð Þ; where wðtÞ is the window function of time normalization and vðtÞ is
periodic extension of wðtÞ. When the ratio of sub-pulse compression D ¼ Bm � Tp
is very large and the linear modulated frequency sub-pulse signal after pulse
compressing is approximately a constant (C), the output signal of sub-pulse after
windowing in the main lobe position can be expressed as the following formula:

ysubðtÞ ¼ IFFT Sðf Þ � S�ðf Þ �Wðf=BmÞf g
¼ IFFT C �Wðf=BmÞf g ¼ C � wðBm � tÞ ; t� Tp

ð20:1Þ

In formula (20.1), W f=Bmð Þis the Fourier transform of W Bm � tð Þ: The above
equation shows that the output main lobe of Chirp sub-pulse signal after win-
dowing can be approximately represented as the Fourier transform of window
function W f=Bmð Þ with its frequency domain as Bm.
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20.2.1 Sub-Pulse Bandwidth

Corresponding with the width of envelop s after pulse compressing, the modulated
stepped-frequency Chirp signal sub-pulse bandwidth can be regarded as the
stepped-frequency Chirp signal with an output pulse width of s and envelop of
sin c �ð Þ: Therefore, the selecting of stepped-frequency Chirp signal with an output
pulse width of s can be referred when selecting the modulated stepped-frequency
signal sub-pulse bandwidth. Generally, sDf � 1 (tight constraint conditions) is
used to prevent the range profile from aliasing. The selection of sub-pulse band-
width Bm is based on how to define s.

If define s ¼ 2n
Bm

(n refers to the broadening multiple of main lobe after win-

dowing and pulse compressing), the aliasing of range profile can be completely
eliminated theoretically. According to the tight constraint conditions, the corre-
sponding sub-pulse bandwidth should be:

Bm� 2nDf ð20:2Þ

Since the ghost peak of side lobe can not be completely eliminated, certain
ghost peak of main lobe is tolerable in engineering. Let s ¼ 2m

Bm
and the tolerable

maximum ghost peak range be Amin; m is the broadening multiple of main lobe
ghost peak Amin after windowing and pulse compressing. Since m is determined by
Amin; the relation between sub-pulse bandwidth and modulated stepped-frequency
is obtained as the following formula.

20 lg w mð Þð Þ ¼ Amin � 20 lg w 0ð Þð Þ ð20:3Þ

Corresponding sub-pulse bandwidth

Bm� 2mDf ð20:4Þ

20.2.2 Sampling Frequency

As for modulated stepped-frequency Chirp signal, the envelope of linear modu-
lated frequency sub-pulse after pulse compressing is sin c �ð Þ: When there are
multiple scattering points within one sample distance unit, the sampling output is
affected by sin c �ð Þ instead of the result of merely adding equal weighting of
scattering point echo. The highest SNR (Signal to Noise Ratio) within one sample
distance unit is abstained only after the pulse compressing of scattering point echo,
while there are losses in varying degrees for SNR of other scattering point echo.
To minimize the affect of sin c �ð Þ on IDFT, sampling stitching algorithm is needed
to improve the sampling frequency. However, there still are some losses in the
scattering points of range profile after stitching. The loss range becomes less as the
sampling frequency becomes higher.
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For imaging radar, the target range profile should reflect the target scattering
property as real as possible, so the sampling frequency should be as high as possible.
However, if the sampling frequency is too high, the heavy computation will seriously
affect the processing speed of signal. Therefore, the optimal sampling frequency
should be adopted to meet allowable loss requirement with less computation.

So when designing sampling frequency fs; the influence of window function on
envelop after pulse compressing should be taken into account.

It is obvious that the relation between sampling frequency and sub-pulse
bandwidth is completely determined by maximum sampling loss Alos and window
function property wðtÞ. Let sampling period and sub-pulse meet Ts ¼ 2s

Bm
; where s

is determined by Alos: The formula is expressed as follows:

20 lg w sð Þð Þ ¼ Alos � 20 lg w 0ð Þð Þ ð20:5Þ

Corresponding sampling frequency

fs�
Bm

2s
ð20:6Þ

Therefore, the relation between stepped-frequency Df ; sub-pulse bandwidth Bm;
and sampling frequency fs can be represented as follows:

fs�
Bm

2s
� 2mDf

2s
¼ m

s
Df ð20:7Þ

20.3 Velocity Estimation and Compensation

20.3.1 Compensation Accuracy Requirement

The main effect of target motion on synthetic range profile is the linear phase error
and quadratic phase error. The linear phase error causes the coupling time shift of
IDFT output and the quadratic phase error causes waveform divergence of IDFT
output. The requirement of compensation accuracy is listed as follows:

Linear phase error compensation accuracy:

DVj jlin\
C

4NfoTr
ð20:8Þ

Quadratic phase error compensation accuracy:

DVj jqua\
C

4N2DfTr
ð20:9Þ

It can be concluded that in order to get optimal range profile, motion com-
pensation is required and the compensation accuracy should be in line with the
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above two formulas. Because of the synthetic bandwidth is less than carrier fre-
quency ND� ff0ð Þ; the compensation accuracy of quadratic phase error DVj jqua

should be less than that of linear phase error DVj jlin. In typical parameters, the
compensation accuracy of quadratic phase error is 10 m/s order of magnitude and
that of linear phase error is 1 m/s order of magnitude.

20.3.2 Velocity Estimation and Compensation

The velocity compensation of synthetic range profile is conducted after accurate
velocity estimation is obtained. Pulse train is often used in the velocity estimation
in radar system. The velocity compensation after sub-pulse compressing can be
directly multiplied by corresponding phase factor as follows:

expðj2p
2v̂

C
ðf0 þ iDf ÞiTrÞ ð20:10Þ

20.4 Phase Matching Grouping and Digital Compensation

According to the stepped-frequency chirp signal, pulse–pulse correlation can
be applied in the wideband phased array radar under the ideal case. However, due to
the stepped-frequency chirp signal is very sensitive to Doppler so a pulse train (in one
frame) with minor changes in target motion feature can be used in radar design.
Hence a high pulse repetition frequency or medium pulse repetition frequency with
very short pulse repetition interval is always being required. Meanwhile transferring
on the side of the phase shifting is expected to be limited within an extremely ultimate
short period when changing the pulse to pulse phase shifter, which requires the phase
shifter to be outstanding. On considering the existing problems of spending a relative
long period in transferring the antenna phase shifter and comparatively heavy load in
phase matching calculation and transmission, a solution of pulse group phase
matching might be adopted in this project. That is by dividing the stepped-frequency
chirp signal into several groups, antenna phase shifter in each group can be achieved
by one matching base on one frequency. Through this way the loss of offset antenna
beam under the same frequency can be limited in the allowable range while the
frequency change becomes smaller and the size (mainly depends on various groups
of effective wideband) of each group can be selected appropriately. At this point the
problems of how to set a way of grouping to ensure the loss of offset antenna beam is
limited in a rational range and figure out the impact of composing the range profile
resulted from different grouping have to be solved in this project.
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20.4.1 The Aperture Effect of Grouping Phase Matching

On neglecting the mutual coupling impact, take a linear array made by M array
elements with d spacing, set the 0 array element on one side of the linear array as
the reference point, which has a spacing R from the target, and the corresponding
delay is s, then the echo of the array element m in this linear antenna is:

sm;nðtÞ ¼ Am;nrect
t � nTr � s� mDs

Tp

� �
ejpKðt�nTr�s�mDsÞ2 �

ej½2pðf0þnDf Þðt�s�mDsÞþhn� ; m ¼ 0; 1; . . .;M � 1 ð20:11Þ

In the above formula, Am;n is the amplitude of the n times’ back wave in the
linear m, and Ds is the time differential between the adjacent array elements when
the scanning beam reached the h angle and Ds ¼ d sin h

C , hn is then initial phase item
of sub pulse emission.

Due to the uniform distribution of m array elements, the echo amplitude of each
array element can be approximately equal, that is Am;n 	 An:Gs is the quantity of
each group of sub pulse on grouping the phase matching; K is the frequency-
modulation-slope of the stepped-frequency chirp signal; f0 is the initiation carrier
frequency. Mod() is the complementation operation; floor() is the integer arith-
metic operation; ceil() is the upward integer arithmetic operation. In case of
separating the whole array element by grouping grouped phase matching in one
time domain. When the phase matching proceeded by G group composed by N sub
pulse, the corresponding sub pulse quantity of each group is Gs (Gs ¼ ceilðNGÞ, the
quantity of the final group of sub pulse is N � ðG� 1Þ � Gs) and the mid-frequency
of each group sub pulse is fg(mid-frequency fg differs from various groups), each
group’s phase matching depends on its mid-frequency fg, afterwards, the echo
signal [4] of the echo signal (back wave) n in the whole linear array can be
realized:

sn tð Þ ¼ 1
M

XM�1

m¼0

Am;nrect
t � nTr � s� mDs

Tp

� �
ejpK t�nTr�s�mDsð Þ2 �

ej 2p f0þnDfð Þ t�s�mDsð Þþhnð Þej 2pfgmDsð Þ 	 Anxðt � sÞ�
1
M

XM�1

m¼0

e�j 2pf eff ðt;nÞ�mDsð ÞejpK mDsð Þ2 ð20:12Þ

In the above formula, xðt � sÞ is the formula after the corresponding delay s of
stepped-frequency chirp signal; f eff ðt; nÞ is the frequency difference of the
corresponding groups at the n sub pulse in the time of t after grouping, which is
regarded as the ‘‘Equivalent instantaneous wideband’’ at the time of grouping the
phase matching in the phased array radar for the linear stepped-frequency chirp
signal, and
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f eff ðt; nÞ ¼ f0 þ nDf þ K � rect
t � nTr � s

Tp

� �
� ðt � nTr � sÞ � fg

¼ K � rect
t � nTr � s

Tp

� �
ðt � nTr � sÞ þ ðmodðn;GsÞ � 0:5GsÞÞDf ð20:13Þ

fg ¼ f0 þ ðfloorð n

Gs
Þ þ 0:5ÞGs � Df ð20:14Þ

K � rect
t � nTr � s

Tp

� �
ðt � nTr � sÞ�Bm � GsDf ð20:15Þ

Since the pulse quantity Gs of each group is comparatively larger (usually
greater than 10) and the sub pulse wideband of the stepped-frequency chirp signal
is relatively smaller than all equivalent wideband, thus

Ignore the impact from the sub pulse, take the mid-frequency tn into consid-
eration, where tn ¼ nTr þ s, then

f eff ðt; nÞ 	 f eff ðtn; nÞ ¼ ðmodðn;GsÞ � 0:5GsÞDf ð20:16Þ

Figure 20.1 is the information of equivalent instantaneous wideband changes
over frequency when grouping the phase matching.

For the general phased array antenna, usually Ds is smaller (in nanosecond
grade) and the frequency-modulation-slope K of the stepped-frequency chirp
signal is comparatively lower (normally lower than 1013), so the impact of

ej pK mDsð Þ2 can be ignored. Formula (20.12) can be simplified as

sn tð Þ ¼ Anxðt � sÞ � 1
M

XM�1

m¼0

e�j 2pf eff ðtÞ�mDsð Þ ð20:17Þ

Where the local oscillation of the stepped-frequency chirp signal is

sref ðtÞ ¼ rect
t � nTr

Tp

� �
ej2p f0þnDfð Þtþhnð Þ ð20:18Þ

n

f_eff

0.5 sG f

0.5 sG f−

−

Δ

Δ

0 1sG 2 sG ( 1) sG G− − 1N

•••

.

Fig. 20.1 Diagram of the equivalent instantaneous wideband changes over the sub pulse
variation when grouping the phase matching
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After the frequency mixing processing to formula (20.12), the output signal
afterwards is

rn tð Þ ¼ snðtÞ � s�ref ðtÞ

¼ Anrect
t � nTr

Tp

� �
e�j2pðf0þnDf ÞsejpK t�nTr�sð Þ2


 h1ðf eff ðt; nÞÞ � h2ðf eff ðt; nÞÞ ð20:19Þ

In the above formula

h1ðf eff ðt; nÞÞ ¼ sinðpMDsf eff ðt; nÞÞ
M � sinðpDsf eff ðt; nÞÞ ð20:20Þ

h2ðf eff ðt; nÞÞ ¼ e�jðpðM�1ÞDsf eff ðt;nÞÞ 	 e�jðpMDsf eff ðt;nÞÞ ð20:21Þ

Concluded from formula (20.19), we can see its single-dimensional range profile,
for the stepped-frequency chirp signal phased array radar, is influenced by both the
amplitude weighting function h1ðf eff ðt; nÞÞ and phase weighting function
h2ðf eff ðt; nÞÞ.

20.4.1.1 The Influence of the Phase Weighting Function
to the Single-dimensional Range Profile

Because of the equivalent wideband effect of the grouping phase matching, the
required actual phase position is different from the disposing-phase. The phase
difference after phase matching should be the periodic function since the equiv-
alent instantaneous wideband f eff ðt; nÞ is also a periodical function. The effect of
the phase matching error on the ideal range profile is similar to the phase quan-
tization error on the ideal antenna directional pattern; the difference between them
is that the influence of the former to the single-dimensional range phase is in time
domain while the latter to the antenna directional pattern is in spatial domain.
Obviously, the influence of the phase weighting function h2ðf eff ðt; nÞÞ to the
single-dimensional range phase equals to the convolution sums [5] of the range
phase and Fourier series. The influence can be analyzed in the way of analyzing
the relevant quantization error [6], which is analyzing the error functions by
adopting the Fourier series. Where

h2ðf eff ðt; nÞÞ 	 h2ðf eff ðtn; nÞÞ ¼ e�jðpMDsðmodðn;GsÞ�0:5GsÞDf Þ ð20:22Þ

It shows, base on formula (20.21) and Fig. 20.2, that the periodic function is the
phase weighting function, the sequencing time period is Gs, and the discrete
fundamental wave angular frequency is x0 ¼ 2p

Gs
. According to the influence from

quantification error to directional pattern, it shows that the influence of h2

generates at the time ghost peaks (the Ghost Peak generated hereof is similar to the
quantization side lobes caused by quantization error of the phase shifter. Only
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the First ghost peak shall be given consideration in reality) forming at both sides of
the range phase. Besides, phase weighting function will also cause amplitude
attenuation in the single dimensional ranged phase with an attenuation magnitude
of b0.

Based on the discrete fundamental wave frequency x0, the position of the first
ghost peak is:

DR ¼ x0

2p=N
Dr ¼

2p=Gs

2p=N
� C

2NDf
¼ C

2GsDf
ð20:23Þ

With generality in consideration and set Gs as an odd, then

w2ðnÞ ¼ h2ðf eff ðtn; nþ Gs�1
2 ÞÞ; �

Gs�1
2 � n� Gs�1

2
0; others

�
ð20:24Þ

Then

w2ðnÞ ¼ expð�jpMDs � n � Df Þ; �Gs � 1
2
� n� Gs � 1

2
ð20:25Þ

Knowing the Fourier series, then

bk ¼
1

Gs

XGs�1
2

n¼�Gs�1
2

w2ðnÞ expð�j
2pnk

Gs
Þ ¼

sin pððMDs�Df
2 þ k

Gs
ÞGsÞ

Gs � sin pðMDs�Df
2 þ k

Gs
Þ

ð20:26Þ

Make k = 0, then the attenuation of the single dimensional range profile caused by
phase mismatching of:

b0 ¼
sin pðMDs�Df

2 GsÞ
Gs � sin pðMDs�Df

2 Þ
ð20:27Þ

Make k = -1, we have the First ghost peak on the right side of the single-
dimensional range profile of:

n0 1sG 2 sG ( 1) sG G 1N

ϕΔ

0.5 sMG fΔ  Δ

0.5 sMG f

•••

τ

Δ  Δτ−

− − −.

Fig. 20.2 Diagram of the phase item of the phase weighting function changes over the sub pulse
variation
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b�1 ¼
sin pððMDs�Df

2 � 1
Gs
ÞGsÞ

Gs � sin pðMDs�Df
2 � 1

Gs
Þ

ð20:28Þ

Make k = 1, then the First ghost peak on its left side as:

b1 ¼
sin pððMDs�Df

2 þ 1
Gs
ÞGsÞ

Gs � sin pðMDs�Df
2 þ 1

Gs
Þ

ð20:29Þ

20.4.1.2 Influence of Amplitude Weighting Function
to the Single-Dimensional Range Profile

It is similar to the phase weighting function. The amplitude weighting function can
also be analyzed in the same way of analyzing the Fourier series.

h1ðf eff ðt; nÞÞ 	 h1ðf eff ðtn; nÞÞ

¼ sinðpMDsðmodðn;GsÞ � ð0:5ðGs � 1ÞÞÞÞDf

M � sinðpDsðmodðn;GsÞ � ð0:5ðGs � 1ÞÞÞÞDf

ð20:30Þ

According to the formula of f eff ðt; nÞ, the function distribution of h1 is as the

following Fig. 20.3, sinð0:5pMGsDsDf Þ
M�sinð0:5pGsDsDf Þ hereof is the minimum value of function h1.

It shows, base on formula (20.30) and Fig. 20.2, that h1 is also a discrete
periodical function and the Gs is the discrete period, and the corresponding angular
frequency of the discrete fundamental wave is x0 ¼ 2p

Gs
.

If make

w1ðnÞ ¼
h1ðf eff ðtnÞ; nþ

Gs � 1
2
Þ; �Gs � 1

2
� n� Gs � 1

2
0; others

8
<

: ð20:31Þ

n0
1sG − − −2 sG ( 1 .) sG G 1N

1
1( )h n

sin(0.5 )

sin(0.5 )
s

s

MG f

M G f

•••

Δ  Δτ
Δ  Δτ

Fig. 20.3 Diagram of the phase item of the amplitude weighting function changes over the sub
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Then

w1ðnÞ ¼
sinðpMd sin h

C n � Df Þ
sinðpd sin h

C n � Df Þ
;�Gs � 1

2
� n� Gs � 1

2
ð20:32Þ

The Fourier series of periodical function w1ðnÞ can also be obtained through:

ak ¼
1

Gs

XGs�1
2

n¼�Gs�1
2

w1ðnÞ expð�j
2pnk

Gs
Þ k ¼ �Gs � 1

2
;�Gs � 3

2
. . .;

Gs � 1
2

ð20:33Þ

As w1ðnÞ is the even function in regard to n, hence

a0 ¼
1

Gs

XGs�1
2

n¼�Gs�1
2

w1ðnÞ

ak ¼ a�k

ð20:34Þ

20.4.1.3 Digital Compensation Method

According to formula (20.19), we know that during matching the phase, the echo
signal will be affected by the amplitude and the phase weighting function, so the
amplitude and phase weighting function need to be compensated at the same time.
The compensation formula is as follows:

H1ðnÞ � H2ðnÞ ¼
1

h1ðf eff ðtn; nÞÞ
� 1
h2ðf eff ðtn; nÞÞ

¼ sinðpDsðmodðn;GsÞ � 0:5GsÞDf Þ
sinðpMDsðmodðn;GsÞ � 0:5GsÞDf Þ

ejðpMDsðmodðn;GsÞ�0:5GsÞDf Þ

ð20:35Þ

After being compensated, the signal becomes

r
0

n tð Þ ¼ Anrect
t � nTr

Tp

� �
e�j2pðf0þnDf ÞsejpK t�nTr�sð Þ2 ð20:36Þ

From formula (20.36), we know that after the amplitude and phase weighting
function were compensated at the same time, the aperture effect of the phased
array antenna can be solved effectively.

In addition, to eliminate the influence of the phase weighting function to range
profile, phase center matching method can be selected, which means selecting the
center element of the array other than Array Element 0 as the reference point.
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20.4.2 Grouping Phase Matching Rule

From Ref. [3], the amplitude uniform distribution phased array antenna pattern is

FðhÞj j ¼
sinðpM d

c ½ðf0 þ Df Þ sin h� f0 sin h0�Þ
sinðp d

c ½ðf0 þ Df Þ sin h� f0 sin h0�Þ

�����

����� ð20:37Þ

The direction of the wideband signal beam changes along with the frequency of
the signal.

For stepped-frequency Chirp signal, because grouping phase matching method
can be used, so after grouping phase matching, the corresponding pattern becomes

FðhÞj j ¼
sinðpM d

c ½ðfg þ f eff ðt; nÞÞ sin h� fg sin h0�Þ
sinðp d

c ½ðfg þ f eff ðt; nÞÞ sin h� fg sin h0�Þ

�����

����� ð20:38Þ

Now the deviation of the beam produced by the antenna becomes

Dh ¼ � f eff ðt; nÞ
fg

tan h ð20:39Þ

If the maximum scan angle of the antenna is hmax, the maximum deviation of
the beam produced by the antenna is

Dhmax ¼
ðGs � 1ÞDf þ Bm

2f0
tan hmax 	

GsDf

2f0
tan hmax ð20:40Þ

Among which, Bm is the impulse bandwidth and Df is the stepped value of the
frequency.

During grouping matching, in addition to the influence of weighting function to
the range profile, the deviation of the beam shall also be considered. As the
influence of weighting function to the range profile can be compensated digitally,
the number of groups mainly depends on the allowed beam deviation loss. If
uniform weighting is adopted for the antenna, at the maximum scan angle hmax, the
1 dB beam width of the antenna is

h1dB ¼
0:523k

L cos hmax

ð20:41Þ

Among which, L is the length of the antenna.
At the maximum scan angle hmax, the 3 dB beam width of the antenna is

h3dB ¼
0:886k

L cos hmax

ð20:42Þ
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If the allowed beam deviation is within 1 dB, it is required that

Dhmax�
h1dB

2
ð20:43Þ

After the parameters was introduced, the following result can be obtained

Gs�
0:523C

DfL sin hmax

ð20:44Þ

If the allowed beam deviation is within 3 dB, it is required that

Dhmax�
h3dB

2
ð20:45Þ

After the parameters were introduced, the following result can be obtained:

Gs�
0:886C

DfL sin hmax

ð20:46Þ

From the above description, we can see that under different requirements on
beam deviation, the frequency modulation stepped phased radar grouping rule is
also different.

20.5 Imaging Result

According to the parameter selection principles and actual phase matching method
described in the paper, we had conducted test and verifications with phased array
radar. Figure 20.4 is the processing result of the measured data of civil aircraft.
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From the figure, it can be seen that the ghost peak of the aircraft is less than
-30 dB and the two-dimensional ISAR imaging result of the aircraft is well.

20.6 Conclusions

The paper has investigated the specific application of frequency modulation
stepped signal in phased array radar. Window function based parameter design
principle is adopted for the ghost peak and the sampling loss of the stepped-
frequency Chirp signal when picking up the range profile and the mathematical
relationship between the stepped frequency increment, sub-pulse bandwidth and
sampling frequency is given. For Doppler sensitive step frequency signal, velocity
compensation method is given. The aperture effect of the wideband phased array is
analyzed. Through the analysis, it is derived that the weighting function caused by
the phase matching error produced during grouping matching is the convolution of
the ideal range profile and the Fourier series of the weighting function, and proved
that the effect of the phase matching error on the ideal range profile is similar as
the phase quantization error on the ideal antenna directional pattern and the digital
compensation method is promoted. Finally, the influence of the phase matching
error produced during grouping matching to the directional pattern of the antenna
is analyzed, the grouping phase matching rule is presented and the imaging result
is given finally. It is proved that through the method described in the paper, the
frequency modulated stepped signal can be used in wideband phased array radar
successfully.
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Chapter 21
A Carrier Acquisition and Tracking
Algorithm for High-Dynamic Weak Signal

Ruifeng Duan, Rongke Liu, You Zhou, Qingping Song
and Zhiqiang Li

Abstract This paper studies acquisition and tracking of carriers by the Tracking,
Telemetry and Command (TT&C) systems in low Signal-to-Noise Ratio (SNR)
and high dynamic conditions for deep space applications. An associated carrier
acquisition and tracking algorithm is proposed and it features FFT frequency-
domain shift and accumulation algorithm in combination with variable bandwidth
FLL-PLL algorithm with Doppler rate pre-compensation. The algorithm not only
captures signal with high dynamics and low SNR but also achieves high tracking
accuracy. Simulation results show that the proposed associated frequency esti-
mation algorithm is capable of carrier frequency estimation with an error less than
0.5 Hz and it tolerates high Doppler dynamics under Eb/n0 as low as 3 dB.

Keywords Deep space exploration �High dynamics � Frequency-domain shifting �
Variable bandwidth � Doppler rate pre-compensation

21.1 Introduction

As a result of the long communication distance and high speed of the communi-
cation target in a deep space mission, the signals received by TT&C system is
usually of low Signal-to-Noise Ratio (SNR) and high Doppler dynamic [1].
Therefore, acquisition and tracking of high-dynamic weak signal from a deep
space probe is a great challenge for a deep space TT&C system. The carrier
capture is a crude estimate of the Doppler frequency and Doppler rate, which is
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implemented through the local oscillator pre-compensation in segment FFT
algorithm on the received signal to do two-dimensional search [2]. The algorithm
computational complexity increases dramatically with broadening of Doppler
frequency and Doppler rate range. Carrier tracking relies on refined estimation of
frequency and phase. Mainly related to the algorithms like Maximum Likelihood
Estimation (MLE) [3], Cross-Product Automatic Frequency Control (CPAFC)
frequency Locking Loop assisted Phase Locking Loop (FLL-PLL) [4], Extended
Kalman Filter (EKF) and improved algorithm [5–7] and so on [2–4]. MLE esti-
mation algorithm achieves a fine estimate of the frequency and phase at the price
of high computational complexity and poor real-time capability. The CPAFC
algorithm is a negative feedback system based on the frequency discriminator. It is
obviously limited by the loop bandwidth and is difficult to take into account both
the dynamic property and the tracking accuracy in low-SNR. EKF linearly pro-
cesses nonlinear parametric equation, and iteratively estimates current state by
making use of input signal with high estimation accuracy. However, highly
complicated implementation makes high speed computation difficult. Furthermore,
EKF estimates the phase of the signal and has rather slow convergence rate and
narrow capture range. FLL-PLL, a mature technology, not only exploits FLL
accommodation ability for high dynamics signals but also takes advantage of high
tracking accuracy. In particular, switching mode is used in low SNR. However,
switching mode decreases the robustness of tracking when Doppler rate exists in
receiver signal.

Following analysis of the existing carrier acquisition and tracking algorithms
for weak and high dynamic signals in deep space, this paper proposes FFT fre-
quency-domain shifting accumulation algorithm that simplifies coarse carrier
acquisition process. Simultaneously, variable bandwidth FLL-PLL structure is
used for accurate tracking of carrier with remaining Doppler frequency and
Doppler rate. Furthermore, pre-compensation measure of Doppler rate is also
added to FLL-PLL structure to complete refined tracking for carrier in order to
overcome sensitivity of the switch operating mode for Doppler rate.

The rest of the paper is organized as follows. Section 21.2 describes signal model
and provides a design of the overall acquisition and tracking structure based on the
signal model. Section 21.3 proposes frequency-domain shifting accumulation
algorithm and analyzes its acquisition accuracy and computational complexity.
Section 21.4 proposes variable bandwidth FLL-PLL with pre-compensation of
Doppler rate to improve traditional tracking algorithms. Section 21.5 gives the
simulation result, which shows that the proposed joint frequency estimation algo-
rithm achieves a precise estimate of the carrier frequency in extremely low SNR and
high dynamic conditions. Section 21.6 concludes this paper.
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21.2 Design of the Overall Acquisition and Tracking
Structure of the Joint Frequency Estimation Algorithm

The signal frequency in this paper uses the constant acceleration model based on the
high dynamic motion model of Jet Propulsion Laboratory (JPL). To maintain
general applicability, we set signal IF to zero, and the received signal is expressed as

y tð Þ ¼ Aej 2p fdþat=2ð Þtð Þ þ n tð Þ ð21:1Þ

where A is the data bit with the value of 1 or -1, fd is Doppler frequency, a is
Doppler rate, b tð Þ is the data bit stream with the value of 1 or -1, n tð Þ is a white
Gaussian noise sequence with nðtÞ�Nð0; r2Þ. The task of carrier acquisition and
tracking is accurate estimation of fd and a.

A hierarchical estimation algorithm is used in this paper. After completion of
the coarse carrier acquisition, the residual Doppler frequency and Doppler rate
respectively satisfy frem� freq; arem� areq. The frequency error is less than 0.5 Hz
after carrier tracking is completed. The overall acquisition and tracking block
diagram is shown in Fig. 21.1.

We assume that the carrier Doppler frequency range is ½fd min; fd max� and
Doppler rate range is ½amin; amax�.When the carrier Doppler frequency covers a
wide range, sampling frequency must be high enough. Furthermore, the SNR of IF
signal is also very low and this brings more difficulty to subsequent processing.

The proposed algorithm in this paper searches Doppler frequency and Doppler
rate simultaneously in two dimensions among many segments. In Fig. 21.1, the
bandwidth of the Low Pass Filer (LPF) is ðfd max � fd minÞ=L.

The local carrier coming from segment carrier generator module l can be
written as follows:

y loclðtÞ ¼ e�jð2pfltÞ; l ¼ 1; 2; . . .L ð21:2Þ

Mixed with input signal, we can obtain:

y chalðtÞ ¼ y tð Þ � y loclðtÞ ¼ Aej 2p Dfdlþat=2ð Þtð Þ þ n tð Þe�j2pflt ¼ slðtÞ þ nlðtÞ
ð21:3Þ
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Fig. 21.1 Overall acquisition and tracking block diagram
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where Dfdl ¼ fd � fl, if and only if the specific local frequency fl approaches fd to
the greatest extent, Dfdl reaches the minimum value. After mixing, only this signal
y chalðtÞ in the special segment can pass the LPF, while other signals in other
segment cannot pass. This special signal can be expressed as

y chamðtÞ ¼ Aej 2p Dfdmþat=2ð Þtð Þ þ n tð Þe�j2pfmt ð21:4Þ

21.3 FFT Frequency Shifting Accumulation Algorithm
for Coarse Carrier Acquisition

The carrier of the above mentioned beat frequency signal in every segment can be
coarsely captured by FFT frequency shifting accumulation algorithm. Its sche-
matic is shown in Fig. 21.2.

In Fig. 21.2, after T seconds, y chalðtÞ can be expressed as follows:

y chalðt þ TÞ ¼ Aej2pðDfdlþa=2�ðtþTÞÞ�ðtþTÞ þ nlðt þ TÞ
¼ CT � slðtÞej2pa�T �t þ nlðt þ TÞ ð21:5Þ

where CT ¼ ej2pðDfdl�TþaT2=2Þ, a constant independent of t. The FFT corresponding
to y chalðt þ TÞ can be expressed:

y chalTðf Þ ¼ CT � Slðf � a � TÞ þ NTðf Þ ð21:6Þ

When the Doppler rate differs, the signal FFT in the same time span can be
obtained by shifting FFT of signal in initial time span at a different rate aT along
frequency axis. Consequently, compensation to signal Doppler rate can be com-
pleted by shifting the FFT of signal in reverse direction at a different rate.

In Fig. 21.2, m ¼ 1; 2; . . .M, the cyclically shifting number k1; k2; . . .kR in every
matching branch corresponds to Doppler rate estimation a1; a2; . . .aR for the local
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carrier. R is the total number of matching branches. Assuming sampling frequency
fs, sampling point’s number N at each time, we have the following relationship:

kr ¼ ar � N=fs=ðfs=NÞ ¼ ar � N2=f 2
s ; r ¼ 1; 2; . . .R ð21:7Þ

The Fourier transform spectrum of mth segment data can be expressed as:

Rðf ;mÞ � AT � sinc
2pðf � ðDfdl þ maTÞÞT

2

� �
e�j2pðf�ðDfdlþmaTÞÞT2 þ Nðf Þ ð21:8Þ

The equation is established when jaj � T\2=T . In rth branch, we can shift
single DFT result at a step size of kr. After M times of accumulation, the average
periodogram power spectrum can be written as:

�RrðK;mÞjj ¼ 1
MN

XM�1

m¼0

RðK þ mkr;mÞj2
��

� 1
M

XM�1

m¼0

A2N � sinc
ðK � ðkd þ mða� kr=N2ÞNÞN

2

� �����

����
2

þ NðKÞj j2
( )

ð21:9Þ

The Sinc function in the spectrum shifts at a different degree in the reverse
direction in every accumulation according to difference of Doppler rate estimation,
kr � f 2

s =N2 (related to ar). When kr � f 2
s =N2 in some branch approaches the real

Doppler rate a to the greatest extent, the Sinc function shifting rate reaches
minimum jDarjmin � T after compensation by shifting in the reverse direction. After
the same times of accumulation, the corresponding power spectrum reaches
maximum nearby the real carrier frequency. As a result, we can get respectively

the Doppler frequency and Doppler rate frequency estimation f̂d and f̂a.
In practice, the algorithm will encounter the situation where kr is not an integer

and rounding operation will affect acquisition performance. To solve the problem,
we often pad zeroes to sampling data for d times before computing the FFT.
Compared to the algorithm proposed in Ref. [8], the algorithm proposed in this
paper can reach a commensurate acquisition accuracy and acquisition probability
but the computational complexity reduces by R=d times. Assuming N is the
number of FFT points, frequency estimation satisfies fres� fs=N and Doppler rate
estimation satisfies ares�ðamax � aminÞ=R=2 after completion of the coarse
acquisition. The acquisition probability is 90 %. The output signal of the local
NCO after completion of acquisition is

y locðtÞ ¼ e�jð2pðfresþarest=2ÞtþhÞ ð21:10Þ
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21.4 Variable Bandwidth FLL-PLL Carrier
Tracking Loop with Doppler Rate Pre-compensation

After completion of coarse carrier acquisition, the carrier tracking loop is turned
on. The schematic block diagram is shown in Fig. 21.3.

FLL can reach lower tracking threshold compared with PLL. It features better
resistance against dynamics and interference. But it has big frequency errors. On
the other hand, PLL can reach high tracking accuracy. Consequently, we can turn
on PLL to track carrier after FLL tracking is locked. This not only improves
tracking robustness but also improves tracking accuracy. When forward coarse
carrier acquisition is completed, the beat frequency signal still has residual
Doppler rate. The second-order FLL assisted third-order PLL is used in carrier
tracking in this paper to make sure there shall be no steady-state errors.

After completion of carrier acquisition, the baseband signal entering carrier
tracking module can be expressed as:

y capðtÞ ¼ Aej 2p fremþaremt=2ð Þtþhð Þ þ nrem tð Þ ð21:11Þ

where frem ¼ fd � fres is the residual Doppler frequency, and arem ¼ a� ares is the
residual Doppler rate. nremðtÞ is the noise output signal, which can be obtained
when white Gaussian noise passes the coarse carrier acquisition module and can be
deemed as white noise within signal bandwidth range. The aim of carrier tracking
is completion of accurate estimation of frem and arem, and assurance of the
demodulation performance. IðkÞ and QðkÞ can be expressed as:

IðkÞ ¼ A cosð2pðfrem þ aremkT 0s=2ÞkT
0

sÞ ð21:12Þ

QðkÞ ¼ A sinð2pðfrem þ aremkT 0s=2ÞkT 0sÞ ð21:13Þ
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where T 0s is the inverse of the sampling frequency after down-sampling.
Cross-product Frequency Discriminator (FD) output can be written as:

disf ¼ sinð2pðfremðt1 � t2Þ þ aremðt2
1 � t2

2Þ=2Þ=ðt1 � t2Þ þ ndisf

� 2pðfrem þ aremðt1 þ t2Þ=2Þ þ ndisf
ð21:14Þ

Arctan Phase Discriminated (PD) result is 2pðfrem þ aremkT 0s=2ÞkT 0 þ ndispha

Obviously, when residual Doppler rate arem 6¼ 0, FD result is the linear function
interfered by noise with the slope arem, PD result is the second parabolic function
interfered by noise.

The loop bandwidth BL is determined by following formula:

q ¼ P� SL=ðN0BLÞ ð21:15Þ

where q is loop SNR, P is input signal power and SL is the loop squaring loss. N0 is
the noise single power spectral density of Single Side Band. To get high tracking
accuracy, BL must be set to a very small value. However, only small carrier
Doppler rate can be tolerated by the loop as a result. When Doppler rate is larger
than the capture range, the normal tracking of the carrier will not be guaranteed.

This paper proposes variable width FLL-PLL tracking strategy with Doppler
rate pre-compensation. At the beginning period of tracking, FLL-PLL switching
mode is used. When FLL tows the residual carrier Doppler frequency and the
Doppler rate to a small range, in which PLL can track reliably, FLL is turned off
and PLL is turned on. When PLL is working alone, the residual Doppler rate
estimation aadp can be computed by making use of a series of adjacent discrete
frequency adapting values f1; f2; . . .fn; fnþ1; . . .fnþp; fnþpþ1; . . .fnþ2p. The specific
equation is shown as follows:

aadp ¼ ½ðf2p � fpÞ þ ðf2p�1 � fp�1Þ þ � � � ðfpþ1 � f1Þ�=ðpTadpÞ=p ð21:16Þ

where Tadp is the time interval between adjacent two frequency adapting values.

Table 21.1 Acquisition results based on FFT frequency shifting accumulation algorithm

Item Value

Symbol rate/(bps) 100
Eb/N0/(dB) 3
Segment number 8
FFT points number 8192
Accumulation times 120
Doppler rate/(Hz/s) -800 to 800
Doppler frequency/(MHz) -2.4 to 2.4
Doppler rate estimation accuracy/(Hz/s) ±25
Doppler frequency estimation accuracy/(Hz) ±48
Acquisition probability 93 %
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Compensating aadp to the local carrier NCO and the Doppler rate of LPF signal
in carrier tracking module will be almost zero. The loop bandwidth can be set to a
very narrow value, and tracking accuracy will be improved further.

Taking as an example the echo signal of a deep-space probe, the Doppler
frequency varies from -2.4 to 2.4 MHz, the Doppler rate varies from -800 to
800 Hz/s, the symbol rate is 100 bit/s, and Eb/n0 is 3 dB.

21.5 Simulation Result and Analysis

In the course carrier acquisition phase, Doppler frequency is divided into 8 seg-
ments for parallel capturing. The step of Doppler rate is 50 Hz/s in every matching
branch, totally 32 branches. The times of zero padding interpolation d is 7. After
down-sampling, the signal sampling frequency of each frequency segment is
800 kHz. The signal model for simulation is established as Eq. (21.1). The Monte
Carlo simulation of 1000 times is executed based on the coarse carrier acquisition
algorithm of Fig. 21.2. The acquisition result is shown in Table 21.1.

The computational complexity of the proposed algorithm decreases by 70 %
compared with that in Ref. [8].

In carrier tracking phase, jfremj � 48 Hz, jaremj � 25 Hz/s. The traditional FLL-
PLL loop and proposed tracking loop in Fig. 21.2 is respectively used to simulate
carrier tracking. The final instantaneous frequency error with time varying rela-
tions is shown in Fig. 21.4.The proposed algorithm changes its bandwidth twice.
The first variation happens when FLL is turned off and PLL is turned on, and the
noise bandwidth is changed from BL ¼ 5 to B0L ¼ 2:5. For the second time, the
noise bandwidth is decreased to 0.3 Hz after completion of residual Doppler rate
compensation.

Fig. 21.4 Variation of the final instantaneous frequency error with time
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As shown in Fig. 21.4, the bandwidth of the traditional FLL-PLL is no less than
5 Hz to track the LPF signal with a residual track Doppler rate of 25 Hz/s. After
completion of carrier tracking, the instantaneous frequency error reaches ±9 Hz,
and this does not meet the requirements of subsequent demodulation. After use of
the propose algorithm, the noise bandwidth is decreased to 0.3 Hz, and the final
instantaneous frequency error is within ±0.5 Hz, meeting requirements for high
demodulation performance.

21.6 Conclusions

An associated carrier acquisition and tracking algorithm for weak high-dynamic
signal is proposed for deep-space applications. Firstly, coarse carrier acquisition is
completed by the FFT frequency shifting accumulation algorithm at a low com-
putational complexity. On this basis, we use variable bandwidth FLL-PLL with
pre-compensation of Doppler rate to realize carrier tracking in extremely low SNR
and high dynamic conditions. When Eb/N0 is 3 dB, the Doppler frequency varies
from -2.4 to 2.4 MHz, the Doppler rate varies from -800 to 800 Hz/s and the
symbol rate is 100 bps. Simulation shows that the proposed algorithm provides a
high frequency estimation accuracy of less than 0.5 Hz and lowers computational
complexity dramatically. Therefore, the algorithm shows a valuable prospect for
real-time carrier acquisition and tracking application in low-SNR and high
dynamic conditions.
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Chapter 22
An Acquisition Algorithm for DS/FH
TT&C Signal Using
Subband-Accumulation Method

Xiao Chen, Zhiqiang Li, Wenming Zhu and Dekan Lou

Abstract The problem of fast acquisition of Direct Sequence/Frequency Hopping
(DS/FH) spread spectrum signal is studied. With the existence of ionospheric
dispersion, the carrier phase continuity of a phase-coherent FH system is disrupted
and the complexity of acquisition is drastically increased. By searching the Total
Electron Count (TEC), i.e. the electron density, along the path length, the receiver
is capable of compensating for the phase pattern of local replica FH signal and
performing quasi-coherent acquisition. A new acquisition strategy named Band
Division Accumulation is proposed. It is proved that the strategy can broaden the
TEC search period and thus reduce search complexity. The connection between
the number of sub-bands and energy loss is analyzed. The accumulation loss of
acquisition can be adjusted by altering the number of sub-bands, providing flex-
ibility to design of receivers.

Keywords TT&C � DS/FH signal � Ionospheric dispersion � Phase estimation �
Band division � Incoherent accumulation

22.1 Introduction

Jamming and anti-jamming of a telemetry link is an important issue in designing a
spacecraft electronic system. Combining the excellence of direct sequence spread-
spectrum and frequency hopping spread-spectrum signal, a hybrid DS/FH [1]
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telemetry signal features a low spectrum density which is difficult to be spied and a
frequency hopping pattern that dodges the hostile interference. These qualities has
endowed it a promising future in anti-jamming telemetry applications [2, 3].
However, this introduction of the DS/FH signals in the field of aerospace telemetry
has also brought about a bunch of technical problems. The first problem is that the
capturing complexity increases and acquisition time is much longer. The second
problem is that signal tracking, precise ranging and velocity measuring becomes
more difficult [4, 5]. Studies have shown that ionospheric dispersion disrupts the
linear transmission of broadband signals, causing a significant delay difference
between frequency hops as the instantaneous carrier frequency changes from hop
to hop. This paper aims at performing fast acquisition of DS/FH signals by can-
celing the ionospheric dispersion. In the following discussion, a band-division
search and accumulating method is proposed based on quantitative analysis of the
dispersion effect. The acquisition time and complexity are analyzed and simulated.

The remainder of this paper is organized as follows. In Sect. 22.2, we describe
the ionospheric dispersion’s effect in terms of phase leap and time delay and
compare the ionosphere-disrupted signal with a vacuum propagation situation. In
Sect. 22.3, the acquisition model of C-DS/FH signals is briefly discussed and the
effect of ionospheric dispersion on the acquisition of signal is analyzed. Then, a
search method named Band Division is proposed. The performance of Band
Division method is evaluated in Sect. 22.4. Section 22.5 gives the CAD simulation
results obtained by using Matlab 7. Finally, conclusions are drawn in Sect. 22.6.

22.2 Ionospheric Dispersion

Due to its multiple search ranges, low spectrum density and broad spectrum, fast
acquisition of a DS/FH system is much more complicated than that of a DSSS
system. In order to enhance anti-jamming capability and obtain a superior tracking
precision, a coherent DS/FH(C-DS/FH) system, which is sensitive to the presence
of nonlinearity in the phase characteristics of the channel transfer function, is
presented and analyzed.

In absence of ionospheric effect, the received C-DS/FH signals can be written as

sðtÞ ¼
ffiffiffiffiffi
2S
p X1

i¼0

aigðt � iTh; ThÞ cosðxit þ /0Þ ð22:1Þ

where
S is the average power of the signal,
Th is the frequency hopping cycle,
ai, i = 0, ± 1, ± 2 ± 3, …, is a sequence of binary independent identically

distributed symbols,
g(t, T) is a gate function and xi is the hopping carrier frequency,
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xi is properly set to get integral numbers of carrier cycles in each frequency
hopping period.

TT&C link of a spacecraft transmits radio signals through ionosphere and
suffers from ionospheric dispersion. The nonlinearity of channel transfer function
and group delay distortion of telemetry signal introduced a transient leap of the
carrier phase between consecutive hops which has to be compensated so as to
fulfill the coherent demodulation.

Ionospheric dispersion’s effect on GPS signal acquisition is discussed in detail in
ref. [6]. Figure 22.1 shows the time delay of FH signal travelling through ionosphere.

Comparing to the signal transmitting through vacuum, a C-FHSS signal dis-
rupted by dispersion is regarded as below:

rðtÞ ¼
ffiffiffiffiffi
2S
p X1

i¼0

gðt � iTh � siÞ cosðxit þ /iÞ þ nðtÞ ð22:2Þ

where

/i ¼ /0 � xisi ð22:3Þ

/i is the phase leap regarding the vacuum traveling path, si is the time delay
regarding the vacuum traveling path, both can be expressed in terms of TEC as
follows:

si ¼ �
40:3 � TEC

f 2
i � c

ðsÞ ð22:4Þ

/i ¼ 360� � f si ¼ �
4836 � TEC

f
� 10�8ðdegÞ ð22:5Þ

Total Electron Count (TEC) is the electron density along the path length in the
ionosphere. The value of TEC is within the range of 1016–1019 and varies in less
than a TECU (1016) during acquisition time. There exist other factors, e.g. non-
linearity in trans-receiver, ionosphere storm and scintillation influencing, that
affect the channel characteristic of C-FHSS signals. But analysis of this paper is
merely based on the connection between TEC and dispersion.

i-1th hop ith hop

i-1th hop ith hop i-1th hop ith hop

i-1th hop ith hop

ionosphere

vacuum

1i−

i

( )s t ( )r t

Fig. 22.1 Frequency
hopping signal through
ionosphere

22 An Acquisition Algorithm for DS/FH TT&C Signal 223



22.3 Acquisition Model

The acquisition of hybrid DS/FH signals is a four-dimensional search (search of
carrier frequency, PN code phase, Doppler and phase leap between consecutive
hops). By applying the connection between TEC and ionospheric dispersion, the
delay and phase leap can be compensated to perform coherent demodulation.
Generally the receiver on the spacecraft needs to search the value of TEC in a
certain range to obtain the delay and phase leap.

Thus in the acquisition process of DS/FH signals, the receiver performs a four-
dimension search including the hopping frequency, PN code phase, Doppler and
TEC. During the search process, the receiver searches the value of TEC and
adjusts the phase of the local replica carrier to match the received carrier phase
leap pattern. As long as the local replica signal reaches the correct phase pattern,
the receiver will be able to capture the signal. In comparison with that of a DSSS
telemetry system, the acquisition of a C-DS/FH system is bound with the burden of
searching phase leap, and this multiplies design complexity. A search technique is
proposed in this paper to solve time complexity in acquisition.

22.3.1 Compensation of Phase Leap

Assuming that the FH pattern and PN code phase are acquired and the carrier
Doppler is compensated, we have the carrier phase leap between fi, fj as:

u ¼ /i � /j ¼ kTEC � TEC � fj � fi
fifj

ð22:6Þ

where kTEC is defined as the phase leap constant and

kTEC ¼ 4836� 10�8ðdeg:HzÞ ð22:7Þ

To compensate for the local replica phase leap, we choose the carrier phase of a
FH hop with frequency f0 as the reference phase, thus the relative phase leap in the
ith interval can be written as:

ui ¼ /i � /0 ¼ kTEC � TEC � fi � f0

fif0
ð22:8Þ

And to match the received phase leap pattern, the local replica is designed as:

vðtÞ ¼
ffiffiffiffiffi
2S
p X1

i¼0

gðt � iThÞ cosðxit þ ûiÞ þ nðtÞ ð22:9Þ
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The carrier phase in each hop of local replica FH interval is adjusted to match
the received phase leap pattern through search of TEC. Consequently, the receiver
is capable of performing synchronization.

22.3.2 Analysis of TEC Search Step

Let TEC search step be D, the phase estimation error of frequency point fi is
expressed as:

uerror ¼ ui � ûi ¼ kTEC �
fi � f0

fif0
� D

2
ð22:10Þ

In frequency hopping band B, we estimate the relative carrier phase leap of
frequency fi compared to that of central frequency of the FH band f0. Obviously,
the carrier on the edge of the FH band gets the largest estimation error:

uerror;max ¼ ui � ûi ¼ kTEC �
B=2

ðf0 þ B=2Þf0
� D

2
ð22:11Þ

Constraining the phase leap estimation error within the maximum value h, we
set the TEC search step as:

D ¼ 2h � ð2f0 þ BÞ � f0

kTECB
ð22:12Þ

TEC search complexity reduces when the frequency hopping band increases.
This means that the acquisition time can be cut down significantly by dividing the
FH band into smaller sub-bands.

22.3.3 Band Division Accumulation

The main purpose of Band Division is to shrink the TEC search complexity by a
factor of 1/K by dividing the FH band into K sub-bands. The acquisition module
for Band Division method is shown in Fig. 22.2. The incoming signal is
downconverted to digital IF and multiplied with a locally generated FH carrier and
PN sequence. Then, the output is sampled and processed in the sub-band accu-
mulation module.

The frequency hopping band is divided into K sub-bands and the FH signals are
assumed to be uniformly distributed in the original FH band. In each sub-band,
there exist N hops. The local replica carrier phase leap in each sub-band is
compensated by searching through the TEC range with a large step. Then, the
signal power in each sub-band can be coherently integrated as
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DCk ¼ ð
XN

n¼1

IknÞ2þð
XN

n¼1

QknÞ2 ð22:13Þ

And the energy in K sub-bands is incoherently accumulated to get

P ¼
XK

k¼1

DCk ð22:14Þ

If P [ Vth, the initial acquisition can be claimed. The overall accumulation time is

ssum ¼ K � N � Th ð22:15Þ

This acquisition module works simultaneously with the FH pattern generator
and search the real value of TEC at the speed of fsearch = 1/s. The band division
method reduces the TEC search step and shortens the mean acquisition time to a
great extent, whereas the sampled digits have to be restored and processed sepa-
rately according to sub-bands and this shall consume extra hardware resources.

22.4 Performance of Band Division Method

22.4.1 Search Time of TEC

When performing quasi-coherent accumulation in a sub-band, the TEC search step
increases and the bandwidth of a sub-band decreases comparing to the case of the
original FH bandwidth.
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Assuming the original bandwidth to be 100 MHz and maximum estimation
error to be h = 20�, the search times M corresponding to different number of sub-
bands K obtained is as shown in Table 22.1.

It can be seen that TEC search time falls when the number of sub-bands
increases.

22.4.2 Energy Accumulation

When performing demodulation of DS/FH signals, the frequency hopping band is
divided into several sub-bands within which the FH signals are coherently inte-
grated and the integration results in each band are incoherently accumulated,
provided that we have obtained an accurate estimation of TEC by searching
through the TEC range. In each sub-band a quasi-coherent accumulation with an
integration interval N 9 Th is performed to obtain the incoherent accumulation
factor Dc. Then, the output of K bands incoherent accumulation is judged to check
for acquisition. The error in searching TEC causes a phase estimation deviation in
each FH interval and this leads to energy loss in accumulation as follows:

Li ¼ cos2 Dui ð22:16Þ

Usually we confine the phase error as

DuB� 20� ð22:17Þ

And the maximum energy loss in a sub-band is

LB ¼ cos2 h ð22:18Þ

The accumulation gain in a sub-band is

GB ¼ N cos2 h ð22:19Þ

The incoherence among K sub-bands brings in square loss. Square loss [7] is
related to the number of sub-bands K and the coherent integration result Dc in each
sub-band:

LACC ¼ 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 9:2K

Dc

r� ��
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 9:2

Dc

r� �
ð22:20Þ

Table 22.1 Search times of the band-division method

No. K B/MHz D(TECU) M

1 1 100 7.47 134
2 5 20 36.65 28
3 10 10 73.13 14

TEC Range (1016–1019 )
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The total accumulation gain of the Band Division method during time interval
ssum is

GSUM ¼ KN cos2 h 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 9:2

Dc

r� ��
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 9:2K

Dc

r� �
ð22:21Þ

22.5 Simulation Results

Simulation is performed with Matlab 7. S band is used as the radio frequency. The
FH bandwidth is 100 MHz and FH rate is 10Khops/s and C/NJ = -50 dB. The
maximum phase leap estimation error is h ¼ 20�.

Figures 22.3 and 22.4 show Gsum given by (4.6) respectively for K 9 N = 100
and K 9 N = 200, forming a comparison of accumulation gain versus number of
sub-bands.

Figure 22.5 shows TEC search step given by (3.7).
Figure 22.6 shows TEC search time M while assuming TEC 2 ½1016; 1019�.
It is noted that the Band Division Method shortens the acquisition time by

reducing TEC search complexity. However, it increases accumulation loss by
introducing incoherent accumulation among sub-bands.

22.6 Conclusions

Ionospheric effects on acquisition of DS/FH signals are analyzed and a solution is
presented. First, a C-DS/FH system is described where the frequency hopping
carriers are phase-continuous. Then, the effect of dispersion on carrier phase
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continuity is presented and a search technique is considered to settle the problem.
Since the dispersion has a connection with bandwidth, it is possible to reduce
search complexity by dividing a FH band into several sub-bands.

The above assumption is justified by the fact that, after searching TEC in a
narrower band, the mean acquisition time is reduced at the cost of deteriorating the
accumulation performance. In particular, it is found that the receiver can make a
compromise between acquisition time and anti-jamming capability by altering the
number of sub-bands. This provides more flexibility for design of receivers.
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Chapter 23
Anti-Fading Analysis
of Diversity-Synthesized Technology

Mingxin Kou and Jun Yan

Abstract This paper analyzed the anti-fading performance of diversity-synthe-
sized technology in FM telemetry engineering practice based on FM Baseband
device principles and algorithms, designed experiment to simulate the situation
that one direction rotational signal flash in engineering practice and tested the
telemetry bit error rate. Through the discussion of device principle, experimental
validation and engineering experiences, this paper analyzed the impact of differ-
ential-mode loop’s frequent loss of lock in FM telemetry engineering practice. It is
normal in FM telemetry engineering practice that the fast fading of FM telemetry
one direction rotational signal in a short time causes differential-mode loop loss of
lock frequently, the technology of diversity-synthesized can be used as anti-fading
effectively in FM telemetry engineering.

Keywords FM modulation baseband � Differential-mode loop � Common-mode
loop � Diversity-synthesized � Fading

23.1 Introduction

In a spacecraft FM telemetry engineering practice, it happened that a few seconds
of telemetry one direction rotational signal flashed within rocket attitude adjust-
ment phase, with the poor signal quality and frequently loss of lock of differential-
mode loop. Although common-mode loop lock, code synchronization of telemetry
data, frame synchronization and sub-frame synchronization are normal in practice,
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frequently loss of lock of differential-mode loop may cause a degree of telemetry
bit error, so this paper was wrote to analyse it.

23.2 Profile of FM Baseband Workflow

FM telemetry baseband transforms left and right rotational signal, which is sent by
IF switch network, filtered through IF analog channel and amplified by AGC, from
the analog domain to digital domain by A/D converter. Digital IF sampling signal
is sent into FPGA and DSP, we complete different kinds of digital signals pro-
cessing using FM telemetry demodulator software algorithms in the digital
domain, thus, achieving the function of FM signal’s diversity-synthesized, carrier
wave demodulation, code synchronization, time code generation/demodulation,
and so on. Figure 23.1 shows the workflow of FM telemetry-baseband [1].

23.3 Factors that Affect Downlink Frequency
Modulated Left and Right Rotational Signal

The polarization of the FM signal is the linear polarization. Generally, there is no
obvious difference in strength between the received left rotational signal and right
rotational signal. The reasons for the undulating of one direction rotational signal
includes rockets attitude, rockets plume, Doppler shift and the shake of attitude
adjustment phase signal. This paper analyzed the impact of the one direction
rotational signal flash. Detailed discussion of its causes was not included.

Fig. 23.1 The workflow of FM telemetry-baseband
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23.4 Impact Analysis of FM Baseband Differential-Mode
Loop Lose Lock

Figure 23.2 shows the algorithm processes of FM diversity reception demodula-
tion module, which is the key of the impact analysis of FM baseband differential-
mode loop loss of lock.

23.4.1 The Analysis of Diversity-Synthesized Module

FM telemetry receiver uses inspection before polarization synthesis techniques.
Diversity-synthesized module determines the weighting factor by AGC/AM
weighted approach, to achieve the left and right rotational signal’s maximal-ratio
synthesis.
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23.4.1.1 The Analysis of Diversity-Synthesized Algorithm

In theory, diversity-synthesized algorithm is that there would be about 3 dB SNR
gain after left and right rotational signal are processed by maximal-ratio diversity-
synthesized on condition that the signal are normal, the weighting factor of one
direction rotational signal becomes larger when it becomes stronger, the weighting
factor would be 1 when there is only one direction rotational signal (Table 23.1
shows the AGC and SNR records when telemetry signal was stable after the task
target was found). In the telemetry engineering practice, left rotational signal flash
off caused the adjustment of its weighting factor, which may have an effect on
telemetry bit error rate. But without the comparison of rocket raw data and
telemetry demodulation data, it is hard to determine the degree of the influence.

23.4.1.2 The Analysis of AGC Detection Circuits

AGC detection circuits get out digital control output of the AGC voltage after
amplitude detecting, digital filtering the signal and AGC time constant controlling.
The AGC digital control output completes AGC closed-loop operation by
exporting analog control voltage using D/A converter and sending it to the IF
analog channel’s AGC amplifier, in order to keep IF signal level which is A/D
collected in the dynamic range of the input signal stable.

23.4.1.3 The Method of Diversity-Synthesized
Weighting Factor Calculation

In the task, the AGC time constant’s setting of the receiver is 50 ms, so when the
RF signal fading rate are up to 200 Hz or above, weighting coefficient would
change lag behind the signal changes, if we only use the receiver AGC voltage on
the maximal-ratio synthesizer to weight, thus, synthesized signal is distorted,
which affects the receiver demodulation performance. For this reason, when
designing FM baseband, we detect the AM envelope which is not tracked by AGC
in IF signal, add it with the AGC voltage after processed, get maximal-ratio
weighting factor and send it to diversity-synthesized. When the signal is fading
fast, maximal-ratio diversity-synthesized will react and calculate the weighted
coefficient quickly.

Table 23.1 The AGC and SNR records when telemetry signal was stable after the task target
was found in telemetry engineering practice

Baseband A Baseband B

L Signal R Signal Synthesized L Signal R Signal Synthesized

AGC(V) 2.85 3.22 – 3.49 3.16 –
S/u(dB) 22.7 23.2 25.4 22.8 22.8 25.8
Doppler(kHz) 72 kHz 72 kHz
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For the design of diversity-synthesized algorithm, if there is a stable hand
signal, we can prevent the flash of synthesized signal when one direction rotational
signal flashes using the method of combine AGC and AM envelope to calculate the
weighted coefficient. It is a timely and effective way to ensure the stability of the
synthesized signal.

23.4.2 The Analysis of FM Baseband Symmetric
Diversity of Phase-Locked Loop

FM baseband symmetric diversity of phase-locked loop consists of two key parts:
differential-mode loop and common-mode loop. Common-mode loop is to track
the input signal common frequency and phase changes, differential-mode loop is to
track the frequency and phase change between the two input signals and symmetry
control of the two input signals corresponding to the local oscillator NCO fre-
quency and phase.

We can get the local carrier wave and the input signal common-mode error after
two synthetic orthogonal baseband signals are digital frequency discriminated
inside FPGA and loop filtered. Left and right rotational I and Q quadrature signal
together are sent into differential-mode loop, to get differential-mode error.
Common-mode error is sent to the left and right rotational signal two NCO and
pushed to a common frequency in the same direction to ensure that the receiver IF
signal fall to the centre of the filter bandwidth. Differential-mode error is divided
into two and added to the digitally controlled oscillator in the opposite polarity, so
that two-way local carriers are pushed to the opposite direction on a public fre-
quency. Thus, through the sum of the differential-mode signal and common-mode
error signal, we control the output frequency of the digitally controlled oscillator,
which makes the two signals input to the sub-collection of synthesizers always
maintain the same frequency and phase and fall on the design of filter passband
centre frequency. Carrier wave sends out data directly after demodulation to back-
end code synchronization and frame synchronization module.

The design of symmetric diversity of phase-locked loop can guarantee the
continuity of tracking and avoid data loss caused by signal deep fading.

23.4.3 The Analysis of Carrier Wave
Demodulation Algorithm

Time domain expression of left and right rotational signal received in FM demod-
ulation module [2] is:
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sFMðtÞ ¼ A0 � cos½x0t �
Z t

�1

kf � Am � mðsÞds� ð23:1Þ

In the formula above, x0 is the carrier wave angular frequency, Am is the
modulation signal amplitude, mðtÞ is the modulation signal, kf is the modulation
index. The received signal and the digital local oscillator signals are to pass the
orthogonal mixer and low pass filter, which can get left and right rotational
orthogonal baseband signal IL(t), QL(t) and IR (t), QR(t).

ILðtÞ ¼ AL cosð
Z t

�1

kf � Am �mðsÞdsþ hLÞ ð23:2Þ

QLðtÞ ¼ AL sinð
Z t

�1

kf � Am �mðsÞdsþ hLÞ ð23:3Þ

IRðtÞ ¼ AR cosð
Z t

�1

kf � Am �mðsÞdsþ hRÞ ð23:4Þ

QRðtÞ ¼ AR sinð
Z t

�1

kf � Am � mðsÞdsþ hRÞ ð23:5Þ

After maximal-ratio diversity-synthesized, left and right rotational orthogonal
baseband signal will become synthesized orthogonal baseband signal Ic(t), Qc(t).

ICðtÞ ¼ AC cosð
Z t

�1

kf � Am �mðsÞdsþ hCÞ ð23:6Þ

QCðtÞ ¼ AC sinð
Z t

�1

kf � Am �mðsÞdsþ hCÞ ð23:7Þ

Orthogonal baseband signal contains all the information of the input signal,
which is fully able to express the amplitude and phase characteristics of the input
signal. After synthesized orthogonal signal phase detecting, we can get instanta-
neous phase of modulation signal hmðtÞ,

hmðtÞ ¼ arctg
IcðtÞ
QcðtÞ ¼

Z t

�1
kf � Am � mðsÞdsþ hc ð23:8Þ

After differential processing the instantaneous phase, we can get the original
modulation signal f ðtÞ ¼ AmmðtÞ, completing the FM demodulation.
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Orthogonal baseband signal is diversity-synthesized by left and right rotational
orthogonal baseband signal in maximal-ratio, we can see from the expression that
synthesis effect has something to do with single rotational signal’s frequency and
phase; it has nothing to do with amplitude. Stability of the amplitude of the signal
does not affect the synthesis results, but in fact, the degree of influence of the
magnitude stability is closely connected with the achieve method of devices, no
specifically discussed here.

23.5 Experiment Design and Test Analysis

Because it is difficult to simulate differential-mode loop frequent loss of lock in the
real FM telemetry, here we design a simple experiment to start quantitative
analysis.

23.5.1 Experimental Design and Recording

Fade the left and right rotational signal using the foremast bit error rate testing, fade
the left rotational signal to the signal strength of properly lock, fade the right
rotational signal to AGC threshold, then control the right rotational signal’s strength
by digitally controlled attenuator, to make differential-mode loop loss of lock fre-
quently (you can control the differential-mode loop loss of lock by adjusting the
attenuation and frequency), observe and record error rate. Figure 23.3 shows the
experimental procedure.

Table 23.2 shows the test results.

Fig. 23.3 The procedure of
experimental design
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23.5.2 Difference Between Experimental Environment
and Real Telemetry Environment

In the experimental environment, telemetry channel is stable, left-hand signal is
always stable. While in real telemetry environment, left rotational signal and right
rotational signal will fade or increase at same time, or one fade, the other increase.

In the experimental environment, signal attenuation adjustment happened in the
frequency converter export, attenuator fades both the signal and noise, SNR is
unchanged. In real telemetry environment, many factors will cause fading, man-
made fading cannot reproduce the real telemetry environment.

23.5.3 The Analysis of Result

Seen from the results, when AGC lock is normal and SNR is much larger than the
threshold, a single rotational signal flash will only lead to differential-mode loop
loss of lock frequently, and it will not cause the telemetry bit error. When SNR is
close to the threshold, a single rotational signal flash will cause differential- mode
loop loss of lock frequently, and it will have a certain impact on the telemetry bit
error, but the effect is not obvious. We also get that the technology of maximal-
ratio diversity synthesized algorithm and diversity-synthesized PLL does a poor
job in improving SNR, it cannot reach the ideal situation of 3 dB gain, the key is to
ensure that common route signal can normally received and demodulated in the
case of single rotational signal fast fading.

23.6 Conclusions

Seen from the principle of FM baseband receiver demodulation of telemetry data
and the results of experiment design, differential-mode loop loss of lock frequently
will not affect the telemetry data if a single rotational signal’s AGC and SNR are
normal. Seen from feedback on use of data, tasks arc telemetry data is complete

Table 23.2 Test record sheet of bit error rate

Attenuation frequency (Hz) AGC and S/N

2.5 V/20 dB 1.5 V/13 dB 1.5 V/12.8 0.3 V/12.8

2 0 3.22e-7 7.07e-5 7.43e-5
0.5 0 3.23e-7 5.73e-5 5.94e-5
0 0 3.01e-7 4.52e-5 4.88e-5
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and effective. It is normal that in FM telemetry engineering practice the fast fading
of FM telemetry single rotational signal in a short time causes differential-mode
loop loss of lock frequently, the technology of diversity-synthesized can play the
role of anti-fading effectively in test tasks.
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Chapter 24
Analysis on the Application
of Feed-Forward Technology for Space
Tracking, Telemetering and Control Ships

Dingxin Yang and Ting Yuan

Abstract Shipborne radar devices are influenced by ship-swaying in terms of their
tracking accuracy, especially under bad sea conditions, which making it very
important to employ a technique which not only maintains tracking stability but also
isolates ship-swaying effects. A scheme which compensates antenna azimuth and
elevation angles for feed-forward controls is proposed. First the radar ship-swaying
feed-forward compensation technique is introduced, followed by feed-forward
equations deduced by compensating tracking errors caused by ship-swaying and
target movements. Then, the deduction results are analyzed and concluded that
ship-swaying feed-forward data can be validly produced without target distance
values provided.

Keywords Ship-swaying � Feed-forward compensation � Azimuth � Elevation

24.1 Introduction

In order for a radar to correctly track a target, when the target deviates from the
zero point of the antenna difference beam, the tracking receiver has error voltage
signals which is transferred into the driven antenna of the servo system to elim-
inate the error voltage. If the extent where the target deviates from the zero point
of the antenna difference beam is within the extent where the radar tracking
converges, the target can be normally tracked. However, because of ship swaying
and target movements, shipborne radars inevitably produce greater tracking errors.
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When the velocity and the acceleration of either the target or the swaying ship
are much greater, there are more target-missing risks. In order to overcome
ship-swaying effects, it is requested that the velocity and the acceleration of the
radar should be greater than those of the target. However, only with the inherent
radar tracking loop circuit and gyroscope stabilization will realizing expected
ship-swaying isolation accuracy be a challenge. Employing feed-forward stabil-
ization technique will substantially improve system performance. As for shipborne
radars, installing a gyroscope onto the antenna pedestal is commonly used to
overcome ship-swaying influences. It has been proved that, as for wide-beam, low-
accuracy radars, gyroscopes have the advantages of feasibility and simplicity. With
the development of the spacecraft technology and the advance of the target
dynamic performance, stricter demands are imposed on the radar tracking per-
formance. Therefore, as for the narrow-beam, high-accuracy radars, feed-forward
compensation techniques are essential apart from gyroscopes.

As for space tracking, telemetering and control ships, radar feed-forward data is
computed with the target’s position, velocity and acceleration as well as ship-
swaying angles, ship-swaying velocities and ship-swaying accelerations. The
above values are forecast by the shipborne central computer system using accu-
mulating data collected by various measuring devices.

24.2 Mathematical Feed-Forward Model

Mathematically, ship-swaying feed-forward is formulated by deducing prospective
target movement values to compute antenna azimuth and elevation velocities and
accelerations produced by the target movements and ship swaying, according to
measuring data.

24.2.1 Relationship Between Radar Angular
Velocities and Surveying Coordinate Velocities

Under a surveying coordinate system, rectangular coordinates can be described by
polar coordinates as follows [1]:

Xc ¼ R cos E cos A

Yc ¼ R sin E

Zc ¼ R cos E sin A

8
>><

>>:
ð24:1Þ

We take derivatives of Eq. 24.1 with respect to time which is omitted in the
equations:
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_Xc ¼ _R cos E cos A� _ER sin E cos A� _AR cos E sin A

_Yc ¼ _R sin E þ _ER cos E

_Zc ¼ _R cos E sin A� _ER sin E sin Aþ _AR cos E cos A

8
>><

>>:
ð24:2Þ

We write Eq. 24.2 using the matrix form:

2
64

cos E cos A �R sin E cos A �R cos E sin A
sin E R cos E 0

cos E sin A �R sin E sin A R cos E cos A

3
75

_R

_E

_A

2
64

3
75 ¼

_Xc

_Yc

_Zc

2
64

3
75 ð24:3Þ

We can have the determinant value of the leftside 3 9 3 matrix:

D ¼ R2 cos E ð24:4Þ

Let:

DA ¼ det

2
64

cos E cos A �R sin E cos A _Xc

sin E R cos E _Yc

cos E sin A �R sin E sin A _Zc

3
75

DE ¼ det

2
64

cos E cos A _Xc �R cos E sin A
sin E _Yc 0

cos E sin A _Zc R cos E cos A

3
75

That is:

DA ¼ � _XcR sin Aþ _ZcR cos A ð24:5Þ

DE ¼ � _XcR sin E cos E cos Aþ _YcR cos2 E � _ZcR sin E cos E sin A ð24:6Þ

When E 6¼ 90�, D 6¼ 0, according to the Cramer’s rule, we have:

_Ac ¼
DA

D
¼ �

_Xc sin Aþ _Zc cos A

R cos E
ð24:7Þ

_Ec ¼
DE

D
¼ �

_Xc sin E cos Aþ _Yc cos E � _Zc sin E sin A

R
ð24:8Þ

With Eqs. 24.7 and 24.8, we have that the antenna azimuth angular velocity and
elevation angular velocity are related to surveying coordinate velocities, and the
latter is also related to ship-swaying attitude angles and parameters of dynamic
target characteristics.

Similarly, we can also have the relationship between antenna angular velocities
and coordinate parameters under the horizontal coordinate system:
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_AL ¼
DA

D
¼ �

_XL sin Aþ _ZL cos A

R cos E
ð24:9Þ

_EL ¼
DE

D
¼ �

_XL sin E cos Aþ _YL cos E � _ZL sin E sin A

R
ð24:10Þ

The radar tracking error is a function of the velocity error and the velocity error
is proportional to the angular velocity. As for land-based radars, the velocity error
is only related to target movements. As for shipborne radars, the velocity error is
related to both target movements and ship-swaying parameters.

24.2.2 Deduction of Feed-Forward Equations

We can take coordinate transformations between surveying coordinate systems
and horizontal coordinate systems. With the help of orthogonal transformations,
we can have a new orthogonal coordinate system from the old one [1]. We firstly
transform the surveying coordinate system to the corresponding horizontal one:

XL

YL

ZL

2
64

3
75 ¼ MKMuMh

Xc

Yc

Zc

2
64

3
75 ð24:11Þ

Xc

Yc

Zc

2
64

3
75 ¼ MT

h MT
uMT

K

XL

YL

ZL

2
64

3
75 ð24:12Þ

In the above equations, MK , Mu, Mh represent yawing, pitching and rolling
parameter matrices, respectively. The superscript T means transposition. We also
have:

MK ¼

2
64

cos K 0 � sin K
0 1 0

sin K 0 cos K

3
75

Mu ¼

2

64
cos u sin u 0
� sin u cos u 0

0 0 1

3

75

Mh ¼

2

64
1 0 0
0 cos h � sin h
0 sin h cos h

3

75
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We take derivatives of Eq. 24.12 with respect to time and then take Eq. 24.11
into the result:

_Xc

_Yc

_Zc

2

664

3

775 ¼ _MT
h Mh þMT

h
_MT

uMuMh þMT
h MT

u
_MT

KMKMuMh

h i Xc

Yc

Zc

2

664

3

775

þ MT
h MT

uMT
K

_XL

_YL

_ZL

2

664

3

775 ð24:13Þ

From Eq. 24.13, we have that surveying coordinate velocities are related to ship
attitude parameters, surveying coordinate parameters and horizontal coordinate
velocities. In other words, surveying coordinate velocities are related to ship
attitude parameters and dynamic target parameters. We then unfold the matrices:

_MT
h ¼ _h

2
64

0 0 0
0 � sin h cos h
0 � cos h � sin h

3
75

_MT
u ¼ _u

2
64
� sin u � cos u 0
cos u � sin u 0

0 0 0

3
75

_MT
K ¼ _K

2
64
� sin K 0 cos K

0 0 0
� cos K 0 � sin K

3
75

_MT
h Mh ¼ h

2
64

0 0 0
0 0 1
0 �1 0

3
75

MT
h MT

u
_MT

KMKMuMh ¼ _K

2

64
0 sin h cos u cos h cos u

� cos h sin u 0 � sin u
� cos u cos h sin u 0

3

75

MT
h

_MT
uMuMh ¼ _u

2

64
0 cos h � sin h

� cos h 0 0
sin h 0 0

3

75
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We take the above six equations into Eq. 24.13 and we then have:

_MT
h Mh þMT

h
_MT

uMuMh þMT
h MT

u
_MT

KMKMuMh

¼

2
664

0 _u cos hþ _K sin h cos u � _u sin hþ _K cos u cos h

� _u cos h� _K sin h cos u 0 _h� _K sin u

_u sin h� _K cos h cos u � _hþ _K sin u 0

3
775

ð24:14Þ

We also have:

MT
h MT

uMT
K

¼

2

664

cos u cos K sin u cos u sin K

� cos K cos h sin u� sin h sin K cos h cos u sin h cos K � cos h sin u sin K

sin h sin u cos K � sin K cos h � sin h cos u sin h sin u sin K þ cos h cos K

3

775

ð24:15Þ

We take Eqs. 24.14 and 24.15 into 13:

_Xc ¼ ð _u cos hþ _K sin h cos uÞYc þ ð _K cos h cos u� _u sin hÞZc

þ cos u cos K _XL þ sin u _YL þ cos u sin K _ZL

ð24:16Þ

_Yc ¼ ð _u cos h� _K sin h cos uÞXc þ ð _hþ _K sin uÞZc

þ ð� cos h sin u cos K � sin h sin KÞ _XL þ ðcos h cos uÞ _YL

þ ðsin h cos K � cos h sin u sin KÞ _ZL

ð24:17Þ

_Zc ¼ ð _u cos h� _K cos h cos uÞXc þ ð _K sin u� _hÞYc

þ ðsin h sin u cos K � cos h sin KÞ _XL þ ð� sin h cos uÞ _YL

þ ðsin h cos u sin K þ cos h cos KÞ _ZL

ð24:18Þ

At last, we take Eqs. 24.1, 24.16, 24.17 and 24.18 into 24.7 and 24.8, and then
we can have the angular velocities under the surveying coordinate system. The
acceleration can be obtained by take derivatives of the velocity equations with
respect to time.

24.3 Analysis on Application of Feed-Forward Technique

As the center of shipborne device data processing, the central computer system
provides radar devices with feed-forward data including that caused by target
movements and that caused by ship swaying. Target feed-forward data is described
as _A1 (azimuth angular velocity), _E1 (elevation angular velocity) and €A1 (azimuth
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angular acceleration), €E1 (elevation angular acceleration). Ship-swaying feed-
forward data is described as _A2 (azimuth angular velocity), _E2 (elevation angular
velocity) and €A2 (azimuth angular acceleration), €E2 (elevation angular accelera-
tion). All the above data is computed by the deduction introduced in the previous
section and is implemented by computer algorithms [1–4], which is also described
in Fig. 24.1.

From the computation procedure, we find that it is necessary for ship-swaying
feed-forward computation to have valid azimuth, elevation and distance values.
Combined with applications, we have two categories of targets, one category
includes geostationary satellites or beacon towers, the other category includes
moving targets such as rockets, spaceships, non-geostationary satellites and bea-
con balloons. We next analyze the application of feed-forward techniques
according to the above two categories.

24.3.1 Analysis on Application for Targets
of the First Category

From analyzing target movements of the first category, we find that, as these
targets are geostationary, the velocity and the acceleration values are both zero
under the horizontal coordinate system when ignoring the ship velocity. With
Eqs. 24.9 and 24.10, we have _AL ¼ 0 and _EL ¼ 0, that is, the target feed-forward
value is zero. We then take this result into Eqs. 24.16, 24.17 and 24.18:

_Xc ¼ ð _u cos hþ _K sin h cos uÞYc þ ð _K cos h cos u� _u sin hÞZc ð24:19Þ

_Yc ¼ ð _u cos h� _K sin h cos uÞXc þ ð _hþ _K sin uÞZc ð24:20Þ

Movement parameter 

forecast

Ship-swaying parameter 

forecast

R A E

all valid

Ship-swaying 

data all valid

Ship-swaying feed-forward data computation

Fig. 24.1 Procedure of ship-swaying feed-forward computation

24 Analysis on the Application of Feed-forward Technology 247



_Zc ¼ ð _u cos h� _K cos h cos uÞXc þ ð _K sin u� _hÞYc ð24:21Þ

We then take Eqs. 24.1, 24.19, 24.20 and 24.21 into 7 and 8:

_Ac ¼ _u sin h� _K cos u cos h� tan Ec½ð _h� _K sin uÞ cos Ac

þ ð _u cos hþ _K cos u sin hÞAc�
ð24:22Þ

_Ec ¼ �ð _u cos hþ _K cos u sin hÞ cos Ac þ ð _h� _K sin uÞ sin Ac ð24:23Þ

We also have the ship-swaying acceleration: €Ac ¼ ð _AcÞ0, €Ec ¼ ð _EcÞ0.
From the final result, we find that there are no distance variables in the equa-

tions and the equations are only related to ship-swaying conditions. Therefore, if a
target of the first category is being tracked, feed-forward data can be computed
without target distance values. All that is needed is an angular transformation from
under the horizontal coordinate system to under the surveying coordinate system.
We can conclude that feed-forward of geostationary targets only originates from
ship swaying.

24.3.2 Analysis on Application for Targets
of the Second Category

When tracking moving targets, the corresponding feed-forward data can be
computed using Eqs. 24.9 and 24.10. In these situations, it is essential to have
target distance values in order to obtain feed-forward data, as target velocities and
accelerations all result from target distance values and the latter imposes great
influence on results of the two equations mentioned before.

Although feed-forward data cannot be obtained without distance values, self-
tracking can help the antenna steadily and accurately focus on the target without ship
swaying, as the antenna’s self-tracking itself has the isolation effect with valid
angular and distance values collected during self-tracking periods. Therefore, we
can regard that the antenna’s self-tracking has isolated the final feed-forward result
from target movements and all we need here is the feed-forward from ship swaying.

When we have only valid angular data in hand, we can use the equations
deduced previously to compute ship-swaying feed-forward data for the servo
system, helping to improve tracking accuracy.

24.4 Conclusions

In this paper, we firstly introduce the antenna feed-forward technology, deduce the
mathematical feed-forward model in detail and then analyze the application based
on the software implementation of the shipborne central computer system. Finally,
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we conclude that ship-swaying feed-forward data can be obtained without target
distance values.

Feed-forward technology plays an important role in improving antennas’
tracking performance, eliminating ship-swaying influence on target tracking
conditions. However, there are also insufficiencies with respect to the technology.
The software implementation, for instance, has a substantial effect on feed-forward
accuracy which is partly determined by the accuracy of forecast algorithms. As the
advance of real-time processing capability and computation accuracy, the feed-
forward performance will surely be optimized in the future.
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Chapter 25
A Telemetry Data Fusion Method Based
on Optimal Weighted

Ping Jiang, Yangwei Dong and Xuemei Zou

Abstract To solve the difficult problem of multi-sources telemetry data use in
spaceflight TT&C, data pretreatment procedure and data fusion method are studied
in this paper. On basis of the existing telemetry data processing, a new data
pretreatment procedure is designed, realizing the function of data screening,
extracting and selecting. A new data fusion method based on optimal weighted is
put forward as well. The algorithm and distribution principle for optimal weighted
values are discussed and presented. In the end, after the data pretreatment and
fusion stages, a more accurate and reliable data result is provided. Theoretical
analysis and real mission data implication show that data quality after pretreatment
and fusion is improved obviously. It enhances the precision of data processing, and
reduces risks caused by error data. The method has great value in engineering
application, and can make reference for the further research of multi-sources data
processing.

Keywords Multi-sources telemetry � Data screening � Data selecting � Data
confusion � Optimal weighted

25.1 Introduction

Telemetry is a science of using automatic equipment to make scientific mea-
surements and transmit them by radio to a receiving station. As for spaceflight
mission, the working and environment state parameters of spacecraft subsystems,
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as well as the physiology state of astronauts in manned spacecraft are collected to
be telemetry data, and is transferred to ground tracking stations, and finally
delivered to the flight control center. Flight control center receive and process the
telemetry data, and finally translate them into all kinds of parameters, according to
which the flight control personnel monitor the mission state and make control
decisions.

With the rapid development of Chinese aerospace in recent years, the scale of
TT&C network is steadily amplified, leaving multi-sources telemetry data trans-
mitted into flight control center at the same time. Considering the different per-
formance of every channel affected by space electromagnetic interference and
equipment, it means a lot to find a method to make better use of the multi-sources
telemetry data and to improve the accuracy of data processing results.

25.2 Multi-Sources Data Fusion

Data fusion [1] is a technique of data colligating and processing, which is actually
an integration and application of lots of traditional subjects and new technology. In
a broad sense, it includes communication, pattern recognition, decision making
theory, uncertainty theory, signal processing, estimation theory, optimal technique,
computer science, artificial intelligence and neural network, etc. Mangolini defined
it as that data fusion is a technique of multi-sources data processing by using a
series of technology, tools and methods which improves the quality of data [2].

Considering the characteristics of telemetry data of spaceflight, we make use of
the concept of data fusion. With multi-sources telemetry data fusion, we combine
telemetry data transmitted from different channels by using some proper methods,
and provide an optimal evaluation of flight vehicle state.

After using the multi-sources telemetry data fusion method, the influence of
channels and receiving equipments can be dispelled, and the frame loss rate and
BER can be reduced. A unique succession and reliable telemetry data is made.

25.3 Multi-Sources Telemetry Data Processing

Telemetry data processing [3] is a procedure of extracting, analyzing and syn-
thesizing. One of the basic missions of flight control center is to process all kinds
of telemetry data frames that received in real time, and supply users with result
frames. The flow of work is shown in Fig. 25.1.

At present, flight control centre processes and uses telemetry data mostly in the
way as follows: All the telemetry data transmitted from all stations are processed
and displayed at the same time, and users selected what they need separately.
Technicians make comprehensive judgment of the state of flight vehicle by all the
results. Telecontrol and other software select one result on basis of respective
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principles. In this work mode, risks are made because of the different use of multi-
sources data. If we realize the data fusion at the data processing stage, the result
delivered to the users will be unique and more reliable.

25.4 Multi-Sources Telemetry Fusion Method

The final aim of multi-sources telemetry data fusion is to make a result with low
BER covering the whole course from all tracking stations. To make this, in off line
telemetry processing, we usually select data of low frame error rate from the multi-
sources data in sections. But this method doesn’t work in real-time processing,
because it needs a period of time to make statistics of frame loss rate and frame
error rate. And it still has the problem of error bits.

Considering the problem of frame loss and bit error, in our data processing
system, we design a new pretreatment function. It makes code selection and fusion
initially before processing, which guarantees the data quality and promotes effi-
ciency of system.

The pretreatment of telemetry data includes four stages as data screening, code
extracting, data selecting and data fusion. Flow of work with the new pretreatment
function is shown in Fig. 25.2.

Framework  regulations

Receiving telemetry data

Extracting source and time 
information 

Code 
extract 

Result 
calculate

Monitor Orbit 
calculate Telecontrol Database

Code 
extract 

Result 
calculate

Code 
extract 

Result 
calculate

Station 1 Station 2 Station 3

Fig. 25.1 Work flow of
telemetry data processing

25 A Telemetry Data Fusion Method Based on Optimal Weighted 253



25.4.1 Data Screening

Data screening basically reviews the rationality and continuity of data, as well as
the validity of data. We confirm the rationality of data by checking whether it is
received at the right time and from the right station. If the system receives data out
of plan, then abandons it.

We confirm the continuity of data by checking whether the data is continuous
while the station is tracking. If the data breaks off, it is abandoned.

We confirm the validity of data by checking whether the telemetry data
framework conforms to the regulations. It is abandoned when the frame syn-
chronous code or the frame frequency is uncorrected.

25.4.2 Data Selecting

Mostly, after the pretreatment of telemetry data, there are still several sources of
data, which all have right framework. We pick one from them by data selecting,
which is done after the code extracting. The procedure of data selecting is as follows:

Framework regulation 

Receiving telemetry data

Data screening

Code 
extract

Monitor 
Orbit 

calculate Telecontrol Database

Code 
extract

Result calculate

Code 
extract

Station 1 Station 2 Station 3

Data select

Pretreatment 
Data fusion

Fig. 25.2 New work flow of
telemetry data processing
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Assume a telemetry parameter is transmitted by K sources, make Pi the code of
source i. Make Pi a set (P1, P2, P3, … Pi), record the number of times Pi appears as
Ni, and we get:

N1 þ N2 þ N3 þ � � � þ Ni ¼ K

Note Nx = Max (N1, N2, N3, � � � , Ni).
If there is only one Ni = Nx, then Px is the data selecting result.
If the number of Ni = Nx is bigger than one or Nx=1, we can not get the sole

selecting result. In this circumstance, we make use of the data fusion algorithm to Pi.

25.4.3 Data Fusion

Make bik the ith bit of code P from source k, and it can be 0 or 1.
If

0�ðbi1 þ bi2 þ � � � bikÞ=k� 0:5

bi of the fusion result equals 0.
If

0�ðbi1 þ bi2 þ � � � bikÞ=k ¼ 0:5

abandon this code because no result can be made.
If

0:5\ðbi1 þ bi2 þ � � � bikÞ=k� 1

bi of the fusion result equals 1.
In this way, we get every bit of code P and make it the result of data fusion.

25.4.4 Data Fusion Based on Optimal Weighted

Data fusion method talked in Sect. 4.3 is based on that the BER of stations are in
average. In real mission, we consider it different when talking about the reliability
of different channels. For the TT&C network existing, there are ground stations,
instrumentation ship and tracking and data relay satellites. Because of the different
factors affecting transference, data quality received and delivered by different
channels should be considered separately.

For this consideration, we improve the data fusion method by using of optimal
weighted. We supply every kind of channel with different weighted value, and the
new algorithm is adjusted as follows:
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If

0�

Pk

n¼1
bjn �Wn

Pk

n¼1
Wn

� 0:5

bj of the fusion result equals 0.
If

0�

Pk

n¼1
bjn �Wn

Pk

n¼1
Wn

¼ 0:5

abandon this code.
If

0:5\

Pk

n¼1
bjn �Wn

Pk

n¼1
Wn

� 1

bj of the fusion result equals 1.
The weighted value can be set according to the real tracking condition. For

example, we can set them in such principles as:

Fig. 25.3 Parameter X from ground station 1
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1. In any case, the minority is subordinate to the majority.
2. Ground stations take priority over instrumentation ships, and instrumentation

ships take priority over tracking and data relay satellites.

25.5 Application

Choose a period of telemetry data from real spaceflight mission. There are two
ground stations, one instrumentation ship and one tracking and data relay satellite,
of which the weighted value are indicated as x, y, z.

Fig. 25. 4 Parameter X from ground station 2

Fig. 25.5 Parameter X from ship
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According to the principles stated above, we can get

zþ y [ x

x [ y [ z

(

Make

x = yþ 1 ¼ zþ 2

we can distribute the weighted value as

Fig. 25.7 Parameter X after data fusion

Fig. 25.6 Parameter X from delay satellite
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x = 4

y = 3

z = 2

8
><

>:

The values of parameter X from the four sources are shown in Figs. 25.3, 25.4,
25.5, 25.6. It can be seen from the above figures that the start–end time of four
sources are different, and they all have error bits. We process the data with data
fusion method based on optimal weighted, and get the parameter value curve in
Fig. 25.7.

As indicated in Fig. 25.7, after data fusion, the error bits are cast off, and a
whole and correct result is given.

In addition, we choose 1 h data with more stations to verify the reliability and
efficiency of the processing. The result shows that the BER is zero and it can meet
the real-time data frequency requirement.

25.6 Conclusions

In conclusion, the data fusion method based on optimal weighted presented in this
article can solve the problem of code error from multi-sources and give an integrated
and more reliable result. Theoretical analysis and experiment data show that the data
quality after fusion is improved obviously. It reduces risks caused by error data, and
lowers the difficulty of follow-up work. Time used for data processing is shortened,
and the efficiency is promoted. The method has great value in engineering appli-
cation, and can make reference for the further research of multi-sources data
processing.
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Chapter 26
A Data Fusion Method of Multi-Sources
Measurement Data Based on Federated
UKF Filter

Hong Chen, Jian Jiang and Lin Wang

Abstract To ensure the tracking reliability and accuracy, and to increase the
utilizing efficiency of measurement data in space flight tracking, a data fusion
method in real-time orbit tracking based on federated UKF filter is put forward.
The key technology of the multi-source measurement data fusion scheme is also
analyzed in this paper. The computer simulation shows that the reliability of the
real-time orbit tracking can be increased remarkably and the tracking accuracy can
be increased by thirty percent. In this method, the fused ballistic curve is con-
tinuous and the convergence can meet the requirement of real-time guidance,
which has great meanings on the overall level of spaceflight commending and
controlling system.

Keywords Multi-source data fusion � Federated UKF filter � Orbit tracking

26.1 Introduction

To ensure the reliable tracking of the target in space flight tasks, different kinds of
tracking equipments such as optic equipments, radars and GPS are comprehen-
sively used at the same time. In order to take advantage of the measurement data of
different kinds of tracking equipments, the commonly method is to reversely figure
out the orbit of the target according to the measurement data and choose one as the
final orbit to output according to the quality of the measurement data [1]. This
method has the shortages of low utilization rate of measurement data and bad
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tracking reliability. The multi-source data fusion method based on federated UKF
filter presented in this paper can take full advantage of the potentiality of the
tracking systems and can also increase the orbit tracking accuracy and reliability.

26.2 Previously Data Processing Before Data Fusion

In center computer of the Spaceflight Commanding & Controlling Center, some
sampling data called outliers whose values are much higher than the natural values
always exist in the received data of every measurement equipment. Further more,
some data are missed because of interference. So, the outliers must be found and
the missed data must be renewed before data fusion. On the other hand, because
every measurement equipment in the tracking system doesn’t work at the same
time and the data sampling periods of measurement equipments are not always
uniform, arrival time difference of received measurement data exists in the center
computer and the measurement data must be aligned. Interpolation algorithm such
as the Lagrangian three-point interpolation algorithm is the classical method to
solve the asynchronous time problem caused by the different data sampling period
[2, 3]. Commonly, the sampling time of one measurement equipment in the
tracking system can be chosen to be the reference time and the sampling time of
other measurement equipments should be unified to the reference time.

26.3 Traditional Data Fusion Methods in Target Tracking

In space flight tracking, the state equation used to describe the flight character of
the target and the measurement equations of the measurement equipments such as
radars and optic equipments are strongly nonlinear. The methods of nonlinear filter
are always adopted to estimate the flight state of the target. The structures of data
fusion based on nonlinear filter can be classified into the centrality structure and
the distributed structure. The centrality structure of data fusion in target tracking is
shown in Fig. 26.1.

Single-pulse rada

Continuous-wave rada

Optic eqipments

EKF/UKF/PF
Nonlinearity filter

fused state estimation

ˆ ,g gX P

1Z

2Z

3Z

Fig. 26.1 The central data
fusion method
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In the centrality structure, all measurement data of different kinds of tracking
equipments constitute the measurement vector of the EKF/UKF/PF nonlinear filter
[4–6]. Theoretically speaking, the centrality structure has the optimization state
estimation performance and is easy to implement. But there are many serious
problems in the central data fusion system. Firstly, the computation complexity
will be N3 times (N is the dimension of the measurement vector). For example,
assuming the tracking system are composed of one single-pulse radar, one con-
tinuous-wave radar and three optic equipments, the measurement vector dimension
of the central filter will be 17. In that case the real-time performance of the orbit
tracking can not be satisfied because of the remarkably increased computation
complexity. Secondly, the central nonlinear filter has low reliability. The error will
be expanded to the whole filter when the local measurement data is wrong and the
orbit tracking will be completely failed. So, the central data fusion system is
seldom adopted in practical application.

The simply method to fuse the measurement data in a distributed data fusion
system is to set the weighted coefficient corresponding to the target state estimation
of different measurement equipments. Commonly, we can determine the weighted
coefficients according to the measurement precision because different measure-
ment equipments have different precision. For example, assuming that the state
estimation result of the ith measurement equipment is xi; yi; zi½ �T and the variance is

r2
xi
; r2

yi
; r2

zi

h iT
(where i ¼ 1; 2; . . .M), the fused estimation value of the orbit can be

given by

x̂0 ¼ 1

,
XM

i¼1

1
r2

xi

 !
XM

i¼1

xi

r2
xi

; ŷ0 ¼ 1

,
XM

i¼1

1
r2

yi

 !
XM

i¼1

yi

r2
yi

;

ẑ0 ¼ 1

,
XM

i¼1

1
r2

zi

 !
XM

i¼1

zi

r2
zi

ð26:1Þ

The distributed data fusion method based on weighted coefficient of precision
has ideal effect when all of the measurement equipments work properly. But the
measurement precision of a equipment is only a probability statistic, the mea-
surement data can be completely wrong when the equipment of the tracking
system doesn’t work properly or the target is missing. In that case, the data fusion
system has poor tracking performance.
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26.4 Distributed Data Fusion Method Based
on Federated UKF Filter

26.4.1 System Model

To avoid the shortages in the central data fusion and the traditional distribute data
fusion based on weighted coefficient, a distributed data fusion model based on
federated UKF [7] is adopted to improve the performance of the space flight tracking
system. The system model can be shown in Fig. 26.2. The federated filter is com-
posed of one master filter and a certain number of sub-filters. In Fig. 26.2, the state
estimation of one sub-filter is independent of the other sub-filters. X̂g and Pg rep-

resent the fused state and it’s variance. X̂i and Pi represent the state estimation and
it’s variance of the ith sub-filter. X̂m and Pm represent the state estimation and it’s
variance of the master filter.

In Fig. 26.2, different kind of measurement equipment estimates the state of
target with its own UKF sub-filter. The orbit of the target is fused in the master
filter according to the state estimation results of every UKF sub-filter. The model
of Fig. 26.2 has much lower computation complexity and better system fault
tolerance. The fault of local measurement equipment can hardly influence the final
precision of the fused orbit. In space flight tracking, the cases that the measure-
ment equipments malfunction or track the wrong target are common. So the dis-
tributed data fusion model showed in Fig. 26.2 is more suitable to be used in space
flight tracking.

26.4.2 UKF Sub-filter

UKF filter chooses a set of sigma sample points to compute the mean and
covariance of the state distribution. Assuming that the state estimation vector of
the UKF filter is X, a discrete nonlinear system can be described as follows:

Xðk þ 1Þ ¼ Uðk þ 1; kÞXðkÞ þWðkÞ ¼ F XðkÞ;WðkÞ½ � ð26:2Þ
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Fig.26. 2 The distributed
data fusion structure of multi-
source measurement data
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ZiðkÞ ¼ HiðkÞXðkÞ þ viðkÞ i ¼ 1; 2; . . .; n ð26:3Þ

where /ðk þ 1; kÞ, WðkÞ and HiðkÞ represent the state transformation matrix,
noise matrix and the measurement matrix of the ith sensor respectively,
E wðkÞwTðjÞ½ � ¼ QðkÞdðk; jÞ,E vðkÞvTðjÞ½ � ¼ RðkÞdðk; jÞ

UKF consists of the following steps:
Step 1: Set the initial values for state mean �X0 and error covariance P0.
Step 2: Compute the 2nx þ 1 sigma sampling points vi and their weighted

coefficient Wi.

v0 ¼ x; Wm
0 ¼ j=ðnx þ jÞ;Wc

0 ¼ j=ðnx þ jÞ þ ð1� a2 þ bÞ; i ¼ 0

vi ¼ xþ ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnx þ jÞPx

p
Þi; Wm

i ¼ Wc
i ¼ 1=2ðnx þ jÞ; i ¼ 1; . . .; nx

vi ¼ x� ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnx þ jÞPx

p
Þi; Wm

i ¼ Wc
i ¼ 1=2ðnx þ jÞ; i ¼ nx þ 1; . . .; 2nx

ð26:4Þ

Step 3: Compute the predicted state mean and the predicted covariance as:

vx
i ðk þ 1=kÞ ¼ F við Þ; i ¼ 0; . . .; 2nx ð26:5Þ

xðk þ 1=kÞ ¼
X2nx

i¼0

Wm
i vx

i ðk þ 1=kÞ ¼
X2nx

i¼0

Wm
i F vx

i ðk=kÞ
� �

ð26:6Þ

Pðk þ 1=kÞ ¼
X2nx

i¼0

Wc
i vx

i ðk þ 1=kÞ � xðk þ 1=kÞ
� �

vx
i ðk þ 1=kÞ � xðk þ 1=kÞ

� �TþQðkÞ

ð26:7Þ

Ziðk þ 1=kÞ ¼ H við Þ; i ¼ 0; . . .; 2nx ð26:8Þ

�Z ¼
X2nx

i¼0

Wm
i Ziðk þ 1=kÞ ð26:9Þ

Step 4: Update the state mean and covariance as

PZZ ¼
X2nx

i¼0

Wc
i Ziðk þ 1=kÞ � Z
� �

Ziðk þ 1=kÞ � Z
� �TþRðkÞ ð26:10Þ

PXZ ¼
X2nx

i¼0

Wc
i vx

i ðk þ 1=kÞ � xðk þ 1=kÞ
� �

Ziðk þ 1=kÞ � Zðk þ 1=kÞ
� �T ð26:11Þ

Kk ¼ PXZP�1
ZZ ð26:12Þ

xðk þ 1=k þ 1Þ ¼ xðk þ 1=kÞ þ Kk Zk � Zðk þ 1=kÞ
� �

ð26:13Þ
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Pðk þ 1=k þ 1Þ ¼ Pðk þ 1=kÞ � KkPZZðk þ 1=kÞKT
k ð26:14Þ

26.4.3 Data Fusion in the Master Filter

In the federated UKF filter, the process information Q�1ðkÞ and P�1ðkÞ are dis-
tributed between the sub-filters and the master filter as follow

QiðkÞ ¼ b�1
i QðkÞ ð26:15Þ

PiðkÞ ¼ b�1
g PðkÞ ð26:16Þ

where bi is the information distribution coefficient and satisfies [8]

Xn

i¼1

biþ bm ¼ 1 ð26:17Þ

Finally, all of the state estimations in every UKF sub-filter are fused in the
master filter. The fused state estimation and the covariance matrix can be
expressed as

PgðkÞ ¼
Xn;m

i¼1

P�1
i ðkÞ

" #�1

ð26:18Þ

X̂g ¼ Pg

Xm

i¼1

P�1
i X̂i ð26:19Þ

26.5 Analysis of the Key Techniques

26.5.1 Modeling of the Flight Target

In the target tracking system based on nonlinear filter, the modeling veracity of the
state equation used to describe the flight character of the target has great influence
on the tracking performance. The models of target movement consist of single
model(SM), static multiple model (MM) and interacting multiple model (IMM).
There are many kinds of single model such as CA model, CV model, Singer model
[9] and CS model [10]. Different movement model is used to estimate the target
state in different period in MM and satisfies the flight character better than SM. But
only one model filter is used at the same time in MM and the static model switch
will lead to tracking delay. IMM has ideal tracking performance through adopting
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multiple models at the same time and has been a research hotspot in target
tracking. But the computation complexity of the IMM model will be remarkably
increased when there are many models in IMM. In addition, the unnecessary
competition among models will reduce the tracking performance along with the
increase of models. So, model set in IMM should be optimized during the process
of data fusion.

26.5.2 Covariance Matrix Processing

In space flight target tracking, every measurement equipment has the specifically
tracking area because of the earth curvature. For example, a radar can not track the
target from the launching of rocket to 20 s. The output data of the radar will be a
changeless value and the state estimation covariance matrix of the sub-UKF filter
will be very small. From 20 to 400 s, the radar can track the target normally and
the state estimation covariance matrix of the sub-UKF filter becomes larger and
larger. After 400 s, the target is missing and the covariance matrix falls sharply.
So, the covariance matrix of the sub-UKF filter keeps small though the output
measurement data is invalid. As we have known that the weighted coefficient of
data fusion is inversely proportional to the covariance matrix. So the covariance
matrix of the sub-UKF filter should be processed properly to avoid decreasing the
tracking performance of the whole data fusion system.

26.5.3 Reliability Techniques of the Data Fusion System

Reliability is the most important factor in space flight tracking and the measurement
data fusion system must work properly in any case of abnormal condition. On the
one hand, the movement model adopted in the data fusion system must satisfy the
character of the maneuvering target. Otherwise, the data fusion filter will be
divergent. On the other hand, square root operation is needed in UKF filter during
the process of UKF iteration and the covariance matrix of the UKF filter must be
positive. When the covariance matrix becomes non-positive, software error will
occur. Valid steps should be taken to ensure the performance of system fault-
tolerance.

26.6 Computer Simulations

In this section, the performance of the data fusion based on federated UKF filter in
space flight tracking is investigated and the current statistical (CS) model is
adopted in this paper. There are one single-pulse radar, one set of continuous-wave
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radar (composed of one master station and four assistant stations) and three optic
equipments in the space flight tracking system, and the sampling period of the
measurement data is 50 ms. The orbit tracking performance based on federated
UKF data fusion is shown in Fig. 26.3. Computer simulation shows that the pre-
cision of orbit tracking based on federated UKF will be increased more than thirty
percents compared with the orbit tracking result which directly computed
according to the measurement data of the single-pulse radar.

The convergence rate of the data fusion based on federated UKF filter is very
important in space flight real-time orbit tracking. The convergence performance of

0 500 1000 1500 2000 2500 3000
-2000

-1500

-1000

-500

0

500

1000

1500

2000

time sampling points

or
bi

t t
ra

ck
in

g 
er

ro
r/

m
et

er

0 500 1000 1500 2000 2500 3000
-2000

-1500

-1000

-500

0

500

1000

1500

2000

time sampling points

or
bi

t t
ra

ck
in

g 
er

ro
r/

m
et

er

(a) (b)

Fig. 26.3 Orbit tracking performances of different methods
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the federated UKF filter is shown in Fig. 26.4. The convergence of the federated
UKF filter will be faster when the value of the state set initially approaching the
real value. In that case, the federated UKF filter can reach convergence after
several times of filtering irritations.

26.7 Conclusions

A data fusion method in real-time orbit tracking based on federated UKF filter to
make maximal use of the space flight tracking system is presented in this paper.
Computer simulation shows that the precision of the orbit tracking will be
increased remarkably and the convergence rate can meet the requirements of the
real-time tracking in space flight. Further more, the reliability of the tracking
system will be effectively improved because of the ideal fault-tolerance
performance.
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Chapter 27
Dim and Weak Target Detection
Technology Based on Multi-Characteristic
Fusion

Jia Tang, Xin Gao and Gang Jin

Abstract As the signal of small weak target is weak, its characteristic information
is prone to weakening and loss and is difficult to maintain stability. In this paper, a
self-learning mechanism is built using continuous signal correlative characteris-
tics. The method is based on K-L transform fusion technology and D-S theory of
decision-making. Meanwhile, the fusion technology of ‘‘fusion after the first
decision-making’’ and ‘‘decision-making after first fusion’’ organic integration is
developed. To verify the detection capability of this technology for small dim
targets, a new type of tracking processor is developed. It processes more than one
hundred groups of raw image data divided into two groups. The image data is
taken by a space target surveillance telescope. Experimental results show that dim
targets can be detected and tracked stably and reliably using this technology. Also
provided with a complex background suppression and anti-jamming capability, a
target can be detected stably and reliably when its SNR is about 1.2.
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27.1 Introduction

Range optical equipment is required to detect and track specific objects as far as
possible. At far distance between the optical equipment and the object, the
dimension of target image taken by the photoelectric system is very small and the
intensity is weak. As the weak target signal lacks shape and texture characteristics
information, most conventional means fail to detect the target. Therefore, detection
and tracking of dim and weak targets has long been a challenge and a hot subject
of research in the field of signal processing.

Data fusion technology is an integrative process of a variety of sources of
information processing, control and decision-making. The method of multi-feature
fusion processes a variety of signal characteristics in the feature domain to get a
new ‘‘feature’’ followed by target detection and identification based on this new
feature. There are many fusion approaches, e.g. weighted average method, voting
method, DS evidence theory, linear classifiers and artificial neural network sim-
ulation [1–5]. Generally speaking, these methods fuse the results of various signal
features and then obtain the final result through decision-making.

The signals of small weak target are weak, so the characteristic information is
prone to weakening and loss and it is difficult to maintain stability. Therefore, it
calls for an effective self-learning mechanism and multi-feature fusion method for
stable extraction of small weak target signals and re-capture of the target as early
as possible after target signal lost.

In this paper, a self-learning mechanism is developed using continuous signal
correlative characteristics, and the fusion technology of ‘‘fusion after the first
decision-making’’ and ‘‘decision-making after first fusion’’ organic integration is
developed.

27.2 Technical Principle

27.2.1 Discrete Karhunen–Loeve Transform
Fusion Technology

Discrete Karhunen–Loeve Expansion transform (K-L transform) is a mathematical
method for pattern recognition. It is an orthogonal linear transformation similar to
the Fourier transform and Walsh transform. K-L transform performs compression
of the extracted feature information to determine the largest value of the trans-
formed ‘‘features’’ vector. To a certain sense, it can also be considered an adaptive
information fusion technology.

Discrete K-L transform expands orthogonally according to statistical nature as
(27.1) below:

g ¼ A f � mf

� �
ð27:1Þ
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where, f is data in random field scale as N, whose statistical properties charac-
terized with the mean vector mf and covariance matrix Cf . A is orthogonal
transformation matrix. Its line is composed by the eigenvectors of Cf .

It can be seen from the nature of the K-L transform covariance matrix Cg in the
transform domain g is a diagonal matrix. Its main diagonal elements are the
eigenvalues of covariance matrix Cf the elements outside the main diagonal are all
zero. The main diagonal elements satisfy ki� kiþ1 i ¼ 1; 2; . . . ;N � 1ð Þ. At the
same time, ki is also the eigenvalue of Cf . We can see that Cf and Cg have
the same eigenvalues and eigenvectors. This means the main diagonal element is
the eigenvalue of the original image and of the transform domain covariance
matrix at the same time. Covariance matrix transformed can be substituted by the
matrix before transformation.

Because each element in the diagonal of the covariance matrix reflects the
variance of each component in the transform domain, it provides a measure of
correlation between the elements. The characteristic value can be expressed by the
‘‘track’’ of eigenvalue matrix, as shown in (27.2) below:

k1 þ k2 þ � � � þ kN ¼ C11 þ C22 þ � � � þ CNN sin�1 h ð27:2Þ

Equation (27.2) reflects a new distribution of the original data feature infor-
mation in the transform domain. The eigenvalue component k1; k2; . . . ; knð Þand the
first characteristic value k1 can be taken to form a new characteristic parameter.
The new characteristic parameters describe the largest energy distribution and
shape distribution of the data.

Due to the different choice of feature extraction methods and the dimension
values, there is a big difference between the characteristics of the combinations of
the same model samples. First, the original feature should be standardized to
eliminate the adverse effects caused by the unbalanced nature of the combined
feature values, as shown in (27.3) below:

Y ¼ X � lð Þ=r ð27:3Þ

where, l is the mean vector of training samples and r is the mean value of the
standard deviation vector in each component.

When characteristic dimensions involved in the combinations are unequal, the
characteristics of a higher dimension in the combinations still have a clear
advantage after standardization because the characteristics of a higher dimension
value occupies a larger proportion in the scatter matrixes generated in the com-
bination. To overcome this effect, take a weighted combination of standardized
characteristics is taken when the dimensions of feature vector are unequal.

K-L transform is optimal orthogonal transformation of a mean square error
criteria. The transform matrix not only contains the information of the original
image, but also naturally reflects the characteristics of the transform domain. The
K-L transform is different from the other orthogonal transform. K-L transform
realizes characteristic information compression while performing a fusion of
characteristic information at the same time.
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27.2.2 Dempster-Shafer Theory of Decision-Making

Dempster-Shafer theory of evidence (D-S theory of evidence) as a decision-making
theory makes decisions through combining multiple evidence. Compared with
probability decision theory, it is not only able to handle uncertainty because the
knowledge is not accurate, but also able to handle the uncertainties because the
knowledge does not know.

During target detection, the evidence can be assumed on the domain {target,
non-target, uncertainty}. U ¼ u1; u2; . . . ; unf g is a collection of factors affecting
the judgment. Weight coefficient for the judgment of the corresponding factors in
the decision process is ~A ¼ a1; a2; . . . ; anf g. ak is the weighting coefficient cor-
responding to the k-th factor and

Pn
k¼1 ak ¼ 1 and it can be assumed that

a1� a2� � � � � an.
The evidence involved in the fusion comes from the degree of membership of

fuzzy comprehensive decision-making. The collection composed by the mem-
bership degree corresponding to the factors is shown below:

R ¼ r1; r2; � � � ; rnf g ð27:4Þ

During the process of tectonic evidence, rk1 ¼ rk is used to represent the
credibility of detecting as the target when the k-th factor is considered. rk2 ¼
1� rk is used to represent the unreliability of detection of a target. sk is the degree
of adjustment. dk is the degree of expansion corresponding to uk. Their values are
determined by simulation.

Evidence matrix M ¼ mkið Þn�3 is defined. mk1 ¼ ak1rk1 is used to represent the
level of trust of the target when the k-th factor is considered and mk3 ¼ 1� ak is
used to represent the level of uncertainty of the target. Each Mk ¼ mk1;mk2;mk3ð Þ
is an evidence. All the items of evidence are fused by D-S evidence theory fusion
rules and the final comprehensive judgment vector is got as shown in Eq. (27.5):

M ¼ m1;m2;m3f g ð27:5Þ

m1, m2 and m3 respectively represent the level of trust of the target, the level of
trust of non-target and the level of trust of target uncertainty.

27.3 Experiment

In order to verify the detection capability of this technology for small dim targets,
a large scale semi-physical simulation experiment is carried out. First, a new type
of tracking processor using the new tracking and dealing algorithm is developed.
Then, the space target image data taken by other optical equipments is sent into the
new track processor. The module’s minimum detectable magnitude and SNR are
detected. The image source for the experiment is the space target image data taken
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by space target surveillance equipment, whose advantage is to facilitate quanti-
tative assessment.

27.3.1 SNR Calculation Method

The lowest Signal-to-Noise Ratio (SNR) for the target is an important indicator to
judge weak target signal extraction capability. There are many ways to calculate
the SNR. Equation (27.6) is used here.

SNR ¼

PNs

i
absðSi � �BÞ

Ns

,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PNB

i
ðSB � �BÞ2

NB

vuuut
ð27:6Þ

where, Si is signal value corresponding to each signal pixel. SB is signal value
corresponding to each background pixel. �B is the mean of the background signal,

defined as �B ¼
PNB

i
SB

�
NB. NB is total number of pixel processing area. Taking the

target as the center and taking the 101 9 101 image area minus the 5 9 5 of the
center of the wave gate, there are a total of 10176 pixels. NS is pixel number
occupied by a given target. For point targets, the area can be fixed to take 3 9 3
pixels in the wave door center for convenience.

The SNR is approximately linearly proportional to the target brightness Q.
According to the relationship between the target brightness and magnitude,
Eq. (27.7) can be given:

SNRn�k

SNRn
/

ffiffiffiffiffiffiffiffiffiffi
Qn�k

Qn

s

¼ 2:512k=2 ð27:7Þ

Where, n� k is magnitude for a reference star. n is magnitude for the observed
star. k is the magnitude difference between the reference star and the observed star.

27.3.2 Experiment Results

To test the proposed technology, the new type of tracking processor has processed
more than 100 groups of raw image data divided into two groups. The image data
is taken by a space target surveillance telescope. Each part of the test system is
working properly. Target detection and tracking state is reliable. Processing speed
is about 110 frames per second.

In the first batch of data, the target SNR of most images is even \1. The new
processor is stable to detect the target. Lost target because of lens shaking can be
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quickly re-captured automatically. Table 27.1 lists a part of SNR results and
detection rate for some typical image data, including the higher SNR, lower SNR,
and the clouds and multi-satellite intersection. Processing results of this batch
show that the new technology can stably and reliably detect and track low SNR
space targets, and has good resistance to the intersection of interference and cloud
interference.

The second batch of image data for different exposure time is obtained from the
same airspace in order to facilitate assessment of weak signal detection capability
of the new image processing algorithm. Image exposure time includes 154, 62, 26,
and 10 ms. The difference between adjacent exposure time is about 2.5 times,
equivalent to the brightness change around magnitude 1 for the same stars.
Table 27.2 lists the part of processing results of the star. The objectives set forth in
the table are failures of existing equipment capability to detect. Using the proposed
technology, the object can still be detected accurately even if in case of 10 ms
integral conditions. The table gives the location coordinates of the target in the
image and the average SNR of the detected target under different exposure time
(X-target signals are too weak to be detected with the proposed technology).

Table 27.1 Part of the typical image data file processing results

File name Minimum
SNR

Highest
SNR

Average
SNR

Detection rate
(%)

Notes

20090519_105388_5 0.38 32.02 8.26 100 Double Star
intersection

20090506_105412_2 0.49 19.21 7.29 100
20090506_106006_8 0.73 23.62 7.24 93.91 Target into the

cloud
20090615_834780_1 0.69 15.49 6.13 100
20090611_107302_1 0.14 51.62 6.12 100
20090519_105412_1 0.58 14.86 6.06 100
20090506_105412_1 0.86 13.57 5.81 100 Clouds
20090506_513681_5 0.83 10.11 3.08 100
20090506_107306_2 0.31 4.6 2.15 100

Table 27.2 Selected stellar processing results

No. Object location on the image Mean SNR for each exposure time Magnitude

X Y 154 ms 62 ms 26 ms 10 ms

1 427 352 5.79 2.8 2.11 1.22 11.84
2 514 934 4.90 3.02 2.15 1.49 11.9
3 81 484 4.14 2.67 1.88 1.47 11.9
4 98 742 3.05 1.97 1.44 1.25 11.9
5 130 986 5.05 2.82 1.87 1.21 12
6 213 52 2.54 1.77 1.38 X 11.9
7 248 796 2.13 1.51 1.31 X 12.2
8 23 682 2.53 1.77 1.27 X 12.4
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Data processing results from the batch of the actual detection images show that
the new technology can stably and reliably detect and track the low SNR space
objects when the target SNR is only 1.2. Detectable magnitude is no less than
magnitude 12, higher than the design value of 11.

27.4 Conclusions

Experiment results show that the technology proposed in this paper is capable of
stable and reliable detection and tracking of dim and weak targets. Low SNR space
objects, the target SNR of which is only 1.2, can be successfully detected and
tracked. Moreover, it is provided with a complex background suppression and anti-
jamming performance. The processing speed is faster than 100 frames per second.
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Chapter 28
Distortion Correction for Optical
Measurement Systems in a Test Range

Rujie Wang, Liangliang Wang, Lei Zhang and Jia Tang

Abstract A flexible method for timely correction of distortion of optical
measurement system in a test range environment is proposed to eliminate the
negative impact of distortion on accuracy. The fitting relationship between
the measured miss distance and real miss distance is solved because theoretically
the compound angle is unchanged. Operation of the method is simple and quick
and there is no need of special-purpose instruments. The method is validated in an
experiment of distortion correction. The result of data analysis shows that the
measurement accuracy is increased from 100 to 20 arc s. Therefore, it has a high
value for extended application.

Keywords Distortion correction � Optical system � Miss distance

28.1 Introduction

At present, most optical measurement systems in test ranges (such as theodolites,
high-speed TV and ballistic cameras), are angle measurement systems using
optical imaging devices. The front-end of the system mainly consists of lens and
photo detector. Because of the limits of technological level, errors are produced in
processing and assembly of the lens; or the lens imaging are not strictly consistent
with the ideal pinhole model; or the detector arrays are not completely regular. All
these may lead to the generation of distortion. With the increase of the field of
view, distortion will grow rapidly, resulting in performance image distortion and
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size disproportion. Although the distortion does not affect the clarity of the image,
it shall change the geometric position of the imaging and this will produce mea-
surement errors [1]. To an angle measuring system with 15� field of view, if the
distortion rate of edge is 1 %, then the angle measurement error can reach 4.45 arc
min. Under normal circumstances, the angle measurement accuracy of the optical
system requires\1 arc min. So such huge distortion error is absolutely not allowed
and it must be calibrated to ensure measurement accuracy [2].

Distortion correction is usually done for equipment in laboratory. However,
long-distance transport may produce structural deformation or position offset when
the system is delivered to a test range. Part of equipment slowly releases stress.
The equipment may also be subjected to long time of cold temperature and
exposure. All these will cause distortion changes and the original calibration
parameters will be no longer applicable. Therefore, distortion correction should be
done again when precision drops dramatically.

28.2 Distortion Model

Ideally, the object and its image strictly form a triangular relationship. But in
reality, angle measuring systems hardly satisfy such a condition. There is a
departure between the actual image and the ideal image and this is the essence of
distortion (Fig. 28.1).

In terms of the sources of error, main distortions can be divided into three
types [3]: radial distortion, eccentric aberration and the thin lens distortion.
Among them, radial distortion is ax-symmetrical aberration, while the latter two
distortions are non-symmetrical aberrations, which include both radial and tan-
gential distortion (Fig. 28.2).

Radial distortion: radial distortion is mainly caused by the defects of the lens
(lens group). Magnification in the abaxial region is different from the near-axis

object

lens

optic axis

actual image ideal image

Fig. 28.1 Nature of distortion
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region. As a result, the image points inward (abaxial district magnification is
bigger than the paraxial district) or outward (the magnification of the abaxial is
smaller than region of the paraxial region) and both cases cause deviation from the
optical axis center. According the distorted imaging shape of the square target, the
two distortions are named pincushion (saddle-shaped) distortion and barrel (drum-
shaped) distortion (Fig. 28.3).

The mathematical model of radial distortion is as follows:

dx ¼ k1xðx2 þ y2Þ þ k2xðx2 þ y2Þ2

dy ¼ k1yðx2 þ y2Þ þ k2yðx2 þ y2Þ2

In this formula, the k1 and k2 represent the radial distortion coefficient; (x, y)
represent the actual imaging coordinate; dx, dy represent distortion value.

Centrifugal distortion: the optical axis of each lens in the lens group is not
strictly collinear. This is the basic cause of centrifugal distortion. The mathe-
matical model is as follows:

dx ¼ p1ð3x2 þ y2Þ þ 2p2xy

dy ¼ 2p1xyþ p2ðx2 þ 3y2Þ

p1, p2 represent the centrifugal distortion coefficient.
Thin lens distortion: thin lens distortion is a kind of image deformation due to

lens design and manufacture imperfection or CCD array processing errors. This
deformation consists of the radial component and tangential component. Its
mathematical model is as follows:

dx ¼ s1ðx2 þ y2Þ
dy ¼ s2ðx2 þ y2Þ

s1, s2 represent the wave of the distortion coefficient.

actual image point

dr dt

dr: radial distortion

dt: tangential distortion

ideal image point

Fig. 28.2 Categories of
distortion category
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Because of distortion, for the object point, the relationship between the ideal
image plane coordinates (u, v) and the actual coordinates is:

u ¼ xþ k1xðx2 þ y2Þ þ k2xðx2 þ y2Þ2 þ p1ð3x2 þ y2Þ þ 2p2xyþ s1ðx2 þ y2Þ
v ¼ yþ k1yðx2 þ y2Þ þ k2yðx2 þ y2Þ2 þ 2p1xyþ p2ðx2 þ 3y2Þ þ s2ðx2 þ y2Þ

28.3 Simple Method of Distortion Correction in a Test Range

Indoor optical measurement system distortion correction is usually performed with
a collimator and a special grid plate target [4, 5]. Interpretation is carried out after
stationary shooting and finally data processing is performed to solve the distortion
parameters. However, distortion correction is a big challenge in a test range
because there are no collimator and grid target. To perform distortion correction
quickly and accurately in a test range, this paper proposes a flexible calibration
method. The operation is relatively simple and practical application has achieved
satisfactory results. The steps are as follows:

1. Select an infinity of fixed-point target, make its image in the center of the field
of view, shoot multiple images for interpretation to calculate an average. Get
the true position of the target (A0, E0);

2. Make the point target imaging at different locations in the field of view, shoot
image for interpretation, getting a group of encoder values (A and E) and
measuring miss distance (x, y);

3. According to the principle of synthetic angle keeping unchanged, from the
actual location of the target (A0, E0), you can get a group of theoretical miss
distance data (u, v) corresponding to the encoder values (A and E);

4. Select the appropriate fitting method, solve the fitting parameters from the
measuring miss distance (x, y) to the theoretical miss distance (u, v).

barrel

distortion. 

ideal image

pincushion
distortion

Fig. 28.3 Radial distortion
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The following should be noted when using the above method:

1. The selected points should be as many as possible and spread evenly over the
whole calibration field of view.

2. After interpretation some odd point data should be eliminated.

In terms of the guiding idea, the handy method and the grid plate calibration
method have no difference. For both method, the way is to find the transformation
between the actual image coordinates and the theoretical image coordinate. The
difference lies in that the grid plate method shoots multiple grid points in a
stationary setup while the simple method turns to shoot a single fixed-point object.
The benefits of doing so is that we can obtain a large number sample data of field
of view anywhere, instead of only grid points. Therefore, the solved distortion
transformation features more general implication. The disadvantage is the equip-
ment rotation brings about more errors. However, the new errors are very small or
negligible compared with the measurement errors caused by distortion. Compar-
ison between two distortion correction methods is shown in Table 28.1.

28.4 Data Analysis

In experiments, the detected target is a far-away light at night. Operate equipment
with a sine guide and shoot. Then, select 80 points through interpretation and use a
variety of fitting methods in data processing.

Cubic polynomial fitting:

u ¼ a3x3 þ a2x2 þ a1xþ a0

v ¼ b3y3 þ b2y2 þ b1yþ b0

Radial fitting:

u ¼ xþ a1xðx2 þ y2Þ þ a2xðx2 þ y2Þ2

v ¼ yþ b1yðx2 þ y2Þ þ b2yðx2 þ y2Þ2

Table 28.1 Comparison between two distortion correction methods

Method name Grid plate method Handy correction method

Scope Indoor Indoor and test range
Required tools Collimator, grid plate Infinity fixed-point object
Sample size Number of grid points Infinitude
Correction effect Very good Good
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Table 28.2 Distortion correction processing results

Fitting methods A-miss distance measurement
accuracy

E-miss distance measurement
accuracy

Original data 98.7200 117.3800

Cubic polynomial fitting 35.5400 33.2200

Radial fitting 54.9500 47.5300

Amendable radial fitting 26.9900 22.1500

Binary cubic polynomial
fitting

20.6500 16.0500

fitting error

theoretical
missdistance

original data

radial fitting

cubic polynomial fitting
amendable radial fitting

binary cubic polynomial fitting

Fig. 28.5 E-miss distance data of different fitting methods

fitting error original data

radial fitting

cubic polynomial fitting

amendable radial fitting

binary cubic polynomial fitting
theoretical
missdistance

Fig. 28.4 A-miss distance data of different fitting methods
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Amendable radial fitting:

u ¼ a0xþ a1xðx2 þ y2Þ þ a2

v ¼ b0yþ b1yðx2 þ y2Þ þ b2

Binary cubic polynomial fitting:

u ¼ a30x3 þ a20x2 þ a10xþ a00 þ a03y3 þ a02y2 þ a01yþ a12xy2 þ a21x2yþ a11xy

v ¼ b30x3 þ b20x2 þ b10xþ b00 þ b03y3 þ b02y2 þ b01yþ b12xy2 þ b21x2yþ b11xy

It can be seen from Figs. 28.4, 28.5 and Table 28.2 that binary cubic polynomial
fitting method gets high processing precision with low fitting error (difference
between the fitting miss distance and the theoretical miss distance). However, 20
parameters have to be solved and calculation is more complicated. For radial
fitting, the accuracy is poor. This is probably because the focal plane of camera
and the lens have assembly errors (the optical axis does not pass through the center
of the focal plane, or the optical axis is not strictly vertical with the focal plane).
The amendable radial fitting method features much less calculation load and
higher accuracy and meets our requirements well.

28.5 Conclusions

The method proposed in this paper can effectively solve the problem of distortion
correction for optical measurement systems in test range environment. The method
is simple and convenient and there is no need of special-purpose devices or
instruments. By selecting the appropriate fitting method, it can reduce computation
and ensure measurement accuracy. Therefore, it has a high practical value.
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Chapter 29
Research on Multi-Path QoS Routing
Strategy for the Satellite Network

Guanghua Song, Mengyuan Chao, Bowei Yang, Hua Zhong
and Yao Zheng

Abstract The satellite network, together with the traditional ground network,
constitutes the Space–Ground Interconnection Network (SGIN), which can pro-
vide global coverage for communications and become an important developing
trend of the next generation network. Currently, there exist lots of routing algo-
rithms that are based on the characteristics of satellite networks. However, most of
them focus on a single transmission performance index while ignoring others.
A multi-path parallel routing strategy for the satellite network based on Quality of
Service (QoS) requirements and information of inter satellite links (ISLs) is pro-
posed. Firstly, the strategy utilizes the historical and near-real-time information of
the ISLs to conduct off-line routing computing on the ground. After that, real-time
information of the ISLs and QoS requirements for data communications will be
reconsidered on board to adjust the pre-computed routing scheme. Finally, data
transmission will be allowed to take place on several routes between the source
and the destination in parallel. This strategy not only ensures high arrival rate and
low latency of data transmissions, but also fully utilizes link resources of the
satellite network and balances the workloads among ISLs efficiently.

Keywords Satellite networks � QoS routing � Multi-path routing
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29.1 Introduction

The satellite network can provide remote data transmission services with high
bandwidth and high flexibility for data traffics such as voice, images and videos. It
has advantages such as wide coverage, flexible networking and easy utilization.
Since satellite communication is less affected by geographical environments and
climate conditions, it is especially suitable for communications in mountain and
sea areas where ground network is always difficult to deploy. As a result, the
satellite network, together with the traditional ground network, constitutes the
Space-Ground Interconnection Network (SGIN), which can provide global cov-
erage of Tracking, Telemetry and Command (TT&C), navigation and communi-
cation and has become an important developing trend of the next generation
network. In 2006, Shen Rongjun [1], academician of Chinese academy of engi-
neering, proposed the idea of constructing the SGIN of China. In 2008, Zhang Jun
[2] described the advantages of SGIN and pointed out that, the information
transmission ability of SGIN will drive the formation and development of the
burgeoning space industry.

To successfully construct SGIN, an efficient routing algorithm for satellite
networks with Inter-Satellite Links (ISLs) is necessary. Different from traditional
ground networks, the satellite network, which is made up of satellites and ISLs,
has characters such as high dynamics, frequent link switching, unbalanced load,
easy interruption and so on. Furthermore, the processing ability of computers on
board is limited. Therefore, common routing protocols such as RIP, IGRP and
OSPF in the ground are not well applicable to satellite networks. Many experts and
scholars have conducted research in special routing technologies for satellite
networks. Among the existing routing technologies, some focus on the topology of
satellite networks [3–5], hoping to solve the problem of frequent changing
topology with the minimum cost; some focus on the switching between ISLs [6],
hoping to find a transmitting path which contains most stable ISLs; some focus on
the transmitting delay [7], hoping to carry out the data transmitting task with low
end-to-end delay; others focus on load balance of the whole network [8], the QoS
requirements of different traffics [9], and the interconnection efficiency with the
ground IP network [10].

After studying the existing satellite routing algorithms, we find that these
algorithms solve the routing problem to some extent, however, there are still
shortages in some ways: (1) Some algorithms create the routing table by con-
ducting off-line computing [3, 4]. If some satellite nodes or ISLs break down, these
algorithms could not well adapt to the changes, resulting in rapid performance
degradation; (2) Some algorithms put forward high requirement to the on-board
storage capacity [4], which is hard to meet in practice; (3) Some algorithms could
well interconnect with the IP network [10], but they ignore the scalability of the
routing table; (4) Some algorithms could ensure low delay of data transmitting [7],
but they ignore the load balance of the whole network; (5) Some algorithms do not
consider the generality [9], and only apply to the polar LEO satellite networks.
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As far as we know, no algorithms have been reported that combine the global
optimization and local adjustment, and improve the transmission quality by
adopting multiple-path parallel transmission.

In this paper, considering the characteristics of the satellite network with ISL, we
propose a multi-path parallel routing scheme based on QoS requirements of traffics
and information of ISLs. The scheme utilizes satellite orbit parameters and the
historical and near-real-time feedback information of ISLs to conduct off-line global
routing computing on the ground. Then, it adjusts the pre-computed routing scheme
according to the real-time ISL information and QoS requirements of traffics, making
the traffic data travel along multiple proper paths in parallel, to ensure that the data
can be conveyed as fast as possible. At the same time, it can make full use of the ISL
bandwidth and help achieve load balance of the whole network.

29.2 Main Working Flow

As shown in Fig. 29.1, the multi-path QoS routing strategy is divided into two parts:
the pre-computation stage on the ground and the real-time calculation stage on board.
The pre-computation stage mainly includes the following steps: (1) To establish a
‘‘Position & ISL Information Knowledge Base’’ according to the regularly gathered
ISL information and satellite orbital information; (2) To calculate the satellite
position and speed information in the next slot and inquire the ‘‘Position & ISL
Information Knowledge Base’’ to predict the ISL information in the next slot, which
includes parameters such as the largest available bandwidth, delay, signal strength,
etc.; (3) To combine the near-real-time feedback ISL information, the forecast global
ISL information got from the above procedures and the possible QoS demands of
different traffics to calculate the near-real-time multi-path routing scheme in the next
slot. In the real-time calculation stage on board, LEO satellites will combine the
uploaded ‘‘near-real-time multi-path routing scheme’’ with the QoS demands of
traffics and the real-time ISL information to calculate the optimized multi-path
parallel routing scheme. In Sect. 29.3 and Sect. 29.4, the pre-computation stage on
the ground and the real-time calculation stage on board will be further discussed
respectively.

History Info
of ISLs

Position Info
of Satellites

Position&ISL
Info Repository

Satellite
Position in Next

Slot

Predicted ISL
Info

in Next Slot

ISL Info returned
at The Moment

QoS Demand of
Traffics

Near-real-time
Multipath Routing

Scheme

Real-time ISL Info on
Board

Traffic-faced
Multipath Parallel

Routing
Algorithm

Optimized Multipath
Parallel Routing

Scheme Basing on
Traffic&Real-time ISL

Info

Centralized Computing
On the Ground

Real-time Computing
On Board

Fig. 29.1 Main working flow of multi-path QoS routing strategy
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29.3 Multi-Path Routing Pre-computation

29.3.1 Dynamic Topology of Satellite Networks

LEO satellites constantly rotate around the earth, and when they get into the polar
circle, inter-orbit ISLs of them will be turned off, so the topology of the satellite
network is dynamic. The dynamic characteristic of the entire network brings about
some difficulties to the routing computation. By analyzing the changing topology
of the satellite network, we can design a reasonable time partitioning strategy,
which will transfer the dynamic network topology into a set of static network
topologies. These static network topologies provide the necessary structural basis
for subsequent global multi-path routing computation.

In order to get accurate orbit parameters of the LEO satellite, we can utilize
professional tools like STK to conduct the satellite network simulation, record the
satellite position information and ISL ON/OFF information, analyze the constel-
lation characteristics, and determine a reasonable slot to divide the dynamic
topology.

29.3.2 Position & ISL Information Knowledge Base

The cyclical change of physical parameters like position, angle, speed and the
satellite network topology determines that the available bandwidth and delay of
each ISL will change periodically. Therefore, through studying of the relationship
among all these factors, we can set up a ‘‘Position & ISL Information Knowledge
Base’’, which will offer a great help for forecasting the global network link status
in the future and will provide an important premise for the global multi-path
routing pre-computation.

The process of establishing ‘‘Position & ISL Information Knowledge Base’’ is
complex, which needs lots of periodic statistical work about the information of
each ISL in the satellite network. The information includes statistical parameters
like the peak value, the mean value and the variance of the bandwidth and the
delay of each ISL respectively, and will be further used to determine the maximum
available bandwidth, the minimum delay and some other important parameters of
each ISL. The statistical information finally constitutes ‘‘Position & ISL Infor-
mation Knowledge Base’’.

29.3.3 Multi-Path Routing Pre-computation

By inquiring the ‘‘Position & ISL Information Knowledge Base’’ and combining
the near-real-time ISL information, we can roughly predict each ISL’s maximum
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available bandwidth and propagation delay in the next slot. On this basis, multi-
path routing pre-computation can be conducted according to various QoS demands
beforehand. For example, to meet the delay requirement of the TT&C data,
it needs to calculate the shortest path between two nodes according to the shortest
path algorithm. To meet the bandwidth requirement of the real-time video data,
it needs to calculate the path with the maximum available bandwidth between two
nodes. Through some improvements on existing graph algorithms, we can find out
alternative paths to meet the QoS demands of different traffics from the global
optimization view, which provide foundations for further calculation on board.

29.4 Multi-Path Parallel Routing

29.4.1 Link Bandwidth Allocation

The multi-path routing pre-computation process provides each LEO satellite with
several paths for different QoS demands in the next slot. Therefore, when different
traffics are to be transmitted from one LEO satellite to others along several paths,
the following two questions come up: (1) how to assign the data of a traffic flow to
each ISL; (2) how to allocate the available bandwidth of an ISL to each traffic
flow. The router on board needs to weigh in the multiple alternative paths, and to
eventually select one or more reasonable transmission paths for each traffic flow,
according to the priority of current traffic and real-time ISL information. The
rationality of the link bandwidth allocation strategy not only determines whether
the current traffic can arrive at the destination node successfully, but also deter-
mines the utilization of link resources of the satellite network during a period of
time in the future.

The allocation of the available link bandwidth is determined by both the fea-
tures of each traffic flow and the real-time ISL information, so the final allocation
scheme is a balanced result of various factors. When designing the link bandwidth
allocation strategy, game theory and related resource allocation theory can be
exploited to balance the QoS requirements of the traffics, the actually available
link bandwidth, the current delay and other factors. Meanwhile, combing with
software simulation methods, we can evaluate the proposed bandwidth allocation
algorithm. By tuning the parameters, we can finally implement an algorithm that
achieves the best effects.

Figure 29.2 illustrates the transmission process of a traffic flow from S34 to
S11. At node S12, S13, S22, S23, the former traffic flow is divided into several
different flows for the following parallel transmission, according to the real-time
ISL information and QoS demands. Through a certain identification strategy, we
can establish the corresponding relationships between the former data flow and the
split data flows, which make it easy to conduct the assembly process of all the data
fragments at the destination node. In Fig. 29.2, a simple ‘‘length/offset’’ strategy is
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depicted: when all the data fragments arrive at the destination node, we first sort
them according to their ‘‘offset’’. Then, if the offset of fragment1 ? the length of
fragment1 = the offset of fragment2, they can be immediately merged. As a result,
the length of the newly merged fragment1 is (the length of fragment1 ? the length
of fragment2), while the offset remains the same.

29.4.2 Link Bandwidth Pre-emption

Different from the traffics in the ground network, traffics in the satellite network
such as high resolution images and videos put forward high requirements for link
bandwidth. When traffics with high priority need to be sent out, the available
bandwidth may have been occupied by traffics with low priority. Therefore, the
router on board should let the traffic with higher priority preempt the available link
bandwidth to meet its requirements. Pre-emption of the link bandwidth not only
concerns whether the traffic data with high priority could arrive successfully at the
destination, but also takes into account whether the traffic data with low priority
can be still successfully transmitted to the destination after the bandwidth is
preempted. Therefore, preemption of link bandwidth is a key point to realize
overall optimization of the network.

As shown in Fig. 29.3, the original traffic with a bandwidth of 3Mbit/s was
routed along S31-S32-S22-S23-S24, via the link S22-S23. Assume that a band-
width of 3Mbit/s of the link S22-S23 has been occupied, and a bandwidth of

Fig. 29.2 An example of
multi-path parallel routing
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1Mbit/s is free. At this moment, if a traffic with higher priority that requires a
bandwidth of 4Mbit/s is to be transmitted along S11-S12-S22-S23-S33, which
should go through the link S22-S23. The available bandwidth of the link S22-S23
could not satisfy the traffic. To deal with this issue, pre-emption strategy based on
traffic priority is applied to allow the traffic with higher priority to completely or
partly preempt the bandwidth of the link. To successfully transmit the data, the
traffic whose bandwidth is preempted will assign part of its data to other paths.

29.4.3 Two Typical Applications of Multi-Path
Parallel Transmission

To concretely illustrate the advantages of multi-path parallel transmission in the
satellite network, two typical applications will be introduced below.

1. Multi-Path Parallel Transmission of High Bandwidth Video Streams.

As shown in Fig. 29.4, satellite node A needs to transmit a video stream with a
bandwidth of 800kbit/s to node G, but the remaining link bandwidth in the satellite
network could not support the transmission with a single path. However, if we

Fig. 29.3 An example of
link bandwidth pre-emption
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divide this video stream into three parts: 250kbit/s, 250kbit/s and 300kbit/s, and
separately transmit them along the path A-B-E–G, A-C-E–G, A-D-F-G, and merge
them at node G, the effective bandwidth of the transmission is 800kbit/s. There-
fore, by dividing traffic stream into several parts and transmitting them along
multiple paths, the effective bandwidth of a traffic flow can be highly improved.

2. Multi-Path Parallel Transmission of Low Delay TT&C Data.

As shown in Fig. 29.5, the satellite node A needs to transmit TT&C data with high
priority to the node G, and the data can tolerate a maximum delay of 120 ms. Through
querying node A’s routing table, we find that there are three paths A-B-E–G (120 ms),
A-C-E–G (105 ms) and A-D-F-G (110 ms) that can satisfy the transmission
requirements. However, compared with the ground network, the failure probability
of links in the satellite network is much higher. In order to improve the arrival rate of
the TT&C data, we can let the path A-C-E–G with the shortest delay transmit the data,
and let path A-B-E-G and path A-D-F-G transmit the replicas of the data respectively
as well. In this way, even if there is a link malfunction in one path, other paths can
ensure that the data arrives in time. Therefore, by transmitting replicas of data along
several paths, the usability of the network link can be effectively improved.

29.4.4 Multi-Path Parallel Transmission Network Protocol

To support Multi-path Parallel Routing on board, we propose a draft of eUDP, an
extension of the UDP protocol, as shown in Fig. 29.6. In the draft, if a session is
setup between two nodes, a unique ‘‘Association_ID’’ marking the session will be
allocated. The offset of a fragment is recorded by the ‘‘Start_Pos_at_Initial’’ field,
and the length of the fragment is recorded by the Length field. In this way, eUDP
can well support any segmentation and reconstruction of traffic streams and multi-
path parallel transmission of a traffic flow. The Route field records the planned
path from the source node to the destination node. If the effect of real-time link
status is not considered, the packet will be transmitted along this path. In addition,
since this draft is based on the UDP/IP protocol, it is compatible with the existing
protocol stack.
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29.5 Conclusions

To meet the demands of the development of satellite applications and to make up
the insufficiency of existing routing algorithms, this paper presents a multi-path
parallel routing scheme that is based on the demands of traffics and the real-time
ISL information. By using satellite orbit parameters, historical ISL information,
and periodic feedback near-real-time ISL information to conduct offline routing
pre-computation, the scheme effectively overcomes the shortcomings of the
routing algorithms in traditional ground networks. In addition, the scheme com-
bines the real-time ISL information and the QoS demands of traffics to adjust the
pre-computed routing scheme, making the traffic data to be transmitted in parallel
along multiple paths. Theoretical analysis shows that the presented scheme ensures
high accessibility of the traffics, full utilization of link resources and load balance
of the satellite network.
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Chapter 30
Constant Modulus Blind Equalization
Analysis for High Speed Implementation

Dalong Yang, Dahai Chen and Wen Kuang

Abstract Constant modulus equalization algorithm (CMA) is widely used for
mitigating inter-symbol interference (ISI) in various communication systems, for
its robustness and low computational complexity. In practice, signed error CMA
may be adopted to simplify the implementation. However, the simplification
severely degrades its steady state performance. In this paper, a detailed analysis is
taken to compare the mentioned two algorithms in Field Programmable Gate
Arrays (FPGA) implementation. Furthermore, a novel error function is proposed
for the high speed implementation consideration. Numerical simulation demon-
strates that the proposed algorithm behaves much better than the reference with
similar computational complexity, which makes the proposed algorithm more
suitable for the area of high speed applications.

Keywords Blind equalization � High speed application � Constant modulus
algorithm � FPGA

30.1 Introduction

With the rapid development of telemetry technology, the telemetry environment
becomes more and more complicated, which increases the performance require-
ments to the telemetry systems. In order to ensure reliable communication, channel
equalizers are usually adopted in the receiver to compensate the inter-symbol
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interference (ISI), which mainly caused by multipath propagation and the band
limitation effect. Consequently, channel equalization techniques have been studied
for decades and various algorithms were proposed. Blind equalization attracted
many attentions, considering that no training sequence is needed for start-up.
Considering its robustness and low computational complexity, Godard’s constant
modulus algorithm (CMA) [1] became one of the most popular blind equalization
algorithms. Numerous modifications on CMA were made to improve its conver-
gence rate, steady state performance, phase ambiguity resolution, high-order
modulation adaptability, and so on. The frequently used algorithms include the
variable step-size CMA [2], multi-modulus algorithm (MMA) [3], and fractionally
spaced CMA [4]. These algorithms all increase the computational complexity of
the original one. For transmitting MPSK modulation signals, the traditional CMA
behaves well enough for its nearly Wiener solution performance, and suitable for
high speed implementation. In this paper the CMA in MPSK modulation scheme is
selected to be analyzed for high speed implementation.

30.2 CMA and Its Simplification

Assuming a multipath channel scenario with additive white Gaussian noise, the
signal {a(k)} is transmitted through the channel {h(k)}, and then we get the signal
{x(k)} at the receiver, indicated by

xðkÞ ¼
XM�1

i¼0

hðiÞaðk � iÞejuðkÞ þ nðkÞ ð30:1Þ

where u(k) denotes phase offset and n(k) denotes additive complex noise process
independent of {an}. Filtered by the L taps adaptive equalizer vector w(k) =

[w0(k) w1(k) ��� wL-1(k)]T, we get the equalized signal sequence {z(k)}:

zðkÞ ¼ xTðkÞwðkÞ ð30:2Þ

where x(k) = [x(k) x(k–1) � � � x(k–L ? 1)]T.
In the baud-spaced condition, CMA tries to minimize the cost function D(p)

DðpÞ ¼ E znj jp�Rp

� �2
;Rp ¼ E anj j2p

.
E anj jp ð30:3Þ

where p is the order of the algorithm.
Without special explanation in this paper, CMA means the algorithm for p = 2.

And the CMA update function is given by

wðnþ 1Þ ¼ wðnÞ � lzðnÞð zðnÞj j2�R2Þx�ðnÞ ð30:4Þ

where l is the step-size.
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For implementation simplification with less quantization bit width of the tap
coefficients, the signed error update function is usually used

wðnþ 1Þ ¼ wðnÞ � lzðnÞ � signð zðnÞj j2�R2Þx�ðnÞ ð30:5Þ

where the function sign(�) means the sign function,

signðxÞ ¼
1 x [ 0
0 x ¼ 0
�1 x\0

8
<

: ð30:6Þ

The equalizer performance is largely due to its steady state error. The fluctu-
ation of the tap updates directly influence the equalizer’s output error. We use the
variance to characterize the degree of the fluctuation.

VarGodard ¼ l2Var zðnÞð zðnÞj j2�R2Þx�ðnÞ
h i

VarSign ¼ l2Var zðnÞ � signð zðnÞj j2�R2Þx�ðnÞ
h i ð30:7Þ

Where the subscript Godard means the standard Godard CMA, and the Sign
mean the signed one. Assuming the equalizer has already converged, the fluctu-
ation expectation should be zero. For MPSK modulation signal, the ideal
amplitude of z(n) should be a constant, indicated by A.

According to the mathematical theorem:

E X2 � Y2
� �

�E X2
� �

� E Y2
� �

ð30:8Þ

We get:

VarGodard ¼ l2E zðnÞð zðnÞj j2�R2Þx�ðnÞ
�� ��2

�E ðA2 � R2Þ
�� ��2�l2A2 � E xðnÞj j2

VarSign ¼ l2Var zðnÞ � signð zðnÞj j2�R2Þx�ðnÞ
h i

� l2A2 � E xðnÞj j2

ð30:9Þ

According to Eqs. (30.9), when the step-sizes for the two algorithms are the
same, the variance of the signed CMA is proportional to the square of the
equalizer’s input and output signal. But for the standard CMA, the variance is
much less, because the value of (A2–R2) is very small when the equalizer has
converged. Therefore the standard CMA is not so sensitivity to the amplitude
fluctuation of the input signal. For convergence rate, the signed CMA will be faster
for its bigger update value. For hardware requirements, the standard CMA needs a
wider data quantization bit width for its small update value, in order to ensure the
stability of the convergence (Table 30.1).
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30.3 New Error Function

From Sect. 30.2, the two algorithms both have their own advantages and disad-
vantages. With a comprehensive consideration of the two algorithms, we propose a
new kind of error function:

en ¼ znf ðvnÞ; vn,ð znj j2�R2Þ ð30:10Þ

where the specified form of function f(�) determines the performance and com-
plexity of the error function. Considering the numerical implementation, the
function f(�) could be given by

f ðvÞ ¼ v ; vj j[ a
a � signðvÞ ; vj j\a

�
ð30:11Þ

where the parameter a is a constant value, for example the integer power of 2, and
its value determine the quantization bit width of the error function.

Using this error function, we can not only ensure a smaller steady-state variance
than that of the signed CMA, but also decrease the quantization bit width and get a
faster convergence rate than the standard CMA. We use mixed CMA to identify
the new algorithm. This kind of adjustment is equivalent to adopt different update
step-size and switch between the standard CMA and the signed one at the same
time. At the beginning, use the standard CMA with a big step-size, and when the
equalizer error is small enough, switching to the signed CMA with a 1/a reduced
step-size. Overall, the new algorithm is an algorithm between fixed step-size
algorithm and variable step-size one, and much computational simpler than the
variable step-size algorithm. In Ref. [2], the high order error function was used to
adjust the step-size:

lðkÞ ¼ lþ Mmðk þ 1Þ �MmðkÞ½ � ð30:12Þ

MmðkÞ ¼ E emðkÞ½ � � 1
Lþ 1

XL

i¼0

em
i ðkÞ ð30:13Þ

Table 30.1 The comparison of the standard CMA and signed CMA

Standard CMA Signed CMA

Error function en ¼ znð znj j2�R2Þ en ¼ zn � signð znj j2�R2Þ
Equalized

signal
Fluctuation Small and constellation

compact
Fluctuation big and constellation

loose
Quantization requirement Wider bit width
Normal
Overall

evaluation
High performance, slow convergence

rate, more hardware requirement
Low performance, fast convergence

rate, less hardware requirement
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where Mm(k) is the m order origin moment, which is estimated by time average of
(L ? 1) samples of error function. The computational complexity is not so cheap
for estimating high order statistics, especially for complex data, and this limits this
variable step-size algorithm’s application in practical systems.

30.4 Numerical Simulation

For the three kind of algorithms, we use 8PSK modulation signals to simulate the
equalizer’s performance. The impulse response of the channel which is used in [5]
is characterized by

HðzÞ ¼ ð�:005� j:004Þ þ ð:009þ j:030Þz
þ ð�:24� j:104Þz2 þ ð:854þ j:520Þz3

þ ð�:218þ j:273Þz4 þ ð:049� j:074Þz5

þ ð:16þ j:020Þz6

ð30:14Þ

All three algorithms have 17 taps using center tap initialization method. The
center tap is initialized to 1.2. The amplitude expectation of the transmitted signal
{a(k)} is equal to 1, so the CMA constant parameter is set to 1. The step-size is set
to 1.5 9 10-3. The constant value a for mixed CMA is set to 0.1. We use truncate
quantization method to give the fixed point simulate results.

For evaluating the equalizer’s performance we use the residual inter-symbol
interference (RISI) which is defined by

RISIðnÞ ¼

P
i

hðiÞ � wiðnÞj j2 � hðiÞ � wiðnÞj j2max

hðiÞ � wiðnÞj j2max

ð30:15Þ

where the symbol * means the convolution operator.

30.4.1 The Effect of Different Amplitudes of Input Signal

The performance of the standard CMA, signed CMA and the mixed new one is
simulated when the amplitude of the equalizer input signal varies from 0.2 to 2.3.
The mean value and variance of RISI which is calculated in steady states are
shown in Figs. 30.1, 30.2 respectively.

It can be seen from the figures above, the Signed CMA is very sensitive to the
amplitude of the equalizer input, which is also indicated by analysis in Sect. 30.2.
And the RISI mean value for mixed CMA is less than 0.1 when the amplitude
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varies from 0.3 to 2.2 and the variance is also much less than the signed CMA,
indicating the better adaptation ability and performance than signed CMA.
The mixed CMA is a kind of sub-optimal form of the standard CMA for hardware
implementation simplification.

30.4.2 The Convergence Rate

The convergence rate is evaluated by using the same input signal with the
amplitude of 1.0 and equalizer parameters for each algorithm, the RISI curves are
shown in Fig. 30.3.

As indicated by Fig. 30.3, the convergence rate of signed CMA is the fastest
one but with the poorest performance, and the standard CMA is the slowest one
but with the best performance. The mixed CMA’s convergence rate is slightly
faster than the standard CMA algorithm, and the performance is nearly the same
with it.
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30.4.3 The Effect of Quantization Bit Width

The above two simulations are done with sufficient quantization bit width, and in
this section we analyze the influence of quantization bit width to the equalizers’
performance. The amplitude of the equalizers’ input signals is fixed at 1.0, and the
input signals are quantized to 9-bit signed number. When using different quanti-
zation bit width to indicate the equalizer tap coefficients, the convergence per-
formance of each algorithm is shown in Table 30.2.

From Table 30.2, we can see that the impact of quantization error on the
equalizer’s performance is very great, and varies for different algorithms. The
standard CMA, although theoretically able to achieve the best performance,
is most sensitive to the quantization bit width. When the quantization bit width is
less than 20, the deterioration becomes obvious. When the bit width is less than 16,
it becomes the worst one even. The mixed CMA could get the best performance in
median quantization bit width of 16–18, which is suitable for practical use.
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Table 30.2 The convergence performance of each algorithm for different quantization bit width

Signed CMA Mixed CMA Standard CMA

Bit
width

Mean of
RISI

Variance of
RISI

Mean of
RISI

Variance of
RISI

Mean of
RISI

Variance of
RISI

30 0.1120 2.00 9 10-4 0.0332 6.61 9 10-6 0.0220 1.13 9 10-6

20 0.1120 2.00 9 10-4 0.0332 6.40 9 10-6 0.0245 2.29 9 10-6

19 0.1120 1.99 9 10-4 0.0335 6.37 9 10-6 0.0293 4.01 9 10-6

18 0.1120 1.99 9 10-4 0.0342 6.69 9 10-6 0.0413 7.62 9 10-6

16 0.1117 2.04 9 10-4 0.0492 2.78 9 10-5 0.1284 9.88 9 10-5

15 0.1133 2.00 9 10-4 0.2268 4.23 9 10-4 0.2582 4.33 9 10-4

14 0.1162 2.14 9 10-4 0.5295 1.90 9 10-3 – –
13 0.1350 3.72 9 10-4 – – – –
12 9.8162 28.5894 – – – –
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30.5 Conclusions

In this paper, we have analyzed the standard CMA and the signed CMA for the
theoretical performance and the impact of quantization bit width. Considering the
two algorithms cannot satisfy the convergence performance and the hardware
consumption at the same time, we have proposed a new kind of error function, and
gave a specified realization for simple hardware implementation which is less
computational complexity than the standard CMA algorithm. Numerical simula-
tions have shown that the proposed new algorithm has a good performance close to
the standard CMA algorithm and better convergence rate. The mixed CMA is a
good compromise of the standard CMA and signed CMA in simpler hardware
implementation and convergence performance. It is a tradeoff between the hard-
ware consumption and convergence performance and is the most suitable form for
practical implementation.
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Chapter 31
Study on Space Mission IP Network
QoS Technologies

Yunjun Chen, Yan Liu and Shengwang Xu

Abstract This paper addresses the QoS technologies and strategies in space mission
IP network. It is analyzed of the primary factors, including that causes congestion and
influences the QoS performance. This paper aims to provide a top-level design on the
QoS strategy and commits suggestions on the development of the QoS technologies
in next generation space mission IP networks. With respect to the three potential
congestion causes, i.e., excessive traffic access, unbalanced resource, and trans-
mission mechanism, corresponding countermeasures are proposed. The QoS strat-
egy of the space mission IP network is a systematic solution whose first role is to
avoid congestion and guarantee the transmission with high priority when congestion
occurs. The architecture of the QoS strategy of the space mission IP network can be
summarized as a congestion avoidance mechanism based on traffic management,
traffic output control, as well as additional service mechanisms. The congestion
avoidance mechanism includes a set of strategies such as traffic policing, traffic
shaping, and port rate limitation. The differential service mechanism includes a set of
strategies such as service classification, priority marking, priority trust, and priority
queue dispatch. With these strategies implemented, the end-to-end congestion
management and QoS guarantee is achieved in the space mission IP network.
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31.1 Introduction

Quality of Service, or QoS [1], is the service requirement that should be satisfied
when data is transmitted in a network, which can be quantified with bandwidth,
time delay, delay jitter, packet loss rate, and throughput. The radical goal of the
implementation of QoS strategy is to avoid congestion beforehand as well as to
minimize the loss when congestion occurs.

There are two types of QoS models, i.e. integrated services model, or IntServ
[1], and differentiated services model, or DiffServ [2]. As a stream-based QoS
technology, IntServ model claims its most significant advantage of end-to-end QoS
guarantee, and disadvantage of requiring much more resources and complicated
management. As a classification-based QoS technology, DiffServ model is much
easier to implement with better flexibility.

During the process of space flights, all kinds of real-time data such as com-
mand, telemetry, voice, and so on, claims very strict requirement with respect to
packet loss, delay, jitter, and availability. To meet that requirement, a light loading
strategy is implemented in the space mission IP network which provides good
transmission performance with the cost of bandwidth. Moreover, a QoS strategy
should be implemented, which tries to avoid congestion beforehand and guarantee
the reliable transmission of important information when abnormal circumstances
occur.

31.2 Analysis on Factors Influencing the QoS
of Space Mission IP Network

A radical precondition to guarantee the QoS is that the network does not interrupt.
That is to say, only when the reliability of a network is guaranteed that it is possible to
discuss how to guarantee the QoS such as packet loss, delay, and jitter. To guarantee
the reliability of the network, a thorough architecture is deployed in the space mission
network which can be summarized as double network plains organization and double
routes data transmission. It guarantees the reliability of the network with redundancy
of equipments, circuits, and information. With that precondition, congestion is the
only factor that influences the QoS. Therefore, it is the radical way to implement
effective management on congestion to guarantee the QoS.

31.2.1 Architecture of the Space Mission IP Network

As is illustrated in Fig. 31.1, the space mission IP network consists of MANs and
LANs which are connected by a WAN. The MANs or LANs are organized in
hierarchical architecture. The MANs are comprised of a core layer, an aggregation
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layer, and an access layer while the LANs are comprised of an aggregation layer
and an access layer. Switches are used for the MANs or LANs while routers for the
WAN. Fiber circuits are used for the first route while satellite circuits for the
second route. Firewalls are used between the MANs or LANs and the WAN.

31.2.2 Analysis and Countermeasure on Factors
Causing Congestion

The primary factors that could cause congestion in the space mission IP network
include excessive traffic access, unbalanced resource, and transmission mecha-
nism, as is illustrated in Fig. 31.2.

31.2.2.1 Analysis on and Countermeasure against Excessive
Traffic Problem

Analysis on Excessive Traffic Problem

The bandwidth of a network link, especially the WAN link, is deployed in terms of
the data transmission requirement of all users. However, congestion will occur at
the bottleneck if the actual access rate of one or several users exceeds their
requested rate.

There could be two types of excessive traffic access problem. The first one is
average excessive traffic problem. If telemetry equipment has requested a band-
width of 64 kbit/s, and the telecommunication department sets a 64 kbit/s circuit
for the WAN transmission link. However, when the actual access data rate exceeds
64 kbit/s and is as high as 100 kbit/s, it will exceed the throughput of the WAN
and cause congestion and packet loss at the entrance of the WAN. The second type
is interval excessive traffic problem. We continue to take the telemetry equipment
as the example. The actual access rate of that equipment does not exceed 64 kbit/s.
If it does not keep a well-distributed data transmission style but accumulate for a
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while the data to be sent and burst transmit them intermittently, then during some
time the sending data rate would exceed the throughput of the network and cause
congestion and packet loss. Even if all the equipments keep a well-distributed data
transmission style, one packet per second, the excessive traffic problem still could
happen. It occurs when all the terminal equipments send data at the same time.

Countermeasure against Excessive Traffic Problem

Coordination between the terminal equipments and the network should be carried
out and an agreement should be achieved that all the terminal equipments are
supposed to send data at a stable rate and in a well-distributed style. Besides, a
strategy must be implemented at the entry of the network to monitor and control
the access traffic of users and discard those data that exceeds the agreed rate.

Traffic Conditioning [2] includes metering, policing, shaping, and packet
marking. Traffic policing is the process of controlling packets. It monitors the
access packet rate and penalizes the excessive traffic to enforce a reasonable traffic
profile. The following should be noticed when implementing traffic policing
strategy:

1. As for token bucket mechanism used in traffic policing, the token rate deter-
mines the packet rate and the bucket volume determines the burst rate.
Consequently, it is really critical for these two parameters.

2. As to the DiffServ model, it is much more critical to implement the traffic
policing strategy to the traffic with higher priority. The reason is that the higher
the traffic priority is, the more influence it imposes on other traffic. As to the
traffic with lower priority, it will be discarded by the network equipment if
congestion occurs and will not influence the traffic with higher priority even
when its access rate exceeds the agreed rate.
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31.2.2.2 Analysis on and Countermeasure against Unbalanced
Resource Problem

Analysis on Unbalanced Resource Problem

Unbalanced resource problem includes unbalanced bandwidth and unbalanced
process capacity.

Unbalanced Bandwidth
Unbalanced bandwidth means the inconsistency between the entry port and exit
port at a network node. When the entry port rate exceeds the exit port rate, the
packets coming from the entry port will be suffered at the exit port. If the suffer
volume is overflowed, the congestion occurs and packet loss happens.

In the space mission IP network, the nodes with unbalanced bandwidth ports are
those following:

1. In both the first and the second network plain, the aggregation switch is con-
nected with the access switch with a GE port and the firewall with a FE port.

2. The router of the first network plain uses a FE port as the LAN interface while a
2 M, 155 M or 622 M SDH port as the WAN interface.

3. The router of the second network plain uses a protocol convertor to connect
with the VSAT modem and the protocol convertor is connected with the router
with a FE port while the VSAT modem with a synchronous port from 64 kbit/s
to 4 Mbit/s.

Unbalanced Process Capacity
Unbalanced process capacity means the process rate of some nodes in the

network cannot satisfy the requirement of line speed transmission and causes a
throughput bottleneck. If the incoming packet rate exceeds the process capacity of
that node or equipment, there will be congestion happening because that node or
equipment cannot process and transmit the packets as fast as enough.

All the routers and switches in the space mission IP network owns line speed
process capacity and the bottleneck of the throughput occurs primarily at the
security equipments such as the firewall and the access authentication equipment.

Countermeasure against Unbalanced Resource Problem

Traffic in the WAN is less than that in the MANs and LANs. The resources of long
distance transmission circuit are less than local resources. The bandwidth of the
WAN link is less than that in the MANs or LANs. The process capacity of the
security equipment is less than that of the switches and routers due to their dif-
ferent function. That is to say, the unbalanced resource is the real fact in the
network, which should be faced and considered carefully when the QoS strategy is
designed. Concrete measures include the following items.
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1. Setting appropriate port suffer at the nodes with unbalanced resource problem.
2. Due to the fact that QoS strategy cannot be implemented on some equipment

such as firewall, access authentication equipment, protocol convertor, and the
VSAT modem, it is necessary to find a way to transfer the throughput bottle-
neck there to their upstream neighbor node where the QoS strategy can be
implemented. To achieve this goal, traffic control strategy should be imple-
mented at the upstream node which includes traffic rate control and traffic
profile control. The traffic rate control strategy is implemented to avoid
the traffic rate exceed the process capacity of the downstream neighbor node.
The traffic profile control strategy is implemented to force the traffic pass the
downstream neighbor node smoothly and well-distributed.

31.2.2.3 Analysis on and Countermeasure against Transmission
Mechanism Problem

Analysis on Transmission Mechanism Problem

IP information transmission mechanism can be connection-oriented or
connectionless.

As a connection-oriented reliable transmission protocol, TCP sets up a con-
nection before transmitting data. The reliability of TCP protocol is guaranteed by
CRC, timer, data sequence number as well as ACK. The sender assigns a sequence
number for each packet to ensure the right sequence and eliminate the duplicated
data. The receiver sends an ACK to the sender to ensure reliable transmission.
If some packets are discarded due to channel code error or congestion, the sender
will retransmit the packets which will make the congestion worse and even cause
congestion collapse. The source-based TCP congestion control mechanism can
effectively avoid congestion collapse [3]. However, when many TCP connections
enable slow start [4] and congestion avoidance [4] or TCP global synchronization
at the same time, they decrease traffic at the same time and that make the total
traffic fluctuates and ineffective use of the bandwidth.

Countermeasure against Transmission Mechanism Problem

As a connectionless protocol, UDP provides connectionless datagram service and
do not retransmits the packets lost. It will not make congestion worse from the
congestion avoidance point of view although it cannot guarantee the arrival of the
packets.

The space mission IP network is primarily deployed over VSAT and fiber
circuits and the stability and performance of the circuits can meet the requirement
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of the space mission. That is to say, the connection-oriented TCP reliability is not
the only choice to guarantee the information reliability any more. Thus, in sum-
mary, UDP protocol should be used to transmit data in the space mission IP
network.

31.2.3 Analysis Conclusions

All kinds of factors mentioned above could cause congestion which will influence
the QoS. To avoid congestion effectively, systematic technical strategy should be
implemented. As it should be, a differential service strategy should be imple-
mented in the network to make sure that important information can be transmitted
reliably with priority and that the QoS is guaranteed even when congestion occurs.

Therefore, the QoS strategy of the space mission IP network should be a sys-
tematic solution that first tries to avoid congestion and guarantee the transmission
of the information with high priority when congestion occurs.

31.3 Top Level Design of the QoS Strategy

31.3.1 Architecture of the QoS Strategy

As illustrated in Fig. 31.3, the architecture of the space mission IP network QoS
strategy can be summarized as a congestion avoidance mechanism based on access
traffic management and output traffic control plus a differential service mechanism
based on traffic classification and priority queue dispatch. The congestion avoid-
ance mechanism includes a set of strategies such as traffic policing, traffic shaping,
port rate limit, and so on. The differential service mechanism includes a set of
strategies such as service classification, priority marking, priority trust, and priority
queue dispatch.

31.3.2 Classification of Service Priority

According to different requirements, the service traffic is classified into six priority
classes with the TOS [5] value of 5, 4, 3, 2, 1, and 0 respectively. Class 5 has the
highest priority and class 0 the lowest. Class 1 is reserved. The DSCP [6–8] values
are assigned correspondingly.

31 Study on Space Mission IP Network QoS Technologies 313



31.3.3 Disposition of QoS Strategy

The concrete disposition of the QoS strategy in the space mission IP network is left
out due to the volume limit of the paper.

31.3.4 Testing Method of QoS Strategy

It is necessary to carry out a test to check the validity and effectiveness of the QoS
strategy before the space mission.

31.3.4.1 Effectiveness Test of Access Traffic Policing

A network tester or testing terminal installed testing software is used at an access
switch to send normal service traffic and excessive service traffic up to 120 % of
the policed traffic. At the receiving end a network tester or testing terminal
installed testing software is used to check the received traffic. The packet loss rate
of the normal service traffic should be less than 0.1 % and that of the excessive
traffic should be more than 0.1%.

31.3.4.2 Effectiveness Test of Priority Class Marking

A testing traffic is send by the user terminal or a testing terminal and a packet
capturing software is used to check whether the marking result of the priority class
is coordinate with the strategy.
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31.3.4.3 Effectiveness Test of Priority Queue Dispatch

A network tester is used to send background traffic with the priority 0 and a user
terminal or testing terminal installed testing software is used to send normal ser-
vice traffic with higher priority. The total traffic exceeds the throughput of the
WAN bandwidth. The receiving user terminal or testing terminal checks the
normal service traffic with higher priority. The packet loss of the normal service
traffic should be less than 0.1 %.

31.3.4.4 Effectiveness Test of Port Rate Limit

This test is implemented together with that of priority queue dispatch simulta-
neously. If the packet loss of the normal service traffic with higher priority is less
than 0.1 %, then the strategy of port rate limit is working effectively. Otherwise, if
the packet loss of the normal service traffic with higher priority equals that of the
background traffic with the priority 0, then the strategy of port rate limit is not
working effectively.

31.4 Conclusions

It is a complex systematic engineering task to design the QoS strategy of the space
mission IP network. All kinds of factors should be taken into account such as the
capacity of all the equipments from end to end, the complexity of implementation,
and difficulty of management. As a complete and specific strategy, the QoS
strategy discussed in this paper has been verified in many space missions including
Tiangong-1, Shenzhou VIII, and Shenzhou IX missions. On the other hand, due to
the performance of the equipment, there still remain some flaws in the actual
effectiveness of the QoS strategy. For example, it is hard to implement an exact
traffic policing due to large granularity of the access traffic policing in the
switches. It is hard to achieve exact matching between the port rate limit and the
VSAT circuit rate due to the difference between the Ethernet frame and HDLC
frame. These questions mentioned above make it hard to setup the WAN circuit
exactly and efficiency of bandwidth is decreased because quite large bandwidth
margin has to be reserved.

It is a process of improvement and perfection to develop the QoS technology
and the implement of the QoS strategy in the space mission IP network. The
radical goal of the perfection is to increase the efficiency of the bandwidth when
guarantee the QoS requirement such as packet loss rate, delay, jitter. The following
aspects should be taken into consideration on the next generation space mission IP
network:
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1. To increase the process capacity of the security equipments to increase the
thorough throughput of the IP network;

2. Addition IP supporting mechanism to the VSAT modem and implement some
QoS function at the Ethernet port;

3. To develop the test and management technology of the QoS strategy and
achieve the goal of central management of the QoS strategy;

4. To study the next generation QoS technology and achieve knowability and
controllability in the next generation space mission IP network.
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Chapter 32
System Level Design of Address
Allocation for a Private IP Network

Yalin Huang, Zongyin Zhao, Yan Liu and Xu Yao

Abstract IP address allocation is very important to data routing, inter-networking
and OAM of large IP networks. In this paper, the high level architecture of a
private IP network is presented firstly. Then its uniqueness is summarized as large
scale multilayer network architectures, independent dual transferring routing of
WAN, dual transferring planes of MAN/LAN, support of special requirement such
as multicast and external networking. Various address allocation requirements
from the above mentioned features are analyzed. Consequently, address spaces are
divided according to the network type, routing, devices, and special application
requirements. After that, each address space and its future evolution path is pre-
sented in details. Finally high level design and analysis of each allocation scheme
is presented in sections according to the sequence of MAN, LAN, WAN, multicast
and external networking. Field deployment result in the past 2 years has proved
the success of the proposed address allocation plan.
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32.1 Introduction

IP address is used to annotate host in TCP/IP network. A sound IP address allo-
cation scheme is very important to uniformed addressing, network accessibility as
well as enhanced maintenance and network management capability.

A large private IP network (PIP in short hereafter) has been established to
support multiple services in parallel. It consists of WAN/MAN/LAN with many
network nodes and has many unique features compared with public Internet, such
as wide geographic coverage, large number of network nodes, two independent
WAN routes, support of multicast and networking with external IP network.
Address allocation for it needs to resolve several technical obstacles.

In the following sections an address allocation scheme is presented based on
analysis of PIP architecture and its uniqueness.

32.2 Architecture of PIP and Its Features

32.2.1 High Level Architecture

As shown is Fig. 32.1, a PIP consists of WAN, MAN and LAN, security devices
(authentication device, firewall, intrusion detection system), network management
system.

WAN consists of two physically separated networks. One is a WAN mainly
includes ‘‘routers ? 1st routing links’’, namely 1st WAN. The other consists of
‘‘routers ? 2nd routing links’’, namely 2nd WAN.

Generally MAN is deployed in large organization, whereas LAN is deployed in
subordinate units far from central office. Three-layer (core-convergence-access)
architecture is deployed for MAN while only two layers or one layer architecture is
used for LAN.
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Normally, each MAN/LAN has networking links with 1st WAN and 2nd WAN
separately Fig. 32.2.

32.2.2 The Features of PIP

32.2.2.1 Wide Network Coverage and High Scalability

The numbers of LAN, users, network type are quite large in PIP. This number
grows consistently. Therefore, high network scalability is essential for IP address
allocation plan.

32.2.2.2 Independent Dual Routing of WAN

To meet data transmission reliability requirement, important user data packets
must be routed simultaneously via 1st and 2nd WAN. Consequently, important
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users should have 2 network interfaces. Each of them has a different IP address
belonging to a separate IP subnet. In unicast case, when sending data to different
destination addresses, data packets can be routed in different WANs. In multicast
case, sending data from different source addresses will force multicast data packets
be routed via different WANs. Therefore, 2 user address spaces are needed, cor-
responding to the 1st and the 2nd WAN respectively.

32.2.2.3 Dual Transferring Planes

In MAN and LAN, dual-switch is deployed at all core/convergence nodes and at
most access nodes. 2 network interfaces for each important user can be linked with
2 switches in one node separately. Normally, 2 switches in one node will relay data
according to user IP address and back up each other in case of device failure. Thus,
a MAN (LAN) can be conceived as 2 MANs (LANs) connecting with 1st and 2nd
WANs separately, and network switches in convergence or above layers shall be
capable of data relaying for 2 user address spaces simultaneously.

32.2.2.4 Layer 3 Routing Between Switches

Given wide coverage and various user types, network switches resource may be
wasted to handle unknown traffic without reasonable VLAN scope definition [1].
To reduce broadcast domain, network switches in PIP are connected at layer 3 in
routing mode and VLAN is designated at access switches. Consequently, IP
address must be allocated for internetworking interface of switches, and it must not
belong to VLAN for user address.

32.2.2.5 Security Devices Between WAN and MAN/LAN

Between WAN and MAN/LAN, there are security devices like authentication
device and firewall, which work at layer 2 and connect with a WAN router and
dual transferring planes of MAN (LAN). Device management address needs to be
allocated for security devices and it must belong to same VLAN that covers router
LAN interface and up-link port of network switch.

32.2.2.6 Network Management Requirement

PIP management center authorizes management terminals for network manage-
ment of corresponding management areas. Network management terminal is
responsible for configuration, maintenance, performance and failure management
for all network devices within its management area. So device management
address must be allocated for all networking devices.

320 Y. Huang et al.



32.2.2.7 Special Application Level Requirements

PIP needs to support some special application level requirement, like multicast and
external networking. Multicast is implemented mainly by Source Specific Multi-
cast (SSM for short) while in special case, Any Source Multicast (ASM for short)
is also needed. As a result, group addresses must be allocated in advance. External
networking has many scenarios, such as level I domestic networking, level II
domestic networking, and international networking. Consequently user address,
network device address and interface address must be allocated accordingly.

32.3 High Level Allocation of Address Space

According to PIP architecture and its characteristics, it can be treated as two IP
connected networks. Therefore, 2 non-overlapping independent address spaces, 1st
address space and 2nd address space, are needed for these 2 networks. Data
sending to user at 1st space will be routed via 1st WAN and data sending to user at
2nd space will be routed via 2nd WAN.

The 1st and 2nd address space can be further divided into WAN address space,
MAN address space and LAN address space. These 3 address spaces are not
overlapped also. Based on current requirement and future upgrade requirement in
planned time frame, planned MAN number is around 30 and planned LAN number
is around 200.

Moreover, group address must use fixed Class-D address (First 4 bits of first
octet is 1110) [2], so WAN/MAN/LAN address must not use same address space
allocated for multicast.

To meet above mentioned requirement, 8 bits of first octet can not distinguish
address types needed. So, first octet of address is used to identify network type and
its corresponding sub-space (WAN, MAN, LAN, multicast, external networking).

First octet of IP address is defined as below:

[000]: 1st WAN
[010]: 2nd WAN
[100]: 1st sub-space for MAN/LAN. Each MAN is designated one unique value; a
fixed value of first octet is reserved for all LANs. Second octet is used to further
identify a specific LAN
[110]: 2nd sub-space for MAN/LAN. Each MAN is designated one unique value; a
fixed value of first octet is reserved for all LANs. Second octet is used to further
identify a specific LAN
[1110]: Multicast.
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32.4 Address Allocation for MAN

The number of MAN is around 30, so last 5 bits of first octet can be used to label
different MAN. Following octets can be used to further label user address, network
device address and interface address. Because connections between switching
nodes are all layer 3 connections, these 3 types of address are closed coupled with
network topology. Moreover, all network switching nodes need to be distinguished
by unique associated number.

Taking architecture of MAN as example, generally, within a MAN, there are
less than 10 core switching nodes. Beneath one core switching node, there are less
than 10 convergence nodes. Beneath one core (or convergence) node, there are less
than 30 access nodes. Thus within a MAN, there are less than 10 core nodes, 100
convergence node and 3300 access nodes. Obviously, within a MAN, one octet
cannot distinguish all switching nodes. Hence core nodes and convergence nodes
can be numbered uniformly within a MAN, and access nodes need to be numbered
under corresponding convergence node.

32.4.1 MAN User Address

To specify a user address, user location must be specified by what core/conver-
gence/access node a user belongs to. So, meaning of each octet must be decided
according to network layered architecture. To effectively indicate user position, the
1st octet is used to label associated MAN, the 2nd octet is used to label associated
core or convergence node and 3rd octet is used to label associated access node. 4th
octet is host id. To reduce broadcast domain at layer 2, multiple VLANs can be
further defined according to service and usage type [3].

32.4.2 MAN Network Device Address

To specify address for a network device, its relation to a specific network node
needs to be specified. Given this, similar to user address allocation case, meaning
of each octet needs to be defined according to network architecture.

The 1st octet is used to label MAN a network device belongs to. The 2nd octet
is used to distinguish from end user address space and also to ease network
maintenance. Therefore, to select all network devices in a MAN, a 16 bit mask can
be used to separate network devices and users. The 3rd octet is used to label
associated core or convergence node. The 4th octet is used to label a specific
network device. As each network node can consist of 2 devices backing up for
each other, 2 address spaces must be reserved for each node.
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32.4.3 MAN Interface Address

To specify interface address for a network device, link used must be specified.
Because there are many links within a MAN, if using switch nodes ID at 2 ends to
identify a link, it is impossible to find a suitable address space within a MAN
address space. Therefore, links between switches are numbered together within a
MAN. Numbering scheme is: Link group ID ? link ID. Link group ID represents
various types of links between network devices, while link ID labels a specific link
within a link group. Therefore, it is enough to use two octets to label link group ID
and link ID.

32.5 Address Allocation of LAN

The 1st octet of a LAN address is a fixed value. The 2nd octet is used to label LAN
ID. To specify a MAN/LAN, all LANs are numbered after MAN, range is 32–255.
If number of LANs is larger than 255, the 8th bit of the 1st octet will carried 1.
Following same approach of MAN, user address, LAN network device address as
well as LAN interface address can be allocated similarly.

Similar to MAN user address, LAN user address is specified according to its
associated switching node. As switching node id will not be larger than 255, so one
octet is used to number all networking nodes. Multiple VLANs can be defined to
reduce broadcast domain.

After the 1st and the 2nd octets are specified, the 3rd octet is to distinguish
network devices from user. The 4th octet is to label a specific network switch.

Similar to MAN interface address allocation, LAN interface address is also
defined as: Link group ID ? Link ID.

32.6 WAN Address Allocation

There are 3 scenarios of WAN connection: 1 is dedicated point to point link, 2 is
connected via layer 2 network, 3 is virtual tunnel connection.

32.6.1 Point to Point Link Case

When WAN routers are connected via point to point link, address allocated must
specify associated 2 WAN sites. As only one octet can distinguish all MAN/LAN
in use, the 2nd and the 3rd octet can be used to label 2 sites connected by point to
point link respectively. The 4th octet is used to label interface at two ends of link.
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When LAN id is larger than 255, the 7th and the 8th bits of the 1st octet can be
used as carrying bit for the 2nd and the 3rd octet, which means the 7th and the 8th
bit of the 1st octet can be combined with 8 bits of the 2nd or the 3rd octet to form a
9 bit number to identify LAN ID.

32.6.2 Connected via Layer 2 Network Case

When WAN routers are connected via layer 2 network, to distinguish from point to
point case, the 2nd octet is a fixed value. The 3rd octet is layer network id. To
avoid unexpected broadcast packet due to unknown layer connection, layer 2
network within WAN needs to be numbered together within range of 1–255. The
4th octet is router id and is used to label router within layer 2 network.

32.6.3 Tunnel Connection Case

If WAN routers are connected via tunnel across public network or other networks,
two types of point to point address must be allocated. One type is tunnel address,
i.e., virtual point to point link address. Its allocation can follow approached
depicted in 6.1. The other type is connection address from WAN router to public
network router, i.e., actual working address with local meaning only as long as it
will not conflict with local router address.

32.7 Group Address Allocation

Multicast includes 2 cases, ASM and SSM. Group address is used to group
multiple hosts that need to receive same information and is not coupled with
network routing, which is closely coupled with application systems. Therefore,
group addresses can be assigned by application systems as long as they are not
conflicted.

32.7.1 SSM Address

The 1st octet of SSM address is fixed as 232 [4]. As multicast depends on
application system heavily, the 2nd octet is used to distinguish different specific
multicast applications. Considering it is impossible to control multicast data
stream, to implement multicast control policy on security devices, address space is
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allocated by several application modes, such as multicast within sub-network,
cross sub-network multicast within field, inter-field multicast.

32.7.2 ASM Address

Similar to specified source group SSM address allocation, any source group
address is allocated according to multicast source function and multicast group
requirement.

In this case, 225 is used for cross-field multicast and 226,227 are used for cross
sub-network multicast within a field. 228,229 are used for multicast within a sub-
network [5]. The 2nd and the 3rd octet represent application ID and field ID
respectively. The 4th octet is defined by each application system.

32.8 Inter-Networking Address

PIP is required to be capable of inter-networking with external network. External
peer network can be domestic I or II, or international network.

1st octet of interface address is a fixed value. So in remaining 3 octets, infor-
mation of networking type, address type (WAN, LAN), routing type (1st route or
2nd route), field ID(local field ID and peer field ID) must be included. Obviously,
it is impossible to allocate one octet for each information type. So one octet is
assigned as inter-networking field ID and remaining 2 octets are used to label
networking, address, routing type and host ID.

32.9 Conclusion

IP address of PIP has been allocated following the above mentioned paradigm. In
2011 and 2012, multiple projects have been successfully supported by PIP. Field
deployment result has proved this address allocation paradigm, based on Various
Length Subnet Mask techniques, meets various requirements of address allocation,
and has reduced the size of routing table significantly. Moreover, it also facilitates
easy maintenance, configuration and ensures clarity and simplicity of address
allocation.
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Chapter 33
Research on the QoS Guaranteed
Mechanism for the Private IP Network

Lihua Liu, Tun Wu, Zongyin Zhao and Qian Zhang

Abstract In the private network, end-to-end QoS plays very important role for the
real-time trial data transmission. Considering the features of the network and the
respective QoS requirements, the general principle of QoS deployment is studied
in this paper. Following the principles, the model of end-to-end QoS used in the
private network is established firstly. Then it is analyzed and demonstrated that
how to deploy the QoS strategy in the kernel layer, cluster layer, and access layer
of the private network, respectively. Furthermore, the solution is also designed to
accomplish the QoS for the burst data and in other special conditions. Finally, the
all-around scheme of end-to-end QoS is proposed for the private network, which
provided the theoretical basis and guidance for bringing the QoS into effect. The
proposed mechanism could be a valuable reference of significant practical
meaning for other private IP networks.

Keywords The private IP network � End-to-end QoS � Service model � Strategy

33.1 Introduction

Following the development of the trial private network and IP services, the trial
information such as the real-time data, dispatch, image, timing signal and other
trial data has been carried with the private network based on the IP protocol.
However, IP networks used to be connectionless, information is transmitted in the
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way called best-effort. It is essential to design a scheme of QoS for reliable links of
real-time services. Besides, different kind of services contained in the private
network, such as real-time data, voice, dispatch, image and other services and also
trial documents, meet different real-time and reliability level. Above all, it is
necessary to analyze and discuss the QoS scheme of the IP private networks to
guarantee the reliability of the links of end-to-end services.

33.2 QoS Scheme for End-to-End Services

The QoS scheme relies on a specific network structure, especially for the private IP
network. Consequently, an appropriate end-to-end QoS model is needed to
characterize. Considering the differences of kinds of services and devices of each
layer of the private network, various QoS methods should be applied in each layer.

When the QoS scheme is applied for the private IP network, the following
aspects is needed to be considered:

1. QoS scheme for end-to-end services, including deploying strategy in the kernel
layer, cluster layer and access layer, respectively. There is correlation between
the strategies in different layer.

2. Different QoS mechanism should be configured for different user and service.
3. Strategies to improve the redundancy of the private network should be applied,

such as backup storages for some network nodes.
4. The scheme could not affect the extending of the private network and the

services.

33.3 QoS Models for the Private Network

A QoS model is an integrated scheme of many kinds of QoS methods. Recently, the
most familiar QoS models include the Best-Effort model, the Integrated model
(called IntServ for short), and the Differentiated model (called DiffServ for short) [1].

The private network discussed in this paper could provide the services of real-
time data, dispatch, image, timing signal, telephone, network management,
documents and so on. As the specialty of each service, different level of reliability
for each kind of service should be considered, when an appropriate QoS model is
selected.

The QoS scheme of basic IP links is characterized as the Best-Effort model.
Whether or not the IP packages have reached the end and the time it takes are not
guaranteed. So the private network could not be characterized by the Best-Effort
model.

The IntServ model takes the methods that the networks ensure resources
required by the services, so the quality of some specific services could be reached.
The IntServ model could be used to model the private network and it could reach
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the QoS demands. However, the services of the IntServ model are configured by
using RSVP signaling, and the resources required should be reserved by every
network device and node. For the networks contain large amount of data volume, it
is difficult to ensure the resources for each kind of services: the increment of the
QoS would increase the load of the networks; if the resources of the networks are
limited, the configuration would never be accomplished [2]. As to the private
network considered in this paper, resources required by some kinds of services
could be estimated or calculated, the methods of resource reservation could be used.

The strategies which the DiffServ model applies are that different QoS method
is used for different kinds of services. For the devices in the networks, it only needs
to identify the QoS level of each IP package, but recording the information of the
links of the services. The classes of QoS level should be instituted to ensure the
different QoS demands, and the packages which mark as high QoS level would
have the priority of transmission, especially for the situation when the network
congestion happens. However, in the private network, QoS should be guaranteed
for every kind of services, especially for the real-time service. And the different
classes of QoS level should be applied only the situations which the networks have
bad performances. As to the private network, the resources of the networks and the
requirements of actual services should be estimated, because the bandwidth of
some links (especial for the satellite communication links) is limited.

The QoS model of the private network could be designed as follows.

1. Resource Reservation. As the description of the IntServ model, in the private
network, the resources required by the services could be estimated, such as the
bandwidth of each transmission channel. Performances of the private network,
such as the transmission efficiency, could be improved by reducing the load of
the networks. Generally, 50 % of the total bandwidth is designed for the
metropolitan area network and the wide area network would take the number of
70 %.

2. Differentiated Services. In the private network, the classes of QoS level could
be instituted to differentiate different kinds of services. For example, classify
and marking the priority for the service on the access switch, then take
the technology of CAR, buffer mechanism and queue schedule to deal with the
priority data on the following network equipment to achieve the goal of the
differentiated QoS. The application of the QoS methods in the private network
will be discussed in Sect. 33.4.

33.4 Implementations of the QoS Mechanism
for the Private Network

As mentioned in Sect. 33.2, in order to differentiate different kinds of services of
the private network, first of all, the classes of QoS level should be instituted to
identify the IP packages of real-time data, dispatch, image, timing signal,

33 Research on the QoS Guaranteed Mechanism for the Private IP Network 329



telephone, documents and so on. High QoS level should be configured for the
services needed to be transmitted in the first place. Methods could be applied in
every device of the private network to achieve the goal of the differentiated QoS,
such as classification by priority field, flow CAR, queue schedule.

As a manner of multi-layers of the private network, QoS strategies should be
configured in each layer of the networks.

33.4.1 Access Layer

The access layer of the private network provides the accesses of a mount of
services, data, voice, images and so on. The access type of each service could be
different from others. The methods which classify kinds of services and institute
the classes of different QoS level of services should be applied in this layer, and
the institution could be configured in every node of the networks. The load of the
networks could be alleviated, too. Generally, the services could be divided into
five QoS levels, namely, EF, AF41, AF21 and BE, marked as 5, 4, 3, 2 and 0,
respectively. The maker 1 is a reserved QoS level.

Besides, in order to avoid the network congestion, the data rate of every user of
the private network should be at a configured level, and the user should not be
allowed to have useless operations.

33.4.2 Cluster Layer

The cluster layer commonly locates at the area where kinds of the services should
be provided. In this layer, services would be integrated and configured for trans-
mission, and the resources of the networks would be managed in this layer. The
cluster layer could use queue schedule technology according the QoS level
configured in the access layer, namely, the services of high QoS level and the
packages of special users have the priority of transmission.

Two most familiar queue schedule algorithms are the Strict-Priority algorithms
(SP) and the Weighted Round Robin algorithms (WRR). As to the private network
discussed in this paper, real-time services which need reliable transmission should
be configured as high QoS level and have the priority of transmission. In WRR
algorithm, resources of bandwidth would be reserved for each service, the services
with high QoS levels could not be transmitted firstly, if the network congestion
happens, the services would be affected. Therefore, in the private network, the SP
algorithm should be applied to ensure the priority of the services of high QoS
level, i.e. the services with higher QoS level would have the priority of trans-
mission and those with lower QoS level would be treated later.

Besides, as to the users and terminals straight connect to the cluster layer, the
services should be classified and configured the QoS levels.
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33.4.3 Kernel Layer

The scalar of the kernel layer is much smaller, but the throughput of the kernel
layer is high and the performance of the kernel layer plays an important role of the
whole private networks. The QoS level of the services should be used to guarantee
the QoS. However, the firewall and encryption equipment which connect the layer
could not be configured the QoS mechanism for the private network. Limitation of
output data rate should be applied in this layer to avoid the congestions in the
firewall and encryption equipment. As to the users and terminals straight connect
to the kernel layer, the services should be classified and configured the QoS levels.

33.4.4 Routers

Routers in the private network connect subnets of different area. For the QoS
mechanism, the services should be classified and configured the QoS levels in the
routers. Besides, considering the resources of the private network, output data rate
of the routers should be configured to reduce the consumption of the resources, for
example, bandwidth of the channels.

33.4.5 Implementations of the QoS Mechanism
for Some Special Situations

33.4.5.1 QoS Mechanisms for the Burst Data

In the private network discussed in this paper, some measure equipments could
generate the IP packages of burst data. In this situation, limitation of data rate of
the burst data would increase the loss rate of the IP packages, and the storage of
the burst data could cause delay and jitter in the private network. Considering the
local subnets of the private network used to have the bandwidth of kbit/s, the speed
limitation of the burst data should not be configured to access the kernel layer, but
it is necessary to configure in the output of the switch of the kernel layer in order to
match the speed of the firewall and encryption equipment. The output of the
routers in the private network should math the speed of the wide area network to
guarantee the demands of the QoS.

33.4.5.2 Limit Rate

In the private IP network, the wide area network is consisted of satellite com-
munication subnets and ground fiber subnets [3]. Data rate of different
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transmission link could be different and limited, especially to the satellite com-
munication links. Besides, configurations of the QoS mechanism for the private
network would be different for each device. So, the limitation of the total data rate
of the networks should be configured when network congestion happens, and the
loss rate of IP packages of high QoS level could be minimized. The limitation of
the data rate of the following transmission links and devices should be considered.

1. The transform equipment of protocol used in the satellite communication links,
which is applied for exchange the protocols from the Ethernet interface to the
RS530 or V.35.

2. The optical transceiver and the HDSL device used for Ethernet extending.
3. The output interface of the kernel switch which connects to the router should be

configured the limitation of the data rate, considering the performances of
firewall and encryption equipment in the links.

33.4.5.3 Security Device

In the private network, security and encrypted information are used to transmit
kinds of service. So, firewall and encryption equipment are implemented in the
links between the switches of the kernel layer and the routers. The firewall could
have the authority to access the private network, and prevent useless services to
improve the performance of the QoS mechanism. However, QoS methods could
not be applied in most encryption equipments.

Above all, the implementations of the QoS mechanism for the private network
are depicted in Fig. 33.1.

1. The services should be classified in the access switches according the five
elements of each service: source IP address, destination IP address, source port
number, destination port number, and transmission protocol.

2. According to the demands of the QoS mechanism, the services could be divided
into five QoS levels, namely, EF, AF41, AF21, and BE, marked as 5, 4, 3, 2 and
0, respectively.

3. The CAR is applied for the services marked by 5, 4, 3 and 2, flow control is not
used for the services marked by 0.

4. The classes of the QoS level should be instituted and configured in every
interface of the devices (switches and routers).

5. The PQ schedule should be configured in every interface of the devices.
6. Limitations of data rate should be estimated and configured in every interface of

the switches and routers, considering the resources of each transmission link.
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33.5 Other Suggestions

As the complexity of the private IP network, there are many other factors not
mentioned in this paper could also have influences on the performances of the QoS
mechanism. So, the following suggestions should also be considered.

1. To the implementations of the QoS mechanism, QoS methods should be
applied to all devices in the private network, such as firewall and encryption
equipment. Besides, researches of the QoS methods used for the networks
which have limited resources, especially for the satellite transmission links of
WANs.

2. To the network management, the services and the flows should be monitored,
and the data rate of every user of the private network should be at a configured
level, and the user should not be allowed to have useless operations, such as
Ping.

33.6 Conclusions

The QoS mechanism designed and discussed in this paper could fulfill the
demands of the end-to-end QoS for the private IP network, and the implemen-
tations of the QoS mechanism in each layer, are also presented. The mechanism
could be an example of significant practical meaning for other private IP
networks.

 

Service 
Terminal

Access
Switch

Router

Service 
Terminal

Service 
Terminal

1.Limiting the total bandwidth to 
matching the ability of firewall and 
the encryptor.
2.Priority queue schedule

1. Flow classification,according to the source 
address, destination address , source port, 
destination port and transport protocol.

2. The network service is divided into four 
priorities, which IPv4 priority symbol is 5, 
4, 3, 2.

3. Carring out flow car to the service which 
priority is 5, or 4, or 3, or2.

   * Limit rate 

1. Trust the DSCP vlue
2. Priority queue 
schedule
*Limit rate

Kernel 
Switch

Cluster 
Switch

* In the condition of ethernet extending, limit rate is needed.

1. Flow classification, according 
to the five elements
2. Mark the priority of the service 
and CAR
*Limit rate 

1. Trust the DSCP vlue
2. Priority queue 
schedule
*Limit rate

1. Trust the DSCP 
vlue
2. Priority queue 
schedule
*Limit rate

1.Trust the DSCP vlue
2.Priority queue 
schedule

1.Priority queue 
schedule
2.Limit rate

1.Trust the DSCP 
vlue
2.Priority queue 
schedule

Fig. 33.1 The scheme of end-to-end QoS for the private network
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Chapter 34
Distributed Data Service Platform Based
on Narrowband Network Environment

Xu Yan, Guoping Hu and Dahai Zhai

Abstract A distributed data service platform is established mainly to solve the
problem of data sharing among several data centers in narrowband WAN
environment, provide continuously reliable and position-independent data services
for the users and realize the objective of transmitting right information to right
customer in right way (3R). The multi-center data service platform optimizes data
consistency algorithm against WAN features (small bandwidth and long delay)
based on network technology, distributed technology and parallel computing tech-
nology, using peer-to-peer cluster-based network system framework, combined with
‘‘Cloud storage’’ framework features, and provides such characteristic functions as
strategy-based oriented sharing, priority control and network flow control as well as
capabilities of synchronously sharing file data and database data facing overall
situation and subject to unified management. The global distributed data redundancy
storage also provides the users with new data backup for disasters; intelligent
troubleshooting and inter-node high self-fusion features can provide efficient data
fault-tolerant and data service recovery capabilities in case of fault of network or
other hardware as well as continuous and non-stop data services for the users.
System joint debugging in actual narrowband WAN operation environment shows
that the system can fully meet the engineering demands in synchronous data sharing,
system stability etc., and has good promoting value.
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34.1 Introduction

The current society has entered information age and the computation and storage
capabilities of traditional central computer systems cannot meet the people’s
demands. The requirements of future information systems for computing speed,
system reliability and system cost effectiveness make it necessary to develop
distributed systems, of which the demands and push factors lie in:

High cost-effectiveness The parallelism of the distributed system reduces the
processing bottlenecks. Compared with large computers
with the same processing efficiency, the distributed
computer system consisting of several general comput-
ers is much cheaper;

Inherent application The system itself is of distributed type and various
applications on it require mutual coordination and data
sharing;

High reliability Redundancy is necessary for biological evolution, so is
for information technology. The distributed system has
potential to run continuously in case of any fault;

Scalability The distributed system is easy to be expanded to include
more resources;

Data sharing The distributed system can effectively support users
from different places to share information and resources
(software and hardware).

Since 1990s, the distributed systems with processing of file data as the core have
been developed greatly, but the distributed systems processing database data are
mostly realized based on LAN, and the WAN-based distributed systems with data-
base as the core are rarely applied in reality. The reason for that mainly lies in
uncertainty of WAN connection and time delay, which makes it difficult to satisfy the
strict requirements for transactional consistency and safety of the database system.

A distributed system - multi-center data service platform based on narrowband
WAN environment, with distributed data storage and distributed data sharing
services as the core is introduced in this paper.

34.2 Introduction to the Distributed System

The distributed system is an integration of several independent computers which
are single systems for the users [1]. The main objective is to facilitate the users to
access or share with other users the resources, and meanwhile the system resources
must be within the controlled scope. In term of design realization, the distributed
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system mainly covers the distributed system management, the distributed data
management and the distributed service management.

The distributed system management mainly includes network topology, com-
munication protocol, route algorithm, etc. The network topology is the basic
framework of the distributed system and it determines the system availability and
scale. Since the features of WAN (long time delay and instability) make it more
difficult to design the network topology, communication protocol, etc. of the
WAN-based distributed system, for example, all video systems mainly using P2P
technology adopt loose coupling (or discrete) framework strategy, but the strategy
also causes such disadvantages as no manageability of the system.

The distributed data management mainly includes data redundancy manage-
ment, data consistency protocol, fault-tolerant algorithm, etc., aiming at providing
a systematic method to execute concurrent data transaction in serial mode. The
data consistency protocol is the hottest topic till now. Traditional method has
concurrent control protocols based on lock, time stamp, etc. These protocols can
guarantee data consistency among several copies in theory, but they raise extre-
mely high requirements for the network environment, and the network time delay,
network stability, etc. have a direct bearing on the execution efficiency of above
concurrent control protocols.

The distributed service management covers several sub-items such as intelli-
gent scheduling and load balancing. The distributed system provides huge pro-
cessing capacity. However, good resource scheduling method is required for the
utilization of such capacity. The scheduling model and load balancing are closely
related to each other and shall be designed according to specific application
demand. Generally, no high load balancing is required in WAN environment.
Nearby service principle is adopted for the data within the service capacity scope
and the service requests exceeding the service scope will be scheduled remotely.

34.3 Realization Principles

34.3.1 Distributed Storage System Framework

The distributed data storage system is the core component of the multi-center data
service platform, using peer-to-peer cluster-based network system framework, as
shown in Fig. 34.1. Clustering means grouping the servers according to regions,
the servers within the same region form a service node via LAN and the service
nodes are connected via WAN. Peer-to-peer means that the service nodes have
equal status without any control center or resource center and they form a whole
via networking to provide services for the service applicants in a unified manner.

Generally, each node consists of several servers responsible for synchronous
sharing service of data. Data are stored in the system in the form of copy and the
quantity of copies may be set flexibly, subject to various copy redundancy rules
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including partial redundancy and full redundancy. Data completeness and con-
sistency shall be kept among all copies to realize synchronous data sharing.

34.3.2 Network Topology Management

In LAN environment, the network fault rate is very low and the detection results may
be obtained at ms level, so the network topology management of the distributed
system based on the network environment is very sensitive and meanwhile the data
consistency is completely applicable to the realization of such data consistency
protocols as traditional 2PL (2-phase lock protocol) and 2PC (2-phase commit
protocol). However, it is completely different in narrowband WAN environment,
and the features of small bandwidth, long time delay and instability increase the
difficulties of network topology management and data consistency guarantee.

For the features of narrowband WAN, slow processing is conducted on the
network topology management to reduce the network detection frequency and
increase the tolerance for network data loss and no response to peer-to-peer network.
The results of such method are the reduction of timeliness of network fault detection,
but very stable operation of the system in poor network environment, no frequent
network troubleshooting and reduction of additional expenses of the system.

Ring test is adopted as the network fault detection algorithm: The servers in the
node form a logic ring, adjacent servers in the ring conduct detection, in case of
any network fault or any other type of fault, other servers in the node will be
informed and troubleshooting will be conducted; the nodes also form a logic ring,
and the inter-node detection method is the same as server detection in node. Ring
test can reduce network communication expenses and save system resources.

Fig. 34.1 Peer-to-peer cluster-based network system structure
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34.3.3 Data Consistency Protocol

In order to guarantee atomicity and consistency of transaction, the distributed
database system must guarantee that all participated distributed transactions are
committed or no one is committed. However, such guarantee is realized by the
commit protocol of distributed transactions [1]. Generally, basic 2-phase lock
protocol (2PL) and basic 2-phase commit protocol (2PC) are used to guarantee
data consistency.

For features of WAN (small bandwidth, long time delay and instability), the
multi-center data service platform provides two data consistency protocols: real-
time consistency protocol and timely consistency protocol, and different protocols
may be selected for different businesses according to their demands to realize data
sharing. Real-time consistency protocol refers to that any operation of sharing data
must meet atomicity feature of transactions and any modification will be executed
at the same time on all data copies by means of using basic 2-phase lock protocol
and basic 2-phase commit protocol during transaction, and will be mainly used for
the businesses with very high requirements for real-time and completeness. For the
applications without high requirements for real-time data, timely consistency
protocol will be used. Under timely consistency protocol, the user’s modification
to the system data will not be immediately kept consistent among all data copies
and finally the data of all copies will be kept consistent after a ‘‘gradual diffusing’’
process, as shown in Fig. 34.2.

The timely consistency protocol algorithm is realized by means of integrating
all data copies into a logic ring, when certain datum is modified, such operation is
recorded and orderly transmitted to other data copies via the ring structure for data
modification. Generally, each service node designates a master data copy

Fig. 34.2 Abstract data flow diagram of timely consistency protocol
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responsible for transmission of shared data among service nodes and several slave
data copies. Data updating is firstly executed on the main data copy, then the main
data copy server records the data operation log upon success, and then the content
of the log file is synchronized to the slave data copy server of this node and the
master data copy server of other nodes via special log synchronizing thread. Since
the timely consistency protocol reduces adverse impact of network time delay on
system transaction performance and eliminates the impact of the number of servers
participating in the transaction on the transaction execution time by means of
pipeline data transmission type, the data synchronization performance has been
improved greatly, which has been proven in the experiment.

In the lab environment, the testing environment simulating 5 service nodes is
established to prove the execution efficiencies of the real-time consistency protocol
and the timely consistency protocol, where each service node consists of two
servers and corresponds to one user, and the space for 10 data copies is established
on 10 servers by full redundant storage mode of data. WAN simulation environ-
ment is formed among nodes via 100 M router (network time delay equipment is
added among router links to simulate WAN time delay environment). The test
records are as shown in Table 34.1. Seen from the test data, the timely consistency
protocol can efficiently reduce the impact of network time delay on transaction
execution efficiency.

34.3.4 Realization of Key Strategies

For actual narrowband WAN environment, in order to realize inter-node complete
data sharing and symmetrical management application mode, the key strategies
used for the multi-center data service platform include the following aspects:

1. Narrowband WAN: General distributed systems raise high requirements for
network environment, while the multi-center data service platform can work
smoothly in WAN’s 2 M to 100 M high time delay network environment, with

Table 34.1 Testing records of execution efficiency of data consistency protocols

Protocol Time
delay
(ms)

Number of data
copies

Number of
data

Data
size
(byte)

Execution
time
(ms)

Real-time consistency
protocol

4 10 1000 1000 20938

Timely consistency
protocol

4 10 1000 1000 2326

Real-time consistency
protocol

40 10 1000 1000 190726

Timely consistency
protocol

40 10 1000 1000 2518
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good network adaptability. For special network conditions, the data consistency
algorithm is optimized: Based on the basic principle of serial execution of
conflicting transactions, the transaction execution process is changed from
traditional active calibration of current transaction to passive calibration of
subsequent transaction, so as to eliminate the impact of network time delay on
the algorithm efficiency. However, the data transmission routing mechanism is
also changed from traditional simultaneous data transmission mechanism of
multiple copies to orderly transmission among multiple copies, which greatly
eliminates the impact of network bandwidth on data peak and prevents network
congestion.

2. Intelligent task scheduling: It has distributed intelligent dynamic task sched-
uling function to prevent central scheduling mode from causing system bot-
tleneck and key fault point, guarantee system load balancing and enable
effective utilization of system and network resources.

3. High reliability of data service: The data center and the data collection point
can be connected with the server in any distributed data storage system, so the
system has good fault-tolerant capability and it can satisfy the data service
request of the data center and the data collection point in the distributed data
storage system even in case of fault. The data of the data collection point or the
data center stored into the distributed data storage system are subject to copy
backup to guarantee high reliability of data.

4. Real-time processing of data: The external trigger function of the distributed
data storage system may be utilized: When the data sent by the data collection
point reaches each node, the server of the distributed data storage system can
real-time send triggering message to the application program on the server, so
as to commit the data to each data center. For the data from the data center to
any other data center or the data collection point, the objective of real-time data
processing can also be realized via the trigger function.

34.4 System Structure

The multi-center data service platform externally provides position-independent
data sharing service via unified access interface and hierarchical system structure
is adopted, including the network layer, the infrastructure layer, the core layer and
the application layer, as shown in Fig. 34.3. The network layer provides network
communication function; the infrastructure layer provides software and hardware
operation environment and storage medium; the core layer is responsible for
realizing data distribution management, synchronization control and dynamic
scheduling of tasks among multiple centers, establishing unified shared informa-
tion images and providing the application programs with position-independent
transparent file access and database access interfaces; and the application layer
provides the users with various customized applications via application interfaces.
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The main parts of the system structure are described as follows:

1. Application interface. Application interfaces include user access interfaces and
Application Programming Interfaces (API): The user access interfaces provide
the users with methods and tools for direct access to shared data; while the
Application Programming Interfaces (API) provide software programming
interfaces for third party software developers.

2. Data service. It provides shared information customization, inter-node authenti-
cation, user authorization control, configuration of operation parameters, etc. and
provides the users with customizable safe and efficient shared information services.

3. Task and resource scheduling system. The task and resource scheduling system
timely tracks the resource conditions of adjacent nodes by means of event
triggering and searches for corresponding service resources for the application
service request according to the service node loading conditions, the service
distance, etc., so as to realize load balancing of the whole network and fault
isolation. It provides management function for resources of the whole network
and determines the resource and resource metadata placement, searching and
positioning services.

4. Distributed file library. The distributed file library stores and manages
unstructured file data, associates the file data with the file contents index, access
authorization, sharing scope, etc. and externally provides unified position-
independent file access interfaces. The shared file library realizes management
of file copies distributed at various operation management nodes to guarantee
consistency updating among multiple copies, provide delayed updating capa-
bility and guarantee the visitors to obtain the latest data. The shared file library
has access control capability to prevent access of unauthorized users and pre-
vent misoperation of authorized users.

Fig. 34.3 Structural diagram of system
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5. Distributed database. The distributed database stores and manages structured
data and stores shared data in the form of base table of database. The data
service platform integrates the databases distributed at various service nodes to
realize unified management on the data copies on them, externally provides
unified transparent standard SQL access interfaces, provides data consistency
and completeness guarantee mechanism and provides transaction control
mechanism. The distributed database system is also the task and resource
scheduling system and the storage system for file management information of
the file sharing library, providing global data recording, storage, management
and sharing capabilities.

6. Application service. The application service provides the users with various
customized applications via application interfaces, mainly including data access
interfaces, system management interfaces and data backup application for
disasters, etc. provided for users.

34.5 System Features and Key Technologies

34.5.1 Peer-to-Peer Cluster-Based Network
System Structure

The peer-to-peer cluster-based network is network system framework for distrib-
uted utilization and sharing of resources, using the system framework similar to
‘‘Cloud storage’’ which is dominant in current network. Cloud storage is extended
and developed from cloud computing concept and it refers to the function of
integrating and coordinating a large amount of different types of computing
equipment via application software by clustering application, network technology
and distributed technology, so as to jointly provide data storage and business
access function [2] externally.

The similarity between the peer-to-peer cluster-based system framework and
the cloud storage system framework lies in application of distributed technology,
p2p technology, data storage technology, virtualization technology, etc. The
difference between the peer-to-peer cluster-based system framework and the
cloud storage system framework lies in that the cloud storage also adopts such
central framework technology as clustering technology and grid technology and
it is integrated and established by several grid frameworks, meaning that there is
central point for cloud storage within local scope, while for the peer-to-peer
cluster-based network, only distributed parallel technology is adopted, each
subnet group is divided clearly, each service node in the network also plays the
role of server and client, the nodes are completely equal, i.e. each service node
also has such functions as receiving, storing, transmitting and integrating data,
with clearer and more concise system structure model; cloud storage network
lays more emphasis on central management and transparent service, while the
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peer-to-peer cluster-based system is more inclined to distributed management
and distributed service.

In addition to conventional distributed technical features such as load balancing
and fault-tolerant mechanism, the multi-center data service platform also provides
data priority control, network flow monitoring, directional data sharing, etc.

The peer-to-peer cluster-based network system is realized using the protocol of
full redundant routing among servers. In such protocol, each server autonomously
maintains a global routing table, creating, extending, exception handling, etc. of
nodes in the system are detected and maintained via the routing table among servers,
and all routing information is dynamically consistent. Among the service nodes and
among servers in the system, the type of combining ‘‘reliable heartbeat’’ (TCP) and
‘‘unreliable heartbeat’’ (UDP) is adopted for system state monitoring. ‘‘Reliable
heartbeat’’ guarantees monitoring accuracy, while ‘‘unreliable heartbeat’’ reduces
the communication loads among system servers. By means of monitoring, faulty
servers of the system and dynamically extended servers can be found out in time, and
the network topology structure can be reconfigured intelligently.

Compared with current cloud network structure, the peer-to-peer cluster-based
network has more powerful manageability and service controllability, with flat-
tening, multi-center, anti-destruction and non-stop network features.

34.5.2 Realizing Sharing of Database Data and File Data

File data sharing is mainly used for large file data storage processing, with file data
storage engine as the core. The file data storage engine is modified and designed
from the INNODB storage engine of MYSQL database. The file storage path field
is newly extended special field (the field type is file) defined by the newly extended
syntax, and the system will automatically fill and manage the content. The
methods for the other fields and conventional datasheet fields are the same.
The data storage area of the file data storage engine is divided into the following
two parts: One is the file data storage area (file system) and the other is the data
record storage area (database base table) which stores the storage path of con-
ventional data and file data in the file data storage area (file type field).

Database data sharing is direct data sharing among database base tables. Text data
and conventional non-text data are included in database base tables and shared
synchronously via synchronous SQL commands among database base tables.

Unified data storage management and standard SQL access interface are pro-
vided externally, and the data distribution details are masked. Based on copy
management, synchronization and recovery of incremental data is realized, and
data access is transferred smoothly among service nodes, so as to effectively
increase the reliability and access efficiency of the database system. In order to
support the development of application programs, it provides standard C-API and
JDBC interfaces.
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34.5.3 Realizing High Reliable Task Scheduling Based
on Load Balancing and Fault-Tolerant Mechanism

Due to distributivity and dynamics of network resources as well as randomness of
service requests, the loads of service nodes in the distributed system are unbalanced
and therefore the system availability is reduced. According to the operation state and
the position of the resource content, the multi-center data service platform uses
intelligent scheduling and load balancing algorithm to realize load-balanced
resource scheduling, so as to provide services nearby.

Load balancing algorithm is conducted based on nearby service and resource
balancing principles. Each service node properly collects the load information of
each server in the adjacent service node via additional information of ‘‘heartbeat
information’’ monitoring data packet among servers. The task scheduling system
selects the server with the minimum load in adjacent service node as the service
provider according to the scheduled task type, required resource and network
structure. Different monitoring technologies are adopted automatically according
to the actual network conditions among service nodes, so as to efficiently complete
monitoring of abnormal nodes. Based on fault detection, the faulty nodes can be
isolated via dynamic reconfiguration of data and system, so as to guarantee con-
tinuous and healthy operation of the system.

Since each server in the system has the capability of completing task scheduling
independently and can participate in task scheduling, the fault of any server will
not affect operation of the whole system, so as to avoid system bottleneck caused
by central scheduling.

34.5.4 Selection of Intelligent Shared Path

The network topology information is obtained by means of collecting ‘‘heartbeat
information’’ monitoring data among servers and stored in the form of routing table.
The structure includes all known server node information within the system scope as
well as logic proximity relation among server nodes which may be modified
dynamically according to the ‘‘heartbeat information’’ monitoring results and can
reflect the physical link change state within certain time range from time to time.

Based on network topology information, the system conducts network quality
statistics from the following three parameters: fault rate of network connection
state, network bandwidth and network congestion and selects the optimal route for
data transmission.

The weighted quantization model for network quality is defined as follows:
Y = (D1b ? D3c ? D4e)/D2a; where Y represents the weighted value describing
network quality, b represents the network fault rate, a represents the network
bandwidth, e represents the network time delay, c represents the network packet
loss rate (the network packet loss rate is used to comprehensively describe the
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network congestion and the whole load of the peer-to-peer server), and D1, D2 and
D3 respectively represent the weighted value of the former three items. In the
formula, the higher the weighted value of network quality Y, the lower the network
quality, and vice versa. Seen from the formula, Y is directly proportional to the
network fault rate, the network time delay and the network packet loss rate and
inversely proportional to the network bandwidth.

Test in actual project environment shows that if there are several physical
network channels among several centers of the system, the method of selecting the
data transmission path based on the network quality can effectively prevent faulty
link from affecting the system service quality.

34.5.5 Data Sharing Mode Based on Strategy

Customizable data sharing strategies are provided on database and data recording
levels. The database sharing strategies are realized depending on database copy
management function to control the database copy storage scope, while the data
record sharing strategies depend on extended SQL syntax to set data sharing scope
in SQL to realize local sharing of data.

The system supports coexistence of several shared strategies and provides
single or bulk data sharing capability, and the data sharing content and scope may
be customized according to the strategies. The shared data provider releases the
data and shared strategies on the platform. The users subscribe their required data
according to the shared strategies. The users beyond the strategy scope are unable
to obtain the shared data.

34.5.6 Network Flow Control and Priority Mechanism

Network bandwidth is always the most important performance bottleneck in any
distributed system: Limited network resources are shared by several applications
in the system. In the network using preemptive mode, the unlimited usage of
bandwidth will necessarily cause network congestion, which results in failure to
obtain good service quality for each application, and effective network flow
control is necessary. Therefore, the network flow control method adopted by the
data access platform is to firstly set the total network bandwidth occupancy pro-
portion, then establish the network flow control table according to the network
topology information, and real-time record the message volume among servers
within each time section. For all transaction threads to be communicated among
servers, the flow shall be applied for from the network flow control table firstly and
then the messages shall be sent. Each server in the service node exchanges the
network flow value of the previous cycle on a regular basis and then the network
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bandwidth to be dominated by the server in the next cycle is calculated, so as to
strictly control the network flow.

In order to guarantee the service quality requirements of different businesses
when the resources conflict with each other, the data service platform also
provides priority-based service mechanism. For the requirements for different
service levels, each data sharing object (file, database, etc.) is set with individual
priority, and the businesses with higher priority have more network resources
and service resources than those with lower priority. When the resources conflict
with each other, the businesses with higher priority take over those with lower
priority to guarantee that the businesses with higher priority always obtain better
service quality guarantee in multi-business environment.

34.5.7 Realizing Mass Large File Data Storage
and Synchronous Sharing

64-bit Linux operation system and ext4 file system are selected to realize mass
large file data storage support. Large file data are independently stored in the file
system, while relevant attribute information of the large files is stored in datasheets
in database recording mode. Large file data as well as relevant attribute data and
base table data are shared synchronously among several shared nodes to guarantee
completeness of data transmission.

Technical means of fragment transmission and breakpoint transmission are used
for large file data to increase the large file data storage and synchronous sharing
efficiency.

Intelligent compression method is used during file data transmission process.
Compression anticipation is conducted according to the file type and data size.
Only the file data satisfying the compression conditions will be subject to
compressed transmission to increase the network utilization rate and synchronous
data sharing efficiency.

34.5.8 Continuous Service and Data Backup for Disaster

The system has self organization capability and self reconfiguration capability, e.g.
when the service nodes are added or separated dynamically, the system can
automatically reorganize the nodes to form new service platform topology struc-
ture; when the servers in the nodes are added or separated dynamically, the system
can automatically reconfigure the shared node. The reconfigured system has the
function and operation mode unchanged, and the reconfiguration process is
transparent to the users.
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The function and status of each service node in the multi-center data service
platform are equal and there is no control center or resource center or key fault
node. When the proximal service node fails, the platform may select other nodes
alternatively; when certain server in the node fails, other local servers may be
connected and used. Therefore, the platform will greatly increase the sustainability
of data services.

Meanwhile, since the shared data redundancy is stored at the server of each data
service node, which provides the users with data backup and recovery means, i.e.
when any fault of the information center system causes data loss, the nearby
service node can be used for recovery; when the lost data exceed the storage scope
of the service platform, other center may be used to obtain data prior to data
recovery.

34.6 Conclusions and Outlook

The multi-center data service platform optimizes data consistency algorithm
against WAN features (small bandwidth and long delay) based on network
technology, distributed technology and parallel computing technology, using
peer-to-peer cluster-based network system framework, combined with ‘‘Cloud
storage’’ framework features, and provides such characteristic functions as
strategy-based oriented sharing, priority control and network flow control as well
as capabilities of synchronously sharing file data and database data facing overall
situation and subject to unified management. The global distributed data
redundancy storage also provides the users with new data backup for disasters;
intelligent troubleshooting and inter-node high self-fusion features can provide
efficient data fault-tolerant and data service recovery capabilities in case of fault
of network or other hardware as well as continuous and non-stop data services
for the users.

Currently, the system has realized engineering and has been put into formal
operation. The multi-center distributed data service platform including 4 service
nodes has been established. Joint debugging in actual operation environment
shows that the system can meet the engineering demands in synchronous data
sharing performance, system stability etc., and has good promoting value.

In field performance test of the system, for the two 10 MB data samples
compressed in typical 2Mbit/s WAN environment, the sharing time among nodes
is less than 180 s; for the compressed 2000 10 KB data samples, the sharing time
among nodes is less than 210 s; in the system stability test, if 1 of 2 servers is
closed, the current data sharing task will not be affected distinctly, and the data
synchronization performance will be kept unchanged; when any new server is
added, the topology reconfiguration time is less than 100 s, i.e. when not subject to
data recovery operation, the server newly added within 100 s can provide data
access.

348 X. Yan et al.



To sum up, the distributed system has been developed continuously from
concept to realization, and the distributed data storage system has realized the
capability of providing the users with reliable and efficient distributed data storage
and sharing services. In future, the system fault-tolerant capability will be further
improved, optimized scheduling algorithm will be designed, the resource sharing
capability will be strengthened, and researches and practices on the system
expansion and management, the system safety and identity authentication etc. will
be strengthened.
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Chapter 35
Impact Analysis of the Leap Second
to the Computer System in Beijing
Aerospace Control Center

Tonghua Li, Yuqiu Liang and Xia Wang

Abstract It analyzes the impact of the leap second at 07:59:60 July 1, 2012 to the
timing system and applications in Beijing Aerospace Control Center (BACC), and
proposes a solution for the leap second adjustment. First it introduces the source of
the leap second. Next it articulates the timing system device, timing system clients,
timing system topology, as well as their working mechanism. Then it describes the
experiments on the leap second adjustment, presents the test contents, procedures,
and results under the automatic and manual adjustment modes. It also presents the
test results of the leap second adjustment under the NTP protocol. The test results
indicate that the timing system devices work well under both automatic and
manual adjustment modes, and the clients can synchronize with the timing system
device in 4 s. When the adjustment is executed on the timing system device, the
clients can synchronize with the timing system device after a pause of one second
at the synchronization point. As for the NTP conditions, the clients can not
synchronize within 5 min, and can synchronize immediately if the clients are
rebooted. The leap second will make a big impact on the time-sensitive systems
such as the TT&C devices and applications. It suggest that the leap second
adjustment and synchronization need to be executed outside the critical command
and control procedures, and a thorough implementation plan needs to be made.
The most important point is that the synchronization must be after a delay of 4 s in
the leap second adjustment.
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35.1 Introduction

Time is an important parameter in people’s aerospace activity. Timing system is
the necessary condition to guarantee the validity and accuracy for aerospace
TT&C. The timing system of computer system in TT&C system is achieved by the
nodes in computer system that receive standard-time signal from the timing system
devices under the definite time synchronization mode, and calibrate time of the
local computer system. From this, it can keep a unified time scale in the whole
TT&C system [1].

According to the arrangement of China’s national GPS clock, the leap second
was added after the Beijing time 7:59:59 on July 1, 2012. The next second was
going to be 7:59:60. And then the time would get into 8:00:00. In this paper, the
principle of the leap second generation and adjustment is analyzed, the technology
state of timing system device and working mechanism are studied, the results of
our leap second tests are provided. Through these researches, the time variation
law of timing system devices and computer system’s devices under manual and
automatic leap second are obtained. The influence of the timing system and
application software in BACC is analyzed, and the leap second adjustment solu-
tion of computer system is given.

35.2 The Source of Leap Second

The purpose of leap second is to guarantee the differences between UTC time
based on atomic clocks and the UT time based on the rotation of the earth within
one second. The extra second was mandated by the International Earth Rotation
and Reference Systems Service (IERS) in Paris. Normally, it is the last second on
31 December or 30 June.

The Beijing time is based on the UTC time. Because of the slowing rotation of
the Earth, the UT time will lag behind the UTC time. It is adopted by positive leap
second, which means the UTC time will be set one second behind to keep the
differences between the UT and UTC within one second. At the leap second
moment, the UTC time will take place one second step; it will stop one second in
contrast with the normal second sequence.

35.3 The Technology States of Timing System

35.3.1 The Timing System Devices

The timing system devices generate the B-code time as the standard time signal
source in Spaceflight Control Center, including B (DC) code and B (AC) code,
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according to the GJB2991A-2008 B code time interface terminal general
specification.

The timing system devices can support the leap second adjustment by two
ways: one is the automatic leap second, which means that the leap second can be
set positively or negatively by default, and the device can perform automatically.
The other one is manual leap second, which means that one second can be added or
minus on the device by manual control.

35.3.2 The Timing System Device for the Client

The timing system devices for the clients in the computer system of BACC include
two types:

1. Physical clients: They are the clients in traditional sense, including B code
terminals, timing system cards and sound cards.

2. Logical clients: This paper defines the clients which adjust time by TCP/IP
protocols as the logical clients, including NTP timing system clients, UDP
multicast timing system clients and all other clients adjusting time by network
protocol.

B code terminals receive the standard time code signal from the timing system
devices. They provide the needed time signals by decoding the time signal and
synchronize with standard time. They output the signals including B (DC) codes
and time interrupt signals. The B (DC) codes contain day, hour, minute, second
and micro second. The interrupt signals contain 1 and 20 Hz signals. The B code
terminals are used for branching on the standard time to clients.

Timing system card is installed in a computer which needed timing system
signal. It uses the timing system device to synchronize its clock, and uses the high
precisely constant temperature crystal to realize punctuality. The timing system
card provides accurate time signals including hour, minute, second and
microsecond.

The sound card is one standardized component of a PC. It can achieve 16-bit
dual-channel hi-fi data acquisition. The top sampling frequency is 44.1 k/s, the
lowest is 8 k/s. If we modulated the B (DC) code with 1 Hz sine, we can obtain the
B (AC) code. As the result, the sound card can sample the B (AC) code precisely,
and turn it into the digital signal which PCs can use. The PC will correct its local
system time according to the digital signal.

Network Time Protocol (NTP) is the accepted timing system protocol on
Internet. It uses hierarchical time distribution model, and runs over UDP to
transmit time packets. It can choose the closest and most authentic offset for local
clock by the method of statistics and probability theory. Then the PC can correct
the time of its system by local clock adjustment model.
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UDP multicast: It synchronized the servers based on IP multicast. Under the
normal circumstances, the time-server provides the standard time, and the other
servers must keep in step with it.

35.3.3 The Connection Modes of Timing System Devices

There are three connection modes of the timing system devices and the clients:
direct mode, indirect mode and network connection mode.

1. Direct mode. In the direct mode, the timing system devices connect the clients
by cable. The direct-mode clients include B code terminal, timing system cards
and sound cards etc. The B code terminals and timing system cards use B(DC)
code, and the sound cards use B (AC) code.

2. Indirect mode. In the indirect mode, the timing system devices connect the
clients by B code terminals. The indirect-mode clients are timing system cards,
which use B(DC) code.

3. Network connection mode. This mode means that the timing system devices
connect the clients by TCP/IP network. The signal of timing system is trans-
mitted through the network, not the special transmission media. NTP and UDP
multicast all use this mode—transfer the standard signal of timing system to the
clients by network protocol.

35.3.4 The Timing System Mechanism of Center
Computer System

The goal of the timing system is to synchronize the system time of servers with the
standard time. According to the different timing system device and connection
modes, there are several timing system mechanisms:

1. The time-server with timing system cards: The time-server attached the timing
system device directly to receive the B (DC) code signal. It gets the timing
system card’s signal by the preset period, multicasts the time packets to the
LAN’s clients.

2. The function-server with timing system cards: The server gets the B (DC) code signal
indirectly. When it receives the time synchronization signal from the time-server,
it will correct the time of its system according to the local timing system cards.

3. UDP multicast clients: These servers receive the UDP multicast packets
through the time-service client application. The UDP multicast packets trans-
ferred by the time-server contain standard-time and time-synchronization
signal. When the server receives the packets, it will correct its local time
according to the standard time.
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4. NTP clients: The servers are configured as the NTP clients, using NTP protocol
to adjusting local time. The time-servers are designated as NTP servers.
The synchronization period is configured by the client.

5. The sound cards clients: Some servers use the sound cards installed on main
board to obtain B (AC) code signal adjusting local time. The synchronization
period is configured by clients.

Overall, the two essential factors of timing system are standard time source and
synchronization period. For timing system cards and network cards clients, the
time-server undertakes the essential core role whichever kind of time adjusting
mechanisms. For timing system cards clients, standards time is caused by local
timing system cards, the time-servers only provides the synchronization period.
As for UDP multicast clients, the time-servers provide both standard time and
synchronization period. That is, the time-servers are responsible for the timing
system clients and UDP multicast clients in whole system. The sound cards clients
are individual clients, the standard-time and synchronization period are produced
by themselves.The timing system diagram is shown in Fig. 35.1.
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Fig. 35.1 The timing system topology in the computer system
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35.4 Testing of Leap-Second

35.4.1 Testing of Leap-Second

In order to control the changing condition of the standard time and the time of
computer system for both the timing system devices and timing system clients in
the whole system, the testing of leap second is performed.

35.4.1.1 The Test Content

The test devices include timing system devices and the timing system clients:

1. The timing system devices: the standard timing system devices and direct–
connection cable.

2. The timing system clients: two B code terminals, two time-servers (Timer1/2)
with timing system cards, six main servers (func1–6) with timing system cards.

The timing system runs under the ‘‘automatic mode’’ and ‘‘manual mode’’
separately, observing time variety of the faceplate of timing system device, the
timing system clients and the computer system. During the tests period, the
automatic synchronization configuration in time-servers and the sound cards cli-
ents was disabled; the configuration is enabled after the tests.

The tests under ‘‘automatic mode’’ and ‘‘manual mode’’ about the leap second
were both completed separately. The results are consistent. Tables 35.1 and 35.2
show the results of leap second test.

Table 35.1 ‘‘Automatic mode’’ test results

Seq Device name Timing sequence System clock sequence

1 Timing device 59 60 00 01 02 03 –
2 B-code terminal1 59 00 60 01 02 03 –
3 B-code terminal 2 59 00 60 01 02 03 –
4 timer1 59 00 00 01 02 03 59 00 01 02 03 04
5 timer2 59 00 00 01 02 03 59 00 01 02 03 04
6 func1 59 00 01 01 02 03 59 00 01 02 03 04
7 func2 59 00 01 01 02 03 59 00 01 02 03 04
8 func3 59 00 01 01 02 03 59 00 01 02 03 04
9 func4 59 00 01 01 02 03 59 00 01 02 03 04
10 func5 59 00 01 02 02 03 59 00 01 02 03 04
11 func6 59 00 01 02 02 03 59 00 01 02 03 04
12 PC 1 59 00 01 02 03 03 59 00 01 02 03 04
13 PC 2 59 00 01 02 03 03 59 00 01 02 03 04
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35.4.1.2 The Analysis of Test Results

From the results above, in the automatic leap second mode, the faceplate of timing
system device runs as the same as IERS described. The devices including main
servers, time-servers, B code timing devices, and the sound cards clients run
inconsistently from the beginning of ‘‘07:59:60’’ until ‘‘08:00:03’’. The servers’
system time keeps the step of the standard time sequence of ‘‘59,00,01,02,03……’’.

Under the manual leap second mode, the faceplate of timing system device
appears ‘‘07:59:59’’ twice, the devices including main servers, time-servers,
B code timing devices, and the sound cards clients run inconsistently from the
second ‘‘07:59:59’’ until ‘‘08:00:02’’. The servers’ system-time keeps the step of
the standard time sequence of ‘‘59,00,01,02,03……’’.

The tests results indicate that under both automatic and manual leap second
modes the timing system devices work well. The timing system clients run con-
sistently with timing system devices at most 4 s later. When the time synchroni-
zation period is cancelled, the servers system time will keep the step of the
standard time sequence of ‘‘59,00,01,02,03……’’. That is, after 4 s it will be 1 s
faster than timing system. When leap second is performed, the timing system
clients, UDP multicast clients and sound cards clients will be synchronize with the
timing system after enabling the time synchronization period of time-servers and
sound cards. It will make a pause of 1 s while synchronizing.

35.4.2 NTP Tests

In order to master the changing condition, we put up a timing synchronization
environment [2], and then conduct the NTP clients leap second tests.

Table 35.2 ‘‘Manual mode’’ test results

Seq Device name Timing sequence System clock sequence

1 Timing device 59 59 00 01 02 03 –
2 B-code terminal1 59 00 00 01 02 03 –
3 B-code terminal 2 59 00 00 01 02 03 –
4 timer1 59 00 00 01 02 03 59 00 01 02 03 04
5 timer2 59 00 00 01 02 03 59 00 01 02 03 04
6 func1 59 00 01 01 02 03 59 00 01 02 03 04
7 func2 59 00 01 01 02 03 59 00 01 02 03 04
8 func3 59 00 01 01 02 03 59 00 01 02 03 04
9 func4 59 00 01 01 02 03 59 00 01 02 03 04
10 func5 59 00 01 01 02 03 59 00 01 02 03 04
11 func6 59 00 01 01 02 03 59 00 01 02 03 04
12 PC 1 59 00 01 02 03 03 59 00 01 02 03 04
13 PC 2 59 00 01 02 03 03 59 00 01 02 03 04
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35.4.2.1 The Tests Content

Under the test circumstance, a PC server is configured as a NTP server, a SUN
server is configured as NTP client. During the default configuration and enabled
the timing synchronization period, the administrator adjusted the NTP server
system clock one second fast or slow, then observed the time changing condition
in NTP client.

35.4.2.2 The Analysis of Test Results

The results (Table 35.3) show that, The NTP clients do not synchronize shortly
during the NTP servers occurring two-second jump. If the NTP clients need to
synchronize immediately, the NTP service should be restarted in the NTP clients.

35.5 The Impact and Suggestion

The timing system clients that follow the GJB2991-1997 standard do not support
leap second protocol, which means that the devices could not output 07:59:60
normally. They can synchronize after the timing system runs leap second in four
seconds, and it will make a second pause during that period. The servers in the
computer system of BACC will make 1 s pause also during synchronization. So

Table 35.3 NTP Clients’ devices test record

Seq Cycle configuration NTP Server
System clock

NTP Client
System clock

Restart NTP-service
in Client

1 Default configuration:
the initial value of
synchronization
period is 64 s, then
changed to 1,024 s

Adjusted about
1.7 s fast

Observing 5 min,
time is not
synchronized

The client time is
synchronized
with NTP Server
time

2 Default configuration:
the initial value of
synchronization
period is 64 s, then
changed to 1,024 s

Adjusted about
1.9 s slow

Observing 5 min,
time is not
synchronized

The client time is
synchronized
with NTP Server
time

3 The synchronization
period is 16 s

Adjusted about
1.8 s fast

Observing 5 min,
time is not
synchronized

The client time is
synchronized
with NTP Server
time

4 The synchronization
period is 16 s

Adjusted about
1.9 s slow

Observing 5 min,
time is not
synchronized

The client time is
synchronized
with NTP Server
time
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the leap second will make a great impact on time sensitivity system such as
measure and control system as well as measure and control application.

The automatic mode is suitable for no key service during the leap second,
otherwise, the servers should synchronize timing system avoiding the key service.
The thorough plan should be made to guarantee the application software works
well while the system time has 1 s pause.

Taking the two essential factors into account, during the leap-second, the time
synchronization period in time-server should be stopped in order not to synchronizing
automatically. In addition, in order to keep the timing source stable, the server system
clock should be synchronized 4 s after the timing system runs the leap second.
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Chapter 36
The Exploration and Practice of Itinerant
Testing for TT&C Device Software
at the Launch Range

Peng Fu, Wei Li, Liang Zhao, Wei Zhang and Jing Zhang

Abstract In view of the latent software faults and unsteadiness of telemetric
tracking and command (TT&C) device software at the Launch Range, Software
Itinerant Testing (SIT) is brought forward. Software faults are attributed to soft-
ware manufacturer’s lack of necessary ability and shortage of process specifica-
tion. Comparison of SIT and software project testing shows that SIT is a
convenient activity that can be taken. The first time that SIT worked at launch
range took about 8 weeks and found 52 faults. The result shows that TT&C device
software is under unreliable state and with low robustness. SIT is an effective
measure to solve TT&C Device software faults and improve the robustness and
reliability of TT&C device software.

Keywords TT&C device � Software fault � Software update � Software itinerant
testing

36.1 Introduction

The TT&C devices at the launch range are composed of hardware and software.
With the development of fundamental industry technology, the trend of minia-
turization and integration, the reliability of electronic equipments are greatly
improved. Nowadays, more functions are implemented by software. Software has
become the key factor of TT&C devices function. At the same time, the con-
summation of software development process and the non-conformance of software
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update activity result in more latent faults in software. This increases the risk of
launching task. For example, after the update of optical device software, the third
party software regression testing has found more than one fault. So to improve the
reliability of TT&C devices, regular SIT is put forward.

36.2 The Comprehensive Analysis of TT&C
Device Software

TT&C devices can be divided into four classes as optical, radar, telemetric and
remote control device [1]. Devices in each class can be further divided into more
types. Some devices have been put into use from the 1970s, and have experienced
many times of hardware and software updates. Some devices have just been
deployed and their software still not thoroughly explored. According to the sta-
tistical information, the proportion of the software malfunction has increased from
10 to 30 % in the recent 20 years at the launch range. The main reason that causes
the increase tendency of device software faults can be analyzed as follows:

1. The increase of the ratio of software functions in TT&C devices. More func-
tions that used to be implemented by hardware are now done by software, and
the number of software configuration items in device software system has
increased.

2. The management of software development process is not enough. According to
the collected information, the software capability maturity level varied greatly
from different device manufacturers. The manufacturers usually put more
emphasis on the development of hardware than on software. Generally they pay
little attention to software project tracking, quality assurance, and configuration
management. Especially, for legacy devices whose software had been updated
for many times, no software engineering work was done by the developing
team [2].

3. Software requirement analysis is not thorough. Generally device software
requirement analysis is not thorough, which causes an obvious gap between the
functions that were realized by the device software and the real requirements of
the launch range. At the same time, with the change of launch task, the real
software requirements are continuously changing. These differences and
changes require the update of device software. Update may bring new faults
into the software.

4. The software update management is not rigorous. The update of device soft-
ware is frequent. Investigation of the situation of TT&C device update shows
that the proportion of the device types whose software had been updated is
68.8 %; and the proportion of the number of devices that had undergone
software updates is 81.4 %.
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The update activity management is not rigorous. According to the software
engineering best practice and the launch range’s rules for software update, a
complete software update process should include original software fault report,
thoroughly discussed update scheme, application for software update, rigorous
configuration management, regression testing and professional technical review.
But in reality, these rules are not followed and most of time one or more practices
are leaped, especially for legacy device software update.

36.3 What Does SIT Do

SIT is to run periodic configuration item testing or system testing to TT&C device
software at the launch range. Before the testing activity deployment, some fun-
damental characteristics should be fully understood about SIT which includes
testing precondition and method of SIT.

36.3.1 The Characteristics of SIT

SIT is different from common configuration item testing or system testing. It is
also different from common software regression testing. Its characteristics include:

1. SIT is not the necessary condition for software commission. The testing in
software development and maintenance phase is a necessary task for software
commission, which should be followed by a formal technical review. Software
that is not tested and reviewed can not be qualified for commissioning [3]. The
object of SIT is the software that has been commissioned. It is a supplement to
regular testing. Even software faults that were found in SIT have not been
corrected; the software can still be used.

2. No precondition for SIT. Usually there are clear preconditions for software
testing. For example, complete documents, finished unit testing and software be
checked out from controlled library are all necessary for configuration item
testing. Regular regression testing requires complete documents and software
should be under the control of configuration management. For SIT, its object
may be software that has been updated, or software that runs unsteadily. The
department of device management, the user of device and the department of
software testing can decide when to start SIT.

3. Different strategies of SIT. Testing strategies in software development phase
should originate from software task document or development document,
software maintenance testing strategies should originate from fault report and
software update scheme. For SIT, although there is no complete document and
no testing before commissioning, the fundamental fault has been solved and the
functions of device software were well known by the manipulator of the device
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after long software running period. Software testers can use some methods to
get the necessary information of the software by discussing with users and
operating the software personally. Then testing strategies can be worked out
from the knowledge we learned from. Usually testing scope is the updated part
or the influenced part of the software, including the key part and the weakness
of the software.

36.3.2 Selection of Software to Run SIT

Two kinds of device software are suitable for doing SIT:

1. Device software that has been running for a period of time. After the TT&C
device has been transmitted, the device software comes into maintenance stage.
Generally the software may not run steadily. The device users hope to know
and improve the quality of software, so they ask for SIT.

2. Device software that has been updated. After deployment of the TT&C device
set in use, users continually bring forward new functional and performance
requirements. Device manufacturers want to update the device software on site.
Usually there is no regression testing for this kind of update [4]. This kind of
software is also suitable for doing SIT.

36.3.3 Methods of SIT

SIT is different from common testing; there are some special methods to enhance
the effect.

1. Planning of SIT. SIT is a massive work, which involves many devices, as well
as their users and manufactures. It will take a long time to finish a complete
SIT. A complete SIT includes testing planning, testing implementation, soft-
ware updating, and regression testing and testing summary. SIT should be
treated as a project. Before start, the testing activities should be adequately
planned to make clear testing strategy, key points of testing, test time, clear
testing goal, adjustment of testers, uniformity of testing documents, etc.
A detailed implementation plan can help to make sure the testing activities
proceed smoothly, and the work done by different personnel in different stages
be unified.

2. Qualified Tester for SIT. For SIT, qualified software tester is necessary. SIT is
usually arranged in the interval of launch missions, so the time to do SIT is not
abundant as common testing. It has to test lots of device software in a short
period of time. At the same time, there are many difficulties when doing SIT,
such as lack of software documents, difficulty to learn software requirements
comprehensively, etc. So the test team should consist of personnel that have
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strong sense of responsibility, are familiar with function and performance of
device software, and are familiar with software testing specification [5]. In this
way, more test cases with rational coverage will be designed, more software
faults will be found, and testing efficiency will be increased. Even device
software has been tested before running, SIT is also meaningful. Different
testers can found different faults in the same software. In addition, the testing
ability of testers is constantly improved. So the same tester test the same
software again may also find new faults that were not found in an early testing.

3. Reuse of software test cases. There are many similar functions between the
same types of device software. The test cases should be reused as much as
possible when doing SIT. In this way, the test resources can be saved; testers
will have more time to design more targeted test cases according to the char-
acteristics of tested device software. If the test case that was not passed before
is reused to test the same type device software, it will be easier to detect errors
in software.

4. SIT can be divided into several phases. Usually SIT can not test all device
software in one time. First, the TT&C devices at the launch range are located in
different places and are geographically far away from each other. The long
journey will make testers tired and reduce its efficiency. Secondly, the number
of devices is very big which need long test time but the interval period of
missions is short. So the testing task should be divided into several phases
according to the device layout and the type of device. Different personnel join
in the test team in different phases. In this way, different test methods can be
brought into testing. This will help find more faults.

36.4 The Practice of SIT

After discussion of the characteristics, conditions, testing methods and having
carefully planned, the test team can begin to carry out SIT. The first time SIT at
launch range took about 8 weeks and tested about 15 device software configura-
tion items.

36.4.1 Design of Software Test Case

According to the testing plan, 172 test cases are designed to test TT&C devices. All
test cases are fully executed. The distribution of test cases is presented in Table 36.1.
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36.4.2 The Distribution of Software Faults

1. The number of software faults and its serious level. The distribution of software
faults according to its serious level is presented in Table 36.2 and Fig. 36.1.

2. The proportion of software faults among different device types. The proportion
of software faults among different device types is presented in Table 36.3 and
Fig. 36.2.

3. The distribution of software faults of different serious level. Among a total of
52 software faults, the number of 2-level faults is 1, which account for 1.9 %.
The number of 3-level faults is 6, which accounts for 11.6 %. The number of
4-level faults is 42, which accounts for 80.7 %. The number of 5-level software
fault is 3, which accounts for 5.8 %. The detail distribution is shown in
Table 36.4 and Fig. 36.3.

Most of the test cases executed in SIT were newly designed. Reuse of these test
cases in testing old device also found some new software faults.

Table 36.1 Distribution of test case

Device type Number of test cases

Optical device 14
Radar device 146
Safe control device 12
Total 172

Table 36.2 The number of software faults and its serious level

Device type Level 2 Level 3 Level 4 Level 5 Total number of each level

Optical device 0 3 3 0 6
Radar device 1 3 36 3 43
Safe control device 0 0 3 0 3

Fig. 36.1 The number of
software faults for each
device type
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36.4.3 Analysis of SIT Results

36.4.3.1 Faults Arise from Poor Process Quality

Software quality consists of software process quality and software product quality.
Software process includes management process, engineering process and
supporting process. Software product consists of document, code and data.
Software process quality is positively interrelated with software product quality.
The larger the scale of software or the higher the critical level of the software, the
stronger the correlation between software process quality and software product
quality. Most of TT&C device software at the launch range is large scale software.
Usually, if the software process quality is poorer, more faults will be latent in
software product. This phenomenon is confirmed by investigation of software
manufacturer whose device software is faulty.

Software faults that found by SIT were discussed and negotiated among device
management department, device manufacturer and device user. Some faults were
selected to be modified according to the principle of getting optimal return of
investment.

Table 36.3 The proportion of software faults among different device types

Device type Fault number Proportion of each type (%)

Optical device 6 11.6
Radar device 43 82.6
Safe control device 3 5.8

Optical device

Radar device

Safe control device

Fig. 36.2 The number of software faults for each device type

Table 36.4 The distribution of software faults of different serious level

Fault level Fault number Proportion of each level (%)

Level 2 1 1.9
Level 3 6 11.6
Level 4 42 80.7
Level 5 3 5.8
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36.4.3.2 Evaluation of Software Quality

Most of the serious software faults were found by extreme operating, exceptional
operating, exceptional data input or exceptional data form input. According to the
statistics of SIT and analysis of faults, we can conclude that: The TT&C device
software can steadily run under limited condition. If the environment and condi-
tion go beyond limit, such as receiving exceptional data or exceptional data form,
the software will fall into exception. Because the device software at the launch
range is high level real-time software, high reliability is required. So we consider
that quite a few TT&C device software at the launch range are in the status that its
reliability is not high enough and its robustness is not strong enough.

36.4.3.3 Evaluation of SIT Effect

SIT is an effective measure to find TT&C device software faults. It can be con-
firmed that most of the reasons that cause device software faults will still exist in
the near future. So SIT should go on. The interval between two SIT activities may
depend on the running situation of new device software and update situation of old
device software. Three to five years may be a reasonable choice.

36.5 Conclusions

The exploration and practice of TT&C device SIT at the launch range show that
this activity has great significance. It is a new method to understand and enhance
the quality of TT&C device software. After completion of the first time SIT, the
failure rate of TT&C device software is obviously decreased and the reliability and
robustness are increased, which greatly improved TT&C device’s capability to
complete launch mission.

Level 2

Level 3

Level 4

Level 5

Fig. 36.3 The distribution of software faults of different serious level
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Chapter 37
Research on Quality Assurance Method
Based on Software Defect Analysis

Qianran Si and Guoying Yan

Abstract Software defect information represents the characteristics of software
processes and it can provide feedback to software quality assurance activities. The
basic principle of software defect baseline is discussed, and a software quality
assurance framework based on defect baseline feedback information is proposed.
The relation between software activities and defect information collected through
the process is studied. The statistical characteristics of defect information and it
development trends along with the software process advance can reflect the
effectiveness and efficiency of different quality assurance activities as feedback.
Combined with practical projects, software defect metrics based on Orthogonal
Defect Classification framework is built. The effectiveness and efficiency evalu-
ation of quality assurance activities using the result of defects analysis is carried
out with this quality assurance model to determine the direction of the QA
improvements and help the software process integral improvement.

Keywords Software defects � Defect analysis � Orthogonal defect classification �
Software quality assurance

37.1 Introduction

A software defect is commonly called a bug, which is the software’s departure
from its expected attributes, meaning the dissatisfy substances in software prod-
ucts. The software defect is the software’s immanent attribute. Software failure
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mechanism shows that a software failure is the dynamic characteristic in software
runtime under specific internal and external conditions, caused by software defects
[1]. Software defects are correlative with software quality, and they reflect the
validity and completeness of software.

In software development process, software QA activities are aiming at decrease
defects injected, raise the efficiency of defects detected and removed, and mini-
mize the defect omission risk after product delivery etc., so as to improve software
quality. Research shows that the statistical characteristics of software defect
information reflect the features of software QA activities [2]. The relationship
between the software defects and the software QA activities is analyzed, and QA
method based on software defect analysis is promoted.

37.2 Relationships Between Software Defect Information
and QA Activities

Making use of software defect information collected through software develop-
ment process can help plan and control software quality activities effectively, and
provide support for the improvement of software quality. It will be a good choice
to establish software defect collection infrastructure and defect classification
framework, optimize QA strategy according to software defect analysis result, and
establish software QA improvement model based on software defect baseline. In
one software project, software defect information from different phases can be
used to evaluate the effectiveness and validity of software QA activities. Software
defect analysis result provides support for the QA activities improvement, and the
software defects metrics help identify the right directions of QA improvement.

Figure 37.1 shows the correlation between software defect analysis activities
and QA activities in classical waterfall development model. With a reasonable
defect classification framework, software problems collected can be abstracted
into different types of software defects, and stored in the project database.
According to the classification framework, serious of software defect metrics can
be established which form the basis for defect analysis. QA and developers ana-
lyze the statistical distribution characteristics of currently collected defect infor-
mation, with the help of reference information from historical projects and
experiential knowledge of domain experts. Through this procedure, information
about the validation, effectiveness and efficiency elimination of QA activities and
the development process characteristics can be gained, which help the adjustment
of QA policies, so as to improve the whole QA process and the software quality
continuously.
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37.3 Defect Classification

As we need the feedback information from software defect analysis, the correla-
tion between the defect metrics and software process need to be established. The
research leaded by Ph.D. Ram Chillarege at IBM Research showed that the cause-
effect relationship between the software reliability growth curve and the variation
characteristic of a specific defect type can be identified if the software defect was
classified according how it was fixed [2]. This research forms the basis of
Orthogonal Defect Classification [3], invented by IBM Research. Though ODC,
phase based statistical defect analysis can be done, and quick process feedback
with defect data can also be achieved.

In ODC, one defect has eight core attributes, and when the defects are collected
and analyzed in-process during an ongoing software development, information
about defects is available at two specific points in time. When a defect is opened,
the Activity, Trigger and Impact attributes are captured, and when a defect is fixed,
the Type, Qualifier, Source, Severity and Age attributes are captured. Each defect
detected in software lifecycle is unambiguously assigned eight orthogonal attri-
butes, the value set of which is in a restrictive set, related to software process
features [4].

Requirement 
Analysis

Requirements 
Review

Initial Design

Detailed Design

Coding

Initial Design 
review

Detailed Design 
Review

Unit Test

Function Test

System Test
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Development 
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Software Defect 
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QA Policy 
Adjustment
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Historical Defect 
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Experiential 
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Fig. 37.1 Correlation between defect analysis and QA activities
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37.3.1 Definition of Defect Classification Framework

The value set of each attribute should be customized according to the characteristic
of specific software organization. To the development model shown in Fig. 37.1,
the value set of Activity (meaning defect detection activities in ODC) contains
requirement review, initial design review, detailed design review, unit test, func-
tion test and system test. Obviously, the Activity attribute value set belongs to QA
activities.

Trigger means the conditions under which the defect is exposed. Correlation
exists between the activities and triggers [2]. Defect Type attribute is determined
just by the defect fix operation done by software developers. Type value set
contains Assignment/Initialization, Function/Class, Algorithm/Method, Checking,
Interface/Messages, Timing/Serialization, and Relationship. Other attributes’ value
set can be determined according to the organization’s process characteristics.

37.3.2 The Correlation Between Defect Information
and QA Activities

To build the software defect baseline, the correlation between software activities
and defect type information need to be identified. It is necessary to determine
which kind of software activities tends to inject specific types of software defects,
and which kind of tends to detect specific types of software defects. There is a
particular correlation between defect type information and software QA activities.
The statistical characteristics of software defect type information reflect the
validity of software QA activities.

According to Table 37.1, the rough variation tendency in statistics of different
types of software defects can be obtained. Then the development tendency of
different types of software defects in theory can be determined.

To evaluate the software QA activities with defect information, necessary
supportive information is needed. This information comes from the experiential

Table 37.1 Correlation between software defect type and software activities

Design Design
review

Coding Code
review

Unit
test

Function
test

System
test

Assignment/
Initialization

w w w

Checking w w w

Algorithm/Method w w w w w w

Function/Class w w w

Interface/Messages w w w

Timing/Serialization w w w

Relationship w w w
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knowledge of field experts and the statistical characteristics information of his-
torical software projects. This information is stored in software defect baseline
database. It’s really hard to get an absolute value of certain defect baseline item,
but an acceptable float scope can be obtained, and we can do evaluation combined
with other types of defect metrics.

To defect injection activities (design and coding), marking with w means
current activity tends to inject specific types of defect, and not marking with w

means current activity inject specific types of defect with low possibly. To defect
detection activities (Design Review, Code Review, Unit Test, Function Test and
System Test), marking with w means current activity can detect specific software
defect more effectively, while not marking with w means it will detect specific
software defect less effectively.

37.4 QA Based on the Feedback of Software Defect Analysis

With software defect information collected in software, firstly calculates the sta-
tistical distribution characteristics of software defects in different dimensionality
of ODC framework, compares with the referential values of corresponding defect
baseline items, and then analyzes the diversity between them. The analysis result
can be used to evaluate the efficiency and effectiveness of software QA activities,
so as to identify the potential weak links of them.

37.4.1 QA Activities Evaluation and Control

There is a potential baseline in ODC framework, the injection and detection
probabilities of different types of software defects are different from one software
phase to another, so the statistical characteristics of software defects with the
software process carrying on reflect the character characteristic of the software
development processes [5]. This means different QA activities’ capacities to detect
specific types of software defects vary from one to another. On the other hand, by
checking the proportion of different types of defects detected by different QA
activities, it’s easy to deduce whether or not the QA activities are involved in the
right time, and whether they are effective or efficient enough. This’ll be helpful for
the determination of potential weak points in QA activities, and determining the
right directions of QA improvement.

Figure 37.2 shows the statistical distribution of different types of software
defects detected in unit test, function test and system test phases. Normally in unit
test phase, the proportion of ‘‘Assignment/Initialize’’ defects and that of
‘‘Checking’’ defects will be bigger relatively; in function test phase more
‘‘Function/Class’’ defects and ‘‘Algorithm/Method’’ defects will be detected, and
while system test tends to detect defects of ‘‘Timing/Serialization’’ and
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‘‘Relationship’’. If the statistical distribution of different defect types in current
project deviates too much from the desired defect baseline, some potential prob-
lems needs to be considered.

In Fig. 37.2 the proportion of software defect of ‘‘Function/Class’’ detected in
function is less than that in system test, which should not have found so much
‘‘Function/Class’’ defect. This means the function test is not effective enough,
causing that too much software defects of ‘‘Function/Class’’ type are omitted and
leaked to the system test phase, so there are extraordinarily much defects of
‘‘Function/Class’’ type in this phase. But the emphasis of system test is not on the
‘‘Function/Class’’ defects, so there’s high risk that ‘‘Function/Class’’ defects might
omitted to the later phases.

The reason that causes the problem above is probably that the function test of
the software is too insufficient to stage into the system test period, and the system
test involves in too early. In practice, if the proportion of certain type of defects
varies too much from the normal value in defect baseline, some adjustment to
current project’s certain QA activities should be done timely according to the
feedback information from the defect analysis, so as to carry out QA activities
more effectively. On the other hand, the result and experience gained from the
current project’s defect analysis will be supportive to the future projects, and
helpful for the software QA activities improvement.

37.4.2 Defects Detection Efficiency Analysis

Researches about the efficiency of QA activities and cost-benefit shows that 80 %
of software defects come from 20 % of the modules and 80 % of those are
detected with 20 % of the QA work [6]. So if the QA activities are better targeted,
the efficiency will be improved. To certain QA activity, the detection efficiency of
different Triggers (from ODC) varies from one to another, and each trigger has its
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Fig. 37.2 The statistical
distribution of different defect
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better targeted defect types. Figure 37.3 shows the statistical distribution of soft-
ware defects detected with different triggers in the function test phase of one large-
scale distributed data process software project. Figure 37.4 shows the statistical
distribution of the test cases related to different triggers in this phase of the project.

From Figs. 37.3 and 37.4, it’s easy to find the difference of each trigger’s defect
detection efficiency. Obviously the defect detection efficiency of ‘‘Variation’’ is
5–6 times of that of ‘‘Coverage’’. We need to ensure that in function test design
phase a considerable proportion of test cases are ‘‘variation’’ related, so as to
improve the efficiency of the test’s defect detection. In reviewing the function test
design, the statistical proportion information about the test cases related to dif-
ferent Triggers need to be considered. The proportions of test case related to
different triggers can be compared with the values in defect baseline items, to
determine whether or not the test design is sufficient enough and how to do some
adjustment about the test design according to their deviation. The related reference
value in the defect baselines can be obtained by combining experts’ experience
knowledge and the statistical features from historical projects.

Fig. 37.3 The statistical
distribution of defect triggers
and types

Fig. 37.4 The statistical
distribution of test cases
related to triggers
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37.5 Conclusions and Outlook

To establish software baseline, firstly build serious of software defect metrics
using defect information collected form software development process based on
Orthogonal Defect Classification, and then provide the result of software defect
analysis as feedback information to software QA activities. The defect analysis is
done according to the correlation between defect attribute information and soft-
ware process in ODC framework. The evaluation of software QA activities’
effectiveness and efficiency can be done based on software defect baseline, the
result of which helps the control and improvement of QA activities. The feedback
of defect analysis favors the identification of weak points in QA activities, serves
as the basis of QA policy adjustment, and helps determine the direction of QA
activities’ improvement. This method is supportive for the improvement of the
whole software process.

Supportive information stored in software defect database is needed to carry out
effective QA activities based on defect baseline. So it’s an important task to make
full use of accumulated project data and experiences of domain experts to build
more effective and trustworthy defect baseline database in the future. It is an
iteratively forwarding process to do QA based on defect baseline, and the accu-
mulation of historical information will be helpful for the accurate evaluation of
current QA activities.
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Chapter 38
Single-Station Orbit Determination
with Astrometric Positioning
and SLR Techniques

Guoping Chen, Xiaogong Hu, Yong Huang, Yong Yu,
Zhenghong Tang, Zhongping Zhang and Yezhi Song

Abstract The principle of single-station orbit determination using astrometric
positioning and SLR techniques is to add a laser ranging unit onto the optoelec-
tronic telescope system, so as to conduct laser ranging and astrometric positioning
angle measurement at the same time. By melting and processing all the data
together, the new technique will achieve single-station orbit determination of the
objects. In this paper, the actual measurement data of satellite Ajisai is analyzed
for its single-station single-lap and multi-lap orbit determination. However, due to
the limited amount of actual measurement data, objects of three types of orbit
altitude have to be simulated and the single-station orbit determination analysis is
just based on them in order to make the conclusion more universal. After studying
the actual and simulated data, it turns out that for single-station single-lap orbit
determination, the ranging measurement data (measurement duration longer than
4 min) will improve the orbit determination accuracy from several kilometers to
tens of meters and the 24-h prediction accuracy from thousands of kilometers to
several kilometers.
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38.1 Introduction

With the rapid development of space exploration, the increasing number of space
debris is causing greater damage to the space vehicles working and to be launched
and will pose a potential threat to the manned space flight. To face the threat, we
should make full use of different techniques to closely monitor the space debris
and based upon which, to undertake collision warning, avoidance and clearance of
the space debris. Small objects on the high or medium orbits are usually less
bright. According to some calculation, the brightness of the space objects with a
diameter of 10 cm on the geostationary orbit is only 20 magnitudes [1] and they
are only visible through large caliber optical telescopes. Laser radar has a high
accuracy of ranging measurement, but to achieve diffused reflection laser ranging
measurement of the low orbit objects, the radar must have a high power laser in
coordination with a large caliber reception telescope.

Shanghai Observatory developed a new system which has a high power laser
ranging unit added onto a large caliber optoelectronic telescope. The optoelec-
tronic telescope can get the angle measurement data [2] with astrometric posi-
tioning while the laser can get the ranging measurement data [3]. This paper
focuses on the impacts of high accuracy laser ranging measurement data on the
accuracy of single-station single-lap or multi-lap orbit determination and
prediction.

38.2 Single-Station Orbit Determination with Actual
Measurement Data

In this paper, we used the actual laser ranging measurement data and the astro-
metric positioning angle measurement data of satellite Ajisai. Its obit altitude is
1485 km with the inclination of 50� and cycle time of 116 min. The actual laser
ranging measurement data come from Sheshan laser observation station of
Shanghai Observatory while the actual astrometric positioning angle measurement
data come from two devices: one is the ranging measurement telescope with an
optical lens in Sheshan, which measures the angle and ranging alternatively, the
other is the rotating CCD drift scan optoelectronic equipment in Tianhuangping,
Anji, Zhejiang. After some analysis, we find that there are five groups of angle and
ranging measurement data, each of which can be catalogued into the same lap. See
Table 38.1.1

In the above data, the longest duration of ranging measurement is 5.6 min,
while the shortest is 0.4 min; the longest duration of angle measurement is
10.2 min, while the shortest is 5.1 min. The data of lap 1 and 2 come from Anji,

1 In the following tables, we will replace all the angle measurement with AM and ranging
measurement with RM.
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Zhejiang, while that of lap 3, 4, 5 come from Sheshan. As the distance between
Anji and Sheshan is relatively short, we will consider the angle and ranging
measurement data come from the same station in the following analysis.

38.2.1 Accuracy of the Actual Measurement Data

Before using the above data, we must analyze their accuracy so as to set the
corresponding weight when determine the orbit. According to website ILRS, from
March 1st, 2011 to February 29th, 2012, for satellite Ajisai, the largest ranging
measurement error of Sheshan station is 43.92 mm while the average error is
27.36 ± 6.35 mm.

By comparing the actual angle measurement data with the precise ephemeris of
satellite Ajisai, we got Table 38.2. Precise ephemeris is achieved by precise
orbit determination using global SLR data, and the ephemeris accuracy [4] of
satellite Ajisai is about 1 m. The angle measurement data accuracy of lap 1 and 2
is 4.7–5.7 arc s, more precise than that of lap 3, 4 and 5, whose accuracy is
8.1–16.7 arc s. The main reason for this is that the former two groups of data
is collected by the rotating drift scan equipment, which has a large diameter of
30 cm, and which locates in a better place (at night the sky is darker than magnitude
19). Besides, in the rotating drift scan mode, the star images of the reference star and
the target can both keep round, so all of the above help to get a more precise
astrometric positioning result.

Table 38.1 Actual ranging and angle measurement data of satellite Ajisai

Lap Beginning time of RM
(UTC)

Duration
/(min)

Beginning time of AM
(UTC)

Duration
/(min)

1 2011.03.07 11:46:50 1.2 11:40:57 6.8
2 2011.03.30 11:16:51 4.8 11:12:29 7.5
3 2011.11.15 19:03:23 4.3 19:08:59 5.1
4 2011.11.15 21:03:25 5.6 21:09:09 10.2
5 2011.11.21 11:36:16 0.4 11:29:29 5.5

Table 38.2 Accuracy of actual angle measurement of satellite Ajisai

Lap Azimuth accuracy
Arc s

Elevation accuracy
Arc s

1 5.3 5.5
2 4.7 5.7
3 16.7 13.7
4 13.6 9.5
5 9.7 8.1
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38.2.2 Single-Station Single-Lap Orbit Determination
with Actual Measurement Data

The single-station single-lap orbit determination of satellite Ajisai with actual
measurement data uses the numerical method [5]: gravity field uses JGM-3 model,
20 9 20 order; Earth tide perturbation; Atmospheric drag perturbation, atmo-
spheric drag coefficient Cd: 2.2, mass: 685 kg, area: 3.63 m2, atmospheric density
mode: Jacchia-77; Light pressure perturbation, coefficient Cr: 1.0; Lunisolar
gravitational perturbation; Elevation mask: 10� without calculating the drag
coefficient of atmosphere and light pressure [6]. By comparing the results with the
precise ephemeris of satellite Ajisai, we got Table 38.3.

From Table 38.3 we find that when determine the orbit with only angle mea-
surement data, the accuracy is from 166.1 to 3693.1 m. According to the duration
in Table 38.1, lap 4 has the longest angle measurement duration of 10.2 min and
the highest orbit determination accuracy of 166.1 m, while lap 3 has the shortest
angle measurement duration of 5.1 min and the lowest accuracy of 3693.1 m. It’s
the same with 24-h prediction accuracy: lap 4 has the highest accuracy of 72 km
while lap 3 has the lowest accuracy of 2175 km. So the duration of angle mea-
surement is closely related to the accuracy.

When we combine the angle and ranging measurement data together, both orbit
determination accuracy and 24-h prediction accuracy are greatly improved. The
orbit determination accuracy of lap 2, 3, 4 is higher than 80 m, while the 24-h
prediction accuracy higher than 3.5 km. However, in lap 1 and 5, the orbit
determination accuracy is higher than 200 m, but the 24-h prediction error of lap 1
is nearly 13 km while that of lap 5 is as large as 120 km. By studying the data in
Table 38.1, it turns out that the ranging measurement for lap 1 lasts only 1.2 min
and even worse for lap 5, which only lasts 0.4 min. On the contrary, lap 2, 3 and 4
all last longer than 4.3 min. So we can conclude that the highly accurate ranging

Table 38.3 Actual measurement data single-station single-lap orbit determination of satellite
Ajisai
Lap Orbit

determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

1 AM 356.0 400.4 250.0 443.4 3646.4 2.15E ? 5 13844.0 2.15E ? 5

AM ? RM 147.0 64.8 112.0 195.9 405.8 12850.0 1035.5 12872.0

2 AM 1855.7 1168.6 418.9 1970.1 69081.0 1.05E ? 6 66727.0 1.06E ? 6

AM ? RM 16.5 15.6 33.6 35.4 58.3 3363.5 173.8 3364.5

3 AM 2543.7 2547.0 1002.9 3693.1 3.37E ? 5 2.15E ? 6 134060.0 2.17E ? 6

AM ? RM 10.4 20.9 44.8 50.5 32.6 2067.2 93.2 2068.5

4 AM 75.7 140.2 48.2 166.1 1191.7 71999.0 4571.2 72052.0

AM ? RM 20.0 37.5 68.9 73.2 27.3 1321.1 175.9 1323.4

5 AM 1126.3 1090.9 517.7 1651.3 94832.0 1243500.0 79964.0 1248500.0

AM ? RM 136.9 108.9 85.7 194.8 2142.2 120050.0 7860.5 120290.0
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measurement data improved the accuracy of orbit determination and the longer we
measure the ranging, the better the result will be.

No matter using the angle measurement data only or the combined data, the 24-h
prediction errors appear mainly in direction T, namely the along track direction.

38.2.3 Single-Station Multi-Lap Orbit Determination
with Actual Measurement Data

In Table 38.1, the data of lap 3 and 4 belongs to the same day and can be used to
determine the orbits, while others are not suitable for multi-lap orbit determination
as they belong to different days. The settings are the same as those in Sect. 38.2.2.
Usually, in multi-lap orbit determination we should calculate atmospheric and
light pressure, but in this case we skipped that because the time span between the
two laps is short, only 2 h. Besides, according to our tests, if we calculate the
atmospheric and light pressure here, it will lead to greater errors. Whatever, this is
just a special case. Generally it’s better to calculate the atmospheric and light
pressure when we can measure the data for a relatively long time. By comparing
the results with the precise ephemeris of satellite Ajisai, we got Table 38.4.

According to Table 38.4, if we determine the orbit using the angle measure-
ment data from two laps, the orbit determination accuracy is about 50 m and the
24-h prediction accuracy is higher than 350 m. By some comparison, we find that
the 24-h prediction accuracy in Table 38.4 is much higher than that in Table 38.3,
namely, angle measurement data from two laps is more precise than the combined
angle and ranging measurement data from a single lap. The reason for this is that
data from two laps can better describe satellite orbits.

In Table 38.4, if we combine angle and ranging measurement data together, the
orbit determination accuracy is higher than 5 m and the 24-h prediction accuracy
is higher than 20 m. There are two reasons for this. On the one hand, the precise
ranging measurement data improved the accuracy; on the other hand, the altitude
of satellite Ajisai is 1485 km and is less influenced by the atmosphere, so the error
is smaller.

No matter using the angle measurement data only or the combined data, the 24-h
prediction errors appear mainly in direction T.

Table 38.4 Actual measurement data of single-station multi-lap orbit determination of satellite
Ajisai

Lap Orbit
determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

3 ? 4 AM 31.1 49.5 13.9 50.8 44.4 348.9 24.1 349.0

AM ? RM 2.8 2.9 2.9 5.0 4.8 18.1 4.0 18.1
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38.3 Single-Station Orbit Determination
with Simulated Data

As we can only get limited amount of actual measurement data, we simulated
objects of three different altitudes to make the analysis more universal: 1,500, 800
and 400 km, all the inclination is 80�.

38.3.1 Simulation Conditions

Station: Sheshan, Shanghai; Elevation noise: 2 arc s; Elevation system error: 1 arc s;
Azimuth noise: 2 arc s; Azimuth system error: 1 arc s; Ranging measurement noise:
1.0 m; Ranging measurement system error: 0.4 m; Elevation mask: 10�; Observa-
tion conditions: do not observe earth shadow, do not observe in daytime.

Dynamic model: gravity field uses JGM-3 model, 20 9 20 order; Earth tide
perturbation; Atmospheric drag perturbation, atmospheric drag coefficient Cd: 2.2,
mass: 1000 kg, area: 20 m2, atmospheric density mode: Jacchia-77; Light pressure
perturbation, coefficient Cr: 1.0; Lunisolar gravitational perturbation.

There are two types of orbit determination using simulated data: single-station
single-lap and single-station multi-lap. In each type, there are also two ways: angle
measurement data determination and determination combining angle and ranging
measurement data. Both ways use numerical method. Settings for single-station
single-lap orbit determination are as follows. Gravity field uses JGM-3 model,
20 9 20 order; Earth tide perturbation; Atmospheric drag perturbation, atmo-
spheric drag coefficient Cd: 2.2, mass: 1000 kg, area: 20 m2, atmospheric density
mode: Jacchia-77; Light pressure perturbation, coefficient Cr: 1.0; Lunisolar
gravitational perturbation; Elevation mask: 10� without calculating the drag
coefficient of atmosphere and light pressure. The settings for single-station multi-
lap orbit determination are almost the same except that the drag coefficient of
atmosphere and light pressure are counted.

Under the simulated conditions, the object whose altitude is 1500 km can be
observed 16 laps in 4 days; the 800 km object can be observed 9 laps in 7 days and
the 400 km object, without observing the earth shadow, can be observed 4 laps in
4 days. Considering the factors such as the duration of observation and the lifting
and dropping section, for each simulated object, we analyzed its data from 4 laps.

38.3.2 Single-Station Single-Lap Orbit Determination
with Simulated Data

The orbit cycle of 1500 km object is 116 min and the orbit determination result is
shown in Table 38.5.
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In Table 38.5, the orbit determination accuracy of single-station single-lap
angle measurement data ranges from 59.1 to 326.4 m. The duration for lap 1 is
16.0 min and orbit determination accuracy is 59.1 m while 24-h prediction
accuracy is 31 km. The duration for lap 3 is 9.0 min and orbit determination
accuracy is 326.4 m while 24-h prediction accuracy is 141 km. So we can con-
clude that the accuracy is related to the duration: the longer we observe the higher
accuracy we will get.

When we combine the angle and ranging measurement data together, the orbit
determination accuracy ranges from 3.2 to 11.5 m while 24-h prediction accuracy
ranges from 123.4 to 1102.5 m. The main prediction errors appear in direction T.
The ranging measurement data greatly improved the accuracy of orbit determi-
nation and prediction.

The orbit cycle of 800 km object is 101 min and the orbit determination result
is shown in Table 38.6.

In Table 38.6, the orbit determination accuracy of single-station single-lap
angle measurement data ranges from 36.5 to 244.0 m while the 24-h prediction
accuracy ranges from 29.9 to 181.8 km. When ranging measurement data is
combined, the orbit determination accuracy improved from 4.4 to 8.3 m and the
24-h prediction accuracy improved from 273.6 to 1033.0 m. The main prediction
errors appear in direction T.

Table 38.5 Single-station single-lap orbit determination for the simulated 1500 km object
Lap Duration

(min)
Orbit
determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

1 16.0 AM 49.1 37.4 11.2 59.1 579.0 30994.0 2438.4 31084.0

AM ? RM 5.5 3.2 5.8 8.5 14.3 383.8 27.1 384.6

2 13.3 AM 57.9 44.9 49.9 84.5 726.0 43585.0 3381.0 43711.0

AM ? RM 4.1 5.7 2.4 7.2 10.0 122.6 13.6 123.4

3 9.0 AM 252.7 148.7 149.7 326.4 2328.9 1.40E ? 5 11366.0 1.41E ? 5

AM ? RM 1.3 2.7 1.4 3.2 20.5 1099.1 85.6 1102.5

4 11.7 AM 45.5 23.4 59.7 76.7 474.0 27528.0 2092.2 27533.0

AM ? RM 9.0 6.5 3.0 11.5 26.6 445.9 34.9 447.0

Table 38.6 Single-station single-lap orbit determination for the simulated 800 km object
Lap Duration

(min)
Orbit
determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

1 5.0 AM 126.9 83.3 191.0 244.0 4753.3 1.81E ? 5 12626.0 1.82E ? 5

AM ? RM 3.5 0.6 2.6 4.4 17.1 1032.0 74.8 1033.0

2 10.3 AM 42.4 47.7 16.8 64.4 730.4 49656.0 3440.0 49679.0

AM ? RM 2.9 0.7 7.8 8.3 12.7 515.9 49.1 515.9

3 9.3 AM 26.7 31.0 13.1 36.5 484.7 29914.0 2073.9 29942.0

AM ? RM 5.7 4.9 7.0 7.9 16.0 779.8 63.6 781.5

4 6.0 AM 29.0 21.9 43.7 56.8 590.7 39159.0 2813.4 39200.0

AM ? RM 4.0 2.7 0.9 4.9 15.0 273.0 19.4 273.6
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The orbit cycle of 400 km object is 93 min and the orbit determination result is
shown in Table 38.7.

In Table 38.7, the orbit determination accuracy of single-station single-lap
angle measurement data ranges from 25.4 to 101.8 m while the 24-h prediction
accuracy ranges from 29.2 to 155.0 km. When ranging measurement data is
combined, the orbit determination accuracy improved from 3.4 to 9.1 m and the
24-h prediction accuracy improved from 174.1 to 3006.0 m. The main prediction
errors appear in direction T. There is one thing to point out, when the object
altitude is lower, the real atmospheric condition becomes more complicated. We
cannot fully simulate the atmospheric environment. Besides, we use the same
atmosphere model when we simulated the observation data and determine the
orbits. So the real 24-h prediction accuracy will be worse than the simulated one.

38.3.3 Single-Station Multi-Lap Orbit Determination
with Simulated Data

Determine the orbit using the single-station multi-lap data of objects 1500, 800 and
400 km, with the atmospheric and light pressure calculated, we got the following
results.

In Table 38.8, the orbit determination accuracy of single-station multi-lap angle
measurement data ranges from 6.3 to 8.3 m while the 24-h prediction accuracy

Table 38.7 Single-station single-lap orbit determination for the simulated 400 km object
Lap Duration

(min)
Orbit
determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

1 5.0 AM 45.6 82.8 41.0 101.8 3742.3 1.54E ? 5 9644.2 1.55E ? 5

AM ? RM 5.1 1.6 7.3 9.1 54.1 3000.6 178.8 3006.0

2 5.0 AM 6.0 18.5 16.4 25.4 394.8 29214.0 1783.5 29270.0

AM ? RM 4.1 0.5 3.2 5.2 21.2 174.0 18.9 174.1

3 5.0 AM 25.9 33.7 20.9 47.4 918.4 68145.0 4256.6 68280.0

AM ? RM 5.0 1.2 5.9 7.8 35.8 1691.1 98.9 1694.0

4 5.3 AM 25.8 38.0 21.8 50.9 1012.2 59291.0 3623.4 59410.0

AM ? RM 0.9 0.4 3.2 3.4 6.3 435.6 25.7 436.4

Table 38.8 Single-station multi-lap orbit determination for the simulated 1500 km object
Lap Orbit

determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

1 ? 2 ? 3 AM 6.5 3.3 4.1 8.3 19.9 72.3 10.8 72.7

AM ? RM 2.8 3.0 1.1 4.0 5.3 21.2 2.6 21.2

2 ? 3 ? 4 AM 5.5 4.0 3.4 6.3 22.1 98.1 14.2 98.4

AM ? RM 4.3 4.7 0.7 6.3 2.5 16.7 1.7 16.7
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ranges from 72.7 to 98.4 m. When ranging measurement data is combined, the
orbit determination accuracy improved to 4.0 to 6.3 m and the 24-h prediction
accuracy improved to 16.7 to 21.2 m. The main prediction errors appear in
direction T. Compared to the results in Table 38.5, the accuracy of multi-lap orbit
determination and 24-h prediction is usually higher than the single-lap one.

In Table 38.9, the orbit determination accuracy of single-station multi-lap angle
measurement data ranges from 8.0 to 11.8 m while the 24-h prediction accuracy
ranges from 23.9 to 59.5 m. When ranging measurement data is combined, the
orbit determination accuracy improved to 1.9 to 2.6 m and the 24-h prediction
accuracy improved to 8.8 to 20.4 m. The main prediction errors appear in direction
T. Compared with the results in Table 38.6, the accuracy of multi-lap orbit
determination and 24-h prediction is higher than the single-lap one.

In Table 38.10, the orbit determination accuracy of single-station multi-lap
angle measurement data ranges from 6.0 to 13.0 m while the 24-h prediction
accuracy ranges from 44.2 to 70.6 m. When ranging measurement data is com-
bined, the orbit determination accuracy improved to 1.1 to 2.3 m and the 24-h
prediction accuracy improved to 15.0 to 15.4 m. The main prediction errors appear
in direction T. Compared with the results in Table 38.7, the accuracy of multi-lap
orbit determination and 24-h prediction is higher than the single-lap one. Due to
the same reason in Sect. 38.3.2, the real prediction accuracy will be worse than the
simulated one.

Table 38.9 Single-station multi-lap orbit determination for the simulated 800 km object
Lap Orbit

determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

1 ? 2 ? 3 AM 6.1 2.3 4.7 8.0 5.2 23.7 7.1 23.9

AM ? RM 1.6 0.9 0.9 1.9 1.1 8.7 1.2 8.8

2 ? 3 ? 4 AM 11.3 6.4 5.4 11.8 20.9 59.5 7.5 59.5

AM ? RM 2.2 1.6 1.3 2.6 3.8 20.4 2.2 20.4

Table 38.10 Single-station multi-lap orbit determination for the simulated 400 km object
Lap Orbit

determination
type

Orbit determination accuracy/m 24-h prediction accuracy/m

Direction
R

Direction
T

Direction
N

3D
position

Direction
R

Direction
T

Direction
N

3D
position

1 ? 2 ? 3 AM 5.2 2.6 11.9 13.0 12.0 41.9 32.1 44.2

AM ? RM 1.1 0.6 0.3 1.1 3.6 14.9 1.6 15.0

2 ? 3 ? 4 AM 5.3 3.2 1.3 6.0 16.7 70.4 4.5 70.6

AM ? RM 2.1 1.0 1.5 2.3 3.9 15.4 3.7 15.4
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38.4 Conclusions

The single-station orbit determination of satellite Ajisai with actual measurement
data shows: (i) For single-station single-lap orbit determination, the ranging
measurement data (measurement duration longer than 4 min), will improve the
orbit determination accuracy from several kilometers to tens of meters and the
24-h prediction accuracy from thousands of kilometers to several kilometers.
(ii) The short-time ranging measurement data (measurement duration shorter than
1 min), will improve the orbit determination accuracy to within 200 m. (iii) For
single-station two-lap orbit determination, the ranging measurement data will
improve the orbit determination accuracy from 50 to 5 m and the 24-h prediction
accuracy from 350 to 18 m. (iv) The accuracy of single-station multi-lap orbit
determination and prediction is higher than that of single-station single-lap.
(v) The main prediction errors appear in direction T.

The simulated data of objects 1500, 800 and 400 km shows: (i) For single-
station single-lap orbit determination, the ranging measurement data will improve
the orbit determination accuracy from hundreds of meters to within 12 m and the
24-h prediction accuracy from more than 100 km to within 3 km. (ii) For single-
station multi-lap orbit determination, the ranging measurement data will improve
the orbit determination accuracy from tens of meters to within 7 m and the 24-h
prediction accuracy from nearly 100 m to within 22 m. (iii) The accuracy of
single-station multi-lap orbit determination and prediction is higher than that of
single-station single-lap. (iv) The main prediction errors appear in direction T.
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Chapter 39
On Nominal Formation Flying Orbit
with a Small Solar System Body

Yuhui Zhao, Shoucun Hu, Xiyun Hou and Lin Liu

Abstract It is very difficult for an explorer to orbit a low-mass and irregularly
shaped small body in the solar system. In this case, formation flying with the small
body is a workable solution. This paper discusses two strategies of formation flying
based on two different dynamic models. The orbit resulted from the C–W equation
and the halo orbit around libration point L1 in the Circular Restricted Three-body
Problem (CRTBP) are considered as nominal orbit respectively. Numerical sim-
ulation indicates the effect of the magnitude of l on the stability and other features
of the halo orbits, where l is a parameter weighing the gravity of the small body.
The result shows that the CRTBP is more fuel-saving and therefore a more
appropriate dynamic model for solving the formation flying problem. This paper
also works out a dynamic model involving solar radiation pressure. Simulation
result shows that, in this condition, the C–W equation has no significant advantage.

Keywords Formation flying � Nominal orbit � Halo orbit � C–W equation � Solar
radiation pressure

39.1 Introduction

In 2010, the small body explorer Hayabusa of JAXA completed its journey and
returned to the Earth, and its success drew increasing worldwide attention to small
body exploration, which requires long period observations to obtain detailed

Y. Zhao (&) � X. Hou � L. Liu
Astronomy Department, Nanjing University, Nanjing 210093, China
e-mail: zhaoyuhui@mail.nju.edu.cn

Y. Zhao � S. Hu
Purple Mountain Observatory, The Chinese Academy of Sciences, Nanjing 210093, China

R. Shen and W. Qian (eds.), Proceedings of the 26th Conference of Spacecraft
TT&C Technology in China, Lecture Notes in Electrical Engineering 187,
DOI: 10.1007/978-3-642-33663-8_39,
� Tsinghua University Press, Beijing and Springer-Verlag Berlin Heidelberg 2013

391



information. However, it is very difficult for an explorer to orbit a low-mass and
irregularly shaped small body. In this case, fly-by and formation flying are two
alternatives to explore small bodies.

This paper studies the dynamics and technology of formation flying with small
bodies in the solar system. For the motions of an explorer in the solar system, the
two most frequently used dynamic models are the perturbed two-body problem
and the perturbed circular restricted three-body problem. The first one is usually
used for circling orbits in the gravity field of a central body such as the sun or other
planets while the second is more applicable for interplanetary cruise in deep space
explorations.

Generally speaking, most small bodies in the solar system are small and light
weighted. To solve the problem of formation flying with this kind of celestial
bodies, different strategies should be adopted under different conditions: if the
gravity of the small body can be neglected, C–W equation used in formation flying
is applicable; if its gravity cannot be ignored, the problem can be solved based on
the dynamics of motions around libration points in the CRTBP.

This paper mainly studies the dynamics and station keeping strategies of col-
linear libration point L1 of CRTBP with small l, which is applicable in the case of
formation flying with small bodies, and figures out the features of the halo orbits.
Orbit control for station keeping of the spacecraft is also discussed and the rela-
tionship between energy consumption and the parameter l is presented. Our work
shows that formation flying with a small body on the basis of halo orbit around
libration point is feasible in small body explorations. This strategy, in some cases,
consumes less energy for orbit control than that of the strategy based on C–W
equations. However, if the influence of solar radiation pressure on the C–W
equation type of formation flying is taken into consideration, we will find its great
influence on the orbit configuration of C–W equation and in this case the C–W
equation type of formation flying does not have any advantage.

39.2 Dynamic Model of CRTBP

In the dynamic model of circular restricted three-body problem of the sun, a small
body and a spacecraft, assuming that the mass of two primaries are m1 and m2

(m1 [ m2), the following normalized unit can be used:

½M� ¼ m1 þ m2; ½L� ¼ d; ½T � ¼ d3=l
� �1

2¼ 1
n

ð39:1Þ

where d is the distance between the sun and the small body, n is the angular velocity
of the relative motion of the two primaries, l ¼ m2

m1þm2
. In the rotating frame, the two

major bodies lie on two points on the x-axis at ð�l; 0Þ and ð1� l; 0Þ respectively.
Assuming that the mass of the spacecraft is m and its position is~r ¼ ðx; y; zÞT , the
equation of motion can be written as [1–3]:
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€~r þ 2 � _y; _x; 0ð ÞT¼ oX=o~rð ÞT
X x; y; zð Þ ¼ l 1� lð Þ þ x2 þ y2ð Þ

�
2þ 1� lð Þ=r1 þ l=r2

�
ð39:2Þ

where l ¼ m2=ðm1 þ m2Þ, r1; r2 are respectively the distances between the
spacecraft and the two primaries. There are five stationary positions in this
dynamic system, namely, libration points Li including three collinear points on the
x-axis and two triangular points in the x–y plan, all of which are depicted in
Fig. 39.1.

Taking collinear libration point L1 as an example, the position of L1 can be

denoted as~r1 ¼ ð1� lþ c1; 0; 0Þ
T , and the relative position of the small body is

~r ¼ ðn; g; fÞT . From the conversion ~R ¼~r1 þ~r, the linear equation of motion
obtained from Eq. (39.2) is:

€n� 2 _g� 1þ 2c2ð Þn ¼ 0
€gþ 2 _n� 1� c2ð Þg ¼ 0
€fþ c2f ¼ 0

8
<

: ð39:3Þ

Where c2 ¼ l
�

r3
11 þ 1� lð Þ

�
r3

12,r11; r12 are respectively the distances between L1

and the two primaries. In the sense of linear approximation, the equation of motion
can be depicted as:

n ¼ C1ed1t þ C2e�d1t þ C3 cos d2t þ C4 sin d2t
g ¼ a1C1ed1t � a1C2e�d1t � a2C3 sin d2t þ a2C4 cos d2t
f ¼ C5 cos d3t þ C6 sin d3t

8
<

: ð39:4Þ

The solution to this equation is unstable through an exponential type defocusing
while it’s conditionally stable when C1 ¼ C2 ¼ 0. Therefore, the initial conditions
for the conditionally stable solution are [1–3]:

Fig. 39.1 Rotating frame
and five libration points
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_n0 ¼
d2

2

a2d2

� �
g0 ; _g0 ¼ � a2d2ð Þn0 ð39:5Þ

Then the solution can be written as:

n ¼ n0 cos d2t þ g0 sin d2t=a2

g ¼ �a2n0 sin d2t þ g0 cos d2t
f ¼ C5 cos d3t þ C6 sin d3t

8
<

: ð39:6Þ

In the real dynamic model there exist various kinds of perturbations, which
have a significant effect on the orbit. Meanwhile, the neglected higher order terms
of Eq. (39.4) also weaken the stability of the periodic orbits. In this case, a more
stable nominal orbit under a more accurate dynamic model is required.

Richardson worked out the third-order approximation solutions to the kinetic
equations for halo orbits, providing a more accurate orbit in the real dynamic
model. An accurate quasi-halo orbit of CRTBP can also be worked out using
numerical methods based on multiple shooting algorithm.

39.3 C–W Equation

For most small bodies in the solar system, the parameter l of the three-body
problem is very small. Under this circumstance, the dynamic model of the
restricted two-body problem (l ¼ 0) may be a better choice. In the latter model,
the origin of the rotating frame in Fig. 39.1 moves to the center of the Sun, and the
positions of L1 and L2 coincide. Therefore, the position of L1 becomes
~r1 ¼ ð1; 0; 0ÞT , and the linear equation of the motion can be written as:

€n� 2 _g ¼ 3n
€gþ 2 _n ¼ 0
€fþ f ¼ 0

8
<

: ð39:7Þ

This equation is called C–W equation. The solution to this equation is [4]:

n ¼ � 3
2 C2 þ 1

2 C3 sin t � 1
2 C4 cos t

_n ¼ 1
2 C3 cos t þ 1

2 C4 sin t
g ¼ C1 þ C2t þ C3 cos t þ C4 sin t
_g ¼ C2 � C3 sin t þ C4 cos t

8
>><

>>:
ð39:8Þ

The initial conditions for the periodic solution are:

_n0 ¼ g0=2 ; _g0 ¼ �2n0 ð39:9Þ

This is the mechanism of formation flying of satellites of the earth, and it may
also be used in formation flying with very small bodies in the solar system. This is
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the mechanism of formation flying of satellites of the earth, and it may also be used
in formation flying with very small bodies in the solar system.

39.4 Numerical Simulation and Results

In this part, we adopt the theta-D control method [5–7] to solve the problem of
station keeping in formation flying with the small body based on respectively the
two different dynamic models.

39.4.1 Results Based on Halo Orbit Control

For near-earth small bodies, assuming that the semi major axis of their revolution
1AU, the energy consumption for station keeping can be worked out using the
control strategies mentioned above(taking the halo orbit around L1 point of the
CRTBP composed of the sun, the small body and the spacecraft as an example).
Assuming that the amplitude of halo orbit in z-direction is 0:155c1, differential
correction method and numerical simulations are used to calculate the nominal
orbits for different l see Fig. 39.2. The variation of amplitude in x-direction due to l
is shown in Fig. 39.3a. The approximate 10 years’ energy consumption for station
keeping in these orbits is shown in Fig. 39.3b.

As l decreases, both the amplitude of halo orbits and the energy consumption
for orbit control will decrease. If the ratio of the amplitude in x-direction to c1

keeps unchanged (=0.155), the periods of halo orbits are almost the same (about
190 days). As a result of the stability of CRTBP and the dynamics of halo orbit
formation, nominal halo orbits do not exist if the ratio is too large or too small.
Therefore, different amplitude should be considered for different l in nominal
orbit design.

39.4.2 Comparison of the Results of Different Strategies

Taking the near-earth small body 2005TF49 as an example, the formation flying
orbits for an explorer with this small body are designed using respectively halo
orbit calculated in numerical ways and C–W equation. This small body has a semi
major axis of 155866014.57599 km and a gravity of about 10�19 to the sun. The
amplitude in x-direction of the halo orbit around L1 is about 7.78 km, while the
distance between L1 and the small body is about 50.16 km, which is also taken as
the amplitude on x and y direction in orbit design with C–W equation.
The amplitudes in z direction of both the halo orbit and the nominal orbit with
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C–W equation are all set at about 14 km. Figure 39.4 shows the nominal orbits
resulted respectively from the two dynamic models. The variation of orbit control
due to time is depicted in Fig. 39.5.

Given an initial error of 1 9 10-6 in the computation, the total cost in the
former model is 0.277 m/s while it is more than 6 m/s using C–W equation.
Comparison shows that it costs less for station keeping when the nominal orbit is
computed in CRTBP.

Fig. 39.2 Projection of halo orbits
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Fig. 39.3 a Variation of amplitude in X-direction of halo orbits due to l; b variation of energy
increment due to l
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39.5 The Effect of Solar Radiation Pressure

Simulation results above have not taken into consideration the effect of solar
radiation pressure perturbation. The aim of the omission is to show the effect of
the small body’s gravity on the dynamics. However, solar radiation pressure
perturbation is not negligible when the explorer formation flies with a small
body in a real dynamic model. Solar radiation pressure is a kind of surface force.
Since the area-to-mass ratio of the small solar system body is usually far less
than that of the spacecraft, the effect of solar radiation pressure perturbation on
the small body can be ignored while it has to be considered for that of the
spacecraft. It is this differentiation that leads to the failure of the C–W equation
configuration. This situation is quite different from that of the formation flying of
two earth satellites, which have similar area-to-mass ratio and thus have similar
effects by solar radiation pressure. The discussion above explains the different
situations when applying C–W equation to formation flying of two earth satel-
lites and to that of a spacecraft in formation flight with a small solar system
body.

Considering the solar radiation pressure perturbation, the equation of motion of
the explorer in the rotating frame can be depicted as:

€~r þ 2 � _y; _x; 0ð ÞT¼ oX=o~rð ÞTþelta

X x; y; zð Þ ¼ l 1� lð Þ þ x2 þ y2ð Þ
�

2þ 1� lð Þ=r1 þ l=r2

�
ð39:10Þ

where a is the nominal direction of solar radiation pressure perturbation,

elt ¼ ð1þgÞS
m

qAUD2
S

r2 , g is the reflection factor of the explorer and 0� g� 1, S=m is the

area to mass ratio. qAU ¼ 4:5605 � 10�6 N=m2 is the solar radiation pressure at 1
AU. In this case, the form of Eq. (39.7) can be written as:
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Fig. 39.4 a Nominal halo orbit; b nominal orbit resulted from C–W equation
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€n� 2 _g ¼ 3nþ eltax

€gþ 2 _n ¼ eltay
€fþ f ¼ eltaz

8
<

: ð39:11Þ

Assuming that the area and the mass of the explorer are respectively 18 m2 and
1500 kg, elt � 10�5 can be obtained when the normalized units in (39.1) are used.

The condition to apply C–W equation is elt �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ g2 þ f2

p
� 1, that is,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 þ g2 þ f2
p

	 103 km. However, for formation flying, the distance between the
explorer and the target body is generally not allowed to be large for scientific
purposes. A distance of 10–100 km is acceptable, but the effect of solar radiation
pressure, in this case, will destroy the configuration of C–W equation (as illustrated
in Fig. 39.6). Therefore, the application of C–W equation in formation flying
problems is not preferable when solar radiation pressure is taken into consideration.

Fig. 39.5 a Variation of orbit control for nominal halo orbit due to time; b variation of orbit
control for nominal orbit computed by C–W equation
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39.6 Conclusions

This paper studies formation flying with small bodies in the solar system. Both
CRTBP and perturbed two-body problem are considered. Halo orbits around L1

and orbits based on C–W equation are respectively applied to form nominal orbits.
As l decreases, the amplitude of halo orbits energy consumption for orbit control
decreases. Because of the higher accuracy of its dynamic models, energy con-
sumption for station keeping for halo orbits is less than that of the formation flying
orbits using C–W equation. A dynamic model considering the solar radiation
pressure is also studied while simulation results show that it has no significant
advantage to use C–W equation in this case.
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Chapter 40
On Orbit Control Utilizing Solar Sails
Around Asteroids

Shengxian Yu, Xiyun Hou and Lin Liu

Abstract The interest of exploring asteroids has been growing over these years due
to their primordial origins and possible economic benefits. The gravities of the
asteroids are mostly very small and irregular, so it is necessary to study the orbits
around them with special treatment. In this paper, two kinds of nominal orbits for
probes are firstly proposed. One kind is around the collinear libration points of the
restricted three-body problem formed with the Sun, the asteroid and the probe.
The other kind is the formation flying orbits around the asteroid. Due to the
inevitable existence of errors in practice, station keeping of these two kinds of
nominal orbits is necessary. Solar sail propulsion is used in this paper. Two control
techniques including varying the solar sail area and varying the solar sail pitch and
yaw angles are considered. The linear optimal feedback control law is used.
Numerical simulations are made to both kinds of nominal orbits. The results show
that the controlled orbits converge to the vicinity of the nominal orbits rapidly. The
technique of varying the solar sail pitch and yaw angles is better than varying the
solar sail area.

Keywords Asteroid � Solar sail � Collinear libration point � Station keeping
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40.1 Introduction

Much attention has been paid to the exploration of the asteroids due to their
primordial origins and possible economic benefits. Till now, several missions have
visited them [4, 20, 21]. The exploration ways include flying by, circling around or
landing on the asteroids. In the paper, two possible nominal orbits for probes to
explore the asteroids are proposed. One is the quasi-periodic orbits around the
collinear libration points of the restricted three-body problem formed with the Sun,
the asteroid and the probe. The other is the formation flying orbits around the
asteroid. For the first kind of orbits, the collinear libration point L1 is very close to the
asteroids. Since the asteroids are usually geometrically irregular, the perturbation of
the non-spherical gravitational terms cannot be simply neglected. Nevertheless, the
distance between the point L1 and the asteroid which increases once the solar
pressure perturbation is taken into account. Therefore, in order to reduce the effect of
the non-spherical gravitation perturbation, halo orbits around the point L1 are
considered in our work. Analytical representations of the halo orbits are firstly given
in the simple circular restricted three-body problem and then numerically refined to
obtain the true halo orbits in the real force model. For the second kind of nominal
orbits, the distance between the probe and the asteroid is large enough so that the
mass of the asteroid can be neglected. Therefore, the model of restricted two-body
problem is used as the first approximation. This kind of exploration is similar to
satellite formation flying. The deputy is the probe and the chief is the asteroid.
Analytic solutions in the restricted two-body problem can be constructed and then
numerically refined to obtain the true orbits in the real force model.

Both kinds of nominal orbits are unstable, especially for the first kind. Farquhar
[5] suggested some station-keeping strategies for quasi-periodic orbits around the
collinear libration points. Breakwell et al. [3] proposed a station-keeping method
for spacecrafts moving around the halo orbits in the vicinity of the Earth–Moon
libration point L2. Howell and Pernicka [15] used the target point strategy for
libration point trajectories. Gómez et al. [7] used the Floquet strategy which
cancels the unstable component of the nominal orbit at the nodal points. Besides
the ones mentioned, there are also some others [1, 6, 12, 17]. In our work, station-
keeping with solar sails is considered. The linear optimal feedback strategy is used.
It is similar to the one used by Breakwell et al. [3]. The difference is that the
problem in this paper is of finite time. The station keeping strategy is applied to
both kinds of nominal orbits and some numerical simulations are made.

In the paper, when we refer to the real force model, we mean the gravitational
model of the nine planets (including Pluto), the Moon, the Sun, the asteroid and the
solar pressure. The major bodies’ motions are given by the ephemeris DE405.
The asteroid’s orbit is given by numerical integration by neglecting its mass. Denote
the set of these bodies as S ¼ l1; . . .; l11; l12ð Þ, where l1 � l9 indicate the reduced
masses of the nine planets and l10; l11; l12 indicate the reduced masses of the Moon,
the Sun and asteroid. The mass unit is the sum of the masses of the Sun and the
asteroid. The length unit is the mean distance between the Sun and the asteroid.
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40.2 Halo Orbits Around the Collinear Libration Point

For asteroids with small masses such as Apophis, the collinear libration point L1

under the influence of the solar pressure perturbation has a proper distance from
the asteroid. A possible way for the probe to explore the asteroid is to locate
around L1. Similar to the Sun-Earth system and the Earth–Moon system, halo
orbits around L1 can be used as nominal orbits. In this section, analytical
expressions of halo orbits in the restricted three-body problem will be introduced
first and then improved numerically in the real force model. The asteroid Apophis
is taken as an example. The non-spherical gravitational terms of the asteroid are
not considered. Their effects will be discussed in the conclusion section.

40.2.1 The Positions of the Collinear Libration Points
with Solar Pressure

The perturbation acceleration of the solar pressure is

Fs ¼ b
1

D2 D̂ � n
� �2

n ð40:1Þ

where D̂ ¼ D=D, D ¼ r� rs, r and rs are the position vectors of the probe and the
Sun respectively. n is the normal direction vector of the solar sail.
b ¼ jS=mð ÞqsD

2
s , Ds ¼ 1 AU, j ¼ 1þ g, g is the reflection coefficient of the solar

sail, g ¼ 0:4 in the paper. S=m is the ratio of the area to the mass of the solar sail,
S=m¼100 m2=1 t is adopted, corresponding to b ¼ 1� 10�4 in dimensionless
units. qs ¼ 4:5605� 10�6 N/m2 is the radiation pressure of the Sun at the distance
of Ds ¼ 1 AU.

In the paper, the normal direction vector of the solar sail n is always paralleled

to D̂ at the nominal orbits. The acceleration Fs is an inverse square force, just as
the central gravitational force of the Sun, so the position of the collinear libration
points L1 and L2 can be obtained by solving the following equation

nþ q
1� lð Þ
n� lð Þ2

� l

nþ 1� lð Þ2
¼ 0 ð40:2Þ

where � indicate L1 and L2 respectively. n is the distance between the collinear
libration point L1 (L2) and the asteroid. q ¼ 1� b=GMs, b ¼ 1� 10�4 corre-
sponds to q ¼ 0:999892333.

The positions of L1 and L2 under the influence of the solar pressure (called new
L1 and new L2 hereinafter) are obtained according to Eq. (40.2). They are listed in
Table 40.1. Table 40.1 shows that the distance between L1 (L2) and the asteroid is
very close to Apophis without solar pressure. Once the solar pressure is considered
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(S=m¼100 m2=1t is adopted), the distance between L1 and Apophis is two orders
lager than before while L2 is even closer to Apophis. Therefore in order to reduce
the effect of Apophis’ non-spherical gravitation perturbation, the nominal orbits
around the new L1 are considered.

40.2.2 Restricted Three-Body Problem

In a synodic coordinate centered at the center of masses, the equations of motion
for the restricted three-body problem are [8]

€X � 2 _Y ¼ XX

€Y þ 2 _X ¼ XY

€Z þ Z ¼ XZ

8
><

>:
ð40:3Þ

where

X ¼ 1
2

X2 þ Y2
� �

þ 1� lð Þr�1
1 þ lr�1

2 ;

r2
1 ¼ X � lð Þ2þY2 þ Z2;

r2
2 ¼ X � lþ 1ð Þ2þY2 þ Z2:

ð40:4Þ

Moving the origin of the coordinate to the collinear libration point L1, we have

x ¼ � 1
c

X � lþ 1� cð Þ; y ¼ � 1
c

Y; z ¼ 1
c

Z ð40:5Þ

where c is the distance between the new L1 and the asteroid. The analytical
solutions of the motion equations in this new coordinate can be written in the
following form [16]. Although the solar pressure perturbation is considered in the
paper, the expansion form of the analytical solutions is the same.

Table 40.1 The distances of L1 and L2 from Apophis

Without solar pressure (q = 1) With solar pressure

L1 1:653975024� 10�7 3:589004976� 10�5

L2 1:653975206� 10�7 1:122655102� 10�8
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where a is the amplitude in plane and b is the amplitude out of plane. h1 ¼ xt þ /1

and h2 ¼ mt þ /2. /1;/2 are arbitrarily chosen integration constants. N ¼ iþ j is
the order of the analytical solutions. The two frequencies x and m are of the form

x ¼
X1

i;j¼0

xija
ib j; m ¼

X1

i;j¼0

mija
ib j ð40:7Þ

Usually, x and m are not rational with each other. In this case, we have the so
called Lissajous orbits. But for large amplitude orbits, it’s possible for x ¼ m. In
this case, we have the so called halo orbit, expressed in the following form.
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zijk cos khð Þ

0

@

1

Aaib j

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

ð40:8Þ

where h¼xt þ /. / is arbitrarily chosen integration constant. Analytical formulae
of these two kinds of orbits can be obtained with the Lindstedt–Poincaré method
[16]. In this paper, the third-order analytical solutions of halo orbits are
considered.

For the asteroid Apophis, its mass is about Ma ¼ 2:7� 1010 kg. The dimen-
sionless units of the restricted three-body problem consisting of it and the Sun are

L½ � ¼ R0 ¼ 0:9223002432 AU;

M½ � ¼ Msun þMa;

T½ � ¼ R3
0=G Msun þMað Þ

� �1=2	 51:490492199842 d

8
>><

>>:
ð40:9Þ
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40.2.3 The Real Force Model

For the real force model, various perturbations exist. Two prominent ones are
gravitational perturbations from the orbit eccentricity of Apophis and other major
bodies besides the Sun. In a synodic coordinate centered at one of the collinear
libration points, the probe follows ([11, 13])

€q ¼ F1 þ F2þFs ð40:10Þ

where

F1 ¼� 2CT _C _q� C
T €Cq� l11r=r3 þ l11r0=r3

0

�
X

i2S;i 6¼11

li di=d
3
i � d0

i = d0
i

� �3
� �

F2 ¼� l11r0=r3
0 �

X

i2S;i 6¼11

li d0
i = d0

i

� �3þri=r3
i

� �

� €r0 � 2CT _C _r0 � C
T €Cr0:

8
>>>>>>>>><

>>>>>>>>>:

ð40:11Þ

In the above equations, r; ri; r0 are the vectors in the Sun-centered synodic
coordinate. r is the position of the probe. ri is the position of li. r0 is the position of
the collinear libration point. q ¼ r� r0 is the position of the spacecraft from the
collinear libration point. di

0 ¼ r0 � ri is the position of the collinear libration point
from li. C is the transformation matrix between the Sun-centered synodic
coordinate and the Sun-centered sidereal coordinate.

Due to various perturbations, the analytical solutions expressed by Eq. (40.8)
are only approximate orbits in the real system. In order to obtain the orbits in the
real system, numerical refinement is used. The analytical solutions in the restricted
three-body problem can be used as initial seeds. There are several methods of
numerical refinement [9, 14, 19]. In the paper, the multiple shooting method
mentioned in Ref. [9] is used.

The initial time is 0.0 h, Mar 14th, 2012, corresponding to JD = 2456000.5.
The motion of Apophis is given by integration in the real system. The initial orbit
elements of Apophis at time JD = 2455800.5 are

a ¼ 0:9223002432 AU; e ¼ 0:1910762290;
i ¼ 3:3319600435
; X ¼ 204:4304100445
;

x ¼ 126:4244766663
; M ¼ 287:5823055950


8
<

: ð40:12Þ

Figure 40.1 shows the halo orbit in the real force model. The duration of this
orbit is about 8.458 years.
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40.3 Formation Flying Orbits Around the Asteroid

For most asteroids, their masses are very small compared with the Sun and thus
can be neglected. In this case, the restricted three-body problem can be reduced to
the restricted two-body problem. A possible way to explore the asteroid is to fly
directly around it, like the satellite formation flying. The asteroid can be taken as
the chief and the probe can be taken as the deputy.

40.3.1 Restricted Two-Body Problem

For the restricted two-body problem, the origin of the synodic coordinate is the
asteroid. In this coordinate, the motion equations are

€x� 2 _y ¼ xþ1� xþ1
r3

€yþ 2 _x ¼ y� y

r3

€zþ z ¼ � z

r3

8
>>>>><

>>>>>:

ð40:13Þ

Expanding Eq. (40.13) around the asteroid and ignoring the nonlinear terms, we
have

€x� 2 _y ¼ 3x; €yþ 2 _x ¼ 0; €zþ z ¼ 0 ð40:14Þ

Usually Eq. (40.14) is called C–W equation. If the initial values x0; y0; z0; _x0; _y0; _z0

at t0 satisfy

x0; y0; _x0 ¼ y0=2; _y0 ¼ �2x0; z0; _z0 ¼ � y0=2x0ð Þz0 ð40:15Þ

Fig. 40.1 The halo orbit
around the new L1 in the real
force model for
a ¼ 1:08� 10�5R0
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The solution of Eq. (40.14) is of the following form [18]

x ¼ x0 cos t þ y0=2ð Þ sin t; _x ¼ �x0 sin t þ y0=2ð Þ cos t
y ¼ �2x0 sin t þ y0 cos t; _y ¼ �2x0 cos t � y0 sin t

z ¼ z0 cos t þ _z0 sin t; _z ¼ �z0 sin t þ _z0 cos t

8
<

: ð40:16Þ

Of course, different flying formation can be obtained by changing the initial
values t0; x0; y0; z0; _x0; _y0; _z0. In the paper, x0 ¼ y0 ¼ z0 ¼ 1� 10�4R0 is used.

40.3.2 The Real Force Model

Again, the real force model is considered. The perturbations of the nine planets
(including Pluto), the Moon and the solar pressure are considered. The asteroid’s
orbit is given by numerical integration in the real force model. In a synodic
coordinate centered at an asteroid in the real system, the probe follows

€q ¼ F1 þ F2 þ Fs ð40:17Þ

where

F1 ¼� 2CT _C _q� C
T €Cq� l11r=r3 þ l11r12=r3
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li di=d
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12 �

X
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� �3þri=r3
i

� �

� €r12 � 2CT _C _r12 � C
T €Cr12:

8
>>>>>>>>><

>>>>>>>>>:

ð40:18Þ

In the above equations, r; ri are the vectors in the Sun-centered synodic
coordinate. r is the position of the probe. ri is the position of li. q ¼ r� r12 is the
position of the probe from the asteroid. di

0 ¼ r12 � ri is the position of the asteroid
from li. C is the transformation matrix between the Sun-centered synodic coordi-
nate and the Sun-centered sidereal coordinate.

Due to the perturbations, the linear analytical orbits deviate from the real orbits.
Using the analytical orbits as initial seeds, the real orbits in the real force model
can be found with multiple shooting method. Figure 40.2 is the refined result. The
duration of this orbit is about 8.458 years.

For the above orbit, we ignore the mass of Apophis. To see the effects of this
approximation, we integrate the orbit by considering the mass of Apophis. The
same initial values as the nominal orbit are used. The deviation from the nominal
orbit is shown in Fig. 40.3. It can be concluded from Fig. 40.3 that the position
error is at most O(40.10) m in about 8.458 years for O(104) km high orbits by
ignoring the mass of Apophis. Therefore, for asteroids with small masses, the
restricted two-body model can be used if the probe is not very close to an asteroid.
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40.4 Station Keeping

Both kinds of nominal orbits are unstable, especially for the orbits around the
collinear libration point L1. Due to the inevitable existence of errors, station
keeping of the probe is necessary. In our work, the linear optimal feedback strategy
is used and the solar sail propulsion is considered. Two control techniques are
used. One is to vary solar sail area, and the other is to vary the solar sail pitch and
yaw angles.

Fig. 40.2 The formation
flying orbit around Apophis
in the real system for
x0 ¼ y0 ¼ z0 ¼ 1� 10�4R0

Fig. 40.3 The deviation of
the orbit considering the mass
of Apophis from the nominal
orbit
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40.4.1 Control Strategy

Equations (40.10) and (40.17) are all nonlinear systems, so they should be line-
arized first as the following form

_xðtÞ ¼ FðtÞxðtÞ þGðtÞuðtÞ þ EðtÞ ð40:19Þ

where x ¼ DqT ;D _qT
� �T

is the deviation of the state vector from the nominal orbit.
EðtÞ is the error of the force model. Since the nominal orbit is constructed in the
real force model, BðtÞ¼ 0. FðtÞ is of the following form

FðtÞ ¼
03�3 I3�3

�CT €Cþ D �2CT _C

� 	

D ¼ �l11
I3�3

r3
� 3

rT r

r5

� 	
�

X

i2S;i6¼11

li
I3�3

d3
i

� 3
dT

i di

d5
i

 !

8
>>>><

>>>>:

ð40:20Þ

GðtÞuðtÞ is the linearized result of Fs. Denote the yaw angle and the pitch angle of

the position direction vector D̂ of the probe from the Sun as h;/ð Þ. hþ a; /þ dð Þ
denote the yaw angle and the pitch angle of the sail normal direction vector n.
a ¼ 0 and d ¼ 0 at the nominal orbits. For the first control strategy of varying the
solar sail area, u ¼ b. GðtÞ is expressed as ([2, 10])

GðtÞ ¼ 0 0 0
1

D2 cos / cos h
1

D2 cos / sin h
1

D2 sin /

� 	T

ð40:21Þ

For the second control strategy, u ¼ a; dð ÞT . GðtÞ is

GðtÞ ¼
0 0 0 � b

D2 cos / sin h b
D2 cos / cos h 0

0 0 0 � b
D2 sin / cos h � b

D2 sin / sin h b
D2 cos /

 !T

ð40:22Þ

In this problem, for any initial state x0 at time t0, we wish to minimize the cost
function

J ¼
Ztf

t0

xTAxþ uTu
� �

dt ð40:23Þ

where A ¼ k1I3�3 03�3

03�3 k2I3�3

� 	
. The parameters k1 and k2 are a measure of the

‘tightness’ of the desired control. The optimal control which makes the minimum
cost function can be expressed as [3]

u�ðtÞ ¼ �B�1ðtÞGTðtÞPðtÞxðtÞ ð40:24Þ

where PðtÞ is a 6� 6 matrix which satisfies the matrix-Riccati equation
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� _PðtÞ ¼ PðtÞFðtÞ þ FðtÞT PðtÞ � PðtÞGðtÞBðtÞ�1GðtÞT PðtÞ þ AðtÞ ð40:25Þ

The boundary condition at the final time tf is Pðtf Þ ¼ 0. The optimal index is
J� ¼ xTðt0ÞPðt0Þxðt0Þ. The optimal orbit is the solution of the differential equation

_xðtÞ ¼ FðtÞ �GðtÞB�1ðtÞGTðtÞPðtÞ
� �

xðtÞ; xðt0Þ ¼ x0 ð40:26Þ

Since the matrix-Riccati equation is nonlinear, it is hard to be solved analyti-
cally. We solve it by numerical integrations. After obtaining the solution of PðtÞ,
the optimal control and the optimal orbit can be obtained by solving Eqs. (40.24)
and (40.26).

40.4.2 Sail Area Variation

In the paper, the initial orbit insertion error x ¼ DqT ;D _qT
� �T

is set to be

Dqi¼1� 10�6 	 137974 m; D _qi¼1� 10�6 	 0:031 m/s; i ¼ 1; 2; 3 ð40:27Þ

If the position control parameter k1 is too small, the position deviation of the
controlled orbit from the nominal orbit may not converge, so k1 = 1000 and
k2 = 0 are adopted.

According to the station-keeping strategy given above and using the halo orbit
in the real force model shown in Fig. 40.1 as nominal orbit, the controlled orbit is
shown in Fig. 40.4. The asterisk ‘‘*’’ in the figure denotes the initial position of the
probe. Figure 40.5 is the position deviation curve of the controlled orbit from
the nominal orbit. Judging from Fig. 40.5, the deviation decreases to a certain
value and then oscillates at the same frequency as the nominal orbit. Figure 40.6 is

Fig. 40.4 The controlled
halo orbit with solar sail area
variable
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Fig. 40.6 The variation of
the sail area relative to the
initial area

Fig. 40.5 The position
deviation of the controlled
halo orbit from the nominal
orbit

Fig. 40.7 The controlled
formation flying orbit around
Apophis
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the variation curve of the sail area relative to the initial sail area. The sail area ‘‘S’’
changes greatly at first and then converges to the vicinity of the initial area ‘‘S0’’.

Using the formation flying orbit in the real force model as nominal orbit shown
in Fig. 40.2, the controlled orbit is shown in Fig. 40.7. Because the position
control parameter k1 is very large and the solution PðtÞ of Eq. (40.26) is mainly
decided by AðtÞ, the matrix PðtÞ is almost the same as the result for the first kind of
nominal orbit. As a result, the deviation of the controlled formation flying orbit
from the nominal orbit and the variation curve of the sail area are almost the same
as the results shown in Figs. 40.5 and 40.6. To save space, the details will not be
presented here.

Fig. 40.8 The controlled
halo orbit with pitch and yaw
angle variable

Fig. 40.9 The position
deviation of the controlled
halo orbit from the nominal
orbit
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40.4.3 Sail Pitch and Yaw Angle Variation

The initial orbit insertion error x ¼ DqT ;D _qT
� �T

is also the same as Eq. (40.27).
k1 = 109 and k2 = 0 are adopted. The controlled results of the halo orbit in
Fig. 40.1 is shown in Figs. 40.8, 40.9, 40.10, 40.11.

Different from the results of the first control strategy, Fig. 40.9 shows that the
position deviation of the controlled halo orbit from the nominal orbit decreases
rapidly and converges to 0 very soon. The sail pitch angle and the yaw angle also
change greatly in 150 days when the position deviation is large. Using the same
initial orbit insertion error, the controlled formation flying orbit is shown as
Fig. 40.12. Also the position deviation of the controlled formation flying orbit
from the nominal orbit and the variation curve of the yaw and pitch angles of the

Fig. 40.11 The variation of
the sail pitch angle

Fig. 40.10 The variation of
the sail yaw angle
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sail are almost the same as the results shown in Figs. 40.9, 40.10, 40.11. Form the
results above, it can be concluded that the control strategy of changing solar sail
pitch and yaw angles is better than the first one for the two kinds of nominal orbits
in the paper.

40.5 Discussions and Conclusions

In this work, two kinds of nominal orbits were proposed for the exploration of
asteroids. Solar sail propulsion was used to provide station-keeping around the
nominal orbits. Two control techniques including varying the solar sail area and
varying the solar sail pitch and yaw angles were considered. The numerical results
showed that both kinds of nominal orbits work well and the linear optimal feed-
back strategy is feasible. For the control strategy of changing the sail pitch and
yaw angles, the controlled orbits can converge to the nominal orbits rapidly. But
by changing the sail area, the control results show that the position deviation from
the nominal orbits is an oscillation function around a certain deviation with the
same frequency as the nominal orbits. Therefore, for the two kinds of nominal
orbits, the control strategy of changing pitch and yaw angles is better than
changing the sail area.

The perturbation of the asteroid’s non-spherical gravitation is not considered in
the paper. For the two kinds of nominal orbits, they are not very close to the
asteroids, so the influence is small. Especially for the second kind ones, the gravi-
tational perturbation of the asteroid as a particle is already neglected, so the
perturbation of its non-spherical gravitation is even smaller and can also be
neglected.

Fig. 40.12 The controlled
formation flying orbit around
Apophis
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Chapter 41
Orbit Determination of Lunar Probe
Brake Course Based on Compensation
to Dynamic Parameters

Shijie Chen, Lan Du, Zhongkai Zhang, Quying Danzeng,
Ruopu Wang, He Wang and Qifu Zhang

Abstract During orbital maneuver process, the probe relays on propulsion system
to generate thrust acceleration, which tunes attitude and orbit. The complicated
course of propulsion makes thrust hard to be modeled. The difficulty of precisely
modeling thrust acceleration mainly includes two aspects: firstly, the begin-
and-final epochs of attitude control and orbital control are not easy to determine;
secondly, the acceleration of attitude control and orbital control are not easy to
model accurately. It focuses on modeling and building nearly real-time filter to
estimate dynamic parameters to compensate the uncertainty of the force model
during the maneuver process. In the first section, the background of modeling
thrust acceleration was introduced. In Sect. 41.2, the linear attitude control
acceleration and the average orbital control acceleration model were used to
describe the accelerating motion. In Sect. 41.3, an Extended Kalman Filter (EKF)
was developed for the orbit determination with thrust involved, also the variation
equation about state vector with dynamic parameters were put forward for the
linearization of the non-linear dynamic system. In Sect. 41.4, the third lunar orbital
brake of Chang’E-1 was processed to ascertain that the algorithm developed here
can estimate the acceleration precisely during the continuous thrust maneuver
process. EKF Results show that compared with the precise post-results, the error is
216 m in semi-major axis and 0.001 in eccentricity.
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41.1 Introduction

In recent years, the orbit determination of probe has been focused on dealing with
maneuver. At present, there are mainly three methods, namely, point positioning
method, dynamic method and kinematical method. Due to the difficulty in
dynamic modeling for the braking lunar probe, Li Jin-ling put forward the
instantaneous state vector (ISV) algorithm, which realizes orbit determination
geometrically epoch by epoch. The deficiency is that the positioning needs more
observations and cannot be predicted orbit [1, 2]. Li Peijia discussed the short-arc
kinematical orbit determination method, which adopts higher order polynomial
functions to describe the short-arc trajectory including the maneuver. However, the
relatively more unknowns need to accumulate long-arc observations to fit better,
which affect orbit determination in real-time [3]. Both the ISV algorithm and the
kinematical method avoid accurate dynamic modeling, but will not satisfy the
requirements in efficiency. In this paper we introduce the orbit determination filter
with the real-time compensation of dynamic parameters during orbital maneuver.

The difficulty of precisely modeling thrust acceleration mainly includes two
aspects [4]. Firstly, the begin-and-final epochs of attitude control and orbital
control are not easy to demarcate because the received remote sensing data rate is
low, the direct judgment from remote sensing data has great error. Secondly, the
attitude control force and the orbital control force are not easy to model accurately
because the designed value of engine’s parameters are not consistent with the
actual condition, the accumulative error of dynamics leads to a rapid decline in the
precision of orbit determination.

The maneuvering parameters will be estimated in this paper accurately in two
steps.

Firstly, the begin-and-final epochs of attitude control and orbital control can be
determined with the tracking observables almost in real-time, which is the foun-
dation of accurate modeling for orbital maneuver course. It aims to precisely
separate the attitude control course and the orbital control course from the cruise
course. If the observables own high sampling rate and precision of remote sensing
data or orbit sensing data, the begin-and-final epochs of thrust can be demarcated
through three algorithms. (i) Differential algorithm, the variation rate of velocity-
related observations are constructed to monitor the jumping points, which change
the trend of curve [5, 6]. (ii) Statistical test algorithm, predict residuals are applied
to construct test statistic to diagnose dynamics model fault. (iii) Acceleration data
fitting algorithm [7]. Without acceleration data, herein, the differential algorithm
and the statistical test algorithm have been adopted to demarcate the epochs of the
respective control courses, which will be presented in other articles.

Secondly, it is the on-line compensation to dynamic parameters, which is essential
to realize precise orbit determination for orbital maneuver course, and is also the
focus of the paper. On the basis of precise demarcation for the begin-and-final
epochs, the average thrust is modeled to describe approximately the accelerating
motion and estimated precisely along with position and velocity vectors.
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Taking the third lunar orbital brake process of lunar capture of Chang’E-1
probe as an example, the proposed method is validated with Chinese VLBI net-
work observations. The results show that it can be used to the rapid trace process.

41.2 Dynamic Model

During orbital maneuver course, the probe relays on propulsion system to tune
attitude and brake. The probe’s propulsion system generates thrust acceleration,
whose magnitude is far beyond the other perturbation forces [8]. The ignition
posture is to be established before orbital maneuver [9, 10], meanwhile, pertur-
bation acceleration in the direction of centroid is also produced during attitude
adjustment course [11, 12]. Therefore, the precise modeling of attitude control
force and orbital control force is the key to the accurate dynamic modeling of
orbital maneuver course.

In the Lunar Centered J2000.0 Inertial coordinate system, whose basic plane is
the earth J2000.0 mean equator plane, the dynamic equation of the lunar probe
during lunar capture is

€r ¼ a0 þ aeþl1atac þ l2athrust ð41:1Þ

where €r is the acceleration vector, a0 is the gravitational acceleration vector of
lunar point mass, ae is the perturbed acceleration vectors which is under the
influence of all the natural perturbations, athrust is the acceleration vector exerted
by orbital control force, atac is the acceleration vector of attitude control force.
Name ttacbegin and ttacfinal are the beginning and final epoch of attitude control
course, tbrakebegin and tbrakefinal are the beginning and final epoch of orbital control
course, and l1; l2 are the switch functions of attitude control force and orbital
control force respectively. For example when ttacbegin� t� ttacfinal, l1 ¼ 1 means
that the attitude control force is acting. Usually the attitude control course and the
orbital control course are independent, namely, after the attitude control course
ends, the ignition posture is established, and then orbital control is exerted on the
probe. The probe relays on the jet of high pressure cylinder to adjust both mag-
nitude and orientation of attitude and thrust, and the mass and velocity of the probe
will continue change with time.

41.2.1 Attitude Control Force Model

It is convenient to establish the attitude control force model in RTN coordinate
system. Because the jet process is not even, linear model can be adopted to
approximate the perturbation acceleration, and
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atacRTN ¼
atacR

atacT

atacN

2
64

3
75 ¼ c0 þ c1Dt ð41:2Þ

where atacR atacT atacN are the radical (R), transverse (T), normal (N) component of
atacRTN , c0 and c1 are the constant and slope vectors of atacRTN in RTN coordinate
system, Dt is the time interval between the current epoch and the beginning epoch.
The vector atacRTN should be transformed into J2000.0 coordinate system.

atac ¼ MatacRTN ð41:3Þ

where M is the rotation matrix from RTN coordinate system to J2000.0 coordinate
system. Actually, only c1 is estimated in order to improve the systematic
observability of estimation.

41.2.2 Orbital Control Force Model

Thrust acceleration varies with time during orbital maneuver course along with the
decrease of the mass of the fuel. In Lunar Centered J2000.0 inertial coordinate
system, assume that the direction of orbital control force is known, the thrust
acceleration induced by the propellant is

athrust ¼ ap ð41:4Þ

where a is the magnitude of thrust acceleration, p is the thrust direction, which can
be determined by attitude sensors in the practical engineering application [13].

Suppose that the jet process of propulsion system is uniform, it is reasonable to
establish the average thrust model [14, 15]. Assume that the mass of probe at the
brake beginning epoch t0 is m0, when the propellant burns on, the mass flow rate is _m,
the specific impulse is Isp, and then the variable acceleration induced by the
propellant is

a ¼ _mIsp

m� _mðt � t0Þ
ð41:5Þ

where t is the current epoch of orbital control course. Equation (41.5) indicates that
the acceleration varies not only with the duration of the propellant burn, but also
relates to the initial mass of probe, the mass flow rate and specific impulse of
propellant. For the sake of improving the observability of dynamic system, it only
takes the mass flow rate _m and the impulse Isp as unknown parameters to be
estimated.

Extend the state of the probe as X ¼ r; _r; qð ÞT and the differential equation can
be expressed as
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_X ¼
_r
€r
_q

2
4
3
5 ¼ f ðXÞ ¼

_r
a0 þ aeþl1atac þ l2athrust

_q

2
4

3
5 ð41:6Þ

where x ¼ r; _rð ÞT is the position and velocity vector, q is the dynamic parameter
vector, which is expressed in different ways in attitude control course and orbital
control course,

q ¼ c1 l1 ¼ 1 the attitude control force model
_m; ISPð ÞT l2 ¼ 1 the orbital control force model

�
ð41:7Þ

41.3 EKF with Dynamic Model Compensation

41.3.1 Partial Derivative

Compared with the general EKF [16], the complicated part is the partial derivative
Hk of augmented states

Hk ¼
oz

oX
jðX ¼ X�k Þ ¼ ð

ozk

or�k
;
ozk

o_r�k
;

ozk

oðr�k ; _r�k Þ
T
� oðr

�
k ; _r�k Þ

T

oq
Þ ð41:8Þ

where z is the observable, ozk
or�k
; ozk
o_r�k

is the partials to the position-velocity vector from

z,
oðr�k ;_r

�
k Þ

oq is the partials to the dynamic parameters from position to velocity vector,

which is computed through the integration of variational equation below.

41.3.2 Variational Equation

Compared with cruise course, the extended state transition matrix ðt; t0Þ is more
complex and can be obtained by the integration of variation equation as follows,

_Uðt; t0Þ ¼
_U

r;vðt; t0Þ _SðtÞ
0 _U

qðt; t0Þ

� �
¼ AtUðt; t0Þ ð41:9Þ

At ¼
o _Xt

oXt
; Ur;vðt; t0Þ ¼

ort
ort0

ort
o_rt0

o_rt
ort0

o_rt
o_rt0

" #
; SðtÞ ¼

ort
oq
o_rt
oq

" #
; Uqðt; t0Þ ¼

oq

oq0

where Ur;vðt; t0Þ and Uqðt; t0Þ are the state transition matrix of position-velocity
vector and dynamic parameters respectively, SðtÞ is the sensitivity matrix of
dynamic parameters., the same is the computation of Ur;vðt; t0Þ, the difference is
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the computation of sensitivity matrix SðtÞ and dynamic parameters transition
matrix Uqðt; t0Þ.

The differential equation of the position-velocity transition matrix can be
expressed as [17],

_U
r;vðt; t0Þ ¼

03�3 I3�3

G3�3 03�3

� �
� Ur;vðtÞ ð41:10Þ

where G is the gradient matrix of gravitational field.
The differential equation of sensitivity matrix can be expressed as,

_SðtÞ ¼ 03�3 I3�3

G3�3 03�3

� �
� SðtÞ þ 0

o
oq ðl1atac þ l2athrustÞ

� �
ð41:11Þ

The partial derivative about maneuver force with dynamic parameters can be
expressed as,

o

oq
ðl1atac þ l2athrustÞ ¼

Dt �M l1 ¼ 1
ðoa
o _m ;

oa
oIsp
Þ � pþ a � op

oð _m;IspÞT
l2 ¼ 1

(
ð41:12Þ

The differential equation of dynamic parameters transition matrix can be
expressed as,

o _q

oq
¼ 03�1 l1 ¼ 1 the attitude control force model

02�1 l2 ¼ 1 the orbital control force model

�
ð41:13Þ

41.4 Application Example Analysis

The CE-1 lunar probe has been manipulated to accomplish three orbital brakes near
the perilune before becoming the polar satellite with the orbital altitude of 200 km.
Taking the third lunar orbital brake process of CE-1 as an example, the proposed
algorithm is validated with domestic VLBI network observations. The flying control

Table 41.1 The flying control program of the third brake of CE-1 (2007.11.7)

Epoch Engine type Thrust

Begin epoch of cruise section 0:00:0.0 – –
Maneuver

section
Begin epoch of attitude control

section
0:20:23.580 Attitude control

engine
10 N

Begin epoch of orbital control
section

0:24:28.818 Orbital control
engine

490 N

Final epoch of orbital control
section

0:33:23.580 Orbital control
engine

490 N

Final epoch of cruise section 0:36:0.580 – –
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program of the third brake of CE-1 is scheduled as Table 41.1, the orbital determi-
nation strategy is summarized as Table 41.2.

It is reasonable to stress that:

1. The domestic VLBI nets data are adopted alone to determine orbit herein.
However, the initial orbit is provided by the solution of combined USB and
VLBI data in order to have a higher precision in radical direction [18].

2. The thrust direction is simplified in this article. Unfortunately, the thrust
direction can not be described accurately because there is no installation
parameter of nozzle and attitude data. Therefore, we use the precise initial orbit
to predict orbit to obtain the velocity direction of perilune, and then the
opposite direction is set as the thrust direction. The modeling error can be
absorbed partly through the thrust acceleration value.

3. The dynamical noise of state propagation equation is also simplified in this
article, which is set as one in a thousand of the initial value.

41.4.1 Estimation of Dynamic Parameters

The precise on-line estimation of dynamic parameters is very important, which is
essential to the realization to the precise orbit determination of maneuver course.
Figure 41.1 shows the curve of the maneuvering acceleration.

Figure 41.1 indicates that attitude control section is from 20.5 to 24.5 min
lasting about 4 min; while orbital control section is from 24.5 to 33.5 min, which
lasts about 9 min. Besides, the magnitudes of attitude and the orbital control
acceleration are about 0.03 and 0.35 m/s2, respectively.

Table 41.2 The flying control program of the third brake of CE-1 (2007.11.7)

Item Model

Coordinate system Lunar centre J2000.0 inertial coordinate system
Lunar gravity field model LP165p 20 9 20
Third body position JPL DE403 (earth, sun)
Solar radiation pressure

model
Fixed ratio about area with mass

Initial orbit and epoch The solution of combined system with USB and VLBI
(2007.11.7.0)

Earth rotation parameters IERS Bulletin B (2007.11.7)
Integral method RKF78
Estimation method EKF
Observation VLBI net data after preprocess
Solution parameters Position velocity ? dynamic parameters
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41.4.2 Evaluation of Brake Effect

The Kepler elements from the estimated states are adopted to be compared with
the Post-results of precise orbit to evaluate the brake effect. Figure 41.2 demon-
strates the curve of semi-major axis and eccentricity, respectively. The compari-
sons between the post-results and real-time ones are summarized in Table 41.3.

Table 41.3 indicates that there is certain deviation between the post-result and
the on-line filter result, the error is 216 m in semi-major axis and 0.001 in
eccentricity.

Residual curve is another important index evaluating the orbit determination.
Taking the Kunming-Urumqi baseline for example, Fig. 41.3 shows the residuals
of time delay and time delay rate, respectively.

It indicates evidently that the dynamic model is accurate, but there are still
small systematic errors in model.

1. The dynamic model compensation restrains the divergent trend of residuals to a
great extent. In maneuver section, the time delay rate residuals are up to 3, and
100 ps/s with- and without-dynamic model compensation, respectively. There-
fore, about 97 % residuals are absorbed by dynamic parameters.

2. Due to the simplify of thrust direction, there are still small model system errors,
the magnitude of time delay rate residuals range from 1 to 3 ps/s during
maneuver process.

Fig. 41.1 The magnitude of
the maneuver acceleration

Fig. 41.2 Variation in
orbital elements of the third
lunar orbital brake process of
CE-1. a Semi-major axis.
b Eccentricity
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41.5 Conclusions

It focuses on building orbit determination filter with dynamic model compensation
to process the consecutive mild and large maneuvers during the brake of CE-1.
The attitude control force and the orbit control force are modeled with the
uncertain dynamic parameters into extended states along with position velocity
vectors to be estimated. EKF has been developed to estimate forwardly uncertain
dynamic parameters in real time, also the variation equation about state vector
with dynamic parameters has been put forward in realizing the linearization of the
non-linear dynamic system. The third lunar orbital brake process of CE-1 has been
processed to evaluate that the algorithm developed here can estimate the accel-
eration precisely during the continuous thrust maneuver process.
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Chapter 42
A Modified IAE Algorithm for GNSS
and IMU Integration

Peng Li, Chan Li, Xiangjun Wu and Zhonggui Chen

Abstract Innovation-based adaptive estimation (IAE), which is one of the proved
Adaptive Kalman Filter (AKF) algorithms, can improve the accuracy of GNSS/
IMU combined navigation system based on the condition that the received GNSS
measurements are independently accurate enough. However, IAE is more likely to
be subjected to bias and non-convergence with degraded measurements accuracy
due to GNSS signal outage or low-cost receiver. In order to maintain the perfor-
mance of integrated GNSS/IMU system with the coexistence of less accurate
measurements, a modified IAE algorithm is proposed in this paper. The algorithm,
named ‘‘IAE with measurements discarding strategy’’ (IAE-D), monitors the
quality of the estimations and measurements in real-time, and discards the mea-
surements when the estimations are accurate enough or the measurements are less
qualified. Field test was carried out. Noise was imported to simulate different
levels of measurements deterioration. Performance comparison between Extended
Kalman Filter (EKF), IAE and IAE-D has been executed with real data. The results
demonstrate that IAE-D has magnificent advantage over EKF and IAE in regard to
stability and accuracy when the power level of measurements interference is rel-
atively high.
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42.1 Introduction

Global Navigation Satellite System (GNSS) and Inertial Navigation System (INS)
can compensate for each other in an integrated navigation system, to provide
synergistic performance improvements. When GNSS receiver is integrated with
INS sensor, which is also called Inertial Measurement Unit (IMU), the constructed
navigation system is possible to provide uninterrupted, high sampling rated and
fully functional navigation solutions with both short term precision and long term
stability [1, 2]. The architectures of GNSS/INS integration have been explored for
over 30 years. The associated literature is available in [2–5]. It shows that data
fusion is always the main challenge in different integration architecture.

The Extended Kalman filter (EKF) is an ideal tool to carry out the task of data
fusion for nonlinear dynamic systems by linearization [6], and has been used in the
GNSS/IMU integration for a long time. Conventional EKF uses constant param-
eters for system modeling and constant updating frequency. System noise matrix
Q and measurement noise matrix R are two major modeling parameters in EKF.
They are generally set according to the priori information of the process noise and
measurement errors. However, system dynamic model and measurement error
stochastic model are changing in most kinematic applications. As a result, in the
kinematic scenarios, the preset R and Q have bias to the ideal values, which
consequently depredates the performance in EKF application [7], especially with
the existence of the GNSS signal interference.

In order to address the issue of insufficient priori statistics, Adaptive Kalman
Filter (AKF) is proposed to allow the filter stochastic information to be modified
on-line. The accuracy of the integrated navigation system is consequently
improved. The existing AKF algorithms are roughly classified into three catego-
ries. They are Multiple Model Adaptive Estimation (MMAE), Covariance Scaling
(CS) and Innovation-based adaptive estimation (IAE). The MMAE method pro-
cesses a bank of Kalman filters with different parameters in parallel, computes the
posteriori probabilities for each of the filter modes, determines and updates the
weight for each of them. The adaptive optimal estimation can be obtained as the
weighted sum of the estimation from each filter [8]. The CS method introduces a
multiplication factor S (S [ 1) to the state covariance matrix P in order to increase
the weight factor of the new measurements [9, 10]. IAE is a maximum likelihood
estimator. It updates the Q, R according to the whiteness of the filter innovation
sequence. Test has proved that IAE can improve the performance of GNSS/IMU
navigation system by 50 % compared with the conventional EKF [11]. However,
IAE is subjected to the quality of IMU and provides less accurate estimates of the
attitude parameters than EKF when low cost IMUs are used [12].

Although IAE algorithms have been proven to be applicable in high accurate
kinematic applications, the choice of the estimation window size is a dilemma in
practice. Short window size may give rise to the problem of divergence; while long
window size will lower the sensitivity of the system to the dynamic of R
depending on the GNSS signal interference. As a result, the accuracy of the
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integrated system would be vulnerable to the accuracy degradation of GNSS
measurements [11]. Furthermore, the impact of non-convergence on IAE with the
coexistence of less accurate measurements has been proven to be unacceptable for
GNSS/IMU integration [13].

In order to improve the performance of IAE, this paper introduces a modified
IAE algorithm called IAE with measurements discarding strategy (IAE-D). The
measurements discarding method was firstly provided to improve the EKF per-
formance [14], which monitors the quality of the estimations and the measure-
ments in real-time, and discards the measurements when the estimations are
accurate enough or the measurements are less qualified.

To evaluate the proposed algorithm, a test method is used by combining data
from field test and off-line simulation. Firstly, field test was carried out to collect
real data including GNSS and IMU data. Simulated noise was then imported to the
GNSS data off-line to simulate the measurement accuracy degradation affected by
interfered GNSS signal. And then the integration is executed with different
algorithm including EKF, IAE and IAE-D.

42.2 Innovation-Based Adaptive Estimation

Innovation-based Adaptive Estimation is one of the adaptive Kalman filters and
frequently performs data fusion function in GNSS/IMU integrated navigation. It
has been proven to be able to improve the accuracy of Kalman filter in dynamic
applications effectively by adapting R and Q [11]. IAE can adapt R or Q or both
R and Q in practice. This paper concerns about adapting R because the mea-
surement degradation is mainly reflected in the change of R.

Substituting (42.1) to zINS
k and zGNSS

k in Eq. (42.6) gives,

dzk ¼ zINS
k � zGNSS

k ¼ Hkdxk þ vk � Hkdx̂�k ¼ Hkðxk � x̂�k Þ þ vk ð42:1Þ

Where dzk is the difference between the estimated measurements and the actual
measurement. It can be defined as innovation sequence. Combining Eqs. (42.10)
and (42.8), the covariance of dzk can be expressed as,

EðdzkdzT
k Þ ¼ HkP̂�k HT

k þ EðvkvT
k Þ ¼ HkP̂�k HT

k þ Rk ð42:2Þ

The innovation autocorrelation matrix Cdzk can be defined as the average value
of m innovation sequence autocorrelation matrices,

Cdzk ¼
1
m

Xm�1

i¼0

dzk�idzT
k�i ð42:3Þ

where m is the window size for innovation sequences. Estimating the innovation
sequences with yields,
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ÊðdzkdzT
k Þ ¼ HkP�k HT

k þ EðvkvT
k Þ ¼ HkP�k HT

k þ R̂k ¼ Cdzk ð42:4Þ

Rearranging Eq. (42.4) yields the following equation,

R̂k ¼ Cdzk � HkP̂�k HT
k ¼

1
m

Xm�1

i¼0

dzk�idzT
k�i � HkP̂�k HT

k ð42:5Þ

Equation (42.5) is the adaptive equation for measurement noise matrix R.
Similarly, the adaptive equation for system noise matrix Q can be obtained [11],

Q̂k ¼
1
m

Xm�1

i¼0

dxk�idxT
k�i þ Pþk � ukPþk�1HT

k ð42:6Þ

42.3 Measurements Discarding Method

IAE has been proven to have better performance than traditional EKF, if high
accurate measurements are available [11]. However, if the accuracy of measure-
ments degrades, R will change rapidly, and the stability of IAE integrated system
will be subjected to instability. Especially when the GNSS signal outage happens,
the measurements will be deteriorated temporarily and greatly. It will be happen
that unnecessary update with less qualified measurements is imposed on accurate
estimation. As a result, in the worse case, the non-convergence happens, and the
filter performance degrades rapidly. In order to mitigate the impact of less qual-
ified measurements, the measurements should be monitored before using and the
discarding method is therefore introduced [14].

Measurements discarding method, in which both the state estimation and
measurements are monitored, discards the measurements when the estimations are
accurate enough or the measurements are less qualified and leave the integrated
system work solely with INS. In other word, the whole integrated system is
working independent from the GNSS measurements, when the state estimation is
accurate enough or the measurements are unqualified. The proposed discarding
method algorithm contain two thresholds based on the development of tolerant
estimation error level and is provided here.

Defining error cumulating rate VPk covariance as,

VPk ¼
1
n

Xn�1

j¼0

Pk�i ð42:7Þ

VPk indicates the accumulated estimation error level in a period of time, and can be
calculated by averaging inside a moving estimation window of size n. Defining
error cumulating rate factor as V̂k the trace of VPk as,
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V̂k ¼ trðVPkÞ ¼ trð1
n

Xn�1

j¼0

Pk�iÞ ð42:8Þ

where V̂k indicates the estimations error cumulating rate. If there is presenting a
threshold Vthr properly, one can obtain a criteria for estimation correction,

V̂k [ Vthr ð42:9Þ

Equation (42.9) indicates that if the accumulated error of the estimations is
relatively small, the GNSS/IMU system can work with INS without correction. In
other words, the measurements can be discarded.

Similarly, one can define measurements deterioration factor Ôk as,

Ôk ¼ trðdzkdzT
k � Cdzk�1Þ ð42:10Þ

It indicates the average error covariance between estimation and measurements
in a period of time. The represents the Ôk difference between the measurements
error covariance obtained in a single time instant, and its estimation. If the mea-
surements are less qualified due to additive interference, Ôk is expected to be
abnormally increased. If presetting the threshold properly, one can therefore obtain
the second requirement for measurements correction.

Ôk\Othr ð42:11Þ

Equation (42.11) indicates that although the error of estimations is large enough
for correction, the measurements should be discarded temporarily because the
measurements are unqualified. ‘‘The double thresholds measurements discarding
method’’ expressed by Eqs. (42.9) and (42.11) mitigate the impacts of less qual-
ified measurements on the performance of the integrated system through moni-
toring quality of the estimations and measurements, and discarding the less
qualified measurements, which is proven by following test.

42.4 Test Setup and Data Processing Steps

Dynamic experiment has been carried out and simulated noise has been imported
into the real data to investigate the performance of different Kalman filters EKF,
IAE and proposed IAE-D. The experimental equipments include the Leika GPS
receiver ‘GPS 1200’, the C-MIGITS II IMU and data collection laptop computers.
The antenna and IMU were mounted on the roof of a car. The lever arm between
the IMU and GPS was approximately 46 cm. Figure 42.1 illustrates the experi-
mental setup.

C-MIGITS II is an integrated GPS/INS system, and contains a Digital Quartz
IMU (DQI) and a GPS receiver. However, C-MIGITS II was used as an IMU
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sensor and only the raw IMU outputs from the DQI were collected in the test.
C-MIGITS II DQI is a tactical grade IMU, the major coefficients are shown in
Table 42.1 [15].

The dynamic raw data were collected by field test carried out at a sea beach
road. Nearly two circles around the test field were made and more than four
satellites in good view of line-of-sight during the test. The real data collected in the
test included GPS data, IMU data collected by Leika receiver and C-MIGITS II
IMU respectively and the differential data from the reference station.

The post-processing steps are listed as follows:

1. Process the GPS data and differential data by using LEICA Geo OfficeTM
software to get the centimeter level GNSS measurements.

2. Integrate GNSS measurements and the IMU data by the traditional EKF to get
the 100 Hz trajectory, in which the estimating rate and updating rate are 100 Hz
and 1 Hz respectively. The results could be regarded as the centimeter level
reference trajectory.

3. Import the white noise into the centimeter level GNSS measurements to sim-
ulate the additive white noise interference to the measurements so that the
accuracy degrades. The degraded measurements were then integrated with the

GPS antenna 

C-MIGITS II IMU

Fig. 42.1 GNSS/IMU test
setup

Table 42.1 C-MIGITS II
DQI error sources

Error sources Labeled value

Gyro bias 5 deg/h (1r)
Gyro scale factor 500 ppm (1r)
Gyro random walk 0.09 deg/root-h (max)

0.035 deg/root-h (normal)
Accelerometer bias 500 lg (1r)
Accelerometer scale factor 800 ppm (1r)
Accelerometer random walk 180 lg/root-Hz (max)

60 lg/root-Hz (normal)
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IMU data by EKF, IAE and IAE-D. Differentiate the results with the reference
in step 2 to obtain the error values.

4. Repeat step 3 using the noise with the autocorrelation R ranging from 0.012 to
1.52 and stepping 0.012. Analyze the results and compare the performance
among EKF, IAE and IAE-D in different measurements accuracy. Figure 42.2
shows the data processing flow chart.

42.5 Results and Analysis

42.5.1 Reference Trajectory

The positioning result integrating centimeter level GPS measurements with IMU
by EKF is shown in Fig. 42.5. It is regarded as the reference and all the following
integrating results will be compared with it. The experimental vehicle had col-
lected the static data at point A for 3 min, and then moved clockwise around the
field. The white noise was imported from point B, after the initial alignment
completed. There were approximately 3-min dynamic data collected for inte-
grating calculation from point B to point C. (Fig. 42.3)

LEICA Geo
Office

GPS data from
Leica receiver

GPS differential
data form

reference station

Centimeter level 
1Hz GNSS 

measurements

EKF
integration

Centimeter 
level 100Hz 
integration 
reference

EKF, IAE, IAE-D 
integration

Importing
noise

White noise
(R=0.01^2~1.5^2)

Interfered 1Hz 
measurements

IMU data

100Hz 
EKF

results

100Hz 
IAE

results

Analysis
and

Comparison

100Hz 
IAE-D
results

Fig. 42.2 Data processing flow chart
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42.5.2 Overall Performance Comparison

In order to analyze the algorithms performance in different interference levels, this
integration process is then repeated using different additive noise level which leads to
different autocorrelation R ranging from 0.12/m2 to 1.52/m2 and stepping 0.012/m2.
The results show the performance comparison among these three algorithms in
different interference power levels. The results are plotted in Fig. 42.4. In addition,
the discarding rate for IAE-D is plotted in Fig. 42.4.

Figure 42.4a shows the positioning performance comparison. When R is less
than 0.92/m2, IAE has less positioning error than EKF, and the error of IAE is only
50 % of that of EKF when R is about 0.62/m2. These results illustrates that IAE
can mitigate the interference of the measurements deterioration to the positioning
performance of the integrated system when the noise level is relatively low.
However, the IAE positioning error would exceed EKF and grow rapidly when
interference R is larger than 0.92/m2. The IAE positioning error would be
increased to about four times as that of EKF when R equals to 1.52/m2.

When R is in the range of 0 to 0.62/m2, IAE-D positioning error is between that
of EKF and IAE, and the discarding rate is kept less than 0.05. Nevertheless, as
shown in Fig. 42.5, the discarding rate of IAE-D will be increased to about 0.32
rapidly while R grows from 0.62/m2 to 1.22/m2. Moreover, the positioning error of
IAE-D is the smallest and maintains the estimation error at about one third of that
of EKF on condition that the noise level is above 0.62/m2. The Fig. 8a illustrates
that IAE-D resistant to the impact on the positioning performance degradation due
to additive interference.

As the velocity error is concerned, Fig. 42.4b illustrates that IAE and IAE-D
have advantages over EKF in the range of simulated noise level. IAE velocity error
maintains at about one fourth or one third of that of EKF. IAE-D velocity error is
slightly larger than that of IAE when R is in the range of 0–0.82/m2 and smaller
than that of IAE when R grows beyond 0.82/m2.
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Figure 42.4c shows the attitude comparison and it indicates that the attitude
error of IAE and IAE-D are always smaller than that of EKF in the range of
simulated noise level. IAE attitude error maintains at about one fourth to half of
that of EKF. The attitude error of IAE-D is slightly larger than IAE when R is in
the range of 0–0.72/m2 and smaller than IAE when R grows beyond 0.72/m2.
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42.6 Concluding Remarks

IAE improves the accuracy of GNSS/IMU integrated navigation system compared
with the traditional EKF if the high accurate GNSS measurements are available.
When measurements accuracy degrades due to GNSS signal interference, IAE
could suffer from bias and non-convergence. Furthermore, when the additive
interference increases to some level (R = 0.92/m2 in the test of this paper), the
error of GNSS measurements can be larger than estimations error, which on the
other hand leads to the dramatic deterioration of navigation.

In order to improve the performance of IAE on condition that less accurate
measurements are used, a modified IAE algorithm (IAE-D) is proposed. The
algorithm monitors the quality of the estimations and the measurements in the real-
time, and discards the measurements when the estimations are accurate enough or
the measurements are less qualified. The results of field test and simulation
comparisons have demonstrated that IAE-D has magnificent advantage over EKF
and IAE in regard to the performance of position, velocity and attitude when the
measurements deterioration level is relatively high. The encouraging results show
the provided IAE-D has potential application in GNSS/IMU navigation using less
accurate GNSS receiver or in the environments with high additive interference.
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