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Abstract. Accurate diagnosis of Crohn’s disease (CD) has emerged as
an important medical challenge. Because current Magnetic resonance
imaging (MRI) analysis approaches rely on extensive manual segmenta-
tion for an accurate analysis, we propose a method for the automatic
identification and localization of regions in abdominal MR volumes that
have been affected by CD. Our proposed approach will serve to aug-
ment results from colonoscopy, the current reference standard for CD
diagnosis. Intensity statistics, texture anisotropy and shape asymmetry
of the 3D regions are used as features to distinguish between diseased
and normal regions. Particular emphasis is laid on a novel entropy based
asymmetry calculation method. Experiments on real patient data show
that our features achieve a high level of accuracy and perform better
than two competing methods.

Keywords: Crohn’s disease, supervised learning, magnetic resonance
imaging.

1 Introduction

Inflammatory bowel diseases (IBDs) constitute one of the largest healthcare
problems in the Western world afflicting over 1 million European citizens. Out
of these, nearly 700,000 suffer from Crohn’s disease (CD). Crohn’s disease is a
autoimmune IBD that may affect any part of the gastrointestinal tract causing
abdominal pain, diarrhea, vomiting or weight loss. Assessment of CD severity is
essential to determine the therapeutic strategy. Currently, the reference standard
for diagnosis relies on results of colonoscopy and biopsy samples [I3]. However,
the procedure is invasive, requires extensive bowel preparation, and gives in-
formation only on superficial abnormalities. Therefore it is beneficial to have a
non-invasive approach to detect CD.

Scope of Our Work: This paper proposes a method to detect and localize CD
afflicted regions from input abdominal magnetic resonance (MR) volumes with-
out an explicit segmentation of the bowel wall. Our method will serve as a tool
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to assist clinicians, reduce reliance on colonoscopy and help in rapid diagnosis
of CD. We extract features from 3D volumes of interest (VOI) and use them
to detect diseased regions. Intensity statistics, texture anisotropy and curvature
asymmetry were used as features to discriminate between diseased, normal and
background (normal non-intestine) regions. Also, higher order intensity statistics
like kurtosis and skewness that cannot be processed by the human visual system
(HVS) [9] are used for disease classification. Anisotropy of features is a measure
of a region’s asymmetry and has been used for identifying tumorous regions [I1].
We propose a novel entropy based method to calculate the texture anisotropy
and curvature asymmetry of a VOI. Experimental results show a high degree
of accuracy in detecting CD. This paper makes the following contributions: 1)
an entropy based approach to calculate anisotropy and asymmetry of a region
is proposed; 2) it is combined with higher order image statistics to identify CD
affected areas in abdominal MRI. We describe our method in Section 2] present
results in Section Bl and conclude with Section [l

Related Work on Disease Classification: Several drawbacks of colonoscopy like
invasiveness, procedure related discomfort and risk of bowel perforation has led
to the exploration of imaging techniques like sonography, computed tomography
(CT) and MRI to assess extension and severity of IBDs [I7]. MRI has the poten-
tial to overcome limitations of sonography (gas interposition) and CT (exposure
to ionising radiations) because of high tissue contrast, lack of ionising radiations
and lower incidence of adverse events related to intravenous contrast. Rimola et
al. in [I7] determined that rate of contrast enhancement and bowel wall thick-
ness relate to the severity of endoscopically active CD. However, its reliance on
explicit segmentation of the bowel wall and extensive manual scoring limits its
effectiveness.

There does not exist abundant research on image analysis of abdominal MRI
to identify Crohn’s disease, although [4] use dynamic contrast enhanced (DCE)
MRI for identifying colorectal cancer and [18] deal with ulcerative colitis. Previ-
ous research has addressed the tasks of identifying abnormal regions in different
applications like glaucoma diagnosis [7], whole body MR scans [I5], cardiac coro-
nary stenoses [I0] and Alzheimer’s disease [2I] to name a few.

2 Methods

We employ a two stage classification approach where a test sample is first clas-
sified as either background or intestine. If the initial classification is intestine,
then the sample is further classified as either diseased or normal. Manual an-
notations by experts indicating diseased, normal and background regions in 3D
MR volumes were available. For every such labeled voxel we extract features (in-
tensity statistics, texture anisotropy and shape asymmetry) from its 35 x 35 x 5
neighborhood for training the classifiers.

Intensity and Texture Features: Since a simple visual examination of T1 MRI
does not provide sufficient information to identify diseased areas, radiologists rely
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on the results from different tests (like colonoscopy and biopsy), and imaging pro-
tocols like MR-T1, MR-T2 and DCE-MRI. It is common in MR images to have
regions that do not form distinct spatial patterns but differ in their third order
statistics, e.g. boundaries of some malignant tumours are diffuse and invisible to
the naked eye [16]. We propose to investigate features that are not discernible by
the human eye but may provide discriminating features for our task. In addition
to mean and variance we calculate third and fourth order intensity statistics (like
skewness and kurtosis) in a voxel’s neighborhood.

In [I1] texture anisotropy was used as a feature to identify tumorous regions in
brain images. Normal tissues exhibit a regular pattern in their appearance while
diseased regions show areas of asymmetry where the tissues have been affected by
the progression of disease. We aim to exploit this characteristic to discriminate
between diseased and normal regions in a VOI. Texture maps of the VOI were
obtained using orthonormal Gabor filters in the x — y and y — 2z directions as
described in [20] because 3D texture filters are computationally very expensive.
Gabor filters conform to the receptive field properties of cortical cells, capture
rich visual properties like spatial frequency characteristics and orientation, and
are robust to noise by incorporating Gaussian smoothing. Texture maps are
obtained along six directions (0°,30°,60°,90°,120°,150°) for each slice.

While anisotropy in [II] was calculated using local gradient differences and
gray level dependence histograms, we use entropy to measure anisotropy. Texture
maps of slices in the  —y plane are divided into 9 equal parts corresponding to 9
sectors of a circle, and entropy determined for each sector. A higher entropy value
indicates wider distribution of texture values (hence high anisotropy), while low
entropy indicates lower anisotropy. The texture anisotropy for sector r is

Texzmsotropy = Zp;new Ing:ex' (1)

tex

Di.. denotes the probability of distribution of texture values in sector r. We use
a different approach to calculate anisotropy of images in the y — 2z plane. As there
are 5 slices in the z dimension, there are not enough samples (only 35 x 5 = 175)
to calculate a reliable measure of entropy. Instead we calculate the entropy for
the whole slice and use it in the feature vector. Thus the number of texture
features are 80 (9 entropy values from each of 5 slices in the x — y plane, and
1 entropy value from each of 35 slices in the y — z plane). Hence forth we shall
denote the 80 dimensional texture feature vector as Tex. Fig. [[e) shows the
plot texture entropy values for two slices of diseased and normal patches.

Shape Asymmetry: We extend the concept of asymmetry (or anisotropy)
to shape features. When healthy tissues are affected by progression of dis-
ease, it also affects spatial arrangement of voxels and hence their shape. Our
alm is to exploit this irregularity for distinguishing between diseased and nor-
mal tissues. Shape features in the VOI are characterized by the 3D curva-
ture of voxels. A detailed explanation of 3D curvature calculation is given in
(http://www.cs.ucl.ac.uk/staff/S.Arridge /teaching/ndsp/curvature3D.pdf).
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Shape asymmetry is calculated in a manner similar to texture anisotropy.
The entropy of curvature values is determined from 9 sectors of each slice. If
the curvature values have a wide distribution it indicates greater asymmetry in
shape, leading to a higher entropy value. On the other hand low entropy values
indicates less shape asymmetry. The shape asymmetry measure for a sector r is
given by

ShaperAsymmetry = - Zpg IOg pg (2)
0

pp denotes the probability of distribution of curvature values in sector 7, ¢ indi-
cates the curvature values. Similar to texture anisotropy, the shape asymmetry
measure is also a 80 dimensional feature vector. Henceforth the shape asymme-
try vector is denoted as Shape. The above set of features give a 164 dimensional
feature vector for a single 3D VOI.

Figs. Ml(a) and (b) show a 2D patch around a diseased pixel, and the corre-
sponding map of curvature values. Figs. [lc) and (d) show a patch around a
normal pixel and the corresponding curvature map. Figs. [[(e) and (f), respec-
tively, show the plot of entropy values of texture and shape for 9 sectors of two
slices from the VOI. The colormap of Figs.[I[(b) and (d) are in the same range of
[0, 5], with red regions denoting regions of high curvature. The curvature profile
for the normal patch is quite regular as compared to the diseased patch. This is
indicative of the fact that the curvature in diseased regions becomes distorted
due to ulcerations or other abnormalities. Thus they lose the regularity observed
in healthy tissues. This is corroborated by the plot in Fig.[If) where the diseased
patches show higher entropy indicating greater randomness.

3 Experimental Results

3D T1-weighted spoiled gradient echo sequence (SPGE) images were acquired
from 26 patients in supine position using a 3-T MR imaging unit (Intera, Philips
Healthcare). The spatial resolution of the images was 1.02 mm x 1.02 mmx 2
mm, and the acquired volume dimension was 400 x 400 x 100 voxels. The number
of annotated voxels were 6827 from diseased regions, 5156 from normal and 3725
from background regions. An expert radiologist annotated each diseased region
by outlining the region on each corresponding slice.

Features and Classifiers: We compare our method with two others, namely
the Dual-Complex Tree Wavelet Transform (DTCWT) based method of [3]
(DCTWT) and a shape asymmetry based method derived from the reflectional
asymmetry measure of [12] (Asy). These two methods are recent developments
in the field of disease and asymmetry detection. Although our method uses more
features than these methods, it also highlights the challenges of localizing areas
affected with Crohn’s diseases Each of the three methods was evaluated us-
ing three different classifiers, Random forests (RF), Support Vector Machines
(SVM), and a Bayesian Classifier (BC). Random forests [5] have been success-
ful in a variety of domains and compare favorably with other state-of-the-art
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Fig.1. (a)-(b) 2D patch around diseased voxel and corresponding curvature map;
(c)-(d) normal patch and corresponding curvature map; plot of entropy values for (e)
texture and (f) curvature of slices from VOI

algorithms [8]. A random forest is an ensemble of decision trees where each tree
is trained with a different subset of the training data to improve the classifier’s
generalization ability. Training finds the set of tests that best separate the train-
ing data into different classes. Random forests and their variants have been used
to detect abnormalities in mammograms [3], identify coronary artery stenoses
[10] and semantic segmentation in CT images [I4]. We use 50 trees for the RF
classifier.

Support Vector Machines (SVMs) construct a hyperplane or set of hyperplanes
in a high-dimensional space, which can be used for classification, regression, or
other tasks. Intuitively, a good separation is achieved by the hyperplane that has
the largest distance to the nearest training data of any class (so-called functional
margin). In general larger the margin the lower the generalization error of the
classifier. SVMs have also seen wide application in classification tasks like brain
tumor segmentation [2I19], chest pathologies [I] and Glaucoma classification [7]
among others. For SVMs we use the LIBSVM package [6] and define a radial
basis function (RBF) as the kernel.

The default naive Bayesian classifier in MATLAB was the third classifier. A
Bayesian classifier was chosen to highlight the linearly non-separable nature of
the data, and the advantages of having a RBF kernel in SVMs. We have two
classification stages for all classifiers. For all classifiers we employ 10—fold cross
validation (leave-one-out with 10 subsets of the original data) approach.
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Table 1. Quantitative measures for the Stage 1 classification using different features
and three classifiers. Values indicate mean and standard deviation. Sensitivity is the
number of correctly detected intestine samples. Specificity is the number of correctly
detected background samples. Accuracy is the total of number of correct detections
(both background and intestine samples).

Asy DTCWT Our Features

SVM BC RF SVMBC RF SVMBC RF

Accuracy (%) 80.4 72.0 79.9 82.2 71.3 80.1 88.1 76.3 86.8
+2.6 £2.3 £2.2 £2.4 +2.9 +2.5 £2.0 £6.4 £1.8

Specificity (%) 67.9 41.5 68.0 68.1 42.7 67.6 71.1 54.1 70.6
+1.8 £1.8 £1.7 £1.6 +1.7 £1.8 +1.8 £4.1 £2.2

Sensitivity (%) 86.2 71.5 84.6 93.9 78.3 85.7 97.9 79.1 96.1
+1.9 +£1.4 £1.8 £2.7 +£2.1 +1.9 +1.3 £4.5 £1.7

Comparison between different classifiers Comparison between different classifiers ROC for Stage 1 using Our Features
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Fig. 2. Box plots for Stage 1 classification: (a) Accuracy; (b) Sensitivity. (c) ROC
curves for three classifiers using our features.

Classification Results for Stage 1. Table [1l shows different quantitative
measures of the first classification stage. Here each sample is classified as either
intestine or background. The highest classification accuracy is obtained using our
features, the results of which are shown in the box plots of Fig. 2l In this stage we
desire a high sensitivity or true positive rate (TPR) even at the expense of low
overall accuracy. True positive refers to a intestine sample correctly classified
as intestine. We do not want a intestine sample to be incorrectly labeled as
background thus increasing the false negative rate (FNR). In such a situation,
the diseased samples (which are part of intestine in the first stage) get classified as
background and hence escape the scrutiny of the next stage. This is particularly
undesirable in a clinical decision making system.

A comparison of receiver operating characteristics (ROC) curves of all three
classifiers using our features for stage 1 is shown in Fig. Bl (¢). RF and SVM
give high sensitivity (more than 90%), but their specificity values are compara-
tively lower indicating a large number of false positives, i.e., many background
samples are classified as intestine. The overall accuracy (i.e., correct classifica-
tion percentage of both intestine and background samples) is lower than 86%
in all cases. This again indicates a high number of false positives. This is not a
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Table 2. Quantitative measures for individual and different combination of features
using RF classifier

Int Tex Shape  Tex + Int Shape 4+ Int Shape + Tex
Accuracy (%) 77.14£2.3 81.6+2.1 79.1+£2.7 79.24+1.3 79.5+2.4 82.3+1.3
Sensitivity(%) 79.3+£3.2 86.9£2.1 82.3+1.9 83.1+£3.1 83.842.3 86.6+£2.8

disadvantage since these incorrectly labeled background samples are invariably
identified as normal in Stage 2 (as is evident from the results in Table [3 and
Fig. B)). BC (which is good in classifying data with a linear decision boundary)
has an overall accuracy less than 75%, which indicates the non-linearly separable
nature of datasets. All classifiers perform better than a random classifier.

Importance of Different Features. Table ] shows results of Stage 1 clas-
sification using individual features and their combinations. The combination of
texture and shape features performs closest to the values in Table [[I However,
this does not diminish the contribution of intensity. A Student t-test on the
values for Tex + Shape (Table )and Our Features (Table[I]) gives p < 0.032
indicating statistically different results (p < 0.05 indicates that the two sets of
results are statistically different, and hence significant). ¢-tests between Tex and
Tex — Int, and Shape versus Shape — Int give p < 0.04, showing that inclusion
of intensity statistics contributes to significant improvement.

DTCWT calculates a mean texture value across different orientations and
scales while Tex calculates mean, variance, skewness and kurtosis across ori-
entation and scales. Thus it is expected that Tex would be a more accurate
measure than DTCWT, as reflected in Tables Pl and [l Asy and Shape provide
similar information as indicated by results of t—tests (p = 0.13).

Classification Results for Stage 2. Intestine samples from Stage 1 are con-
sidered in Stage 2 for further classification into diseased or normal. Table [3]
shows different quantitative measures for Stage 2 based on the original number
of diseased and normal samples (not background samples) at the beginning of
Stage 1. The values in Tables [ and Bl are not directly related as Table[3 does not
consider the background samples. In Stage 2 true positive refers to the number
of correctly classified diseased samples. BC’s accuracy and TPR is significantly
worse compared to RF and SVM, thus reinforcing our inference about the non-
linearly separable nature of the samples. RF and SVM, however, have similar
performance with accuracies greater than 85% when using our features.

Fig. Bl shows the box plots of accuracy and sensitivity, and ROC curves when
we consider Stage 2 classification independently. Obviously the values will be
higher than those reported in Table Bl (which are based on the original number
of samples). The box plots and ROC curves indicate that a high percentage of
each sample type is correctly classified by both SVM and RF. This is highly
desirable because ultimately we would like to detect the diseased regions from
abdominal MRI.
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Comparison between different classifiers Comparison between different classifiers ROC for Stage 2 Only using Our Features
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Fig. 3. Box plots for Stage 2 classification: (a) Accuracy; (b) Sensitivity.(c) ROC curves
for three methods using RF classifier.

Table 3. Quantitative measures for the second classification stage using different clas-
sifiers. Values indicate mean and standard deviation. Sensitivity is the number of cor-
rectly classified diseased samples. Specificity is the number of correctly classified normal
samples. Accuracy is the total of number of correct classifications (both diseased and
normal samples).

Asy DTCWT Our Features

SVM BC RF SVM BC RF SVM BC RF

Accuracy (%) 81.2 59.1 81.3 81.4 584 81.1 87.5 62.8 87.2
+1.3 £0.9 £1.2 +14 4+6.1 £1.2 £2.6 £5.4 =£1.5

Specificity (%) 71.8 36.1 73.4 72.8 37.7 72.2 78.2 423 77.1
+3.1 £4.8 £2.4 +1.4 +2.7 £1.9 £1.7 +4.1 +£1.6

Sensitivity (%) 84.5 60.5 84.9 86.9 61.3 86.1 91.9 64.8 904
+19 £1.2 £1.8 +£1.7 +£8.2 £1.9 £2.6 +£10.7 £1.2

(a) (b) (c)
Fig. 4. Visual results for CD detection in Patient 16 with RF and different features: a)
our features, b) DTCWT and c) Asy. Manually annotated diseased regions are shown
in red while the result of automatic detection is shown in green.

Fig. M shows visual results for CD detection in Patient 16 using RF and the
three features where each voxel is classified as diseased or normal. The manu-
ally annotated diseased regions are shown in red while the result of automatic
detection is shown in green. The average Dice metric (DM) between manual
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annotations and detected regions using our features is 86.5+2.3 (RF), 77.2+3.1
(BC) and 84.9 + 3.2 (SVM). Our features do a good job in localizing the exact
region afflicted with CD without explicit segmentation of the bowel wall.

4 Conclusion

We have proposed a method to identify VOI’s in the abdominal MRI that are af-
flicted with Crohn’s disease. Higher order intensity statistics, texture anisotropy
and shape asymmetry are used to discriminate between diseased, normal and
background regions. Higher order statistics capture image properties that are
not discernible to the human eye. Our novel shape asymmetry measure is simple
to compute than current approaches, and is informative in detecting diseased
regions. Experimental results show that our designed feature vector performs
better than Asy and DTCWT. Our results indicate that Crohn’s disease can
be detected from MR images, and thus reduce reliance on invasive procedures
like colonoscopy and biopsy. With further improvements of our method in the
future, we can hope to build a reliable detection and CD classification system.
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