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Abstract. The paper provides fundamental information about the
SmartMonitor – an innovative surveillance system based on video con-
tent analysis. We present a short introduction to the characteristics of
the developed system and a brief review of methods commonly applied
in surveillance systems nowadays. The main goal of the paper is to de-
scribe planned basic system parameters as well as to explain the reason
for creating it. SmartMonitor is being currently developed but some ex-
periments have already been performed and their results are provided as
well.

1 Introduction

Nowadays the surveillance systems are becoming more and more popular. Their
main functionality is associated with ensuring the safety of monitored people,
buildings and areas by detecting suspicious behaviours and situations. The most
commonly used monitoring systems require human support that can involve ob-
servation of multiple monitors and a need of quick reaction. Moreover, intelligent
monitoring systems that utilize video content analysis algorithms are usually ap-
plied for monitoring wide areas or public places, such as airports or shops, where
the number of moving objects is large. Such systems as well as required infras-
tructure are very specific, targeted and expensive. For those reasons they are
unaffordable for individual clients and home use. Nevertheless, there is still a
large number of people who want to ensure the safety of themselves and their
assets in small areas. Additionally, a high demand on robust alarm systems with
low percentage of false alarms and on systems requiring commonly available
hardware exists. According to the lack of solutions designated for personal use,
SmartMonitor is being developed to satisfy the mentioned needs.

The SmartMonitor is assumed to be an inexpensive security system designed
to protect properties as well as to ensure personal safety. It will utilize common
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hardware that is available and affordable for individual users – personal computer
connected with digital camera(s) (by USB, Ethernet or Wi-Fi), what will offer
good image quality. SmartMonitor will analyse captured video stream in four
predefined scenarios and in opposition to traditional monitoring systems it is
intended to work without users control. The initial system calibration will be
the only operation requiring human interaction. The system would react to every
learned situation in pre-specified way. The most important advantage will come
from system customizability. Each client will be able to decide about the system
reaction, the region that is monitored and particular situations or objects (e.g.
people, cars, pets, etc.) that must be detected and tracked. Therefore, it will
allow for creating individual safety rules that meet ones actual requirements.

The SmartMonitor is related to the category of small-size surveillance systems
(Closed Circuit Television, CCTV) that aim at increasing the safety and sys-
tems that analyse image content, usually with the use of background modelling
methods (Video Content Analysis, VCA). The algorithms that will be employed
belong to the state-of-art category, yet they are adopted and simplified to the
characteristics of the system. Additionally, SmartMonitor could be integrated
with available infrastructure in public areas and better PCs would manage to
run more complex procedures. A simplified scheme of planned system modules
is presented in Fig. 1.

Fig. 1. Simplified scheme of basic SmartMonitor system modules

The rest of the paper is organized as follows. The second section contains a
brief review of visual surveillance systems as well as some methods and algo-
rithms that are usually utilized. The third section presents main goals, functions
and properties of the developed system. The fourth one provides sample exper-
imental results and the last one concludes the paper.

2 Brief Review of Intelligent Monitoring Systems and
Algorithms

Three main modules embedded in visual surveillance system are adaptive back-
ground model, object extraction and tracking. Each of them requires specific
algorithms that can be utilized in real-time system in respect to computation
time. Many current systems focus only on tracking people without the analysis
of their behaviour. If the system is assumed to be an intelligent one, it should
utilize more sophisticated solutions and during the tracking of particular objects
the methods for removing false objects and classification have to be introduced
as well. Below we present a set of visual monitoring systems characteristics and
algorithms.
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Intelligent monitoring system presented in [1] analyses human behaviour on
the basis of the location, motion trajectory and velocity, and with the use of
Hidden Markov Models (HMM). In order to recognize the type of behaviour,
the probability of the similarity between a scene model and a scene actually
processed is estimated. Unfortunately, learning process requires the preparation
of large database and the involvement of qualified employee ([1]) what is unnec-
essary in SmartMonitor due to the assumed feature based methods and simple
calibration.

In [2] the problem of object tracking was described. Discussed system is based
on the generalization of MAPF (Memetic Algorithm Particle Filter) for tracking
variable and multiple number of objects. It utilizes simple scenarios only for
selected areas, such as enter/exit or restricted ones. That can be found as an
important advantage in relation to less computation time ([2]) for SmartMonitor
as well.

Another paper ([3]) is focused on problems of automatic monitoring systems
with object classification, especially those analysing real video scenes. An ap-
proach for classifying objects as well as several features that distinct various
classes were proposed. Authors assumed that the background is static and does
not change during the video sequence. That is found as an important simpli-
fication but also a limitation because of background variability in real videos.
Therefore, this approach cannot be introduced to SmartMonitor – the planned
system scenarios are associated with very unpredictable scenes, e.g. due to chang-
ing weather conditions. Nevertheless, very valuable algorithms were described in
[3]. Basic object features were represented in anumerical form as descriptors (e.g.
geometric moments). That allowed for the utilization of threshold values during
classification ([3]).

Moving object detection is usually based on background subtraction that uti-
lizes algorithms for estimating background models. In reference to the literature,
there are three categories of such methods. The first one includes models based on
static background. In order to extract foreground image, current video frame is
compared with previously prepared background image. That approach is simple
but has low efficiency. In the second category the background image is obtained
by averaging agroup of initial frames that is compared with currently processed
average group of frames. This model is more adaptive but still do not adjust to
the changes in lighting. Therefore, the background image can be obtained e.g.
every hour or more frequently what gives at least partial adaptability ([4]). The
third category includes adaptive background models such as Gaussian Mixture
Models (GMM), found in the literature as the most efficient (e.g. [5–8]). In [5]
a method for modelling each pixel value as amixture of Gaussians and on-line
approximation for model adaptation is discussed. The background image is up-
dated with every processed frame basing on Gaussian distributions – the most
probable pixel distribution is considered as abackground. This model adapts
to slow changes in lighting conditions and repetitive variations([5]). Despite all
advantages, there are also some drawbacks. The first problem is related to the
number of Gaussian distributions that represent every pixel. It was proposed in
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[6] that it should be equalled to 3 to 5 models or can be modified adaptively.
Additionally, false objects (artefacts) such as shadows, reflections or false detec-
tions can significantly influence the foreground region. A shadow is most often
occurring false object. It moves with the real object and enlarges the detected
foreground region. Basic GMM algorithm does not distinguish between moving
objects and moving shadows. Hence, in [7] an improved GMM was proposed that
is able to detect shadows and to improve final results by accelerating the learning
process. Shadow areas can be eliminated by the analysis of HSV and YIQ colour
spaces as well. It was proved that shadows change only the image intensity value
without influencing the hue. Therefore, the comparison of foreground images es-
timated for H component of HSV colour space and Ycomponent of YIQ colour
space excludes the shadow ([8]). In order to eliminate smaller false detections the
morphological operations can be used. Additionally, models based on GMM are
very sensitive to sudden changes in lighting. In order to avoid false detections
the authors of [8] proposed the use of colour features as well as gradients.

According to variable backgrounds, GMM method proposed in [5] was chosen
to be employed in the developed system. It allows for building background model
adaptively on the basis of every following frame. In order to eliminate shadow
areas the analysis of HSV and YIQ colour spaces described in [9] could be applied
together with morphological operations. Moreover, the system could operate only
on selected region what was proposed in [2] and object features could be analysed
with the use of simple descriptors as it was presented in [3].

3 Parameters and Scenarios of the Developed System

Let us assume that the system will be implemented in several different places and
will be aimed at different working conditions. Such combination of intended or
predicted situation is called a scenario. Each scenario defines a group of functions
and determines the types of algorithms used. Scenarios are system operational
modes and are not overlapping each other. Only one mode can be active at the
particular moment. Each mode is characterized by particular parameters and
functions that are movement detection, object tracking, object classification,
region limitation, object size, event detection, weather conditions and work time.

Usually, any detected movement induces the alarm while the lack of activ-
ity does not. However, while an ill person is supervised and does not move it
can mean afainting. Every object that will be tracked by the system will move
along a certain path, called the trajectory. System will follow an object, analyse
its behaviour and decide which is a suspicious one. Typical monitoring system
turns the alarm on independently from object type. The reaction of the system
that includes classification module depends on the type or the size of monitored
object. Therefore, it will be possible to specify groups of objects with particu-
lar characteristics that can enter observed area. Moreover, system will allow to
limit the region that is under analysis or to determine the border (line) that
could not be crossed by a moving object. That would reduce the computation
time by excluding the regions with lower possibility of movement occurrence and
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could increase system efficiency in every scenario. Event detection will aim at
dynamic analysis of object appearance during following frames. For instance, it
will detect changes in object shape that could indicate suspicious behaviour or
dangerous situation. Moreover, conditions in which the system will finally work
are very important. Changing weather conditions could cause e.g. limited visi-
bility, sudden changes in lighting or shadow occurrence. Those factors will make
image analysis more difficult and will influence the final foreground region size.
While working at night or in the case of insufficient lighting the use of artificial
lighting will be necessary. The cost of infrared cameras is too high.

Each scenario has a specific role that simply results in utilized parameters.
For instance, if the movement detection is a key issue, classification methods are
redundant. SmartMonitor is planned to work in four independent modes:

– Scenario A: Home/surrounding protection against unauthorized intrusion,

– Scenario B: Supervision over ill person,

– Scenario C: Crime detection,

– Scenario D: Smoke and fire detection.

Scenario A is very similar to the scenarios realized in the traditional monitoring
system that induces the alarm in the case of any detected movement. However, in
the developed system we will introduce basic classification that will determine
whether the moving object is a human or not. Then, object size could be a
classification condition. In this mode, the main goal of the image analysis will
be to indicate suspicious objects. Weather conditions will have to be taken into
consideration as well.

In scenario B the movement and the behaviour will be analysed. Sudden
changes in object features will be detected. That will concern e.g. a shape change
or a lack of movement. Ill person supervision mode will utilize tracking without
classification. Then, image analysis will aim at identifying possible untypical
behaviour, e.g. diabetic fainting caused by low blood sugar level. The key issue
will be to recognize afall as well.

The third scenario is similar to the previous one – interiors will be monitored
as well. Sudden changes in object trajectory and appearance that could indicate
suspicious behaviours will be detected, such as raising hands up. Scenario C
could be used for monitoring small shops or offices in the attack situations when
the offender prevents from activating the alarm. System could recognize a danger
and send information as well as camera image to the security services.

The last scenario is an additional one. System could work inside as well as
outside the building where the lighting is changeable. The main task will be to
detect the movement of specified objects with defined sizes and features (smoke
and fire). The classification without tracking will be performed.

Such classification of scenarios makes it possible to select particular algorithms
aimed at specific needs, thus it can help in tuning the whole system in order to
make it much more precise. It means, that the system aimed at supervising
potentially ill persons will not detect crime situations, while a guarding system
will not be targeted at detecting fainting.
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4 Description of the Experiments and Exemplary Results

A common task for all scenarios will be the analysis of video sequences captured
by cameras placed in various locations such as apartments, shops, gardens or
different types of buildings and their surroundings. In order to perform the de-
velopment of the system it is very important that the test database reflects real
situations in which the system will finally work. Despite many benchmark solu-
tions (e.g. [10–12]) there is no publicly available database that is universal, free
of charge and meets system requirements in full. They usually concern specified
applications and situations. Therefore, a set of video sequences containing real
scenes that match the system parameters and planned scenarios was prepared.

Some experiments were carried out in order to explore the efficiency of selected
algorithms. We present the results of foreground mask extraction that was

Fig. 2. Sample experimental results for scenario A – a person crossing the garden (the
description is given in the main text)

Fig. 3. Sample experimental results for scenario B – a person that is falling down (the
description is given in the main text)
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Fig. 4. Sample experimental results for scenario C – an attack situation (the description
is given in the main text)

performed with the use of GMM background modelling method and the results
of false object removal based on HSV and YIQ colour models analysis and mor-
phological operations. Figures 2, 3 and 4 provide the results for sample frames
and for scenario A, B and C respectively. Every following figure contains: (a)
original image, (b)background image for Y component (luminance), (c) back-
ground image for Hcomponent (hue), (d) foreground image for Y component,
(e) foreground image for H component and (f) a final foreground mask after
false objects removal.

The experiments performed so far gave very promising results. Moving people
were detected and extracted properly. Some additional regions that appeared on
foreground masks were not taken into consideration on the basis of threshold
values that determine minimal size. Binary form of the final image simplifies the
application of shape measurements and basic classification.

5 Conclusions

In this paper the concept of SmartMonitor system was introduced. We provided
basic information about planned system parameters and scenarios. Each sce-
nario will determine the way the system will work, its functions and utilized
algorithms. A brief review of intelligent monitoring methods as well as specified
algorithms that are usually used was included as well. Some of them became very
useful for SmartMonitor. Despite the fact that the system is being currently in-
vestigated and developed, some experimental results were presented.

Final version of SmartMonitor system will utilize commonly available hard-
ware – personal computer and digital camera. That will give better image quality
and faster data transmission. Moreover, some methods for reducing computation
time could be introduced as well. That includes e.g. the limitation of the region
that is under analysis. These all factors will influence the product availability
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and affordability for particular users. The most important advantage of the sys-
tem will be the elimination of human factor – system will work independently,
without human involvement. Only the initial system calibration will require it.
However, that will be a benefit as well. The calibration will allow for setting
individual safety rules that will be adjusted to the situation, monitored people
and areas.

Since the system is not finished yet, a lot of future work can be done in order
to prepare the final product version. Our aim is to utilize methods as simple
as possible but also the most efficient ones. Nevertheless, in some cases more
sophisticated algorithms can be taken into consideration, e.g. Histogram of Ori-
ented Gradients (HoG). It detects and extracts objects from static images what
is associated with detailed classification. HoG could be introduced to the system
with some modifications and on several conditions, e.g. with time interval and
on limited region. Additionally, it is important to define a group of methods for
describing object features, e.g. using several shape, texture or colour descriptors.
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