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Abstract. Owl Positioning System (OwlPS) is an indoor positioning
system based on the IEEE 802.11 radio network (Wi-Fi). Since 2004,
our team OMNI develops and experiments various techniques (both from
the literature and from our own work) for indoor and outdoor position-
ing. We mainly exploit signal strength fingerprinting and indoor prop-
agation models, helped by information such as the building’s map, the
mobile’s path, etc. The latest version of the system (v1.2) includes a
self-calibration mechanism, that avoids the time-consuming manual fin-
gerprinting phase and allows taking into account dynamically the changes
of the environment (human, climatic, etc.) when computing the location
of the mobile terminals.

1 Introduction

In order to have good positioning accuracy indoors, one can develop a system
using line-of-sight methods such as light (visible or not: infrared, laser. . . ) or
ultrasound. However, if there are obstacles between the sender and the receiver,
it is required to use a medium that is able to go through them, such as radio
waves. All the techniques based on radio signals have a relatively bad accuracy
in heterogeneous environments such as buildings, because of the many obstacles
that modify the waves’ characteristics due to physical phenomena such as re-
flection, absorption, refraction and diffraction. Much work has been conducted
in the last few years to define a radio-based positioning technique which would
accurately estimate the position even in such heterogeneous environments.

Two techniques are commonly used to build an indoor positioning system
based on radio waves:

– propagation models, sometimes adapted for indoor environments [1,2], along
with geometrical methods such as trilateration or multilateration;

– fingerprint of the signal strength (SS) in the deployment area [3].

The propagation model-based systems are very fast to deploy but the position-
ing accuracy is weak. The fingerprinting method is quite slow to deploy, because
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it requires one to build a cartography of the SS in the deployment area be-
fore localising mobile terminals; however, the positioning accuracy can be quite
good, depending on the building complexity, the fingerprint meshing and the
positioning function.

We chose to work mainly with fingerprinting-based methods, which give good
results. The weak point of these approaches is the duration of the repository
construction, but it seems also to be the easiest task to automate; we propose
such an automation method in Section 2.4.

This paper is organised as follows: Section 2 presents the OwlPS platform in
detail, then we briefly explain the deployment made at the CIAmI Living Lab
during the EvAAL contest in Section 3; in Section 4 we present and discuss the
results obtained after the competition.

2 The OwlPS Platform

Owl Positioning System is a Wi-Fi-based, infrastructure-centred1 positioning
system developed at the University of Franche-Comté, which implements several
positioning algorithms and techniques. We first present its architecture and its
deployment process, then the positioning algorithms implemented, and finally
an explanation of the self-calibration mechanism.

2.1 Architecture

The OwlPS architecture, summarised in Fig. 1, is composed of several elements:

– Mobile terminals, such as laptops, PDAs, cell phones, hand-held game
consoles, etc., which are equipped with Wi-Fi cards. These run the owlps-
client software.

– Access points (APs), which capture the frames of the Wi-Fi network in
order to receive any positioning request transmitted by the mobiles. These
run the owlps-listener software, which uses the pcap library to capture the
IEEE 802.11 frames. The SS values are extracted from the Radiotap [4]
header of each frame, therefore the network interface’s driver must support
Radiotap2. It is possible to have as many APs as desired: as long as they are
only listening to the radio network, they do not cause any interference.

– The aggregation server, to which the APs forward the captured posi-
tioning requests; its task is to gather and format these requests. It runs the
owlps-aggregator software.

1 In an infrastructure-centred architecture, the elements of the infrastructure do the
measurements and compute the positions of the mobile terminals, as opposed to
a mobile-centred architecture in which the mobile terminals measure and compute
their own positions.

2 On Linux, only a few drivers such as ipw2200 or MadWifi used to support Radiotap,
but nowadays, thanks to the new mac80211 infrastructure of the Linux kernel, more
and more drivers are Radiotap-enabled [5].
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– The positioning server (or computation server), which computes the po-
sition of each mobile from the information forwarded by the aggregation
server, thanks to the owlps-positioner software.

Fig. 1. Hardware and software architecture of OwlPS

All the modules are implemented in C, except owlps-positioner, which is written
in C++. The system is designed and tested on GNU/Linux-based platforms3.
The owlps-client module is not mandatory, it can be replaced (for instance on
Java-based cell phones) by any software able to send a UDP packet following
the adequate data format.

Of course, a single machine can run several software modules; in general the
aggregation and computation modules are installed on the same host. Except
for owlps-positioner, the memory footprint of the modules is low enough to run
on most embedded hardware4. The hardware requirements of owlps-positioner
depend on the number of mobiles and APs, and on the positioning algorithm
selected. With a low workload (e.g. one mobile and six APs), it can run on a
low-end PC without difficulty.

With a high number of capture APs, it is possible to have more than one
aggregation server, each group of APs being configured to send the captured

3 The owlps-client and owlps-aggregator modules also build on BSD platforms. Some
parts of the network-related code of owlps-listener are Linux-specific, so it would
require a few adaptations to work on another operating system. owlps-positioner
builds on any UNIX-like platform with GCC 4.4 or later and the Boost libraries.

4 Around 27MB of virtual size (1MB of resident memory) for owlps-aggregator and
2.7MB (1.2MB resident) for owlps-listener.
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Fig. 2. Four-step process of the mobile’s position resolution

positioning requests to a given aggregation server. However, it is currently not
possible to have more than one positioning server in a single deployment area.

Fig. 2 summarises the four steps of the mobile’s position resolution:

1. The mobile submits a positioning request to the infrastructure. This request
consists of a group of identical UDP packets containing the local time on
the mobile terminal; when used to calibrate the system, it also contains the
current coordinates of the mobile. Fig. 3 describes the binary format of the
request packet.

2. Each AP capturing the positioning request extracts the corresponding SS.
Then it transmits to the aggregation server a UDP packet containing the
received mobile information, the received SS, the timestamp of reception on
the AP, and the mobile and AP MAC addresses.

3. The aggregation server receives the positioning requests forwarded by the
APs. It gathers those corresponding to the same couple {mobile MAC ad-
dress, request timestamp} and forwards them to the positioning server.

4. The positioning server analyses the information received from the aggrega-
tion server and computes the mobile’s position; the result is then sent to
the mobile, or processed in another way. Fig. 4 shows the various ways the
positioning server can provide the computed position to a user or another
software module.

2.2 Deployment

The deployment of the system is pretty straightforward, and includes the
following steps:
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Byte: 1 2 3 4 5 6 7 8

Offset: 0 Request type

8

Request time (seconds)16

24

32

40
Request time (nanoseconds)48

56
64 Direction Position X Position Y
72 Position Y (cont.) Position Z

Fig. 3. Binary format of a positioning/calibration request’s packet sent by the mobile,
as of OwlPS 1.2. The grey fields are always present; they correspond to a positioning
request (65 bytes). If the packet contains all the fields, it is a calibration request (78
bytes). All the fields must be encoded in the network’s endianess (big endian).

1. Deployment of the APs into the area. They must be able to communicate
with the aggregation server, either through a wired or wireless network.

2. Description of the hardware characteristics in the configuration files of the
positioning server: antenna gain, transmitted power, operating radio fre-
quency, coordinates of the fixed elements.

3. Description of the size and topology of the deployment area – optional,
depending on the algorithm used.

4. Manual off-line calibration (fingerprinting) – only if self-calibration is not to
be used (see Section 2.4).

2.3 Implemented Positioning Algorithms

When running the system, one must also choose at least one positioning al-
gorithm amongst those implemented in the positioning server. The algorithms
implemented in OwlPS 0.8 were described briefly and compared in [6]. Here is a
quick summary of the algorithms implemented in OwlPS 1.2:

– Nearest-neighbour in Signal Strength (NSS), based on RADAR [3], which is
a simple cartography-based algorithm.

– Trilateration using the propagation formula proposed by Interlink Networks
in [1].

– Trilateration using the FBCM [2,7] (Friis-Based Calibrated Model), which
adapts the propagation formula to better match the deployment area’s char-
acteristics, thanks to a minimal calibration.

– Basic FRBHM [8,7,9] (FBCM and Reference-Based Hybrid Model), that is a
combination of the NSS and the FBCM which allows to adapt dynamically
the propagation formula to the characteristics of the room where the mobile
terminal is supposed to be.

Since recent work has been mostly centred on the self-calibration, the support
for the Viterbi-enabled algorithms (NSS with Viterbi-like [10], Discrete and Con-
tinuous FRBHM [7,9]) was dropped as of OwlPS 1.0.
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OwlPS Positioner

Standard output

CSV file

UDP socket

EvAAL TCP socket

OwlPS UDP-to-HTTP

EvAAL SocketAdapter

Fig. 4. Output formats supported by OwlPS Positioner v1.2, including the output
developed for the EvAAL contest to connect with the SocketAdapter program provided
by the organisers. The OwlPS UDP-to-HTTP module is a minimalist HTTP server
that takes as input the results provided by the positioning server on a UDP socket,
and provides the last position of each mobile request; we use this module to develop a
Javascript monitoring program based on Google Maps.

2.4 Self-calibration

The OwlPS 1.2 release implements a self-calibration (or auto-calibration) mech-
anism that allows the system to be operational within a few minutes after its
deployment. Since the self-calibration is a continuous process, it also guarantees
that the system is aware of the modifications that occur in the radio environ-
ment.

For instance, if the number of people present in the building changes, if those
people move within the building, if furniture is moved, if the weather changes,
etc., the system will take into account the changes in order to maintain accuracy.
On the other hand, with static calibration, the positioning error can raise dra-
matically if the environment changes. Moreover, the auto-calibration process is
quick enough to allow the system to be aware of the short term modifications of
the environment, for example a door that is opened or closed, someone walking
through a corridor, etc.

When self-calibration is activated, the aggregation server sends the APs reg-
ular round robin orders to transmit an auto-calibration request. When receiving
such an order, an AP transmits a positioning request, as if it were a mobile ter-
minal, which will be intercepted by the other APs. The request is then processed
the usual way: it is transmitted by the APs to the aggregation server and, once
aggregated, to the positioning server.

The positioning server is then able to build a matrix S of the SS received by
each AP of index j from each AP of index i. If we note sTx,Rx the strength of
a signal from a transmitter Tx to a receiver Rx, and n the number of deployed
APs, the matrix S is defined as:
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∀i, j ∈ N, i �= j, i ≤ n, j ≤ n : Si,j = sAPi,APj (1)

An example of such a matrix is given in Fig. 5, for four APs.

-21 -60 -51

-23 -52 -73

-64 -55 -17

-49 -70 -19

AP
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AP

B
AP
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AP

D

AP
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AP
B

AP
C

AP
D

Tx
Rx

Fig. 5. Sample matrix of the SS received by each AP from each other, in dBm. As
shown, the signal is not necessarily symmetrical, i.e. the SS received by APA from
APB can be different than the SS received by APB from APA.

From the APs’ matrix S, and the APs’ description file (containing their co-
ordinates and hardware characteristics, see Section 2.2), the system builds a
geographical matrix, called G. Each element (i, j) of this matrix represents a
spatial coordinate (x, y) of the deployment area and contains an extrapolation
of the real SS values of S, that is the SS received from a virtual mobile terminal
M located in (x, y) by each of the APs:

Gi,j = {sM,AP1 ; sM,AP2 ; . . . ; sM,APn} (2)

Note that x and y are the geographical coordinates (real numbers) of the virtual
mobile M , but this position is stored in the matrix as the element (i, j) (i and
j are integers). Fig. 6 gives an example of a geographical matrix.

As stated above, to create the element (i, j) of the matrix G, the positioning
server will generate one SS per AP. To generate the SS received by APA from
M , it first chooses, amongst all the other APs, the two that have the more acute
angles with the coordinates of APA and M . In Fig. 7, the coordinates of the APs
and virtual mobile are the following:

– APA: (1, 10),
– APB : (7, 10),
– APC : (1, 1),
– APD: (7, 1),
– M : (6, 8).

Thus, the angles formed by M , APA, and the other APs are the following (in
the angle notations, we shorten APX to X):
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Fig. 6. Sample geographical matrix of the deployment area, with four APs in the
corners. Each element of the matrix represents a geographical coordinate in the area.
The physical distance between two elements, in horizontal and vertical axis, is set by
the administrator when the system is deployed, depending of the area’s topology. For
the sake of clarity, we will consider here that two elements are separated by a distance
of 1 m both horizontally and vertically, but this distance can be set independently in
each axis.

– M̂AB � 22◦

– M̂AC � 68◦

– M̂AD � 34◦

Here we have M̂AB < M̂AD < M̂AC, therefore the two nearest APs in angle
are APB and APD.

A weight is then attributed to the two selected APs: the one with the most
acute angle will receive a higher weighting in the computation of the SS. The
reference angle B̂AD is the sum of M̂AB and M̂AD, which equals 56◦. M̂AD
(34◦) is approximately 61% of 56◦, therefore we attribute a weight WB = 61%
to APB , and APD is given a weight WD = 100 − 61 = 39%.

Once the two reference APs are selected and weighted, the SS can be com-
puted. The principle is to evaluate the quality of the link between the considered
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Fig. 7. Selection and weighting of the reference APs to compute the SS received by
APA from the virtual mobile M

AP (APA in our example) and the reference APs (APB and APD), and to use the
weights to estimate the quality of the link between APA and M . To evaluate the
link quality, the Friis transmission equation is used. The base equation in dBm
is shown in Equation 3 (the losses at the receiver and transmitter are ignored);
we then demonstrate that we can write the equation in such a way that the Friis
index N is computed in function of the other parameters (Equation 5).

Pr = Pt + Gt + Gr + 20 logλ − 20 log (4π) − 10 N log d (3)
10 N log d = Pt + Gt + Gr − Pr + 20 logλ − 20 log (4π) (4)

N =
Pt + Gt + Gr − Pr + 20 logλ − 20 log (4π)

10 log d
(5)

Where:

– Pr: power gathered on the reception antenna (dBm);
– Pt: power sent to the transmission antenna (dBm);
– Gr, Gt: reception and transmission antennas’ gains (dBi);
– d: distance travelled (metres);
– λ: wavelength (metres);
– N : Friis index (also called “path loss exponent”).
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Let d the distance between the considered AP (APA) and M . Let MX a virtual
mobile located at a distance d from APA, in the direction of APX . We use
Equation 5 to compute the Friis index NB, respectively ND, for the link APB →
APA, respectively APD → APA. As stated in the section 2.2, we already know,
from the file describing the APs’ hardware, the parameters Pt, Gr, Gt, and λ5;
the distance d between the two APs is computed thanks to their coordinates,
declared in the same configuration file, and Pr is the SS received by APA from
the other AP, read from the matrix S.

Then, thanks to Equation 3, we compute the SS that would be received by
APA from MB, respectively MD, using the Friis index NB, respectively ND.
The final SS for M as received by APA is the mean of the SS of MB and MD,
weighted according to the previously computed weights of APB (WB) and APD

(WD):

SSM =
SSMB × WB

100
+

SSMD × WD

100
(6)

The same process is repeated to generate the SS for each other AP at this position
(in our example: APB , APC and APD). Once a SS has been generated for each
AP, the coordinates of M are updated and the next element of the matrix G is
created. In the end, G is filled with generated “calibration measurements”, that
can be used by algorithms like the NSS, as a real (manual) calibration would be
used. Fig. 8 summarises the auto-calibration process.

Fig. 8. Summary of the auto-calibration process

5 The wavelength λ is computed from the propagation speed of the radio signal (we
use the speed of light in vacuum, c), and its frequency f : λ = c

f
.
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3 Deployment at the CIAmI Living Lab

We describe in this section the deployment of OwlPS at the CIAmI Living Lab in
Valencia, during the EvAAL competition. We deployed four Wi-Fi APs (Fonera
2.06 running the embedded Linux distribution OpenWrt), one in each corner of
the evaluation area (see Fig. 9). The APs include a Radiotap-enabled Atheros
Wi-Fi chipset, configured with the MadWifi tools [11].

6.
01

5

11.415

0,0
1

32

4

S

Fig. 9. Plan of the CIAmI Living Lab, with the four Foneras (blue numbered circles)
deployed in each corner of the area: (1) 0.30,0.30; (2) 0.30,5.70; (3) 11.11,5.70; (4)
11.11,0.30. The server (positioning and aggregation) is represented by the green “S”
circle (approximate position: 4.50,5.50).

The aggregation and positioning software modules are both installed on a
Lenovo Thinkpad X2007 running Debian GNU/Linux. The SocketAdapter pro-
gram provided by the organisers is used to send the results to the EvAAL evalua-
tion software. The located device is another Fonera, powered by a small battery.
6 Atheros AR2315 running at 180 MHz, 32 MB RAM, 8 MB storage.
7 Intel Core 2 Duo P8400 running at 2.26 GHz, 2 GB RAM.
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All the modules communicate through an IEEE 802.11 ad-hoc network; this is
possible because the Wi-Fi interfaces of the APs support running several modes
(here ad-hoc and monitor) simultaneously. If the Wi-Fi interfaces were single-
mode only, we would have needed to use the wired (Ethernet) network, or to
add a second Wi-Fi interface to the APs8.

The self-calibration is activated, with one auto-calibration request every 320
ms, i.e. each AP sends a request every 1280 ms. The positioning server computes
the results using the NSS algorithm.

4 Competition Results’ Discussion

The scores obtained by OwlPS during the EvAAL 2011 contest are given in
Table 1.

Table 1. Scores obtained by OwlPS and average of the scores of the six competitors.
As a reminder, the EvAAL scores range from 0 to 10.

Criterion OwlPS Average
Accuracy 1.3653 4.2311
Availability 9.4337 6.5147
Installation complexity 8.4733 5.8822
User acceptance 6.5 6.2083
Integrability in AAL 1 5.5833
Final score 4.85 5.0067

Undoubtedly, the main strengths of OwlPS are its high positioning rate and its
quick deployment procedure, hence the scores in the availability and installation
complexity criteria. There is not much to say about the availability of the system;
the maximum score was not reached most likely because of a few packet losses,
or maybe some desynchronisations between OwlPS and the evaluation system.

The initial deployment of the system in the living lab took only 7 minutes
with one single operator, which would have allowed a score of 10 in installation
complexity. Unfortunately, a software bug appeared in the first run of the eval-
uation, causing the results provided by the positioning server to be completely
aberrant. Patching the software to fix the bug took approximately 10 more min-
utes, which of course were added to the deployment time, for a total of about
17 minutes, therefore the score was lowered.

OwlPS requires the person being localised to carry a Wi-Fi-enabled device.
During the competition, this device was a Wi-Fi router with a belt clip, powered
by a small battery. In a real-life deployment, a device such as a smartphone would
be used, which has been judged quite acceptable by the evaluation committee.
The drawback of this system is that it requires several APs to be deployed across
8 The Fonera 2.0 has a USB port, in which we could plug an additional USB Wi-Fi

interface.
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the user’s house, but this has not be seen as a major drawback. The score of
user acceptance obtained is just above average.

The two serious flaws of OwlPS are its accuracy and its integrability. OwlPS is
an experimental research project, and is mainly developed by only one program-
mer; since it is not a commercial product, only what is strictly necessary from a
research support point of view is developed. Therefore, it does not conform with
most of the criteria defined by the organisers for the integrability in AAL.

Monitoring. There is no pre-made monitoring tool. It would be possible (and
actually quite easy) to use well-known monitoring tools such as Nagios, de-
ploying SNMP agents on the APs and servers. However, it is true that it it
not a turnkey solution, and a monitoring configuration could be provided to
help the system administrator.

Documentation. The OwlPS source code is essentially self-documented; in
the positioning server code, Doxygen-style comments are used to allow the
generation of a documentation in a more readable format (HTML, LATEX,
man pages, etc.). A rather complete user documentation exists for OwlPS
0.8 [12] (in French), but it is not totally up-to-date with OwlPS 1.2.

External library. There is no software library allowing one to easily receive
and interpret the positioning results in an external program. However, the
positioning server can provide the results in several ways (as shown in Fig.
4), and it is quite easy to add new output formats; as an example, the code
of the OutputTCPSocketEvaal C++ class added in the positioning server to
participate in the contest is only 130 (real) lines long. Moreover, the CSV
format used in the CSV and UDP outputs can be easily parsed with any
programming language. We plan to add the support of XML for the output,
so that it would be even easier to implement a parser, thanks to an XML
schema.

Open Source. Finally, the OwlPS code is not public; it was planned to release
it under a free software license before the summer of 2011 (i.e. before the
competition), but the process is currently on hold since we are engaged in a
technology transfer program.

The accuracy score is computed by averaging the scores of the two phases of the
evaluation.

Phase 1: the positioning system has to guess the area of interest (AOI) where
the user is standing; OwlPS guessed correctly in 27.31% of the cases, which
gives a score of 2.731 (see Table 2).

Phase 2: the user goes through a “random” path, and the system outputs an
estimation of its position in real time, the evaluation criterion being the
euclidean distance error of the estimated position; for OwlPS, the global
75th percentile of error is above 4 metres, which gives a score of 0 (see
Table 3).
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Table 2. Accuracy results for the phase 1 (areas of interest). Number of times the AOI
guessed by OwlPS Positioner matches or does not match the AOI where the user is.

Matches Misses Total
222 591 813

27.31% 72.69% 100%

Table 3. Accuracy results for the phase 2 (random path). Mean error (in metres),
standard deviation and 75th percentile for the three routes of the second test of the
phase 2. For each route, the first two column show the error in X and Y, and the third
column the euclidean distance in the plan. The “Global” columns are for all the values
in the three routes taken together.

Route 1 Route 2 Route 3 Global
X err. Y err. Err. X err. Y err. Err. X err. Y err. Err. X err. Y err. Err.

Mean 2.23 2.58 3.63 3.61 1.03 3.94 2.56 1.85 3.43 2.95 1.65 3.70
Std. 1.58 1.29 1.62 2.22 1.13 2.19 1.78 1.37 1.80 2.04 1.39 1.96
75th 2.63 3.84 4.63 5.22 1.05 5.22 3.71 3.41 4.83 3.76 2.98 4.89

If the accuracy of OwlPS is far from perfect, we can say that such results make
the system pretty usable in most indoor positioning scenarios. With a mean
error below 4 metres, and a 75th percentile of error below 5 metres, the room in
which the user is can be determined without error in most cases. In addition, the
standard deviation is relatively low, with a maximum error, all three routes taken
together, of 9.44 metres. It is true however that this precision is not sufficient
in scenarios such as activity recognition, in which the system needs to estimate
the position with a precision of at least one metre, to be able to determine in
which area of a room the user is and what he is likely to do; an estimation of
the user’s orientation would also help in such scenarios.

5 Conclusion

In this paper, we presented the main features of OwlPS, our Wi-Fi-based, infras-
tructure-centred, indoor positioning system. Its most interesting features include
a scalable and flexible architecture, the use of standard and low-cost hardware,
and above all a fast deployment and a low cost of maintenance thanks to its
self-calibration mechanism.

The positioning software module is designed to be modular, so it is easy to
implement additional positioning techniques, output formats, etc. It is also able
to generate results for several positioning algorithms from the same input data,
so it is really simple to compare objectively the results.

With a final score of 4.85, OwlPS is just below the average of the EvAAL
competitors. There is a huge progression margin in the integrability and accuracy
criteria. The former would require some work to make the system more turnkey:
new output formats, software packages to ease the installation, comprehensive
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documentation to help the administrator during configuration, tools to monitor
the infrastructure devices, etc.

We identified that the accuracy problem comes from the similarity algorithm
of the nearest neighbour function. Indeed, during the positioning phase the po-
sitioning server chooses in the SS cartography the point that is the most similar
to the current SS measurement from the mobile terminal. But it often happens
that several points of the cartography are considered as similar, even though
their geographical coordinates are far from each other. We are currently working
on improving this function, by introducing new similarity algorithms based on
probabilities.

However, it is to be noted that the self-calibration mechanism fulfils its goal,
which is to allow a very quick deployment of the system without degrading
significantly the accuracy and the positioning rate. This is highlighted by the
good scores obtained in the installation complexity and availability criteria.

In the current and former deployments of OwlPS, we set up the APs so that
they form a convex polygon, in which the mobile terminals are supposed to be
most of the time. This is an intuitive way to deploy, but it is not proven to be
the best choice. Ongoing work include optimisation of both the Wi-Fi coverage
offered to the mobile terminals and the positioning accuracy.

Future work will also bear scalability improvements, for example by allowing
several positioning servers to be used in a single deployment, or limiting the
network traffic.
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