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Abstract. Patch-based label fusion methods have shown great potential in  
multi-atlas segmentation. It is crucial for patch-based labeling methods to de-
termine appropriate graphs and corresponding weights to better link patches in 
the input image with those in atlas images. Currently, two independent steps are 
performed, i.e., first constructing graphs based on the fixed image neighbor-
hood and then computing weights based on the heat kernel for all patches in the 
neighborhood. In this paper, we first show that many existing label fusion me-
thods can be unified into a graph-based framework, and then propose a novel 
method for simultaneously deriving both graph adjacency structure and graph 
weights based on the sparse representation, to perform multi-atlas segmentation. 
Our motivation is that each patch in the input image can be reconstructed by the 
sparse linear superposition of patches in the atlas images, and the reconstruction 
coefficients can be used to deduce both graph structure and weights simulta-
neously. Experimental results on segmenting brain anatomical structures from 
magnetic resonance images (MRI) show that our proposed method achieves 
significant improvements over previous patch-based methods, as well as other 
conventional label fusion methods. 

1 Introduction 

Automatic and accurate image segmentation is a critical step for many clinical studies 
in computational anatomy, including pathology detection and brain parcellation, etc. 
Recently, multi-atlas based segmentation methods have shown great success in seg-
menting brain into anatomical structures. There are two major steps in multi-atlas 
based segmentation, i.e., image registration and label fusion.  In the first step, it reg-
isters each atlas image to the input image and further warps the corresponding label 
map by following the same estimated deformation field. Then, in the second step, it 
combines the multiple propagated labels from different atlases to obtain the final la-
bels of the input image by some heuristics. We focus on label fusion in this study.  

A number of label fusion strategies have been proposed for multi-atlas based seg-
mentation. For example, majority voting (MV) and weighted MV are widely used in 
medical image segmentation. In [1], various weighting strategies were categorized 
into two groups, i.e., global weighted voting and local weighted voting, and it was 
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shown that the local weighted voting method outperforms the global one when seg-
menting high-contrast brain structures. Recently, besides weighting, some more  
advanced learning techniques have also been developed for further improving per-
formance of label fusion. In [2], a probabilistic label fusion method was proposed to 
explicitly model the relationship between the atlas and the input image. In [3], a re-
gression-based label fusion method was proposed to use the correlations between 
results from different atlases. In [4], a labeling confidence was estimated based on 
forward and backward k-nearest neighbor search to guide the subsequent sequential 
label fusion. 

On the other hand, most of the above label fusion methods only consider one can-
didate on each atlas image when labeling a voxel in the input image, under the impli-
cit assumption that the input and atlas images should be well registered, i.e., through a 
non-rigid registration. More recently, inspired by the success of non-local strategy and 
patch-based method in imaging applications, e.g., image denoising [5], patch-based 
label fusion that does not require any non-rigid registration was independently pro-
posed in [6] and [7], respectively. Here, the main idea is to allow multiple candidates 
(usually in the neighborhood) on each atlas image and to aggregate them based on 
non-local mean. It is crucial for the patch-based label fusion method to determine the 
appropriate graphs and corresponding weights to better link patches in the input im-
age with patches in the atlas images. At present, the graph construction processes are 
generally divided into two independent steps, i.e., first manually constructing graphs 
based on the fixed image neighborhood and then computing weights based on the heat 
kernel for all patches in the neighborhood.  

In this paper, we show that many existing label fusion methods, including the 
patch-based method, can be unified into a graph-based framework, with differences in 
different definitions on the graph adjacency structure and graph weights. Furthermore, 
we propose a novel graph construction method for patch-based label fusion by using 
sparse representation. Here, our motivation is that each patch in the input image can 
be reconstructed by the sparse linear superposition of patches in the atlas images. 
Then, the reconstruction coefficients, which can be gotten by solving an ݈ଵ -norm 
regularized linear regression problem, will be used to deduce the graph adjacency 
structure and the graph weights simultaneously. It is worth noting that due to the use 
of ݈ଵ-norm, a lot of coefficients will have zero values, i.e., sparse patches are selected 
for subsequent label fusion. To the best of our knowledge, no previous works have 
used sparse representation for multi-atlas label fusion, although it has achieved great 
successes on a number of other applications such as face recognition [8]. We will 
apply our proposed sparse patch-based label fusion method for segmenting brain ana-
tomical structures from magnetic resonance images (MRI). 

2 Graph-Based Framework for Label Fusion 

We follow the notations in [7]. Let ܣ be an anatomy textbook (or atlas) containing a 
set of atlas images and label maps, denoted as ሼሺܫ௜, ,௜ሻܮ ݅ ൌ 1, … , ݊ሽ. Given an input 
image ܫ, we construct a weighted graph ܩ௜ between voxels ࢞ of input image ܫ and 
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voxels ࢟  of each atlas image ܫ௜ , along with corresponding weight ݓ௜ሺ࢞, ࢟ሻ , for ሺ࢞, ࢟ሻ Ԗ Ωଶ where Ω denotes the image domain. Once we have obtained the graph 
weights, we can perform label fusion for voxel ࢞ of input image ܫ as below: 

ሺ࢞ሻܮ  ൌ ∑ ∑ ,௜ሺ࢞ݓ ࢟ሻܮ௜ሺ࢟ሻ࢟஫Ω௡௜ୀଵ∑ ∑ ,௜ሺ࢞ݓ ࢟ሻ࢟஫Ω௡௜ୀଵ , ࢞׊ Ԗ Ω. (1) 

We will show that many existing label fusion methods, e.g., majority voting (MV), 
and patch-based method (PBM), can be derived from Eq. 1, by using different defini-
tions for graph weights. 

1) Majority Voting (MV): We can get the label fusion rule for majority voting from 
Eq. 1, if we define the following graph weights: 

,௜ெ௏ሺ࢞ݓ  ࢟ሻ ൌ ൜1, ׊ ሺ࢞, ࢟ሻ Ԗ Ωଶ and ࢞ ൌ ࢟;0, .݁ݏ݅ݓݎ݄݁ݐ݋  (2) 

2) Patch-Based Method (PBM): We can get the label fusion rule for patch-based 
method from Eq. 1, if we define the following graph weights: 

 

,௜௉஻ெሺ࢞ݓ  ࢟ሻ ൌ ۔ۖەۖ
ۓ ݃ ቌ∑ ൫ܫሺ࢞ᇱሻ െ ,௜ሺ࢟ᇱሻ൯ଶ࢞ᇲ஫௉಺ሺ࢞ሻܫ ࢟ᇲ஫௉಺೔ሺ࢟ሻ݄ ௣ ቍ ,ሺ࢞ ׊           , ࢟ሻ Ԗ Ωଶ and ࢟ Ԗ ௜ܰሺ࢞ሻ;0,     ݁ݏ݅ݓݎ݄݁ݐ݋.  

 

(3) 

Where ௜ܰሺ࢞ሻ denotes the neighborhood of voxels ࢞ in the atlas image ܫ௜; ூܲሺ࢞ሻ and ூܲ೔ሺ࢟ሻ denote the patch centered at voxel ࢞ in the input image  ܫ and the patch cen-
tered at voxel ࢟ in the atlas image ܫ௜; ݃ is a smoothing kernel function (in PBM, the 
heat kernel ݃ሺݖሻ ൌ ݁ି௭ was used), and ݄௣ is the kernel width.  

It is worth noting that the constructed graph and its corresponding weights essen-
tially determine the label fusion rule of a certain method, which inspires us to seek 
other graph construction ways in order for devising new label fusion methods. 

3 Sparse Patch-Based Method 

Inspired from the discriminating power of sparse representation which has been vali-
dated on other tasks such as face recognition, we propose to reconstruct each patch in 
the input image by the sparse linear superposition of patches in the atlas images. 
Then, the reconstruction coefficients of those patches are used to deduce the graph 
adjacency structure and the graph weights simultaneously.  

Following the notations in Section 2, given a set of atlas images and label maps ሼሺܫ௜, ,௜ሻܮ ݅ ൌ 1, … , ݊ሽ, for each voxel ࢞ of input image ܫ and each voxel ࢟ Ԗ ௜ܰሺ࢞ሻ in 
atlas image ܫ௜ , we want to automatically optimize the weight ݓ௜ሺ࢞, ࢟ሻ  based on 
sparse representation. 
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Denote ܣ௜࢟ ؜ ௜ሺ࢟ᇱሻ| ࢟ᇱԖܫ൫൛݈݋ܿ ூܲ೔ሺ࢟ሻൟ൯ as a patch vector corresponding to ூܲ೔ሺ࢟ሻ, 
and ܾ࢞ ؜ ሺ࢞ᇱሻ|࢞ᇱԖܫሺሼ݈݋ܿ ூܲሺ࢞ሻሽሻ as a patch vector corresponding to ூܲሺ࢞ሻ, where ݈ܿ݋ 
is an operator which aligns all elements in a set into a column vector. Then, for each ࢞ Ԗ Ω, we optimize the following objective function to get the graph weights ݓ௜ሺ࢞, ࢟ሻ, 
for each ࢟ Ԗ ௜ܰሺ࢞ሻ and ݅ ൌ 1, … , ݊: 

 

 minሼ௪೔ሺ࢞,࢟ሻሽ  12 ะ෍ ෍ ௜࢟ܣ ,௜ሺ࢞ݓ ࢟ሻ െ ܾ࢞࢟஫ே೔ሺ࢞ሻ
௡

௜ୀଵ ะଶ
ଶ ൅ ߣ ෍ ෍ ,௜ሺ࢞ݓ| ࢟ሻ|࢟஫ே೔ሺ࢞ሻ

௡
௜ୀଵ . (4) 

 
The intuition of Eq. 4 is to sparsely reconstruct the patch vector ܾ࢞ in the input image 
using by patch vectors  ܣ௜࢟   in the atlas images. Specifically, the function of the first 
term of Eq. 4 is to minimize the reconstruction error, while the second term, which is 
equivalent to the ݈ଵ-norm, requires a sparse solution. The regularization parameter ߣ 
balances the relative contributions of the two terms and also controls the ‘sparsity’ of 
the linear model.  

Furthermore, Eq. 4 can be simplified into the following equivalent form: 

 min௪࢞   12 ԡ࢞ݓܣ െ ܾ࢞ԡଶଶ ൅  ԡଵ. (5)࢞ݓԡߣ

where ࢞ݓ ؜ ,௜ሺ࢞ݓሺሼ݈݋ܿ ࢟ሻ|࢟Ԗ ௜ܰሺ࢞ሻ, ݅Ԗሼ1,2, … , ݊ሽሽሻ , and ܣ  is defined as ܣ ௜࢟ܣ൫൛ݓ݋ݎ؜ |࢟Ԗ ௜ܰሺ࢞ሻ, ݅Ԗሼ1,2, … , ݊ሽൟ൯ where ݓ݋ݎ  is an operator which aligns all ele-
ments in a set into a (block) row vector. Note that since ܣ௜࢟  is a column vector, align-
ing ܣ௜࢟  with the operator ݓ݋ݎ will lead to a matrix ܣ. Eq. 5 is a standard ݈ଵ-norm 
optimization problem (with the same form as the Lasso method [9]), which can be 
efficiently solved by a number of existing optimization software [10]. It is worth 
nothing that a non-negative constraint is required on weight ݓ௜ሺ࢞, ࢟ሻ in this study. 

Once we have obtained the graph weights ݓ௜ሺ࢞, ࢟ሻ by solving Eq. 4 (or 5), we can 
perform the label fusion process using Eq. 1, to get the propagated label ܮሺ࢞ሻ for 
each voxel ࢞ in the input image ܫ. Note that generally ܮሺ࢞ሻ takes a continuous val-
ue, e.g., a value between 0 and 1 for binary segmentation (i.e., two classes with labels 
0 and 1). We focus on binary segmentation in this paper. To get the final label, we use 
the following equation, for each ࢞ Ԗ Ω: 

 Γሺ࢞ሻ ൌ ൜1, ሺ࢞ሻܮ ൒ 0.5;0, .݁ݏ݅ݓݎ݄݁ݐ݋  (6) 

4 Experiments 

In this section, we evaluate the performance of our proposed sparse-patch based me-
thod (SPBM) on segmenting brain anatomical structures, i.e., region-of-interests 
(ROIs), from the MR brain images of NA0-NIREP database [11]. We compare our 
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method with other label fusion methods, including majority voting (MV), local 
weighted voting (LWV), STAPLE [12], and patch-based method (PBM) [6, 7]. 

4.1 Dataset and Experimental Settings 

The NA0-NIREP dataset [11] used for evaluation consists of 16 annotated MR im-
ages, including 8 normal adult males and 8 females. The 16 MR images have been 
manually segmented into 32 ROIs. The MR images were obtained in a General Elec-
tric Signa scanner operating at 1.5 Tesla, using the following protocol: SPGR/50, TR 
24, TE 7, NEX 1 matrix 256 × 192, FOV 24 cm.  

For evaluation, a random sampling of approximate two thirds (i.e., 11) of the total 
16 MR images in NA0-NIREP dataset are used as atlases and the rest 5 images are 
used as input images. 10 independent runs are performed and the averaged results are 
reported. We segment the input images using different multi-atlas label fusion me-
thods, and then measure their performances using the Dice overlap, defined as ݁ܿ݅ܦሺܵ௔, ܵ௕ሻ ൌ 2|ܵ௔ܵځ௕|/ሺ|ܵ௔| ൅ |ܵ௕|ሻ, where the symbol ځ denotes the overlap-
ping voxels between the two segmentations, and |ܵ| denotes the number of voxels of 
the corresponding segmentation. 

In LWV, PBM and our SPBM, there is a common parameter, i.e., the size of 
neighborhood region ܰ or ௜ܰ. In our experiments, a neighborhood size of 5 ൈ 5 ൈ 5 
is used for all the three algorithms. On the other hand, both PBM and SPBM have 
another common parameter, i.e., the size of patches ூܲ  and ூܲ೔. In our experiments, 
following [7], a small size of patches (i.e., 3ൈ 3 ൈ 3 voxels) is used for both methods. 
Besides, both LWV and PBM adopt the heat kernel, and the corresponding kernel 
widths ݄௪  and ݄௣  are estimated based on the minimal distances between region ܰሺ࢞ሻ and regions ௜ܰሺ࢞ሻ (݅ ൌ 1, … , ݊), and between patch ூܲሺ࢞ሻ and patches ூܲ೔ሺ࢟ሻ 
(࢟ Ԗ ௜ܰሺ࢞ሻ and ݅ ൌ 1, … , ݊), for LWV and PBM, respectively. Similar strategy has 
also been used in [6]. We use the SLEP software [10] to solve the ݈ଵ-norm optimiza-
tion in Eqs. 4-5, and the parameter ߣ is set as 0.01ߣ௠௔௫, where ߣ௠௔௫is automatically 
computed by the program, and it denotes the maximal value of λ, above which shall 
lead to the zero solution.  

4.2 Comparison on Segmentation Results  

We first compare the segmentation results of different multi-atlas label fusion algo-
rithms on NA0-NIREP. It is worth noting that we focus on binary segmentation, and 
thus in our experiments for each method we perform 32 independent binary segmen-
tations corresponding to 32 ROIs. At each segmentation corresponding to a certain 
ROI, we set the (ground truth) label of a voxel as 1 if it belongs to the ROI, and 0 
otherwise. Table 1 gives the segmentation results measured by Dice overlap using 
five different methods on different ROIs of brain. 

As can be seen from Table 1, our SPBM method achieves the best performance 
among all five methods on segmenting nearly all brain ROIs. Specifically, it outper-
forms MV, STAPLE and LWV on all 32 brain ROIs, and PBM on 30 of 32 ROIs. We 
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also compute the averaged Dice overlap of different methods across 32 ROIs, and the 
results are 53.6%, 56.9%, 68.0%, 73.6% and 75.6%, for MV, STAPLE, LWV, PBM 
and SPBM, respectively. These results show that in average our method achieves 2.0 
percent improvement over the conventional PBM, and both patch-based method (in-
cluding PBM and SPBM) significantly outperform the other label fusion methods, 
which validate the advantage of using the one-to-many correspondence strategy in the 
patch-based methods over the use of conventional one-to-one correspondence strategy 
in the non-patch-based methods. Tables 1 also indicates that by considering the image 
information through local weighting, LWV achieves a big improvement than MV and 
STAPLE which do not use image information in label fusion, but is still much inferior 
to the patch-based methods (including both PBM and SPBM) due to the use of one-
to-one correspondence.  

Tables 1 also show that there exist great differences on performances of five me-
thods across different ROIs. For example, the differences between results on L insula 
gyrus (one of the best segmented ROI) and those on L postcentral gyrus (one of the 
worst segmented ROI) are 30.1%, 22.6%, 22.4%, 21.5% and 21.8%, for MV, 
STAPLE, LWV, PBM and SPBM, respectively. Clearly, these results show that seg-
menting the latter brain structure is more challenging than segmenting the former 
brain structure.  

Finally, in Fig. 1 we visually plot the segmentation results of five methods on seg-
menting L insula gyrus. For comparison, we also show the original image and corres-
ponding ground truth. As can be seen from Fig. 1, our SPBM method achieves the 
best visual quality of segmentation results among the five methods. 

4.3 Comparison on Graph Weights 

In this experiment, we compare the graph weights gotten by different graph-based 
label fusion methods. Because the graphs constructed by MV and LWV are very sim-
ple (i.e., one-to-one correspondence), we only compare the graph weights constructed 
from two patch-based methods, i.e., PBM and SPBM. To this end, in Fig. 2, we plot 
the graph weights constructed by both PBM and SPBM methods, for a ‘positive’ in-
put patch (i.e., centered voxel has a label of 1) on segmenting L insula gyrus. In  
Fig. 2, red lines denote the weights for ‘positive’ patches from 11 atlas images, while 
blue lines denote those for ‘negative’ patches (i.e., centered voxel has a label of 0), 
and the green lines denote the separation lines between different atlas images.  

As can be seen from Fig. 2, PBM obtains a dense graph even after the pre-selection 
of patches. This is because in some (especially smooth) regions, there may exist a 
number of adjacent patches that have high similarities to the input patch, and thus it is 
difficult to get a sparse graph through threshold on similarities. In contrast, SPBM get 
a very sparse graph by explicitly imposing the ‘sparsity’ constraint into the objective 
function. On the other hand, Fig. 2(b) indicates that SPBM also achieves a discrimi-
nating power by using sparse representation, which has been validated on other  
tasks, e.g., face recognition [8]. Specifically, Fig. 2(b) shows that the graph weights  
of SPBM for the current input patch are dominated by ‘positive’ patches. This  
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spontaneously-emerged discriminating power is very helpful for subsequent labeling, 
as shown in above results. 

Table 1. Segmentation results on different ROIs of brain, measured by Dice overlap (%) using 
five different algorithms. Results are presented in (left hemisphere - right hemisphere). 

Brain ROIs MV STAPLE LWV PBM SPBM 

Occipital lobe 52.1 - 55.2 58.5 - 61.7 69.3 - 74.9 73.6 - 79.6 77.3 - 81.2 

Cingulated gyrus 59.4 - 61.0 62.5 - 64.7 70.0 - 71.5 72.9 - 75.5 75.7 - 77.0 

Insula gyrus 65.6 - 69.0 64.0 - 67.1 74.3 - 76.3 77.8 - 80.3 82.3 - 84.0 

Temporal pole 59.7 - 65.4 62.0 - 65.9 73.2 - 78.0 76.6 - 81.6 78.6 - 81.9 

Superior temporal gyrus 48.0 - 43.8 52.5 - 52.9 62.6 - 64.3 67.2 - 70.0 73.1 - 72.2 

Infero emporal region 59.9 - 59.8 60.5 - 59.8 73.3 - 76.2 76.8 - 80.7 80.1 - 80.9 

Parahippocampal gyrus 64.6 - 70.4 61.2 - 63.7 73.4 - 77.5 77.3 - 82.1 79.9 - 82.5 

Frontal pole 62.8 - 62.5 63.6 - 58.9 75.3 - 74.7 81.0 - 81.6 80.6 - 79.6 

Superior frontal gyrus 52.6 - 53.0 55.7 - 55.1 69.7 - 69.5 74.4 - 74.6 76.0 - 75.3 

Middle frontal gyrus 53.4 - 48.7 55.3 - 55.1 68.2 - 65.9 72.7 - 70.7 74.9 - 71.7 

Inferior gyrus 47.2 - 44.8 49.7 - 53.6 64.1 - 62.8 69.9 - 67.8 71.7 - 69.5 

Orbital frontal gyrus 61.9 - 61.6 62.4 - 61.6 74.6 - 73.3 79.9 - 77.4 81.3 - 78.1 

Precentral gyrus 39.1 - 37.7 52.1 - 48.4 61.9 - 62.3 66.1 - 67.6 70.0 - 69.6 

Superior parietal lobule 42.5 - 46.2 49.8 - 51.9 62.4 - 64.2 67.3 - 69.4 69.8 - 72.2 

Inferior parietal lobule 49.7 - 50.6 53.4 - 54.8 64.3 - 67.8 68.9 - 73.0 72.4 - 73.3 

Postcentral gyrus 35.5 - 30.5 41.4 - 41.8 51.9 - 55.6 56.3 - 63.4 60.5 - 65.7 

5 Conclusion 

In this paper we proposed a novel sparse patch-based method (SPBM) for multi-atlas 
label fusion, based on sparse representation. We also show that the patch-based me-
thods as well as many existing methods can be unified into a graph-based label fusion 
framework, with different ways for graph construction. Different from the conven-
tional patch-based method (PBM) which constructs a graph and computes weights 
based on similarities between patches in the input image and the atlas images, our 
method automatically obtains the graph and weights by solving ݈ଵ optimization. Our 
experiments on segmenting brain anatomical structures on NA0-NIREP dataset show 

Fig. 1. Visual views on segmentation results of five different label fusion algorithms on L
insula gyrus   

original image   ground truth       MV          LWV            PBM          SPBM 
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that SPBM achieves up to 5.9 (and 2.0 in average) percent improvements over PBM, 
and significantly outperforms other label fusion methods. 
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