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Preface

The 2nd international workshop on Multimodal Brain Image Analysis (MBIA)
was held on October 1, 2012 in conjunction with the 15th international conference
on Medical Image Computing and Computer Assisted Intervention (MICCAI) at
the Nice Acropolis Convention Center, Nice, France, with the objective of mov-
ing forward the state of the art in analysis methodologies, algorithms, software
systems, validation approaches, benchmark datasets, neuroscience, and clinical
applications.

Brain imaging technologies such as structural MRI, diffusion MRI, perfusion
MRI, functional MRI, EEG, MEG, PET, SPECT, and CT are playing increas-
ingly important roles in unraveling brain structural and functional patterns that
give unprecedented insights into how the brain orchestrates an immense web
of intricate functions. It is widely held that these imaging modalities provide
distinctive yet complementary information that is critical to the understand-
ing of the working dynamics of the brain. However, effective processing, fu-
sion, analysis, and visualization of images from multiple sources are significantly
more challenging, owing to the variation in imaging resolutions, spatial-temporal
dynamics, and the fundamental biophysical mechanisms that determine the
characteristics of the images. The MBIA workshop is a forum dedicated to the
exchange of ideas, data, and software among researchers, with the goal of fos-
tering the development of innovative technologies that will propel hypothesis
testing and data-driven discovery in brain science.

This year the workshop received 23 submissions (including 7 invited papers).
Based on the scores and recommendations provided by the Program Committee,
which consists of 25 notable experts in the field, 19 papers were selected for poster
presentations. Out of these 14 were selected for podium presentation.

We are enormously grateful to the authors for their high-quality submissions,
the Program Committee for evaluating the papers, the presenters for their excel-
lent presentations, and all who supported MBIA 2012 by attending the meeting.

July 2012 Pew-Thian Yap
Tianming Liu

Dinggang Shen
Carl-Fredrik Westin

Li Shen
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Multimodal Neuroimaging Predictors

for Cognitive Performance Using Structured
Sparse Learning

Jingwen Yan1,2, Shannon L. Risacher1, Sungeun Kim1, Jacqueline C. Simon1,3,
Taiyong Li1,4, Jing Wan1,5, Hua Wang6, Heng Huang6,�, Andrew J. Saykin1,�,

and Li Shen1,2,5,�, for the Alzheimer’s Disease Neuroimaging Initiative��

1 Radiology and Imaging Sciences, Indiana University School of Medicine, IN, USA
2 School of Informatics, Indiana University Indianapolis, IN, USA

3 Biomedical Engineering and Mathematics, Rose-Hulman Inst. of Tech., IN, USA
4 Economic Info. Eng., Southwestern Univ. of Finance & Economics, Chengdu, China

5 Computer and Information Science, Purdue University Indianapolis, IN, USA
6 Computer Science and Engineering, University of Texas at Arlington, TX, USA

Abstract. Regression models have been widely studied to investigate
whether multimodal neuroimaging measures can be used as effective
biomarkers for predicting cognitive outcomes in the study of Alzheimer’s
Disease (AD). Most existing models overlook the interrelated structures
either within neuroimaging measures or between cognitive outcomes, and
thus may have limited power to yield optimal solutions. To address this
issue, we propose to incorporate an �2,1 norm and/or a group �2,1 norm
(G2,1 norm) in the regression models. Using ADNI-1 and ADNI-GO/2
data, we apply these models to examining the ability of structural MRI
and AV-45 PET scans for predicting cognitive measures including ADAS
and RAVLT scores. We focus our analyses on the participants with mild
cognitive impairment (MCI), a prodromal stage of AD, in order to iden-
tify useful patterns for early detection. Compared with traditional linear
and ridge regression methods, these new models not only demonstrate
superior and more stable predictive performances, but also identify a
small set of imaging markers that are biologically meaningful.

1 Introduction

Alzheimer’s disease (AD) is a neurodegenerative disorder characterized by grad-
ual loss of brain function, especially the memory and cognitive capabilities.

� Correspondence to Li Shen (shenli@iupui.edu), Heng Huang (heng@uta.edu), or
Andrew J. Saykin (asaykin@iupui.edu).

�� Data used in preparation of this article were obtained from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database (adni.loni.ucla.edu). As such,
the investigators within the ADNI contributed to the design and implemen-
tation of ADNI and/or provided data but did not participate in analysis
or writing of this report. A complete listing of ADNI investigators can be
found at: http://adni.loni.ucla.edu/wp-content/uploads/how to apply/ADNI
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Multimodal neuroimaging has been studied as a potential biomarker for early
detection of AD, since brain characteristics relevant to memory and cognitive de-
cline may be captured by magnetic resonance imaging (MRI) morphometry [5,7]
and positron emission tomography (PET) metabolism [8,11]. Regression models
have been used to study whether these neuroimaging measures can help predict
clinical scores and track AD progression [14, 17, 18, 20, 21, 25, 26].

Early studies focused on predicting selected cognitive scores one at a time us-
ing statistical learning approaches such as stepwise regression [17] and relevance
vector regression [14]. Recent studies employed advanced multi-task learning
strategies, aiming for performance enhancement via joint prediction of multi-
ple scores simultaneously. While �2,1-norm [20,21,25,26] was commonly used to
select features that could predict all or most clinical scores, a sparse Bayesian
method [18] was proposed to explicitly estimate the covariance structure among
multiple outcome measures and demonstrated improved prediction rates.

The studies mentioned above all analyzed the neuroimaging, biomarker and
cognitive data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
database [22,23]. The MRI, FDG-PET, and cerebrospinal fluid (CSF) biomarker
data from the ADNI-1 phase were used either individually (e.g., MRI [14,17,18,
20, 21], FDG-PET [17]) or jointly (e.g., MRI and FDG-PET [26]; MRI, FDG-
PET and CSF [25]) to predict selected cognitive scores from neuropsycholog-
ical tests such as Mini-Mental State Examination (MMSE) [14, 18, 20, 25, 26],
Alzheimer’s Disease Assessment Scale-Cognitive subtest (ADAS-Cog) [14,25,26],
Rey Auditory Verbal Learning Test (RAVLT) [14,17,18,20,21], and Trail-making
test (TRAILS) [18, 20].

Although some of the above methods considered the correlation among cog-
nitive measures, none modeled the interrelated structure within the predic-
tor variables. To address this issue, we propose to employ a new structured
sparse learning model called G-SMuRFS (Group-Sparse Multi-task Regression
and Feature Selection) [19] for multivariate regression of cognitive scores on neu-
roimaging data. Motivated by Lasso [16] and group Lasso [24], G-SMuRFS was
proposed by us in an imaging genetic application [19], where an �2,1-norm was
used to bundle all the outcome imaging measures together and a group �2,1-norm
(G2,1-norm) was used to model the block structure within genetic predictors.

In this study, we demonstrate the effectiveness of structured sparse learning
models (including �2,1-norm and G2,1-norm) by applying them to analyze the
new data collected at the ADNI-GO and ADNI-2 phases. In particular, we con-
centrate on the participants with mild cognitive impairment (MCI, thought to
be a prodromal stage of AD), including the newly enrolled cohort called early
MCI (EMCI) and the cohort of amnestic MCI (now referred to as late MCI, or
LMCI). In addition to the MRI data, we evaluate the predictive power of the
new AV45-PET data (for amyloid plaque imaging) available for all the ADNI-
GO/2 participants, as well as examine whether combining MRI and AV45-PET
can help improve the prediction performance. For comparison purpose, we also
conduct the same analyses on the MRI data of the ADNI-1 MCI cohort.
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Table 1. Participant characteristics

Category
ADNI-1 ADNI-GO/2
LMCI EMCI LMCI

Number 388 181 57
Gender(M/F) 250/138 105/76 32/25
Handness(R/L) 353/35 160/21 50/7
Baseline Age(mean±std) 74.8±7.4 70.6±7.4 72.6±7.7
Education(mean±std) 15.7±3.0 16.0±2.6 16.8±2.4

2 Materials and Methods

2.1 Imaging and Cognition Data

All the data used in this study are obtained from the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) database (adni.loni.ucla.edu). One goal of ADNI
has been to test whether serial MRI, PET, other biological markers, and clinical
and neuropsychological assessment can be combined to measure the progression
of MCI and early AD. For up-to-date information, see www.adni-info.org.

In this study, we first focus on analyzing the MRI and AV45-PET data ob-
tained at the ADNI-GO and ADNI-2 phases, and then conduct a similar analysis
on the ADNI-1 MRI data for performance comparison. All the participants with
a baseline diagnosis of MCI (EMCI or LMCI) are included in the study, including
388 from ADNI-1 and 238 from ADNI-GO/2 (Table 1). Corrected 3T structural
MRI scans [6], pre-processed AV-45 PET scans [9], and clinical and psychometric
performance data are downloaded from the ADNI website (adni.loni.ucla.edu).

Structural MRI scans are processed with voxel-based morphometry (VBM) in
SPM8 [1], as previously described [13]. Briefly, scans are aligned to a T1-weighted
template image, segmented into gray matter (GM), white matter (WM) and
cerebrospinal fluid (CSF) maps, normalized to MNI space, and smoothed with an
8mm FWHM kernal. All scans are also processed using automated segmentation
and parcellation using Freesurfer version 5.1 [2–4]. Using the regression weights
derived from the healthy control participants, VBM measures are pre-adjusted
for removing the effects of the baseline age, gender, education, and handedness,
and FreeSurfer measures are pre-adjusted for removing the effects of the baseline
age, gender, education, handedness, and intracranial volume (ICV).

AV-45 PET scans are pre-processed using techniques identical to the previ-
ously described techniques for processing of ADNI PiB PET scans [9]. Stan-
dardized uptake value ratio (SUVR) AV-45 PET images are created by intensity
normalizing to a mean cerebellar GM region of interest (ROI). Downloaded scans
are co-registered to the structural MRI scan from the corresponding visit and
normalized to MNI space using SPM8, as described previously [15]. Mean AV-
45 measures are calculated for seven ROIs, including frontal lobe, parietal lobe,
temporal lobe, occipital lobe, anterior cingulate, poster cingulate, and precuneus.

To sum up, we have 90 VBM measures (Table 2), 95 Freesurfer measures
(Table 2) and seven AV45 measures (Figure 7). Using these imaging measures as
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Table 2. MRI data: 95 Freesurfer measures and 90 VBM measures

Regional Group FreeSurfer Volume (29 in total)

Subcortical (temporal) AmygVol, HippVol

Subcortical (striatum/basal ganglia) AccumVol, CaudVol, PallVol, PutamVol

Subcortical (thalamus) ThalVol

Cerebellum CerebellCtx, CerebellWM

Ventricles InfLatVent, LatVent, CSF*

Corpus Collosum (WM) CC Ant*, CC Cent*, CC Post*,
CC MidPost*, CC MidAnt*

Brainstem BrainStem*

*Seven measures are unilateral.

Regional Group FreeSurfer Thickness (66 in total)

Frontal Lobe CaudMidFrontal, FrontalPole, La-
tOrbFrontal, MedOrbFrontal, ParsOper,
ParsOrb, ParsTriang, RostMidFrontal,
SupFrontal

Cingulate CaudAntCing, IsthmCing, PostCing, Ros-
tAntCing

Parietal Lobe InfParietal, Precuneus, SupParietal, Supra-
marg

Temporal Lobe BanksSTS, EntCtx, Fusiform, InfTemporal,
Lingual, MidTemporal, Parahipp, SupTempo-
ral, TemporalPole, TransvTemporal

Occipital Lobe Cuneus, LatOccipital, Pericalc

Sensory-Motor Cortex Paracentral, Postcentral, Precentral

Regional Group VBM GM Density (90 in total)

Subcortical (temporal) Amygdala, Hippocampus

Subcortical (striatum/basal ganglia) Caudate, Pallidum, Putamen

Subcortical (thalamus) Thalamus

Frontal Lobe InfFrontal Oper, InfOrbFrontal, MidFrontal,
InfFrontal Triang, MedOrbFrontal, Rectus,
MedSupFrontal, MidOrbFrontal, SupFrontal,
SupOrbFrontal, Rolandic Oper, SuppMo-
torArea

Cingulate AntCingulate, MidCingulate, PostCingulate

Parietal Lobe Angular, InfParietal, SupParietal, Precuneus,
Supramarg

Temporal Lobe (cortical) Fusiform, Heschl, Lingual, Olfactory,
Parahipp, InfTemporal, MidTemporal,
MidTempPole, SupTempPole, SupTemporal

Occiptal Lobe Calcarine, Cuneus, InfOccipital, MidOccipi-
tal, SupOccipital

Insula Insula

Sensory-Motor Cortex Paracentral, Postcentral, Precentral
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predictor variables, we perform regression analyses using the methods described
below for predicting two types of cognitive scores: (1) Alzheimer’s Disease As-
sessment Scale-Cognitive test (ADAS), where the response variable is the ADAS
total score; (2) Rey Auditory Verbal Learning Test (RAVLT), where the response
variables include RAVLT total score (TOTAL), 30 minute delayed recall total
score (T30), and 30 minute delayed recognition total score (RECOG).

2.2 Structured Sparse Regression Methods

Throughout this section, we write matrices as boldface uppercase letters and
vectors as boldface lowercase letters. Given a matrix M = (mij), its i-th row
and j-th column are denoted as mi and mj respectively. The Frobenius norm
and �2,1-norm (also called as �1,2-norm) of a matrix are defined as ||M||F =√∑

i ||mi||22 and ||M||2,1 =
∑

i

√∑
j m

2
ij =

∑
i ||mi||2, respectively.

We focus on multi-task learning paradigm, where imaging measures are used
to predict one or more cognitive outcomes. Let {x1, · · · ,xn} ⊆ �d be imaging
measures and {y1, · · · ,yn} ⊆ �c cognitive outcomes, where n is the number
of samples, d is the number of predictors (feature dimensionality) and c is the
number of response variables (tasks). LetX = [x1, . . . ,xn] and Y = [y1, . . . ,yn].

Linear Regression and Ridge Regression. The linear regression (LR) is a
basic least square approach designed to solve:

min
W

||WTX−Y||2F , (1)

where the entry wij of weight matrix W measures the relative importance of the
i-th predictor in predicting the j-th response. To avoid over-fitting and increase
numerical stability, ridge regression (RR) is proposed to solve:

min
W

||WTX−Y||2F + γ||W||2F , (2)

where γ > 0 is a tradeoff parameter. The RR model has a few limitations.
Given its non-sparse weight matrix W, this model is not designed for identifying
important biomarkers via feature selection. Second, the tasks in the RR model
are decoupled and each of them can be learned separately. As a result, the
information of underlying interacting relationships between cognitive outcomes
are ignored. To address these issues, the �2,1 norm method is proposed as follows.

The �2,1 Norm Method. Motivated by using the �1 norm (Lasso, [16]) to
impose sparsity on relevant features, the �2,1 norm [12] is proposed to solve:

min
W

||WTX−Y||2F + γ||W||2,1 . (3)

This approach couples multiple tasks together, with �2 norm within tasks and
�1 norm within features. While the �2 norm enforces the selection of similar
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Fig. 1. Illustration of the G-SMuRFS method. The �2,1-norm regularization (||W||2,1)
is used to select imaging features that are associated with all or most cognitive out-
comes. The group �2,1-norm regularization (||W||G2,1 ) is used to select imaging feature
sets based on the pre-defined grouping structure.

features across tasks, the �1 norm helps achieve the final sparsity. Objective
function Eq. (3) can be solved in many different ways [10,12,21]. Here we use the
simplest one proposed in [21], which applied an iterative optimization procedure.
By setting the derivative with respect to W to zero, W can be solved as:

W = (XXT + γD)−1XYT , (4)

where D is a diagonal matrix with the i-th diagonal element as 1
2‖wi‖2

. For

further optimization information, please refer to [21].

G-SMuRFS. In each of the above models, the rows of W are equally treated,
which implies that the underlying structures among predictors are overlooked.
However, in some cases, predictors can be partitioned into non-overlapping groups
so that those within each group are highly correlated to each other. For exam-
ple, in voxel-based analysis, voxels can be grouped based on brain regions. Thus,
the predictors within each group are more homogeneous and should be consid-
ered together for predicting the response variables. To solve this issue, we have
proposed a novel Group-Sparse Multi-task Regression and Feature Selection (G-
SMuRFS) method [19] to exploit the interrelated structures within and between
the predictor and response variables (Fig. 1). Our approach is to add a new
group �2,1-norm term (||W||G2,1) to the �2,1 norm model (Eq. (3)) as follows:
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min
W

||WTX−Y||2F + γ1||W||G2,1 + γ2||W||2,1 , (5)

where || · ||G2,1 is our proposed group �2,1-norm (G2,1-norm) of a matrix with

respect to a partition Π ≡ {πk}Kk=1 and defined as:

||W||G2,1 =

K∑
k=1

√√√√∑
i∈πk

c∑
j=1

w2
ij =

K∑
k=1

||Wk||F .

In Eq. (5), the first term measures the regression loss. The second term couples
all the regression coefficients of a group of features over all the c tasks together,
which incorporates the grouping information on features. Finally, the third term
penalizes all c regression coefficient of each individual feature as whole to select
features across multiple learning tasks. We call Eq. (5) as Group-Sparse Multi-
task Regression and Feature Selection (G-SMuRFS) method.

Solution of the objective function Eq. (5) can be obtained through an iterative
optimization procedure, as shown in Eq. (6).

W = (XXT + γ1D+ γ2D̃)−1XYT , (6)

where D is a block diagonal matrix with the k-th diagonal block as 1
2‖Wk‖F

Ik, Ik
is an identity matrix with size of mk, mk is the total feature numbers included
in group k, D̃ is a diagonal matrix with the i-th diagonal element as 1

2‖wi‖2
.

Detailed optimization procedure and algorithm can be found in [19].

3 Results and Discussion

3.1 Experimental Setting

In our regression analyses, we have three sets of predictor variables: (1) 90 VBM
GM density measures, (2) 95 FreeSurfer (FS in short) volume and thickness
measures, and (3) seven AV45-PET (AV45 in short) measures; and have two
sets of response variables: (1) ADAS, and (2) RAVLT scores including TOTAL,
T30 and RECOG. We compare five regression methods: (1) Linear, (2) Ridge,
(3) �2,1 norm, and (4-5) G-SMuRFS with two different grouping strategies. The
grouping strategies for G-SMuRFS are only applied to VBM and FS measures,
including (1) regional grouping based on Table 2, and (2) symmetric grouping
by coupling the left and right sides of the same structure together.

To provide an unbiased estimate of prediction performance of each method
tested in the experiments, we employ five-fold cross-validation; and the parti-
tion schemes are consistent across all the methods tested in each comparison.
Correlation coefficients between predicted scores and actual scores of all the
test samples were used to compare the prediction performances across different
methods. To test whether different imaging modalities can provide complemen-
tary information, we perform four sets of analyses using (1) FS alone, (2) VBM
alone, (3) AV45 alone, and (4) ALL (i.e., combined FS, VBM and AV45).
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3.2 Prediction Performance

As mentioned earlier, we calculate the correlation coefficient between the actual
and predicted cognitive scores of the testing samples in each cross-validation
trial, and use that to obtain an unbiased estimate of the prediction performance
of each regression analysis. Fig. 2 shows performance comparison among two
sparse methods (G-SMuRFS and �2,1 norm) and two traditional methods (Linear
and Ridge). Using AV45 to predict ADAS and RAVLT scores, all four methods
perform similarly. Given only seven AV45 measures available, it is possible that
the sparse methods do not play to their full potential. In all the other cases, G-
SMuRFS and �2,1 norm demonstrate a generally better performance than Ridge,
and a much better one than Linear. G-SMuRFS performs similarly to �2,1 norm
in some cases and does slightly better in others. As to the two group strategies
used in G-SMuRFS, they perform very similarly in most cases; and in a few
cases the symmetric grouping works slightly better than regional grouping.

Shown in Fig. 3 is the performance comparison between each individual set
(AV45, VBM, or FS) and the combined set (ALL = AV45 + VBM + FS), using
G-SMuRFS as the regression model. For each comparison, a p value is calculated
from paired t test between two sets of cross-validation correlation coefficients,
to show whether the performance difference is significant. ALL performs signifi-
cantly better (1) than AV45 on predicting all the tested scores, (2) than VBM on
predicting ADAS, TOTAL and RECOG, and (3) than FS on predicting ADAS.
For predicting RAVLT scores, ALL performs similarly to FS.

Shown in Fig. 4 is the performance comparison of running G-SMuRFS with
symmetric and regional grouping strategies on the VBM and FS data of the
ADNI-1 and ADNI-GO/2 cohorts. AV45 is not compared because it is not avail-
able in ADNI-1. G-SMuRFS performs significantly better on ADNI-GO/2 than
on ADNI-1 in the following cases: (1) using VBM to predict T30 and RECOG,
and (2) using FS to predict all three RAVLT scores. Note that the ADNI-1 MCI
cohort contains only LMCI participants and ADNI-GO/2 has both EMCI and
LMCI participants. As a result, ADNI-GO/2 data spans a wider range of imag-
ing and cognitive measurement values, which may have a potential to result in
a stronger correlation.

Our best prediction performance is comparable with prior results applied to
the ADNI-1 data. However, we do observe that some prior studies [14,17,18,25,
26] have reported higher correlation coefficients. There are a couple of possible
reasons. First, our study is focused on MCI only. Most prior studies analyze
multiple groups including AD, MCI and healthy controls (HC). So the ranges of
their cognitive scores and imaging measures are wider, making it easier to yield
stronger correlations. Second, some studies calculate the correlation coefficients
by pooling together all the test samples across cross-validation trials, which tends
to yield a more optimistic estimate.

3.3 Biomarker Identification

Both G-SMuRFS and �2,1 norm are sparse models that are able to identify a
compact set of relevant imaging biomarkers and to explain the underlying brain
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Fig. 2. Performance comparison between four methods: two sparse ones (G-SMuRFS
and �2,1 norm) and two traditional ones (Linear and Ridge). The prediction perfor-
mances are measured by correlation coefficients; and the mean of five correlation coef-
ficients obtained from cross-validation trials, coupled with the standard error shown as
the error bar, is plotted for each experiment. Each panel shows the prediction perfor-
mance for each cognitive score using different methods and different predictor sets. Note
that all three RAVLT scores are predicted jointly. Labels on the X axes indicate the
predictor data sets. Regional and symmetric grouping strategies used in G-SMuRFS
are respectively denoted by “(R)” and “(S)” and attached to the predictor data sets. In
the case of AV45, G-SMuRFS is equivalent to �2,1 norm, since no grouping is applied.

structural changes related to cognitive status. Shown in Fig. 5 are the maps of
regression weights for predicting RAVLT scores using the FS measures. Average
regression weights of 5-fold cross-validation trials are plotted for G-SMuRFS(S)
(symmetric grouping), G-SMuRFS(R) (regional grouping), �2,1 norm, Linear,
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Fig. 3. Performance comparison between each individual set and combined data as
the predictors: AV45 vs ALL (1st row), VBM vs ALL (2nd row), and FS vs ALL (3rd
row). The left column shows G-SMuRFS results using symmetric grouping strategy;
and the right column shows G-SMuRFS results using regional grouping strategy. The
prediction performances are measured by correlation coefficients; and the mean of five
correlation coefficients obtained from cross-validation trials, coupled with the standard
error shown as the error bar, is plotted for each experiment. The p value is calculated
from paired t test between two sets of cross-validation correlation coefficients.
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Fig. 4. Performance comparison of running G-SMuRFS with symmetric (left column)
and regional (right column) grouping strategies on the VBM (top row) and FS (bottom
row) data of the ADNI-1 and ADNI-GO/2 cohorts. AV45 is not compared because it
is not available in ADNI-1. The prediction performances are measured by correlation
coefficients; and the mean of five correlation coefficients obtained from cross-validation
trials, coupled with the standard error shown as the error bar, is plotted for each
experiment. The p value is calculated from paired t test between two sets of cross-
validation correlation coefficients.

and Ridge. Each row corresponds to an FS measure and each column to a cog-
nitive score. The FS measures are ordered according to the regional grouping
structure shown in Table 2. Blue indicates negative correlation, while red in-
dicates positive correlation. The bigger the magnitude of a coefficient is, the
more important its imaging measure is in predicting the corresponding cognitive
score. Clearly, G-SMuRFS and �2,1 norm yield more sparse patterns than Linear
and Ridge, making the results easier to interpret. The identified patterns match
our expectation based on the prior knowledge. RAVLT examines verbal learn-
ing memory; and thus the identified regions include hippocampus, fusiform, and
middle temporal gyri, which are all relevant to learning and memory.

In addition, the grouping strategies used in G-SMuRFS do seem to work in
terms of structuring the identified patterns. For example, in Fig. 5, regional
grouping method yields a cluster of cortical measures in the temporal lobe, and
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Fig. 5. Heat maps of regression weights for predicting RAVLT scores using FS
measures. Average regression weights of 5-fold cross-validation trials are plotted for
G-SMuRFS(S) (symmetric grouping), G-SMuRFS(R) (regional grouping), �2,1 norm,
Linear, and Ridge. Each row corresponds to an FS measure and each column to a
cognitive score. Each method has two panels, corresponding to measures from the left
(L) and right (R) hemispheres. Blue indicates negative correlation, while red indicates
positive correlation.
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Fig. 6. Brain maps of regression weights for predicting ADAS from VBM measures
using G-SMuRFS with symmetric (top panel) and regional (bottom panel) grouping
strategies. The color scale is the same as the one used in Fig. 5.

A
D

A
S

FrontalLobe

ParietalLobe

TemporalLobe

OccipitalLobe

AntCing

PostCing

Precuneus

A
D

A
S

A
D

A
S

A
D

A
S

 

 

−0.5 0 0.5

G−SMuRFS(a) L21 norm Linear Ridge

T
O

T
A

L
T

30
R

E
C

O
G

FrontalLobe

ParietalLobe

TemporalLobe

OccipitalLobe

AntCing

PostCing

Precuneus

T
O

T
A

L
T

30
R

E
C

O
G

T
O

T
A

L
T

30
R

E
C

O
G

T
O

T
A

L
T

30
R

E
C

O
G

G−SMuRFS Ridge(b) L21 norm Linear

A
D

A
S

FrontalLobe

ParietalLobe

TemporalLobe

OccipitalLobe

AntCing

PostCing

Precuneus

A
D

A
S

A
D

A
S

A
D

A
S

A
D

A
S

G−SMuRFS L21 norm Linear Ridge(c)

T
O

T
A

L
T

30
R

E
C

O
G

FrontalLobe

ParietalLobe

TemporalLobe

OccipitalLobe

AntCing

PostCing

Precuneus

T
O

T
A

L
T

30
R

E
C

O
G

T
O

T
A

L
T

30
R

E
C

O
G

T
O

T
A

L
T

30
R

E
C

O
G

T
O

T
A

L
T

30
R

E
C

O
G

G−SMuRFS L21 norm Linear Ridge(d)

Fig. 7. Heat maps of regression weights for predicting cognitive scores using (a-b)
AV45 measures only and (c-d) ALL measures (only AV45 shown here). The first two
panels in each of (c-d) show the AV45 part of the results of G-SMuRFS using two
grouping strategies. Blue indicates negative correlation, while red indicates positive
correlation.
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symmetric grouping clearly yields a more symmetric pattern than other methods.
Fig. 6 shows the regression weights mapped on the brain while predicting ADAS
from VBM measures using G-SMuRFS. We also observe that the symmetric
grouping method yields a more symmetric pattern (top panel) and the regional
grouping method yields some clustering patterns (bottom panel).

Fig. 7 shows the weight maps for seven AV45 measures in various experiments.
Using these seven measures alone to predict cognitive scores, all four methods
yield very similar and non-sparse patterns (a-b). This indicates that sparse mod-
els may not be necessary for low dimensional learning tasks. If we use combined
AV45 and MRI measures for predicting cognitive scores, the weight maps of Lin-
ear and Ridge remain non-sparse (c-d). However, the sparse models yield much
sparser patterns: only precuneus is selected in terms of contributing to the ADAS
prediction (c), and only precuneus and occipital lobe are selected for predicting
RAVLT scores (d). The directionality of these correlations is in accordance with
our expectation: AV45 measures should be positively correlated to ADAS, and
negatively correlated to RAVLT scores.

4 Conclusions

We have performed experiments for predicting cognitive performance from mul-
timodal neuroimaging data using structured sparse learning models. Besides the
commonly used �2,1 norm for encouraging sparsity, we propose to incorporate
a group �2,1 norm (G2,1 norm) to form a new sparse multitask learning model
called G-SMuRFS. This strategy enables us to model not only the relationship
between outcome measures, but also those among predictor variables. We have
applied both �2,1 norm and G-SMuRFS methods to analyze the new ADNI-GO/2
cohort, where we focus only on the MCI participants in order to identify useful
patterns for early detection. We have explored predicting ADAS and RAVLT
scores using the MRI data, the new AV45-PET data, and the combined data.

The results are encouraging. First, compared with traditional linear and ridge
regression methods, the �2,1 norm and G-SMuRFS models not only demonstrate
superior and more stable predictive performances, but also identify a small set
of imaging markers that are biologically meaningful. Second, while G-SMuRFS
achieves a predictive rate similar to or better than �2,1, its grouping strategy
offers additional flexibility to yield a user-desired pattern for biomarker discov-
ery. Third, combined MRI and AV45-PET data have demonstrated improved
capability for predicting cognitive scores over each individual modality alone.

Grouping strategies examined in this work demonstrate only small improve-
ments on prediction performance. New strategies, such as grouping voxels based
on brain regions, warrant further investigation. Another possible future direction
is to expand these models to handle longitudinal data [26], or to conduct joint
classification and regression [20, 25] for simultaneous estimation of both disease
and cognitive statuses, since these existing studies [20,25,26] have demonstrated
that improved performance can potentially be achieved.
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Abstract. Diffusion tensor imaging (DTI) allows assessing neuronal
fiber tract integrity in vivo to support the diagnosis of Alzheimer’s dis-
ease (AD). It is an open research question to which extent combina-
tions of different neuroimaging techniques increase the detection of AD.
In this study we examined different methods to combine DTI data and
structural T1-weighted magnetic resonance imaging (MRI) data. Further,
we applied machine learning techniques for automated detection of AD.
We used a sample of 137 patients with clinically probable AD (MMSE
20.6 ± 5.3) and 143 healthy elderly controls, scanned in nine different
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scanners, obtained from the recently created framework of the European
DTI study on Dementia (EDSD). For diagnostic classification we used
the DTI derived indices fractional anisotropy (FA) and mean diffusivity
(MD) as well as grey matter density (GMD) and white matter density
(WMD) maps from anatomical MRI. We performed voxel-based classi-
fication using a Support Vector Machine (SVM) classifier with tenfold
cross validation. We compared the results from each single modality with
those from different approaches to combine the modalities. For our sam-
ple, combining modalities did not increase the detection rates of AD. An
accuracy of approximately 89% was reached for GMD data alone and for
multimodal classification when GMD was included. This high accuracy
remained stable across each of the approaches. As our sample consisted
of mildly to moderately affected patients, cortical atrophy may be far
progressed so that the decline in structural network connectivity derived
from DTI may not add additional information relevant for the SVM clas-
sification. This may be different for predementia stages of AD. Further
research will focus on multimodal detection of AD in predementia stages
of AD, e.g. in amnestic mild cognitive impairment (aMCI), and on eval-
uating the classification performance when adding other modalities, e.g.
functional MRI or FDG-PET.

Keywords: Alzheimer’s disease, Magnetic Resonance Imaging, Diffu-
sion Tensor Imaging, Support Vector Machine, multimodal analysis, com-
bining classifiers, multicenter study.

1 Introduction

In the recent years, researchers investigated the use of different neuroimaging
techniques as possible biomarkers for the diagnosis of Alzheimer’s disease (AD).
Information from structural T1-weighted magnetic resonance imaging (MRI) can
be used to evaluate the volume and density of cerebral white matter (WM) tis-
sue and gray matter (GM) structures in order to find disease-related atrophy.
Diffusion tensor imaging (DTI) can be used to assess the integrity of cerebral
WM fiber tracts and, hence, can support the diagnosis of AD. From DTI we
can derive scalar indices of anisotropic diffusion, the most widely used being
the fractional anisotropy (FA) and mean diffusivity (MD). Reduced FA or in-
creased MD indicate impaired WM fiber tract integrity [1,2]. Earlier studies
showed superior classification results of MRI measures compared to DTI mea-
sures [3] for the detection of AD. In contrast, in predementia stages of AD, such
as amnestic mild cognitive impairment (aMCI), regions of interest analysis of
the hippocampus showed a more accurate separation between MCI and healthy
control (HC) subjects using markers of diffusion anisotropy compared to hip-
pocampus volume [3,4,5]. The question is unresolved to which extent the two
imaging techniques contain complementary information that could be exploited
to improve the performance when these methods are combined. Until today,
only few studies were published that applied machine learning (ML) techniques
to combined neuroimaging datasets for the automated detection of AD. Among
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them are [6] who combined DTI data and functional MRI data with N=27 sub-
jects, [7] using structural MRI and fluorodeoxyglucose positron emission tomog-
raphy (FDG-PET) with N=48 subjects, and [8,9] combining structural MRI,
FDG-PET and additionally cerebrospinal fluid (CSF) biomarkers with N=202
and N=233 subjects, respectively. In our previous work [10] we applied ML tech-
niques on a large multicenter dataset with N=280 subjects obtained from the
European DTI Study on Dementia (EDSD) to investigate the influence of multi-
center acquisition of the DTI data on automatic detection of AD. Based on this
work, the present study aims at combining the structural MRI data and DTI
data in order to improve the detection accuracy. We examined the following
approaches to combine the different modalities: (i) directly merging DTI scans
and MRI scans at voxel level, (ii) using a two layer meta classifier in which the
predictions of the single modality SVMs were used as input for second classifier,
and (iii) a multiple kernel SVM (MK-SVM).

2 Material and Methods

2.1 Data Acquisition

The data were taken from the European DTI Study on Dementia (EDSD), a
newly established framework of nine European centers: Amsterdam (Nether-
lands), Brescia (Italy), Dublin (Ireland), Frankfurt (Germany), Freiburg (Ger-
many), Milano (Italy), Mainz (Germany), Munich (Germany), and Rostock
(Germany), with one center including data from two different MRI scanners.
Written informed consent was provided by all subjects or their representatives
and the study was approved by local ethics committees at each of the partici-
pating centers. After strict quality control and preprocessing, 280 DTI and MRI
scans derived from nine MRI scanners were retained for the analysis, consisting
of scans from 137 patients with clinically probable AD according to NINCDS-
ADRCA criteria [11] and 143 healthy elderly control subjects (for details see
[12]). All participants were free of any significant neurological, psychiatric or
medical condition (except for AD in patients), in particular cerebrovascular
apoplexy, vascular dementia, depression, subclinical hypothyroidism as well as
substance abuse. Healthy controls were required to have no cognitive complaints
and scored within one standard deviation of the age and education adjusted
norm in all subtests of the Consortium to Establish a Registry of Alzheimer’s
Disease (CERAD) cognitive battery [13]. Patients were significantly older and
had less years of education than the controls (Table 1). Gender was not different
between groups. As expected, MMSE scores [14] were significantly lower in AD
patients compared to controls, with the patients ranging in the mild to moderate
stages of dementia [14]. The number of subjects per scanner ranged between 13
and 46 with a median of 29.

2.2 Data Preprocessing

Preprocessing of DTI data was performed using the diffusion toolbox of FSL
(Version 4.1, FMRIB, Oxford, UK) [15]. FSL preprocessing included
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Table 1. Demographic data and MMSE of the subjects

AD controls
No. of subjects (women) 137 (79) 143 (72)
Age (SD) in years * 72.5 (8.3) 69.2 (5.9)
MMSE (SD) * 20.6 (5.3) 28.8 (1.1)
Years of education (SD) * 10.2 (3.3) 13.1 (3.8)

*Highly significant difference between groups, p < 0.001

(i) corrections for eddy currents and head motion, (ii) skull stripping, and
(iii) fitting of the data to the diffusion tensor model to compute maps of frac-
tional anisotropy (FA) and mean diffusivity (MD). Deformation-based analysis
of MPRAGE data and of the FA and MD maps was performed using SPM8
(Wellcome Trust Centre for Neuroimaging, London, UK) implemented in Mat-
lab 7 (Mathworks, Natwick). The images in native space were manually aligned
to set the anterior commissure as the origin of coordinate system. Then FA and
MD maps were affinely aligned to the corresponding MPRAGE scans. For spa-
tial normalization, the VBM8 toolbox (Version 414) [16] implemented in SPM8
was used to create a customized DARTEL template. We created the template
out of N=54 images by randomly selecting six scans (three AD patients and
three healthy controls) from each of the nine scanners. The resulting template
was used for high-dimensional DARTEL normalization of the MPRAGE scans
as implemented in VBM8. Images were segmented into GM and WM and trans-
formed to MNI space applying modulation for non-linear components only. The
Deformation fields derived from this step were applied to the spatially coregis-
tered FA and MD maps, without modulation. To exclude all voxels outside the
WM of the FA and MD maps, we used a binary WM mask based on the av-
erage WM image derived from the random sample of N=54 normalized images
described above. Additionally, we created a corresponding binary GM mask fol-
lowing the same procedure. The GM and WM segments as well as the masked
FA and MD maps in MNI space were smoothed using an 8mm full width at
half maximum (FWHM) isotropic Gaussian kernel. After smoothing, all scans
were again masked with the WM or GM mask, respectively, to restrict the sub-
sequent analysis to be performed based on the voxels within the corresponding
areas, only. Without additional masking after smoothing our subsequent analy-
sis detected group differences in areas outside the respective tissues, e.g. in the
ventricles. These artifacts were caused by imperfect smoothing at the segment
or tissue borders. As this study is based on our preceding work [10], we omitted
any correction steps to remove variance introduced by confounding factors, such
as age, gender or the acquisition scanner.

2.3 Classification Methods

For classification we pooled all 280 scans from the different centers and divided
them into the four modalities: GM density (GMD), WM density (WMD), WM
FA and WM MD which we processed separately. For learning and classification
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we used the WEKA machine learning toolkit (Version 3.6.6) [17] and the Lib-
SVM toolbox (Version 3.12) [18]. The learning and classification process involves
three steps: (i) feature selection, (ii) learning and classification, and (iii) eval-
uation. To estimate the performance of our methods objectively, we used the
tenfold cross validation technique. Therefore, all scans from the 280 subjects
were randomized and stratified by the diagnosis into ten folds using WEKA.
Additionally, we repeated this procedure ten times to avoid our results being
biased due to randomization artifacts.

Feature Selection. After image segmentation and masking, WM and GM
tissue maps included approximately 250 thousand voxels. To reduce the com-
putation time and memory space needed for data processing the number of
features was further reduced using Plant’s approach [19]: Voxels that do not
contribute any information to the separation of the data were excluded using the
entropy-based information gain (IG) criterion [20] and a rather liberal threshold
of minIG = 0.05.

Learning and Classification. For classification we used a multivariate Sup-
port Vector Machine (SVM) [21] with a radial basis function (RBF) kernel. SVM
performed highly accurately in former neuroimaging studies [6,7,8,19] For the
SVM we needed to define two parameters including the complexity or cost con-
stant C and the radial basis function kernel width (γ > 0). The parameter C > 0
determines the trade-off between margin maximization and training error min-
imization for the soft margin SVM. To estimate suitable values for C and γ we
used a grid search in the range of C = 2−3, 2−2, ..., 28 and γ = 2−14, 2−13, ..., 2−1

which we performed for each modality separately. Each of the input features was
rescaled to range between zero and one before applying the SVM algorithm. Due
to high computational costs of SVM parameter estimation we used a two-step
approach: First, we computed the accuracy of the SVM classifier for the whole
range of parameters with only two arbitrarily selected folds. Then, we selected a
smaller area for the parameter range in which we repeated the parameter estima-
tion process for all of the other folds. For the parameter estimation we performed
an internal fourfold cross-validation for the training data. Thus, we ensured that
the test data were not used for parameter selection. The parameters which gave
the best average results for all repetitions were applied for the final classification
and validation process.

Combining Data. The simplest approach for combining modalities is to di-
rectly merge the scans at voxel level. That means that the feature vector for
each subject xi was constructed by concatenating the voxel intensity values

for each modality: xi = [voxel
(FA)
j , ..., voxel

(MD)
k , ..., voxel

(WMD)
l , ..., voxel(GMD)

m ].
This approach was also used in [7] and in [9] (only for comparison). In order
to compare the influence of each modality, we determined the classification per-
formance using different combinations of modalities. SVM parameter estimation
was performed for each combination separately.
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Fig. 1. Structure of the meta classifier

Combining Classifiers. In this approach we used a two layer meta classifier
as illustrated in Fig. 1. The predictions of each single modality SVM were used
as input for a second classifier. We used the optimal parameters determined ear-
lier for each single modality SVM in the lower layer. Additionally, we repeated
evaluating the classification performance using the distance from the separation
hyperplane as output of the lower layer SVMs and input of the meta classifier for
comparison. As meta classifier we arbitrarily selected a subset of WEKA’s [17]
classifiers with the goal to cover different methods and types of decision func-
tions: (i) majority voting, (ii) the J48 decision tree – WEKA’s implementation
of the C4.5 decision tree, (iii) a linear SVM, (iv) a multilayer perceptron, (v)
logistic regression, and (vi) a Näıve Bayes classifier. The majority voting meta
classifier was also used in [8] (only for comparison).

Multiple Kernel SVM. The multiple kernel learning SVM (MKL-SVM) or
multiple kernel SVM (MK-SVM) was first introduced by [22]. This method al-
lows using different types of kernels or datasets concurrently in one single SVM
instance. The additionally introduced parameters βm define the weight for each
modality m. The kernel k used for classification (often referred to as ‘mixed
kernel’) is constructed by summing the kernels for each single modality and

weighting them as specified: k(xi,xj) =
∑M

m=1 βmφ(x
(m)
i )Tφ(x

(m)
j ) (see [6,8,9]

for details). Using this method to compute the final kernel and by predefining
the βm parameters, traditional SVM solvers can be used with multiple kernels.
In our case, we used LibSVM [18] and the optimal γ parameters determined ear-
lier for each single modality. For C and the βm parameters we performed a grid
search as described above. Due to the large dimension of the search space, we
restricted each βm to be in the range of 0.5, 0.75, ..., 1.5. For comparison, we ad-
ditionally examined the results when arbitrarily setting the βm parameters such
that they reflect the proportion of accuracy obtained for each single modality.
The MK-SVM approach was also used in [6], [8] and [9] as main method.

Evaluation. As results we report the mean accuracy, sensitivity and specificity.
The accuracy was defined as acc = (|TP|+ |TN|)/n where |TP| is the number of
true positives, |TN| is the number of true negatives and n is the total number of
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subjects. Following a common convention, we defined correctly classified patients
with AD as true positives. The sensitivity and the specificity measure the ability
of a classifier to identify positive and negative instances, i.e. sen = |TP|/(|TP|+
|FN|), spec = |TN|/(|TN|+ |FP|), where |FN| and |FP| are the number of false
negative and false positive instances, respectively. We provide the 2.5 and 97.5
percentiles of our results as 95% confidence interval.

For pairwisely comparing the classification results across the modalities we
compiled contingency tables consisting of the entries: (a) the number subjects
that were classified correctly by both classifiers N11, (b) the number of sub-
jects classified correctly by the first classifier N10, (c) the number of subjects
classified correctly by the second classifier N01, and (d) the number of subjects
misclassified by both classifiers N00. From N10 and N01 we can derive the pro-
portion of subjects classified correctly by one of both classifiers. In case that one
of these is relatively small, it is unlikely that the corresponding modality will
contribute additional information that would be useful for the group separation
of AD and HC.

3 Results

The classification results of the single modalities were obtained in our previous
work [10]. They are displayed in the upper four rows of Table 3. The pairwise
comparisons of the single modality classifier results are given in Table 2. The
results of the combined data sets are shown in the lower part of Table 3. The
accuracies for the non-GMD group differed significantly from the GMD group
(p < 0.05, two-tailed paired t-test). Table 4 and Table 5 report the results ob-
tained by stacking of different classifiers based on the SVM classification labels
and the distance from the separation hyperplane, respectively. Except from the
accuracy obtained from the J48 classifier (Table 5), no accuracies differed signif-
icantly from each other. In Table 6 the results of the multiple kernel SVM are
given.

Table 2. Mean contingency table entries obtained from the single modality SVM
classification results

First modality Second modality N11 N10 N01 N00

FA GMD 215 10 34 20
MD GMD 221 12 29 18
WMD GMD 220 12 30 18
FA MD 205 20 29 26
FA WMD 200 25 32 32
MD WMD 210 24 22 25
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Table 3. SVM classification results using the single modalities and the combined data

F
A

M
D

W
M
D

G
M
D

Accuracy Sensitivity Specificity γ C

× 80.3% [66.0,94.7] 78.8% [57.1,96.6] 81.9% [64.3,100.0] 2−10 4
× 83.3% [69.1,96.4] 79.6% [57.1,100.0] 86.9% [71.4,100.0] 2−12 32

× 82.7% [67.9,96.4] 77.9% [55.4,92.9] 87.4% [71.4,100.0] 2−14 8
× 89.3% [78.6,100.0] 87.4% [69.2,100.0] 91.2% [72.3,100.0] 2−12 4

× × 83.2% [82.1,96.4] 82.9% [84.6,100.0] 83.5% [65.4,100.0] 2−12 32
× × × 83.3% [71.4,96.4] 82.8% [60.5,100.0] 83.6% [62.8,100.0] 2−13 8

× × 89.0% [75.0,98.4] 88.7% [71.4,100.0] 89.2% [70.3,100.0] 2−14 4
× × 89.2% [78.6,98.4] 89.1% [71.4,100.0] 89.1% [71.4,100.0] 2−13 2

× × 88.7% [78.6,100.0] 88.6% [71.4,100.0] 88.7% [71.4,100.0] 2−13 4
× × × 89.1% [76.7,96.6] 89.2% [71.4,100.0] 88.8% [70.3,100.0] 2−14 4
× × × × 88.8% [78.6,96.4] 88.6% [71.4,100.0] 88.8% [66.6,100.0] 2−16 4

Table 4. Classification results using the prediction labels from optimized SVMs as
input for the given classifiers

Classifier Accuracy Sensitivity Specificity

Voting 86.0% [75.0,96.4] 77.9% [57.1,92.9] 93.8% [80.0,100.0]
J48 Decision Tree 82.9% [69.1,96.4] 86.8% [71.4,100.0] 78.9% [57.1,100.0]
Linear SVM 86.4% [71.4,96.4] 91.7% [72.3,100.0] 80.9% [61.5,100.0]
Multilayer Perceptron 88.5% [76.3,100.0] 88.8% [71.4,100.0] 88.1% [71.4,100.0]
Logistic Regression 87.8% [76.3,98.3] 89.3% [71.4,100.0] 86.2% [64.3,100.0]
Näıve Bayes 87.5% [89.3,98.3] 89.8% [71.4,100.0] 85.0% [64.3,100.0]

Table 5. Classification results using the distance from the separation hyperplane of
optimized SVMs as input for the given classifiers

Classifier Accuracy Sensitivity Specificity

J48 Decision Tree 56.2% [48.2,66.2] 100.0% [100.0,100.0] 12.4% [0.0,29.7]
Linear SVM 88.7% [78.6,100.0] 88.4% [68.9,100.0] 88.8% [70.3,100.0]
Multilayer Perceptron 88.1% [76.7,98.4] 87.0% [70.3,100.0] 89.0% [70.3,100.0]
Logistic Regression 87.9% [75.0,98.4] 87.7% [70.3,100.0] 88.0% [69.2,100.0]
Näıve Bayes 86.7% [75.4,98.3] 86.8% [71.4,100.0] 86.7% [64.3,100.0]

Table 6. Classification results obtained by the multiple kernel SVM using the given
parameters

Classifier Accuracy Sensitivity Specificity β
F
A

β
M

D

β
W

M
D

β
G
M

D

C

MK-SVM* 88.6%[78.6,100.0] 85.9%[66.7,100.0] 91.2%[75.8,100.0] 0.5 0.5 1.5 1.5 2
MK-SVM** 88.1%[75.4,98.4] 85.6%[65.4,100.0] 90.6%[71.4,100.0] 0.5 0.75 0.75 1.5 4

*Optimal parameters determined by grid search. **Arbitrarily set parameters reflecting
the proportion of accuracy obtained for each single modality.
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4 Discussion

Our diagnostic classification results of approximately 89% accuracy for GMD
data are already relatively high and compare favorably with previous studies.
But such a high accuracy also lowers the chance for further increase when using
multimodal data. For the contingency tables with GMD data, the entries of
N10 ≤ 12 (see Table 2) indicate that an increase of at maximum 12/280 ≈ 4%
is possible if all those subjects were additionally classified correctly. We received
the same accuracies using the single modality GMD data as for the combined
datasets when containing GMD and the meta classifier approach. In contrast to
the results reported in [6], [8], and [9], we could not improve the classification
performance using MK-SVM. This may be due to our sample which consisted
of mildly to moderately affected patients. There, cortical atrophy may be far
progressed such that the decline in structural network connectivity derived from
DTI may not add additional information relevant for the SVM classification.
This may be different for predementia stages of AD, e.g. in aMCI. Currently, we
could not evaluate the performance of our approaches in the prediction of AD
dementia. Future work of the EDSD will extend the database to include subjects
with aMCI in order to investigate this topic.

Previous studies [6,8,9] reported superior detection rates of AD using mul-
timodal data compared to single modality analysis. They included data from
structural neuroimaging techniques, such as MRI and DTI, as well as functional
neuroimaging data, e.g. functional MRI and FDG-PET. These and our results
together suggest that combined structural/functional datasets are more likely
to benefit from multimodal analysis for the detection of AD than using mul-
timodal structural data only, e.g. DTI and MRI. More research is needed to
investigate if this hypothesis is true and if it also applies for the detection of AD
in predementia stages of AD.

The results obtained by the J48 decision tree using the distance from the SVM
separation hyperplane (Table 5) are most likely an artifact of overfitting.

4.1 Limitations

We did not remove variance introduced by confounding factors such as age,
gender or acquisition center, so that our results might be biased due to (i) higher
variability of the data caused by multicenter acquisition and (ii) atrophy effects
caused by age. Nevertheless, the missing differences between the multimodal data
analysis and the single modality results should remain persistent when applying
data correction methods.

5 Conclusion

In this study we evaluated different approaches (i) to combine the neuroimag-
ing modalities MRI and DTI and (ii) to combine different classifiers. With our
sample of mildly to moderately affected patients, combining modalities did not
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increase the detection rates of AD. Further research will focus on (i) multimodal
detection of AD in predementia stages of AD, e.g. in aMCI, and (ii) evaluating
the classification performance when adding other modalities, e.g. functional MRI
or FDG-PET.
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Bokde, A.W., Hampel, H., Ewers, M.: Automated detection of brain atrophy pat-
terns based on MRI for the prediction of Alzheimer’s disease. NeuroImage 50(1),
162–174 (2010)

20. Hall, M.A., Holmes, G.: Benchmarking Attribute Selection Techniques for Discrete
Class Data Mining. IEEE Transactions On Knowledge And Data Engineering 15,
1437–1447 (2003)

21. Cortes, C., Vapnik, V.: Support-vector networks. Machine Learning 20, 273–297
(1995)
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Abstract. Brain connectivity analyses are increasingly popular for investigating 
organization. Many connectivity measures including path lengths are generally 
defined as the number of nodes traversed to connect a node in a graph to the 
others. Despite its name, path length is purely topological, and does not take 
into account the physical length of the connections. The distance of the 
trajectory may also be highly relevant, but is typically overlooked in 
connectivity analyses. Here we combined genotyping, anatomical MRI and 
HARDI to understand how our genes influence the cortical connections, using 
whole-brain tractography. We defined a new measure, based on Dijkstra’s 
algorithm, to compute path lengths for tracts connecting pairs of cortical 
regions. We compiled these measures into matrices where elements represent 
the physical distance traveled along tracts. We then analyzed a large cohort of 
healthy twins and show that our path length measure is reliable, heritable, and 
influenced even in young adults by the Alzheimer’s risk gene, CLU. 

Keywords: Structural connectivity, neuroimaging genetics, Dijkstra’s 
algorithm, HARDI tractography, path length. 

1 Introduction 

Understanding the structural and functional connectivity of the brain’s neural 
networks is critical for determining pathways and mechanisms underlying behavior 
and brain disease. Diffusion tensor imaging, and its mathematical extensions such as 
HARDI or q-space imaging, have been used to study anatomical connectivity in 
development [1] and in disorders such as Alzheimer’s disease [2]. Such studies shed 
light on how connections and pathways are disrupted or altered in various diseases. 

Analyses of neural network connectivity are increasingly popular, with a rapid rise 
in the use of methods to map functional and structural networks in the living brain. 
With diffusion imaging and tractography, physical connections from one region of the 
brain to another can be tracked. By tracking pairwise connections between a set of N 
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regions of interest on the cortex, we can summarize properties of these connections in 
a matrix. Graphs can be created, in which the nodes represent cortical regions, and 
edges represent the connections between them. Standard graph theory measures can 
often be used to summarize global properties of the network. For example, the 
‘characteristic path length’ measures the average number of nodes that must be 
traversed to connect any one node in the graph to all the others. Despite its name, this 
average path length depends only on the network topology and not on how it is 
embedded in space: it ignores the length of any physical connection between the 
nodes (such as axons in the brain). When used for brain network analysis, the physical 
distance between cortical regions may also be relevant, as (among other factors) it 
may affect how vulnerable the connection is to lesions such as stroke, tumors, trauma, 
or degenerative processes.  

In this work, we use tractography based on both high angular resolution diffusion 
imaging (HARDI) and co-registered standard anatomical MRI to map fibers in the 
brain connecting various cortical regions.  We created maps of the proportions of 
fibers that interconnect various cortical regions within and across hemispheres and 
calculate an optimal path between cortical regions based on the fiber counts. By 
computing these connection matrices in a large cohort of 457 healthy adult twins, we 
were able to apply quantitative genetic analysis to discover how strongly our genetic 
make-up affects the lengths of paths connecting different cortical regions. In addition, 
regardless of the statistical analysis, the measures representing the length of the 
trajectory of fibers from one cortical region to another could also be used to weight an 
overall, topological measure of characteristic path length and determine the average 
length of fiber trajectory. We note that in network analyses, the metric embedding and 
spatial configuration of the brain’s network nodes is typically overlooked, but that 
same information may be of interest in trying to discover factors that affect the brain’s 
wiring efficiency.   

Combining diffusion imaging with genetic analysis is also fruitful, and very 
recently several common genetic variants have been discovered that affect the 
integrity of the brain’s white matter [3-6]. In general, genetic studies begin by 
estimating the overall degree of genetic influence on brain measures, as a helpful 
precursor to candidate gene studies or genome-wide scans (GWAS) to identify factors 
that may influence white matter fiber connectivity [7]. Any genetically influenced 
connections or network properties could be prioritized as endophenotypes in the quest 
to discover specific genetic variants involved in the formation, insufficiency, and 
degeneration of these pathways. Twin studies have long been used to determine the 
degree of genetic influence over human traits. Monozygotic twins (MZ) share all their 
genes while dizygotic twins (DZ) share, on average, half. Here we used Falconer’s 
heritability statistic (h2) to study how strongly DTI measures are influence by our 
genetic make-up. Falconer’s heritability estimate is a simple measure that examines 
differences in intra-class correlations between the two kinds of twins, identical (MZ) 
and fraternal (DZ). If MZ twins are more highly correlated than DZ twins, we can 
infer that the trait is affected to some extent by genetic influences, and the proportion 
of variance due to genetics can also be estimated.  



 Genetics of Path Lengths in Brain Connectivity Networks 31 

 

In this study, we use ODF-based tractography on state-of-the-art 4-Tesla HARDI 
images from 457 young adult subjects to define the first geometric measure of white 
matter path length underlying cortical connectivity. The resulting measure is 
heritable, and a topological analysis of the matrix reveals a genetic association to the 
Alzheimer’s risk gene, CLU.  

2 Methods 

2.1 Image Acquisition and Subject Information 

Whole-brain 3D anatomical MRI and HARDI scans were acquired from 457 
genotyped subjects with a high magnetic field (4T) Bruker Medspec MRI scanner. 
T1-weighted images were acquired with an inversion recovery rapid gradient echo 
sequence. Acquisition parameters were: TI/TR/TE= 700/1500/3.35 ms; flip angle=8 
degrees; slice thickness = 0.9mm, with a 256x256 acquisition matrix. Diffusion-
weighted images (DWI) were acquired using single-shot echo planar imaging with a 
twice-refocused spin echo sequence to reduce eddy-current induced distortions. 
Imaging parameters were: 23 cm FOV, TR/TE 6090/91.7 ms, with a 128x128 
acquisition matrix. Each 3D volume consisted of 55 2-mm thick axial slices with no 
gap and 1.79x1.79 mm2 in-plane resolution. 105 images were acquired per subject: 11 
with no diffusion sensitization (i.e., b0 images) and 94 DWI (b=1159 s/mm2) with 
gradient directions evenly distributed on the hemisphere. Scan time was 14.2 minutes. 
In total, images from 457 right-handed young adults (mean age: 23.4 years, s.d. 2.0) 
were included, comprising 124 MZ (62 pairs) and 94 same-sex DZ twins (47 pairs), 
other subjects included different sex DZ twins, and siblings. Originally 545 scans 
were analyzed, but after rigorous quality control (removing images with artifacts or 
poor segmentation), 457 genotyped individuals remained. 

2.2 Cortical Extraction and HARDI Tractography  

Non-brain regions were automatically removed from each T1-weighted MRI scan, 
and from a T2-weighted image from the DWI set using the FSL tool “BET” 
(http://fsl.fmrib.ox.ac.uk/fsl/). A trained neuroanatomical expert manually edited the 
T1-weighted scans to further refine the brain extraction. All T1-weighted images were 
linearly aligned using FSL (with 9 DOF) to a common space with 1mm isotropic 
voxels and a 220×220×220 voxel matrix. DWI were corrected for eddy current 
distortions using the FSL tools (http://fsl.fmrib.ox.ac.uk/fsl/).  For each subject, the 11 
images with no diffusion sensitization were averaged, linearly aligned and resampled 
to a downsampled version of their T1 image (110×110×110, 2×2×2mm). b0 maps 
were elastically registered to the T1 scan to compensate for susceptibility artifacts. 

The transformation matrix from the linear alignment of the mean b0 image to the 
T1-weighted volume was applied to each of the 94 gradient directions to properly re-
orient the orientation distribution functions (ODFs). We performed HARDI specific 
tractography as performed in [8] on the linearly aligned sets of DWI volumes.  
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Elastic deformations obtained from the EPI distortion correction, mapping the 
average b0 image to the T1-weighted image, were then applied to the tract’s 3D 
coordinates for accurate alignment of the anatomy. Each subject’s dataset contained 
5000-10,000 useable fibers (3D curves) in total. 

34 cortical labels per hemisphere, as listed in the Desikan-Killiany atlas [9], were 
automatically extracted from all aligned T1-weighted structural MRI scans using 
FreeSurfer (http://surfer.nmr.mgh.harvard.edu/) [10]. Labels were numbered 1-35, 
with no label segmented for region 4. The resulting T1-weighted images and cortical 
models were aligned to the original T1 input image space and down-sampled using 
nearest neighbor interpolation (to avoid intermixing of labels) to the space of the 
DWIs. To ensure tracts would intersect labeled cortical regions, labels were dilated 
with an isotropic box kernel of width 5 voxels.   

2.3 Calculating the Connectivity Matrix and Fiber Density Maps 

For each subject, a full 68×68 structural connectivity matrix was created. Each element 
described the proportion of the total number of detected fibers in the brain connecting 
each of the labels; diagonal elements of this matrix describe the total number of fibers 
passing through a certain cortical region of interest. In what follows, we will use the 
term fibers to designate the 3D streamlines or curves that result from whole brain 
tractography, even though strictly speaking only post mortem validation would reveal 
whether they correspond to true axonal pathways in the brain. If more than 5% of 
subjects had no detected fibers connecting the regions denoted by a matrix element, then 
the connection was considered invalid, or insufficiently consistent in its incidence in the 
population, and was not included in the analysis. For each connection across two nodes 
that was considered valid across the full healthy population (200 different connections 
from the full matrix were present in 95% of the population), a fiber density image was 
created. This image consists of a voxelwise mapping of the fibers intersecting the two 
regions, where a count of fibers crossing each voxel was made.  

2.4 Path Length Calculations 

Level sets and fast marching methods have been previously described to map 
structural brain connectivity by following the principal directional of diffusion 
anisotropy in DTI scans [11, 12]; even maps of connectivity defined in this way have 
been shown to be genetically influenced [13]. However, here, instead of the using the 
tensor information to propagate the flow of fibers, we use a map of fiber density, or 
counts of fibers at each voxel as a result of tractography, to map a path between one 
cortical region to another by following the trajectory of high fiber counts through 
discrete voxels. We note that this path may correspond, to some extent, with the path 
of information flow between cortical regions, as impulses are propagated along the 
axons recovered by tractography. We used Dijkstra’s algorithm [14] to trace the path 
of highest density. Dijkstra’s algorithm is a graph search method to find the shortest 
discrete path from a source node to every other node while minimizing the weight of 
the edges; it has been previously applied for tractography [15]. Here we focus not on 
following specific voxelwise paths in which fibers follow for tractography, but focus 
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on the density of fibers at each voxel, following the path of highest density. In 
essence, this can help trace the most likely path of information flow from one cortical 
region to another.  

All voxels in each person’s 3D fiber density map were then considered as nodes in 
a graph; and each node in the graph is considered to be connected to 26 nodes (3D 
neighboring voxels) by undirected edges. Note that now we are considering adjacency 
in the 3D image, not the 2D matrix of cortical connections. Each edge was weighted 
inversely by the sum of the fiber densities at each of the two voxels on the edge, and 
the weight was inversely proportional to the Euclidean distance from the center of one 
voxel to the other.  As the edge weights correspond to edge costs for our shortest path 
detection method, a connection between a pair of voxels that each had a high fiber 
density was assigned to a lower weight, or lower cost. Suppose voxels i and j are 
voxelwise neighbors with integer fiber counts (densities) di and dj respectively. Then 

we defined the edge weight as Wi, j =
1

di + d j
. As most voxels in the density image are 

not immediate neighbors of each other (the region is generally a elongated path 
several voxels wide), the path graph can be represented by a sparse matrix. Dijkstra’s 
algorithm would then follow the path of minimal edge weights, or maximal density 
connections. 

To find the shortest path through the graph from one cortical connection to another, 
Dijkstra’s algorithm requires the graph to have specified start and end nodes. A single 
point was selected at each region to serve as path start and end points to map the 
trajectory of the path from one cortical region to another.  

 

Fig. 1. To select the representative point for each ROI, the spherical coordinates of all label 
voxels were calculated from the 3D center of the image (yellow circle). The median radial 
distance was calculated from all points along the cortical label (red curve). Also if two points 
were only different in their radius (blue solid line and thick black dashed line), then their 
angular components were only counted once to not over influence the mean. Subsequently, the 
geometric mean of all these points, back in the Cartesian image space, was calculated as the 
representative point for the cortical region.  

 



34 N. Jahanshad et al.  

 

A single representative point was calculated from each of the cortical regions of 
interest from the parcellated T1 image, and it was defined so as to avoid excessive 
influence of cortical folding patterns and depth on the position of the selected 
representative point. The representative point was selected based on all voxels from 
the entire segmented label (before label dilation). Voxel coordinates were transformed 
to spherical coordinates (r, radius, θ polar angle, and ϕ azimuthal angle) from the 
stereotaxic image center. The median radial distance from the center point was chosen 
to represent the depth along the surface. Only unique pairs of angles were retained to 
prevent over representation of inner and outer cortical points with the same angular 
projection. A 2D illustration of this is shown in Fig 1. Retained points were then 
converted back to the Cartesian space and the corresponding geometric mean was 
used as the center point. These points then served as the corresponding end points for 
each ROI. They were defined in such a way as to be less influenced by cortical 
folding patterns than the centroid of the regions. 

Mapping the path from ROI-1 to ROI-2 would not necessarily follow the same 
path as that from ROI-2 to ROI-1. To ensure symmetry, we select the point with the 
highest fiber density in the pathway connecting the two regions of interest as the 
starting point. To make sure that the fibers in the pathway were in fact only those that 
intersected 2 ROIs, a fiber density map was created for each of 200 pairs of 
connections, by filtering the tractography output files. The point of maximal fiber 
density in only those fibers was chosen as the start point. If more than one point had 
the equivalent maximal density, the point with the minimal Euclidean distance from 
the midpoint of the two ROI endpoints was chosen as the start. 

The algorithm will be incapable of finding an accurate connection between the two 
nodes if the graph structure is such that there are no edges from the subgraph 
containing the start node with the subgraph containing the end node. As the fibers 
discretized into voxels, it is possible that the density image would not show a 
continuous path, but piecewise sections of fibers instead, as shown in 2D in Figure 1. 
To account for this possibility, and to avoid having tracts that do not start and end in 
different cortical regions, a 3D box was created spanning from the start point in one 
cortical region to the end point in the other.  After the start and end points have been 
computed, this box is then artificially labeled with a uniform fractional fiber density 
count (0.5) to allow for a continuous path between different cortical regions to be 
connected, albeit at a high cost. Additionally, all voxels of the path were dilated (and 
given the small density count). This helps to ensure a continuous path such that the 
algorithm can find a set of voxel locations where it can create a representative path 
connecting the start and end regions.  

Once the optimal path has been calculated based on the weights, the length of the 
path is computed by summing the distances from the center of the neighboring voxel 
points along the path, starting from the start point, following the path, and ending at 
the end point in the other cortical region. Alternative approaches might use tensor-
derived measures such as FA as weights for each voxel visited along the path, or other 
scalar diffusion measures to describe the properties of the path.  

Once all the path lengths have been calculated from all valid cortical connections 
to the next, an observed path length connectivity matrix can be computed. Instead of 
using each element to represent the proportion of fibers in the brain that run between 
the regions, the physical length of fibers connecting the regions is approximated. 
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Dijkstra’s algorithm was implemented in Matlab using 
http://www.mathworks.com/matlabcentral/fileexchange/10922-matlabbgl the 
‘matlab_bgl’ toolbox. 

 

Fig. 2. Discretization of a fiber into a set of voxels in the image (here in 2D, but the 3D case is 
tackled in the paper) may leave a piecewise path (dark blue) rather than a connected one. 
Voxels are dilated (light blue) to ensure a connected path exists. 

 

Fig. 3. A) Full brain tractography is performed using HARDI based tractography on high field, 
high resolution images; B) Automatic cortical parcellation in Freesurfer [10] is simultaneously 
conducted on the T1-weighted high field scans. Once DWI and T1 scans are registered together 
to account for susceptibility artifacts, tracts are filtered to include only those going through 
pairs of cortical regions to create 200 filtered fiber density images, one for each valid pair of 
connections. C) Fibers that remain going through the left rostral anterior cingulate and left 
medial orbital frontal cortices are shown in yellow for a single subject.  Representative points 
for each cortical region are extracted; points shown in black across brain surface, points of 
interest show in red; the highest density point is selected from the filtered fiber density file 
(shown as a green sphere). To ensure symmetry, the point of highest density is traced to each 
one of the red endpoints of interest based Dijkstra’s algorithm following the highest density 
path. The resulting path is shown in blue. This represents only one element in the 68x68 path 
length connectivity matrix as all combinations of connections are calculated in the same way.  

2.5 Overall Physical Path Length  

In this study, brain network matrices were created by calculating a true path length 
between individual cortical regions. We used a single point determined from each of 
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the segmented regions of interest, on the cortical surface, as an end point in a path.  
The distance along this path is calculated. The common topological measure 
characteristic path length (CPL) is an average measure (across the whole network) of 
the minimum number of edges necessary to travel from one node to another in the 
network (i.e., average minimum path length). To coincide with this common measure 
generally calculated using networks with matrix elements based on cortical activation 
correlations or proportions of fibers, we also calculated this overall path length index, 
using a weighting based on our ‘physical path length’. This was performed using the 
Brain Connectivity Toolbox in Matlab [16].  

2.6 Heritability of Path Length Analysis  

In this study, we focused our analysis on the set of ‘valid’ connections. These at the 
detected connections that proceed from one brain region to another in almost all 
individuals in our sample. One goal of our work is to determine genetic influences on 
the brain, so we tested whether the path length connecting cortical regions across the 
corpus callosum is heritable. In genetics, the ‘heritability’ is the proportion of the 
observed variance in a measure that is attributable to genetic differences across 
individuals. To assess heritability, we use the fact that our large sample consists of 
both monozygotic (MZ) and dizygotic (DZ) twins. If path length is in fact heritable, 
then the observed correlations among MZ twins should be higher than those between 
pairs of DZ twins, as MZ twins share all their genes while DZ twins share on average 
only half. If genes had no effect on the measures, then the correlations should not be 
any higher for MZ than DZ twins [17]. We computed intra-class correlations (ICC) 
within MZ and DZ twins, rMZ and rDZ respectively, to compute a simple measure of 
genetic effects: Falconer's heritability estimate, h2 = 2(rMZ−rDZ) [18] at each 
subsequent connection (Falconer’s h2 is a simple but widely-used statistic; more 
complex structural equation models may also be used to estimate heritability). Here 
the ICC was calculated as  

ICC =
MSB− MSE

MSB+ MSE
,MSB = 2

(μi − ˜ μ )2

N −1i=1

N

 ,MSE =
σ i

N
,

i=1

N

  σ i = (N1i − μi)
2 + (N2i − μi)

2,μi =
N1i + N2i

2
 

where MSB corresponds to the mean square error between pairs; MSE is the mean 
squared error across the full set of pairs.  N refers to the total number of pairs, while 
N1i and N2i represent each individual within pair i. 

Reproducibility and reliability of the connections were assessed by examining the 
ICC for 12 unrelated subjects scanned twice with the exact same protocol, 
approximately 3 months apart. Tractography and cortical surface extractions were 
performed for both time points. For the reproducibility analysis, only unrelated 
subjects were analyzed because the inclusion of related subjects (e.g., MZ twins) 
could bias the estimate of reliability by reducing the MSE relative to what would be 
obtained by independent sampling of the young adult population. 
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2.7 Genetic Association of Overall Path Length 

In this analysis, we found that our topological measure was quite heritable (see 
Results). To further delve into the possible genetic basis for the heritability, we also 
assessed effects of a candidate gene that was previously found to influence fractional 
anisotropy on DTI. The CLU single nucleotide polymorphism, at rs11136000, is a 
very commonly carried variant in the genome that is consistently associated with 
Alzheimer’s disease in vast samples of tens of thousands of subjects [19] in recent 
work, it has also been shown to alter brain structure in healthy adults without AD 
[20]. The number of risk alleles a person carries (0,1 or 2) at the rs11136000 locus 
was regressed against the overall ‘characteristic’ path length measure, as weighted by 
the approximate distance traveled as calculated above. As our subjects were related, 
we used a statistical mixed model, including a kinship matrix, to test associations 
[21]. We also covaried for the effects of age, sex, and brain size, which can clearly 
affect our measured lengths. 

3 Results 

Our path length matrices showed moderate levels of heritability (in 228 twins) and 
reliability (in 12 unrelated individuals scanned twice with a three month interval with 
both sMRI and HARDI), with reliability comparable to that observed for fiber count 
matrices in [22]. 
 

 

Fig. 4. (A) Connectivity map of the path length estimates for reliability and (B) the heritability. 
Certain connections, including the connection of the right insula with the right inferior temporal 
lobe show both high levels of heritability (~0.6) as well as high reliability as measured in 12 
individuals (~0.6). 

The standard topological measure, characteristic path length, was calculated (1) 
using matrices weighted by the distance between cortical regions as defined in this 
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paper, and also (2) with the more standard “fiber count measure” where matrix 
elements represent the proportion of traced fibers connecting one region to another 
[23]. We find the heritability (as measured by Falconer’s h2) of our new more 
accurately termed characteristic path length measure was 0.76, while for the more 
traditional measure, it was 0.08. This is promising for genetic studies; even though a 
high heritability – meaning strong genetic control – is not a guarantee that SNP 
effects will be large, it is certainly true that SNP effects are unlikely to be found at all 
for measures whose heritability is very low. For that reason alone, this new measure 
becomes a strong candidate for very large scale genetic association studies, such as 
those conducted by the ENIGMA consortium [7].  

Such high heritability suggests the value of conducting a search for specific genetic 
influences on these pathways. We reserve an unguided search of the genome for 
future analysis, and use a candidate gene to show the potential of our measure here. 
As the CLU SNP has been previously shown to be associated with differences in 
white matter microstructure in healthy adults, here we tested whether it also was 
related to the global length of fiber paths traveled around the brain, based on the 
connection distances defined in this paper. We found that in fact a person’s CLU 
genotype was indeed associated with our global path length measure.  Each additional 
copy of the AD-risk CLU-C allele was associated with a 0.9 voxel (1.8mm) increase 
in characteristic path length (p=0.003). This can perhaps reveal more mechanistic 
detail on the effect of the gene, perhaps even suggesting a less efficient brain network 
in people who carry the adverse variant of this risk gene.  

4 Discussion 

Here we developed a novel method to probe the genetic basis of anatomical brain 
connectivity. Rather than use network measures that depend only on the network 
topology and not on the path lengths, we used fiber density maps derived from 
HARDI tractography as a way to weight the edges or connections from voxel to voxel 
and estimate optimal path trajectories and lengths. We used this to define a new 
symmetric connectivity matrix based on this observed path length.  

Our analysis of this large cohort of young adults allowed us to estimate heritability 
of structural brain network measures. In conjunction with fiber density at these 
elements across the matrix, path length matrices may offer robust analyses of 
connections, offering additional detail on connection properties. 

This work suggests several follow up studies. While we examined specific genetic 
influences on the overall path length, the most genetically influenced individual 
connections may also be promising targets to prioritize in the search for genes 
influencing brain integrity and risk for psychiatric disease.  Connections under strong 
genetic control may serve as powerful endophenotypes to search for specific genetic 
variants influencing the human brain.  
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Abstract. Alzheimer’s disease (AD) is characterized both by cortical atrophy 
and disrupted connectivity, resulting in abnormal interactions between neural 
systems. Diffusion weighted imaging (DWI) and graph theory can be used to 
evaluate major brain networks, and detect signs of abnormal breakdown in net-
work connectivity. In a longitudinal study using both DWI and standard MRI, 
we assessed baseline white matter connectivity patterns in 24 early mild cogni-
tive impairment (eMCI) subjects (mean age: 74.5 +/- 8.3 yrs). Using both  
standard MRI-based cortical parcellations and whole-brain tractography, we 
computed baseline connectivity maps from which we calculated global “small-
world” architecture measures. We evaluated whether these network measures 
predicted future volumetric brain atrophy in eMCI subjects, who are at risk for 
developing AD, as determined by 3D Jacobian “expansion factor maps” be-
tween baseline and 6-month follow-up scans. This study suggests that DWI-
based network measures may be a novel predictor of AD progression.   

Keywords: Graph theory, brain networks, white matter, DTI, tractography, 
ADNI, TBM, small worldness, connectivity. 

1 Introduction 

Alzheimer’s disease (AD), the most common form of dementia, is characterized by 
memory loss in its early stages, followed by a progressive decline in other cognitive 
domains. The Alzheimer's Disease Neuroimaging Initiative (ADNI) is one of several 
major efforts worldwide to identify sensitive biomarkers that may help track or pre-
dict brain tissue loss due to AD progression, and identify those most likely to decline.  

AD is marked by pervasive grey matter atrophy, but the brain’s white matter (WM) 
pathways also progressively decline. MRI-based image analysis methods have been 
used to track structural atrophy of the brain, but diffusion tensor imaging (DTI) is 
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sensitive to microscopic WM injury not always detectable with standard anatomical 
MRI. DTI may be used to track the highly anisotropic diffusion of water along axons, 
revealing microstructural WM fiber bundles connecting cortical and subcortical re-
gions. In both AD and mild cognitive impairment (MCI), cognitive impairment is 
associated with deterioration in these connecting fiber bundles, including the corpus 
callosum, cingulum, superior longitudinal fasciculus (SLF), and the inferior fronto-
occipital fasciculus (IFO) [1-2]. 

In this study, we combined DTI with longitudinally acquired standard anatomical 
MRI (across a 6-month interval) to measure the integrity and connectivity of white 
matter tracts, and assess whether variations in the degree and extent of connections 
may be a useful predictor of future brain decline. We created 68x68 structural connec-
tivity matrices based on baseline structural cortical parcellations and whole-brain 
tractography. We then used graph theory to describe general properties of the anatom-
ical networks and characterize global connectivity patterns. In these graphs, nodes 
designate brain regions, which are thought of as being connected by edges 
representing WM fibers.  

“Small-world” networks are marked by low characteristic path length (CPL) and 
high mean clustering coefficient (MCC), so they are both integrated and segregated. 
Small-world properties have been regarded as typical properties of many kinds of 
communication networks, and are found in social networks, efficient biological  
networks, and even in healthy mammalian brain networks [3]. Networks with a small-
world organization can have both functional segregation and specialization of mod-
ules and a ‘low wiring cost’ that supports easy communication across an entire net-
work. AD patients have abnormal small-world architecture in large-scale structural 
and functional brain networks, with differences in MCC and CPL that imply less  
optimal network topology [4-6].  

Here, we use global network measures, computed from baseline DTI scans, to pre-
dict future volumetric atrophy (dynamic tissue loss) over a follow-up period of 6 
months. We assessed 24 ADNI participants with early signs of cognitive impairment 
(eMCI). Predictors of decline in eMCI are sorely needed, as subjects are only mildly 
impaired and do not have drastic changes in most of the standard biomarkers of AD; 
even so, eMCI subjects are the target of many clinical trials that aim to slow disease 
progression, before brain changes are so pervasive that they are irremediable.  

We examined whether small-world architecture measures calculated from baseline 
connectivity maps were able to predict volumetric brain atrophy after 6 months, as 
determined by 3D Jacobian “expansion factor maps” of T1-weighted structural scans. 
We found that global network measures may offer a potentially useful biomarker for 
predicting atrophy at this critical time before the onset of AD. 

2 Methods 

2.1 Subject Information and Image Acquisition 

Data collection for the ADNI-2 project (the second phase of ADNI) is still in 
progress. Here we performed an initial analysis of 24 eMCI subjects who, by June 
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2012, had returned for a 6-month follow-up evaluation (mean age at baseline: 74.5+/-
8.3 yrs; 14 men/10 women). We additionally analyzed baseline data from 29 cogni-
tively healthy control subjects (HC) to create a study-specific template (mean age at 
baseline: 73.4+/-5.2 yrs; 15 men/14 women). 

All subjects underwent whole-brain MRI scanning on 3-Tesla GE Medical Sys-
tems scanners, on at least one of two occasions (baseline and 6 months). T1-weighted 
SPGR (spoiled gradient echo) sequences (256x256 matrix; voxel size = 1.2x1.0x1.0 
mm3; TI=400 ms; TR = 6.98 ms; TE = 2.85 ms; flip angle = 11°), and diffusion-
weighted images (DWI; 256x256 matrix; voxel size: 2.7x2.7x2.7 mm3; scan time = 9 
min) were collected. 46 separate images were acquired for each DTI scan: 5 T2-
weighted images with no diffusion sensitization (b0 images) and 41 diffusion-
weighted images (b=1000 s/mm²). 

2.2 Image Preprocessing  

Preprocessing of Baseline and 6-Month Follow-up Anatomical Scans. All extra-
cerebral tissue was removed from both baseline and 6 month T1-weighted anatomical 
scans using ROBEX, an automated brain extraction program trained on manually 
“skull-stripped” MRI data from hundreds of healthy young adults [7]. Anatomical 
scans subsequently underwent intensity inhomogeneity normalization using the MNI 
“nu_correct” tool (www.bic.mni.mcgill.ca/software/). To align data from different 
subjects into the same 3D coordinate space, each anatomical image was linearly 
aligned to a standard brain template (the Colin27; [8]) using FSL FLIRT [9]. 
 
Baseline DWI Preprocessing. For each subject, all raw DWI volumes were aligned 
to the average b0 image using the FSL “eddy-correct” tool (www.fmrib.ox.ac.uk/fsl) 
to correct for head motion and eddy current distortions. Non-brain tissue was removed 
from the diffusion-weighted images using the Brain Extraction Tool (BET) from FSL 
[10]. To correct for echo-planar induced (EPI) susceptibility artifacts, which can 
cause distortions at tissue-fluid interfaces, skull-stripped b0 images were linearly 
aligned and then elastically registered to their respective baseline T1-weighted struc-
tural scans using an inverse consistent registration algorithm with a mutual informa-
tion cost function [11]. The resulting 3D deformation fields were then applied to the 
remaining 41 DWI volumes.  

2.3 Fiber Tractography 

At each voxel, orientation distribution functions (ODFs) were computed using the 
normalized and dimensionless ODF estimator, derived for Q-ball imaging (QBI) as in 
[12]. The angular resolution of the ADNI data somewhat limited to avoid long scan 
times that may tend to increase patient attrition, but the use of an ODF model makes 
best use of the available angular resolution. Tractography was performed on the li-
nearly aligned sets of DWI volumes by probabilistically seeding voxels with a prior 
probability based on the FA value. Curves through a seed point receive a score esti-
mating the probability of the existence, computed from the ODFs. We used a voting  
 



44 T.M. Nir et al. 

 

process provided by the Hough transform to determine the best fitting curves through 
each point (Figure 1a; [13]). Elastic deformations obtained from the EPI distortion 
correction, mapping the average b0 image to the T1-weighted image, were then ap-
plied to the tracts’ 3D coordinates. Each subject’s dataset contained approximately 
10,000 non-duplicated fibers (3D curves). We removed any erroneous fibers traced on 
the edge of the brain due to high intensity noise. 

2.4 Automated Cortical ROI Segmentation 

Using FreeSurfer (http://surfer.nmr.mgh.harvard.edu/;[14]), 34 cortical labels (Table 1) 
were automatically extracted in each hemisphere from the raw baseline T1-weighted 
structural MRI scans. The resulting T1-weighted images and were then aligned to the 
corrected T1 images, and the linear transformation matrix was applied to the cortical 
parcellations using nearest neighbor interpolation (to avoid intermixing of labels). This 
placed the cortical labels in the same space as the tractography, calculated from the 
DWIs that were elastically registered to the corrected T1 space (Figure 1b). To ensure 
tracts would intersect cortical labeled boundaries, labels were dilated with an isotropic 
box kernel of 5x5x5 voxels (Figure 1c). 

Table 1. Index of cortical labels extracted from the anatomical MRI scans by FreeSurfer [14] 

1 Banks of the superior temporal sulcus 19 Pars orbitalis 
2 Caudal anterior cingulate 20 Pars triangularis 
3 Caudal middle frontal 21 Peri-calcarine 
4 -N/A- 22 Postcentral 
5 Cuneus 23 Posterior cingulate 
6 Entorhinal 24 Precentral 
7 Fusiform 25 Precuneus 
8 Inferior parietal 26 Rostral anterior cingulate 
9 Inferior temporal 27 Rostral middle frontal 
10 Isthmus of the cingulate 28 Superior frontal 
11 Lateral occipital 29 Superior parietal 
12 Lateral orbitofrontal 30 Superior temporal 
13 Lingual 31 Supra-marginal 
14 Medial orbitofrontal 32 Frontal pole 
15 Middle temporal 33 Temporal pole 
16 Parahippocampal 34 Transverse temporal 
17 Paracentral 35 Insula 
18 Pars opercularis   

2.5 NxN Matrices Representing Structural Connectivity 

As in [15], for each subject, a baseline 68x68 (34 right hemisphere ROIs and 34 left) 
connectivity matrix was created. Each element described the estimated proportion of 
the total number of fibers, in that subject, connecting each of the labels to each of the 
other labels (Figure 1d). 
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2.7 Study Specific Template Creation 

A study-specific minimal deformation template (MDT) was created using 29 healthy 
normal (HN) subjects’ baseline spatially-aligned corrected anatomical volumes. Using 
a customized template from subjects in the study (rather than a standard atlas or a 
single optimally chosen subject) can reduce bias in the registrations. The MDT is the 
template that deviates least from the anatomy of the subjects, and, in some circums-
tances, it can improve statistical power [17]. The MDT [18] was generated by creating 
an initial affine mean template from all 29 subjects, then registering all the aligned 
individual scans to that mean using elastic registration [11] while regularizing the 
Jacobians [19]. A new mean was created from the registered scans; this process was 
iterated several times. 

2.8 Tensor Based Morphometry 

To quantify 3D patterns of volumetric brain atrophy in eMCI, each subject’s 6 month 
pre-processed T1-weighted scan was elastically registered to its respective corrected 
baseline T1-weighted scan [11]. A separate 3D Jacobian map (i.e., volumetric expan-
sion factor map) was created for each subject to characterize the local volume differ-
ences between their baseline scan and 6 month scan. To ensure the Jacobians had 
common anatomical coordinates for statistical analysis, each subject’s respective 3D 
deformation field - from the elastic registration of the baseline T1-weighted scan to 
the MDT - was applied to each Jacobian map.  

2.9 Statistics 

We ran a voxel-wise multiple linear regression, controlling for sex and age, and a 
partial F test, using baseline gamma and lambda as predictors – both jointly and inde-
pendently – of the longitudinal volumetric changes. In post hoc analyses, we further 
ran a voxel-wise linear regression, controlling for sex and age, to detect any associa-
tions between baseline MOD and EGLOB and the Jacobian maps. Computing thou-
sands of association tests at a voxel-wise level can introduce a high false positive 
error rate in neuroimaging studies, if not corrected. To correct for these errors, we 
used the searchlight method for false discovery rate correction (FDR) [20]. All statis-
tical maps are thresholded at a corrected p-value to show regression coefficients only 
in regions that controlled the false discovery rate (q=0.05). 

3 Results 

We found a significant association between the baseline anatomical network meas-
ures, gamma and lambda, used together as predictors in the same regression model, 
and 3D volumetric changes over the 6-month follow-up interval (Figure 2a; corrected 
p<0.05; [20]). When we assessed gamma and lambda separately, we found no signifi-
cant association between Jacobian maps and lambda, suggesting that the gamma 
measure was driving our findings. Gamma, the normalized MCC, was significantly 
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and functional networks [4-6]. This is consistent with theoretical notions that small-
world topology may be functionally beneficial and efficient. In this study, we  
assessed whether abnormalities in small worldness, the balance between network 
segregation and network integration, at baseline were predictive of volumetric brain 
decline over a 6-month period. As the small worldness measure (1) may falsely report 
small world topology in highly segregated, but poorly integrated networks [16], we 
chose to assess gamma and lambda as joint predictors instead. 

In this study we found an association between baseline small-world global network 
measures and volumetric changes in T1 structural scans. Moreover, we found that 
lower mean clustering at baseline is associated with greater atrophy throughout the 
brain. In a previous study, using DTI based tractography, similar results were found 
with decreased MCC at baseline associated with decreases in fractional anisotropy 
(FA) over 6 months [21]. Networks with higher levels of clustering are more densely 
connected and may indicate a more functionally coherent neural system [22]. Here we 
found that increased modularity, a measure of segregation and decreased global effi-
ciency, a measure of integration at baseline are associated with atrophy in the left 
occipital lobe.  

It appears that the degree of network integration both globally, EGLOB, and local-
ly within clusters, gamma, is an important indication of a more coherent neural sys-
tem at baseline. Our data suggest that both lower global efficiency, indicating poor 
integration and high cost of information transfer, and lower gamma, a measure of 
local efficiency within clusters, at baseline, may be predictive of decline. Conversely, 
increased modularity and segregation at baseline – perhaps a sign of progressive iso-
lation of network hubs - is also predictive of decline. As ADNI is a multisite longitu-
dinal study currently under data collection, we will later investigate which of these 
subjects eventually develops AD, and if these early aberrations in connectivity can 
help to predict a patient’s conversion to AD, as well as future brain tissue loss. This 
study offers evidence that DTI-based network measures may be a novel predictor of 
AD progression.  
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Abstract. Inferring brain activation from functional magnetic resonance imag-
ing (fMRI) data is greatly complicated by the presence of strong noise. Recent 
studies suggest that part of the noise in task fMRI data actually pertains to on-
going resting state (RS) brain activity. Due to the sporadic nature of RS tem-
poral dynamics, pre-specifying temporal regressors to reduce the confounding 
effects of RS activity on task activation detection is far from trivial. In this  
paper, we propose a novel approach that exploits the intrinsic task-rest relation-
ships in brain activity for addressing this challenging problem. With an approx-
imate task activation pattern serving as a seed, we first infer areas in the brain 
that are intrinsically connected to this seed from RS-fMRI data. We then apply 
principal component analysis to extract the RS component within the task fMRI 
time courses of the identified intrinsically-connected brain areas. Using the 
learned RS modulations as confound regressors, we re-estimate the task activa-
tion pattern, and repeat this process until convergence. On real data, we show 
that removal of the estimated RS modulations from task fMRI data significantly 
improves activation detection. Our results thus provide further support for the 
presence of continual RS activity superimposed on task fMRI response.  

Keywords: activation detection, fMRI, resting state, task-rest interactions. 

1 Introduction 

Functional magnetic resonance imaging (fMRI) has become a primary means for 
studying human brain activity. To map brain areas to function, the standard analysis 
approach models fMRI observations as a combination of expected temporal responses 
using a general linear model (GLM) [1]. However, the strong noise in fMRI data aris-
ing from confounds, such as scanner drifts, motion artifacts, and physiological effects, 
greatly hampers reliable detection of brain activation. Recent studies have shown that 
the brain is not idle in the absence of external stimulus [2]. Instead, spontaneous 
modulations in brain activity, referred to as resting state (RS) activity, are continually 
present [2]. Moreover, there is evidence indicating that RS activity actually persists 
during task performance [3]. Thus, part of the noise observed in task fMRI data in-
deed ascribes to ongoing RS activity. The frequency range at which RS activity re-
sides is typically found to be between 0.01 to 0.1 Hz [2], which overlaps with the 
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stimulus frequencies employed in most task-based fMRI studies. Thus, standard high 
pass filtering e.g. at 1/128 Hz, which is the default cutoff frequency in the SPM soft-
ware, for removing temporal drifts in task fMRI data, would not account for ongoing 
RS modulations. Also, unlike task-evoked responses, which are time-locked to stimu-
lus, the time at which RS activity peaks and troughs is difficult to predict. Hence, pre-
specifying temporal regressors to model RS activity is non-trivial.  

Albeit its seemingly sporadic temporal dynamics, RS activity is not random [2]. 
Rather, strong synchrony in RS modulations between specific brain areas has been 
observed in numerous studies [2]. In fact, many of the detected RS networks exhibit 
high resemblance to networks seen in task experiments [4]. Further supporting this 
finding is a recent work [5] that demonstrated enhanced sensitivity in task activation 
detection by incorporating an RS-connectivity prior. In addition, studies that jointly 
examined RS-fMRI and diffusion MRI data indicate an anatomical basis for RS activ-
ity [6, 7]. In particular, high anatomical connectivity typically predicts high functional 
connectivity [6, 7]. Thus, the spatial patterns of RS networks would presumably be 
constrained by the underlying fiber pathways [6, 7]. Taken together, these findings 
suggest that there is spatial structure in RS activity and that the spatial structure of 
ongoing RS activity during task would likely remain similar to that during rest [3].  

To the best of our knowledge, the only previous work that attempted to tackle this 
challenging problem of RS activity removal from task fMRI data was by Fox et al. 
[3]. Specifically, the authors showed that for a right handed motor task, subtracting 
out fMRI signals in the right somatomotor cortex (RSC) from the left somatomotor 
cortex (LSC) significantly reduced inter-trial variability in fMRI response. The basis 
of this approach is twofold. First, the presence of coherent RS activity between the 
LSC and RSC is well established [8], and is assumed to persist during task perfor-
mance. Second, right handed motor tasks typically activate only the LSC, thus signals 
in RSC would largely correspond to RS activity. Subtraction of signals in RSC from 
LSC would thereby remove the RS components within the task fMRI time courses of 
the LSC. However, not all tasks evoke only lateralized activation. Thus, simply sub-
tracting signals in one side of the brain from the other side is not always suitable for 
removing RS modulations from task fMRI data. 

In this paper, we propose a novel approach for RS activity removal in more general 
settings. The key challenge to this problem is that RS activity is internally-driven by 
the brain, as opposed to being evoked by external stimulus with known timing. It is 
thus not obvious how the temporal dynamics of RS modulations that occurred during 
task performance can be determined a priori. Representative time courses reflective of 
ongoing RS activity must hence be extracted from the task fMRI data itself. Since the 
brain comprises multiple networks [4], the RS modulations superimposed on the 
fMRI responses of the task-activated brain areas would be specific to the RS network 
in which these brain areas belong. Extracting RS activity from task fMRI data would 
thus require knowing the parts of the brain that are activated and their intrinsically-
connected areas, which introduces a circular problem. To deal with this issue, we 
employ an iterative strategy in which we first apply seed-based analysis [8] with an 
approximate task activation pattern being the seed to infer the intrinsically-connected 
brain areas from RS-fMRI data. Assuming the spatial structure of RS networks is 
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sustained during task performance [3], we extract RS modulations from the task fMRI 
time courses of the identified brain areas and re-estimate the task activation pattern 
with the learned RS activity as confound regressors. On real fMRI data collected from 
19 subjects undergoing a checkerboard-viewing task, we show that repeating this 
process to remove ongoing RS modulations from task fMRI data significantly im-
proves task activation detection. 

2 Proposed RS Activity Removal Approach 

Motivated by the recent finding that RS activity contributes to the noise in task fMRI 
data [3], we propose a novel approach for removing such confounds to improve acti-
vation detection. Our approach consists of three steps, as summarized in Fig. 1.  

 

 

Fig. 1. Depiction of proposed RS activity removal approach. Xi = [Xtask|X
i
confounds] is a regressor 

matrix, where Xtask corresponds to task regressors and Xi
confounds corresponds to confound re-

gressors specific to subject i. Yi are the task fMRI time courses of subject i. ΛA is the set of 
activated brain areas common across a group of subjects. Zi are the RS-fMRI time courses of 
subject i. Λi

C is the set of brain areas estimated to be intrinsically connected to ΛA for subject i. 
yi

RS is the estimated RS activity time course of subject i, which is entered into Xi as a confound 
regressor for re-estimating the group activation pattern ΛA. The three steps: group activation 
detection, RS network detection, and RS activity estimation, are repeated until ΛA stabilizes. 

In brief, we first approximate the task activation pattern that is common across sub-
jects using standard univariate analysis [1] (Section 2.1). With the detected activation 
pattern serving as a seed, we infer brain areas that are intrinsically-connected to this 
seed from RS-fMRI data of each subject [8] (Section 2.2). Assuming that the spatial 
structure of RS networks remains fixed during task [3], we apply principal component 
analysis (PCA) to extract the RS component from the task fMRI time courses of the 
identified intrinsically-connected brain areas (Section 2.3). The estimated RS modula-
tions are then used as confound regressors to re-estimate the task activation pattern of 
the group, and this process is repeated until the detected activation pattern converges. 

2.1 Seed Region Extraction 

Our approach begins with the estimation of an approximate task activation pattern 
(i.e. without accounting for ongoing RS modulations). A standard general linear mod-
el (GLM) is first applied to compute the intra-subject activation effects [1]:  

Group 
Activation 
Detection

RS Network 
Detection

RS Activity 
Estimation

Yi ΛA Λi
C

Zi YiXi = [Xtask|Xi
confounds]

yiRS
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Yi
 = Xiβi + Ei, (1)

where Yi is an t×d matrix containing the task fMRI time courses of d brain areas of 
subject i, Xi = [Xtask|X

i
confounds] is an t×p matrix with Xtask corresponding to task regres-

sors and Xi
confounds corresponding to confound regressors specific to subject i [1], βi is 

an p×d activation effect matrix to be estimated, and Ei is an t×d residual matrix. Due 
to the strong noise in task fMRI data, activation patterns estimated at the intra-subject 
level might be inaccurate [9]. Therefore, we opt to combine information across sub-
jects in generating a group activation map, which is then used as a seed for identifying 
intrinsically-connected brain areas (Section 2.2). To infer group activation, we apply a 
max-t permutation test [10] on βi of all subjects, which implicitly accounts for mul-
tiple comparisons and provides strong control over false detections. Group activation 
is declared at a p-value threshold of 0.05. We denote the set of detected brain areas  
as ΛA. 

2.2 RS Network Detection 

With the detected group activation pattern taken as a seed, our goal is to identify brain 
areas that belong to the same RS network as the seed, so that we can extract RS mod-
ulations specific to this RS network. To proceed, we first average the RS-fMRI time 
courses within the detected activated brain areas in generating a seed time course for 
each subject. We then apply the standard seed-based analysis [8] to find brain areas 
intrinsically-connected to this seed for each subject i: 
 

 Zi
~s = zi

sw
i + Ωi, (2) 

 
where Zi

~s is an n×(d-|ΛA|) matrix containing the RS-fMRI time courses of all brain 
areas except those in ΛA, |ΛA| is the number of brain areas in ΛA, zi

s is an n×1 vector 
containing the seed time course, wi is an 1×(d-|ΛA|) vector with each element reflect-
ing the correlation between the seed and each brain area not in ΛA, and Ωi is an n×(d-
|ΛA|) residual matrix. Statistical significance of each element of wi is declared at a  
p-value threshold of 0.05 with false discovery rate (FDR) correction [11] to account 
for multiple comparisons. FDR correction is used instead of max-t permutation test 
due to correlations between brain volumes at adjacent time points, which violates the 
independent sample assumption in max-t permutation test [10]. A max-t permutation 
test could be applied to identify brain areas that are significantly correlated with the 
seed at the group level. However, compared to task-based experiments, RS experi-
ments are less prone to motion artifacts, which constitute a major part of fMRI noise. 
Reliable RS networks could thus potentially be extracted at the intra-subject level. We 
hence opt to perform intra-subject seed-based analysis to retain subject-specific  
information. We denote the set of brain areas significantly correlated with the seed  
as Λi

C. 
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2.3 RS Activity Estimation and Removal 

After finding the set of brain areas that is intrinsically-connected to the estimated task 
activation pattern for each subject i, the next step is to extract the RS components from 
the task fMRI time courses of these brain areas, which we denote as Yi

C. To target the 
specific frequency range at which RS activity resides, we first band-pass filter each 
column of Yi

C at cut-off frequencies of 0.01 and 0.1 Hz. Since the estimated task acti-
vation pattern is only an approximation without accounting for the confounding effects 
of RS activity, some intrinsically-connected brain areas might in fact be activated con-
sidering the resemblance between task and RS networks [4]. Thus, Yi

C might contain 
task signals. To remove the task-related response in Yi

C, we apply PCA through eigen-
decomposition to separate Yi

C into task and non-task components: 
 

 Ci = UiDiUiT, (3) 

 
where Ci is the d×d covariance matrix of Yi

C, Ui is an d×d matrix containing the ei-
genvectors of Ci, and Di is an d×d matrix containing the eigenvalues of Ci along the 
diagonal. The columns of Ui are ordered such that the first column, Ui

1, corresponds 
to the largest eigenvalue. To identify the task-related components, we compute the 
correlation between each column of Ui and the task regressor. Statistical significance 
in correlation is declared at a p-value threshold of 0.05 with FDR correction. For the 
data examined in this work (Section 3), the task regressor is found to be most signifi-
cantly correlated with Ui

1. This high correlation between Ui
1 and the task stimulus, as 

shown in Fig. 1, signifies a definite need for task response removal from Yi
C. We 

remove the task components by reconstructing Yi
C with the significantly correlated 

columns of Ui discarded. We note that other decomposition techniques, such as inde-
pendent component analysis (ICA) [12], could be also used. We defer comparisons 
between various decomposition techniques for future work.  

Denoting the reconstructed Yi
C as Vi

~task, we take the mean of Vi
~task over brain 

areas to generate a representative RS activity time course for each subject i, yi
RS,  

 
 

 

Fig. 2. Dominant principal component (PC) extracted from time courses of intrinsically-
connected brain areas. The thick red and blue lines correspond to task regressor and mean do-
minant PC across subjects. Each thin line corresponds to the dominant PC of a single subject. 

Task regressor

Mean first PC
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which we enter into (1) as a confound regressor to re-estimate the task activation pat-
tern. This process is repeated until the group activation pattern ΛA stabilizes. 

3 Materials 

For testing our proposed RS activity removal approach, we used the publicly available 
Multiband Test-Retest Pilot Dataset, which was released as a part of the 1000 Func-
tional Connectomes Project1. Excluding subjects with missing brain volumes, the 
dataset comprises 19 subjects (14 men, 5 women, mean age 33.1±13.2 years). Each 
subject performed a passive viewing task in which a checkerboard was displayed on a 
monitor for 20 s, with 20 s of rest interleaved between stimulus blocks. The total task 
duration was approximately 2.5 minutes. Task fMRI data were acquired with a TR of 
1.4 s and a voxel size of 2 mm (isotropic). RS-fMRI data of 5 minutes duration were 
also collected with a TR of 2.5 s and a voxel size of 3mm (isotropic). 

For each subject’s RS-fMRI data, motion correction and spatial normalization were 
performed using SPM8. The voxel time courses were then bandpass filtered at cutoff 
frequencies of 0.01 and 0.1 Hz with white matter and cerebrospinal fluid confounds 
regressed out. In accordance with how the human brain is estimated to comprise ~500 
functional regions [13, 14], we functionally divided the brain into 500 parcels as fol-
lows. First, we used the Freesurfer atlas to divide the brain into 112 anatomical re-
gions. We then functionally subdivided each anatomical region into Nr parcels, where 
Nr is chosen based on the number of voxels within each anatomical region relative to 
the total number of voxels. Parcellation was performed by concatenating RS-fMRI 
voxel time courses across subjects and applying normalized cut [15] to the correlation 
matrix computed from the concatenated time courses. RS parcel time courses were 
then generated by averaging the RS-fMRI voxel time courses within each group par-
cel. For task fMRI data, similar preprocessing steps were performed, except a high-
pass filter at 1/128 Hz was used to remove temporal drifts. Task fMRI time courses 
within each group parcel were averaged to compute task parcel time courses. 

4 Results and Discussion 

To validate our proposed approach, we compared applying the standard univariate 
analysis [1] with and without RS activity removal in detecting group activation. We 
denote these two cases as RSR and GLM, respectively. For increased group activation 
detection to be a legitimate validation criterion, strong control over false positive rate 
is critical. For this, we used the max-t permutation test [10] for both RSR and GLM, 
which implicitly accounts for multiple comparisons, provides strong control on false 
positive rate, and generates less conservative t-value thresholds than Gaussian random 
field theory and Bonferroni correction [10]. 

                                                           
1 The Multiband Test-Retest Pilot Dataset is available online at: 
http://fcon_1000.projects.nitrc.org/indi/pro/eNKI_RS_TRT/ 
FrontPage.html 
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Fig. 2 shows the number of detected parcels for different p-value thresholds. For 
the same specificity, our approach provided higher detection sensitivity than GLM in 
general. To assess whether the increased detection was statistically significant, we 
employed a “parcel-label” permutation test. Specifically, for each permutation, we 
first randomly selected half of the parcels and exchanged the labels (i.e. active or non-
active) assigned by RSR and GLM for each p-value threshold. We then computed the 
difference in the number of detected parcels with and without RS removal, which we 
denote as Ndiff. This procedure was repeated 1000 times to generate a null distribution. 
The original Ndiff was found to be greater than the 95th percentile of the null distribu-
tion for all corrected p-value thresholds within the typical range of [0.01, 0.05]. The 
detection improvement with RSR compared to GLM was thus statistically significant. 
We note that improvement in detection was observed even with just one iteration of 
RSR, and the detected activation pattern stabilized within two iterations, i.e. no more 
than a couple of parcels changing labels in subsequent iterations.  

 

 

Fig. 3. Activation detection comparison. Number of parcels detected with significant activation 
vs. p-value thresholds. 

To show that there is specific temporal structure in the estimated RS activity time 
courses that gave rise to the observed detection improvement, we applied RSR on 
temporally-permuted RS activity time courses 100 times. The average number of 
detected parcels over the 100 permutations (RSR-Temp. Rand. in Fig. 2) was found to 
be similar to that of GLM. The difference in detection performance between RSR and 
RSR-Temp. Rand. was statistically significant based on the parcel-label permutation 
test with a threshold set at the 95th percentile of the null distribution. Our results thus 
indicate that there is certain temporal structure in the estimated RS activity time 
courses that is critical for successful RS activity removal.  
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Since the brain comprises multiple networks [4], not all parcels would contain the 
same RS modulations as those superimposed on the underlying task activated brain 
areas. To illustrate this point, we applied RSR with RS modulations extracted from Nc 
randomly selected parcels (excluding parcels identified by RSR), where Nc is the 
number of intrinsically-connected brain areas originally determined with RSR. The 
average number of detected parcels over 100 random subsets of parcels (RSR-Spat. 
Rand. in Fig. 2) was found to be similar to that of GLM for p-value thresholds be-
tween 0 and 0.02, and modestly better than GLM for p-value thresholds above 0.02. 
We suspect the increased detection arises from how some parcels might be intrinsical-
ly-connected to the task-evoked brain areas, but the estimated correlations were  
declared not significant due to noise. Such parcels would contain RS modulations 
common to the task activation pattern, hence the increased activation detection ob-
served. Nevertheless, the increase was not statistically significant based on the parcel-
label permutation test with a threshold set at the 95th percentile of the null distribution. 

Qualitatively, RSR additionally detected brain areas adjacent to those found by 
GLM (Fig. 3). More bilateral activation was also found with RSR. The detected brain 
areas lie within the primary visual cortex and the extrastriate cortex, which are known 
to pertain to visual checkerboard stimulus [16, 17], hence confirming our results. 
 

  

Fig. 4. Detected activation patterns. Three axial slices shown. Parcels detected at p-value < 0.05 
(corrected). Red = detected by RSR only. Purple = detected by both GLM and RSR. 

5 Conclusions 

We proposed a novel approach for the estimation and removal of continual RS activi-
ty in task fMRI data. Exploiting how the spatial structure of RS networks are con-
strained by the underlying fiber pathways hence would remain similar during task 
performance, our approach first extracts RS modulations from task fMRI time courses 
within brain areas that are significantly correlated with an approximate task activation 
pattern at rest. The estimated RS modulations are then entered into a GLM as con-
found regressors to model the effects of RS activity. Applying our approach on real 
data resulted in statistically significant improvement in task activation detection. In 
agreement with the seminal work by Fox et al. [3], our results indicate that RS activity  
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also contributes to the noise seen in task fMRI data, in contrast to the traditional belief 
that only scanner artifacts, head motions, and physiological confounds contribute to 
fMRI noise. It is thus important to model RS activity in task fMRI studies.  
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Abstract. Here we propose a novel method to compute surface hy-
perbolic parameterization for studying brain morphology with the Ricci
flow method. Two surfaces are conformally equivalent if there exists a
bijective angle-preserving map between them. The Teichmüller space for
surfaces with the same topology is a finite-dimensional manifold, where
each point represents a conformal equivalence class, and the conformal
map is homotopic to the identity map. A shape index can be defined
based on Teichmüller space coordinates, and this shape index is intrin-
sic and invariant under scaling, translation, rotation, general isometric
deformation, and conformal deformation. Using the Ricci flow method,
we can conformally map a surface with a negative Euler number to the
Poincaré disk and the Teichmüller space coordinates can be computed
by geodesic lengths under hyperbolic metric. For lateral ventricular sur-
face registration, we further convert the parameterization to the Klein
model where a convex polygon is guaranteed for a multiply connected
surface. With the Klein model, diffeomorphisms between lateral ventric-
ular surfaces can be computed with some well known surface registration
methods. Compared with prior work, the parameterization does not have
any singularities and the intrinsic parameterizations help shape indexing
and surface registration. Our preliminary experimental results showed
its great promise for analyzing anatomical surface morphology.

1 Introduction

Shape analysis is a key research topic in anatomical modeling and statisti-
cal comparisons of anatomy. In studies that analyze brain morphology, many
shape analysis methods have been proposed, such as spherical harmonic analysis
(SPHARM) [1, 2], medial representations (M-reps) [3], and minimum descrip-
tion length approaches [4], etc.; these methods may also be applied to analyze
shape changes or abnormalities in subcortical brain structures. Recent work
has also taken a population based approach by analyzing surface changes using
pointwise displacements of surface meshes, local deformation tensors, or surface
expansion factors [5, 6]. Even so, a stable method to compute transformation-
invariant shape descriptors and diffeomorphisms between topology complicated
surfaces would be highly advantageous in this research field. Here we propose a

P.-T. Yap et al. (Eds.): MBIA 2012, LNCS 7509, pp. 61–76, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



62 J. Shi, P.M. Thompson, and Y. Wang

novel and intrinsic method to compute hyperbolic conformal parameterization of
surfaces with negative Euler numbers with hyperbolic Ricci flow method. We use
lateral ventricular morphometry as an example to demonstrate our algorithm in
a dataset from our prior research [7, 8].

All oriented surfaces have conformal structures. The conformal structure is,
in some respects, more flexible than the Riemannian metric but places more
restrictions on the surface morphology than the topological structure. Accord-
ing to Klein’s Erlangen program, different geometries study the invariants under
different transformation groups. Conformal geometry corresponds to the angle-
preserving transformations. If there exists a conformal map between two surfaces,
they are conformally equivalent. All surfaces may be classified by the conformal
equivalence relation. For surfaces with the same topology, the Teichmüller space
is a natural finite-dimensional manifold, where each point represents a conformal
equivalence class and the distance between two shapes can be accurately mea-
sured. A shape index can be defined based on Teichmüller space coordinates.
This shape index is intrinsic and invariant under conformal transformations,
rigid motions and scaling. It is simple to compute; no surface registration is
needed. It is very general; it can handle all arbitrary topology surfaces with
negative Euler numbers.

In this work, only genus-zero surfaces with three boundaries are considered.
With the discrete version of the surface Ricci flow method (also called the discrete
Ricci flow), we conformally projected the surfaces to the hyperbolic plane and
isometrically embedded them in the Poincaré disk. The proposed Teichmüller
space coordinates are the lengths of a special set of geodesics under this spe-
cial hyperbolic metric. Next, we computed the Klein model of the hyperbolic
parameterization. The obtained convex polygon provides a stable parameter do-
main for surface registration. Compared with prior work [8], the new registration
method relies on surface intrinsic features and does not have any singularities.
It provides a promising way to analyze complex ventricular morphometry using
MR images.

We tested our algorithm on cortical and lateral ventricular surfaces extracted
from 3D anatomical brain MRI scans. The proposed algorithm can map the
profile of differences in surface morphology between healthy controls and subjects
with HIV/AIDS. Finally, we applied our algorithm to compare the intrinsic
features of two ventricular surfaces with strong shape difference to demonstrate
the feasibility of applying the new method for surface registration.

1.1 Related Work

In the computational analysis of brain anatomy, volumetric measures of struc-
tures identified on 3D MRI have been used to study group differences in brain
structure and also to predict diagnosis [9, 10, 11]. However, early research [12,
13, 14, 15] has demonstrated that surface-based approaches may offer advan-
tages as a method to register brain images. To register brain surfaces, a common
approach is to compute a range of intermediate mappings to some canonical
parameter space [6, 12, 13, 16, 17, 18]. A flow, computed in the parameter space
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of the two surfaces, then induces a correspondence field in 3D [19]. This flow
can be constrained by anatomical landmark points or curves [20, 21, 22, 23, 24],
by subregions of interest [25], by using currents to represent anatomical varia-
tion [26, 27], or by metamorphoses [28]. Various ways also exist for optimizing
surface registrations [29, 30, 31, 32].

Recent work has also used shape-based features (reviewed in [33]). Many
surface based statistics were studied for evaluating disease burden, progres-
sion and response to interventions, including m-rep [3], SPHARM [2], principal
geodesic analysis [34], random orbit model [35], deformation-based morphometry
(DBM) [36, 37], tensor-based morphometry (TBM) [1, 38], Teichmüller shape
space [39, 40], Laplace-Beltrami eigen function [41], q-maps [42], and optimal
mass transportation [29], etc.

Some work has focused on conformal parameterization of brain surfaces. There
are mainly five categories of methods for brain surface study: quasiconformal
mapping with circle packing [43], Cauchy-Riemann equation [44, 45, 46], har-
monic maps [47], holomorphic differentials [48], and Ricci/Yamabe flow method
[49, 50]. Among all these algorithms, only the holomorphic differentials [48, 51],
Ricci flow methods [49, 50] and circle packing method [43] work on high genus
surfaces while circle packing method can only generate quasi-conformal mapping
(see a discussion in [50]).

With the Ricci flow method, Wang et al. [50] solved the Yamabe equation and
conformally mapped the cortical surface of the brain to a Euclidean multi-hole
punctured disk. Gu et al. applied the surface Ricci flow method to study general
3D shape matching and registration. The hyperbolic Ricci flow has also been
applied to study 3D face matching. Recently, Jin et al. [39] and Zeng et al. [52]
introduced the Teichmüller shape space to index and compare general surfaces
with various topologies, geometries and resolutions.

2 Theoretical Background and Definitions

This section briefly introduces the theoretic background and definitions neces-
sary for the current work.

Conformal Deformation. Suppose S is a surface embedded in R
3 with a Rie-

mannian metric g induced from the Euclidean metric. Let u : S → R be a scalar
function on S. It can be verified that g̃ = e2ug is also a Riemannian metric on
S and angles measured by g are equal to those measured by g̃. Thus, g̃ is called
a conformal deformation of g.

The Gaussian curvature of the surface will also be changed accordingly and
become K̃ = e−2u(−Δgu + K), where Δg is the Laplacian-Beltrami operator

under the original metric g. The geodesic curvature will become k̃g = e−u(∂ru+
kg), where r is the tangent vector orthogonal to the boundary. According to
Gauss-Bonnet theorem, the total curvature is 2πχ(S), where χ(S) is the Euler
characteristic number of S.
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Uniformization Theorem. [53]. Given a surface S with a Riemannian metric g,
there exist an infinite number of metrics conformal to g. The uniformization
theorem states that, among all conformal metrics, there exists a unique rep-
resentative, which induces constant Gaussian curvature everywhere. Moreover,
the constant will be one of {+1, 0,−1}. Therefore, we can embed the universal
covering space of any closed surface using its uniformization metric onto one
of the three canonical surfaces: the sphere S

2 for genus-0 surfaces with positive
Euler numbers, the plane E

2 for genus-1 surfaces with zero Euler number, and
the hyperbolic space H

2 for high genus surfaces with negative Euler numbers.
Accordingly, we can say that surfaces with positive Euler number admit spheri-
cal geometry; surfaces with zero Euler number admit Euclidean geometry; and
surfaces with negative Euler number admit hyperbolic geometry.

Poincaré Disk Model. In this work, we specify the background geometry of all
surfaces as the hyperbolic space H

2. The hyperbolic space cannot be realized in
R

3, thus we use the Poincaré disk to model it. The Poincaré disk is the unit disk
|z| < 1 in the complex plane with the metric ds2 = 4dzdz̄

(1−zz̄)2 . The rigid motion

in hyperbolic space is the Möbius transformation z → eiθ z−z0
1−z̄0z

, where θ and z0
are parameters. The geodesics on the Poincaré disk are arcs of Euclidean circles,
which intersect the boundary of the the unit circle at right angles.

Hyperbolic Ricci Flow. In this work we use the surface Ricci flow method to
conformally project the surfaces to the hyperbolic plane and isometrically embed
them in the Poincaré disk. We call this method hyperbolic Ricci flow.

Let S be a smooth surface with a Riemannian metric g = (gij). The Ricci
flow deforms the metric g(t) according to the Gaussian curvature K(t),

dgij(t)

dt
= −2K(t)gij(t),

where t is the time parameter. With g(t) = e2u(t)g(0), the Ricci flow can be
simplified as

du(t)

dt
= −2K(t).

Fuchsian Transformation. Suppose S is a surface with a negative Euler number
and its hyperbolic uniformization metric is g̃. Then its universal covering space
(S̃, g̃) can be isometrically embedded in H

2. Any deck transformation of S̃,
which is a transformation from one universal covering space to another and
keeps projection invariant, is a Möbius transformation and called a Fuchsian
transformation. Let φ be a Fuchsian transformation, let z ∈ H

2, the attractor and
repulser of φ are limn→∞ φn(z) and limn→∞ φ−n(z), respectively. The axis of φ is
the unique geodesic through its attractor and repulser. The deck transformation
group is called the Fuchsian group of S.

Fig. 1 (a) and (b) illustrate some basic concepts in hyperbolic geometry. (a)
shows a saddle-shape plane which has constant negative Gaussian curvatures.
(b) shows Escher’s famous prints Circle Limit III [54], where the white lines are
close to geodesics, i.e. hypercycles, on the Poincaré disk.
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Fig. 1. Some simple illustrations of hyperbolic geometry. (a) a saddle-shape plane
with constant negative Gaussian curvatures. (b) Escher’s prints Circle Limit III [54].
(c) a pair of hyperbolic pants. (d) conformal transformation between two hyperbolic
triangles.

Teichmüller Space. Let (S1,g1) and (S2,g2) be two metric surfaces, and let
f : S1 → S2 be a differential map between them. If the pull-back metric induced
by f satisfies the following condition:

g1 = e2λf∗g2,

then we say the map is conformal. Two metric surfaces are conformally equiva-
lent, if there exists an invertible conformal map between them. All surfaces may
be classified using this conformal equivalence relation.

All conformal equivalence classes of surface with a fixed topology form a
finite-dimensional manifold, the so-called Teichmüller space. Teichmüller space
is a shape space, where a point represents a class of surfaces, and a curve in
Teichmüller space represents a deformation process from one shape to the other.
The coordinates of the surface in Teichmüller space can be explicitly computed.
The Riemannian metric of The Teichmüller space is also well-defined.

As an example, Fig. 1 (c) shows a genus-zero surface with three boundaries
∂S = {γ1, γ2, γ3}, which is also called topological pants. If the length of bound-
ary γi is li under the hyperbolic uniformization metric, then (l1, l2, l3) are the
Teichmüller coordinates of S in the Teichmüller space of all conformal classes of
a pair of pants. Namely, if two surfaces share the same Teichmüller coordinates,
they can be conformally mapped to each other. In this work, only surfaces with
the pants topology are considered.
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Fig. 2. Illustration of computation of hyperbolic conformal parameterization of a left
cortical surface with Ricci flow method.

Klein Model. In additional to Poincaré model, there also exist other models
of hyperbolic space. Another commonly used one is the Klein model [55]. The
Klein model is also the unit disk, where all geodesics are straight Euclidean
lines. The obtained convex polygon simplifies the computation and provides a
convex domain for further surface registration methods. The conversion from the
Poincaré disk to the Klein model is

z → 2z

1 + z̄z
(1)

The Poincaré model is conformal, whereas the Klein model is not. In our Poincaré
model, we compute the shortest lines between two hyperbolic lines. The lines are
unique because they are the geodesics on the hyperbolic space. So the converted
Klein model is convex and uniquely determined by the intrinsic surface shape.
It provides a practical and efficient domain for us to compute diffeomorphisms
between topology complicated surfaces.

3 Computational Algorithms

This section details the algorithms for computing the hyperbolic metric, the
Teichmüller coordinates and surface diffeomorphisms via the hyperbolic param-
eterization.
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3.1 Computing Hyperbolic Metric of a Surface with the Ricci Flow
Method

In practice, most surfaces are approximated by discrete triangular meshes. Let
M be a two-dimensional simplicial complex. We denote the set of vertices, edges
and faces by V,E, F , respectively. We call the ith vertex vi; edge [vi, vj ] runs
from vi to vj ; and the face [vi, vj , vk] has its vertices sorted counter-clockwise.
In this work, we assume all faces are hyperbolic triangles. Fig. 1 (d) illustrates
the conformal transformation between a pair of hyperbolic triangles and their
associated edge lengths li, yi, corner angles θi and conformal factor ui.

A discrete metric is a function l : E → R
+, such that triangle inequality

holds on every face, which represents the edge lengths. The discrete curvature
K : V → R is defined as the angle deficit, i.e., 2π minus the surrounding corner
angles for an interior vertex, and π minus the surrounding corner angles for a
boundary vertex.

Suppose the mesh is embedded in R
3, so it has the induced Euclidean metric.

We use l0ij to denote the initial induced Euclidean metric on edge [vi, vj ].
Let u : V → R be the discrete conformal factor. The discrete conformal metric

deformation is defined as

sinh(
yk
2
) = eui sinh(

lk
2
)euj . (2)

The discrete Ricci flow is defined as

dui

dt
= −Ki, (3)

where Ki is the curvature at the vertex vi.
Let u = (u1, u2, · · · , un) be the conformal factor vector, where n is the number

of vertices, and u0 = (0, 0, · · · , 0). Then the discrete hyperbolic Yamabe energy
is defined as

E(u) =

∫ u

u0

n∑
i=1

Kidui. (4)

The differential 1-form ω =
∑n

i=1 Kidui is closed. We use ck to denote cosh(yk).
By direct computation, it can be shown that on each triangle,

∂θi
∂uj

= A
ci + cj − ck − 1

ck + 1
,

where

A =
1

sin(θk) sinh(yi) sinh(yj)
,

which is symmetric in i, j, so ∂θi
∂uj

=
∂θj
∂ui

. It is easy to see that ∂Ki

∂uj
=

∂Kj

∂ui
,

which implies dω = 0. The discrete hyperbolic Yamabe energy is convex. The
unique global minimum corresponds to the hyperbolic metric with zero vertex
curvatures.
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This requires us to compute the Hessian matrix of the energy. The explicit
form is given as follows:

∂θi
∂ui

= −A
2cicjck − c2j − c2k + cicj + cick − cj − ck

(cj + 1)(ck + 1)

The Hessian matrix (hij) of the hyperbolic Yamabe energy can be computed
explicitly. Let [vi, vj ] be an edge, connecting two faces [vi, vj , vk] and [vj , vi, vl].
Then the edge weight is defined as

hij =
∂θjki
∂uj

+
∂θlji
∂uj

.

also for

hii =
∑
j,k

∂θjki
∂ui

,

where the summation goes through all faces surrounding vi, [vi, vj , vk].
The discrete hyperbolic energy can be directly optimized using Newton’s

method. Because the energy is convex, the optimization process is stable.
Given the mesh M , a conformal factor vector u is admissible if the deformed

metric satisfies the triangle inequality on each face. The space of all admissible
conformal factors is not convex. In practice, the step length in Newton’s method
needs to be adjusted. Once the triangle inequality no longer holds on a face, then
an edge swap needs to be performed. The target hyperbolic metric computed
by the Ricci flow method can be used to isometrically embed the surface in the
Poincaré disk.

Fig. 2 (a) and (b) illustrate the hyperbolic Ricci flow method. (a) shows the
initial cortical surface with three boundaries γ1, γ2, γ3, which were cut along
specific anatomical landmarks. The curves τ1 and τ2 are the shortest paths con-
necting γ2 and γ3, γ1 and γ3, respectively. We cut the surface open along τ1
and τ2 to obtain a simply connected surface S̃. By running the hyperbolic Ricci
flow, the hyperbolic metric is obtained. With the metric, S̃ can be isometrically
embedded onto the Poincaré disk as shown in (b). The boundaries of the original
surface, γ1, γ2, γ3, map to geodesics.

3.2 Computing the Teichmüller coordinates

In order to compute the Teichmüller coordinates of a surface with the hyperbolic
metric obtained with the Ricci flow method in Sec. 3.1, we need to compute the
Fuchsian group generators of the surface. As illustrated in Fig. 2, the Möbius
transformations φ1 that transforms τ1 to τ−1

1 and φ2 that transforms τ2 to τ−1
2

form the generators of the Fuchsian group of the surface in Fig. 2 (a). In Fig.
2 (c), the embedding of S̃ is transformed by a Fuchsian transformation. Each
color represents a copy of S̃. Frame (d) shows the computation of τi’s, which are
the shortest geodesics connecting the geodesic boundaries γj and γk.

The final result is shown in Fig. 2 (e). The lengths of γ1, γ2, γ3 in the hyperbolic
space are the Teichmüller coordinates of S.
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3.3 Surface Registration with the Klein Model

After we compute the Poincaré model, we can transform the hyperbolic polygon
from the Poincaré model to the Klein model with Eqn. 1. The result is shown in
Figure 2 (f). The polygon becomes a Euclidean convex polygon. We can apply
either constrained harmonic map [8] or surface fluid registration method [56]
to compute surface registration. Both methods will generate differeomorphisms
since harmonic maps between convex planar polygons are diffeomorphisms and
the surface fluid registration method also guarantees diffeomorphisms. The reg-
istered ventricular surfaces may provide a rigorous theoretic foundation to build
ventricular atlas with population-based brain imaging approaches [5, 6].

4 Experimental Results

The lateral ventricles - fluid-filled structures deep in the brain - are often enlarged
in disease and can provide sensitive measures of disease progression [7, 57, 58, 59].
Ventricular changes reflect atrophy in surrounding structures, and ventricular
measures and surface-based maps can provide sensitive assessments of tissue
reduction that correlate with cognitive deterioration in illnesses. However, the
concave shape, complex branching topology and narrowness of the inferior and
posterior horns have made automatic analyses more difficult.

With the hyperbolic Ricci flow method, we proposed two methods to analyze
lateral ventricular morphometry: (1) to quantify lateral ventricular surface mor-
phometry with the Teichmüller shape space coordinates; (2) to register lateral
ventricular surfaces via the Klein model. In this section, we report our prelimi-
nary results on a HIV/AIDS dataset used in our prior research [7, 8].

4.1 Quantifying Lateral Ventricular Surface Morphology
with the Teichmüller Shape Space Coordinates

To model the lateral ventricular surface, we automatically locate and introduce
three cuts on each ventricle. The cuts are motivated by examining the topology of
the lateral ventricles, in which several horns are joined together at the ventricular
“atrium” or “trigone”. We call this topological model, creating a set of connected
surfaces, a topology optimization operation. After modeling the topology in this
way, a lateral ventricular surface, in each hemisphere, becomes an open boundary
surface with 3 boundaries, a topological pant surface.

After the topology optimization, a ventricular surface is topologically equiv-
alent to a topological pant surface. We can then compute its Teichmüller space
coordinate. Figure 3 illustrates how to compute Teichmüller space coordinates
for a lateral ventricle. In the figure, γ1, γ2, and γ3 are labeled boundaries and
τ1 and τ2 are the shortest geodesics between boundaries. Figure 3 (d) illustrates
the surface with the hyperbolic metric that is isometrically flattened onto the
Poincaré disk. When we make the topological change, we make sure each new
boundary has the same Euclidean length across different surface. As a result,
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Fig. 3. Illustration of hyperbolic conformal parameterization of a left lateral ventricular
surface with Ricci flow method.

the lengths of each boundary under the Poincaré disk metric are valid metrics
for studying lateral ventricular surface morphology.

In our experiments [40, 49], we compared ventricular surface models extracted
from 3D brain MRI scans of 11 individuals with HIV/AIDS and 8 control sub-
jects [7, 8]. We automatically performed topology optimization on each ven-
tricular surface and computed their lengths in the Poincaré disk by the Ricci
flow method. For each pair of ventricular surfaces, we obtained a 6 × 1 vector,
t = (t1, t2, ...t6), which consists of 3 boundary lengths for the left ventricular sur-
face and 3 boundary lengths for right ventricular surface. Given this Teichmüller
space coordinate based feature vector, we applied a nearest neighbor classifier
based on the Mahalanobis distance, which is

d(t) =
√
(t− μTc)

TΣ−1
Tc

(t− μTc) +
√
(t− μTa)

TΣ−1
Ta

(t− μTa) (5)
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where μTc , μTa , ΣTc and ΣTa are the feature vector mean and covariance for the
two groups, respectively. We classified t based on the sign of the distance of d(t),
i.e., the subject that is closer to one group mean is classified into that group.
For this data set, we performed a leave-one-out test. Our classifier successfully
classified all 19 subjects to the correct group and achieved a 100% accuracy rate.

For comparison, we also tested a nearest neighbor classifier associated with a
volume feature vector. For each pair of ventricular surface, we measured their
volumes, v = (vl, vr). We also used nearest neighbor classifier based on the
Mahalanobis distance, which is

d(v) =
√
(v − μVc)

TΣ−1
Vc

(t− μVc) +
√
(t− μVa)

TΣ−1
Va

(t− μVa) (6)

where μVc , μVa , ΣVc and ΣVa are the feature vector mean and covariance for
the two groups, respectively. We classified v based on the sign of the distance
of d(v), i. e., the subject that is closer to one group mean is classified into that
group. In the data set, we performed a leave-one-out test. The classifier based on
the simple volume measurement successfully classified only 13 out of 19 subjects
to the correct group and achieved a 68.42% accuracy rate.

Studies of ventricular morphology have also used 3D statistical maps to corre-
late anatomy with clinical measures, but automated ventricular analysis is still
difficult because of their highly irregular branching surface shape. The new Te-
ichmüller space shape descriptor requires more validation on other data sets,
these experimental results suggest that (1) ventricular surface morphology is al-
tered in HIV/AIDS; (2) volume measures are not sufficient to distinguish HIV
patients from controls; and (3) our Teichmüller space feature vector can be used
to classify control and patient subjects. Our ongoing work is studying the cor-
relation between the proposed feature vector and clinical measures (e.g., future
decline) in an Alzheimer’s Disease dataset.

4.2 Registering Lateral Ventricular Surfaces via the Klein Model

Here we report our preliminary study of applying the proposed method for reg-
istering lateral ventricular surfaces. Experiments on a pair of lateral ventricular
surfaces from two diagnostic groups showed that our method is promising for
registration of high-genus surfaces.

Fig. 4 (a) and (d) are the left ventricular surfaces from a healthy control sub-
ject and an HIV/AIDS patient, respectively. The boundaries were automatically
cut by the topology optimization operation introduced in Sec 4.1. By visual ob-
servation, it is obvious that the volume of the lateral ventricular surface of the
HIV/AIDS patient is larger than that of the control subject. This characteristic
is also represented by the corresponding Poincaré models and Klein models. Fur-
thermore, despite of the shape difference, the Klein disks of the two surface are
quite similar, which provides a promising initial condition for further registra-
tion with constrained harmonic map [8] or surface fluid registration [56]. One of
the most advantageous properties of our method over the method in [8] is that
surface conformal parameterization with the new method has no singularities.
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Fig. 4. Comparison of two different lateral ventricular surfaces and their hyperbolic
parameterizations. The Klein model parameterization provides an intrinsic and stable
domain for registration.

All surface information may be used for registration. Intuitively, more usable pa-
rameter space in the canonical space is better to match subtle surface features.
In our future work, we will apply the proposed pipeline to register high-genus
surfaces in big imaging dataset and compare our experimental results with prior
methods [8].

5 Discussion and Future Work

In this paper, we propose a stable way to compute hyperbolic conformal param-
eterization for surfaces with complicated topology structure. Given a topological
pant surface, for example, the discrete Ricci flow can be applied to embed it into
a Poincaré disk. Its Teichmüller space coordinate is calculated from the lengths
of its three boundaries under hyperbolic metric. Further, we may transform the
Poincaré disk model to Klein model, where a convex polygon is suitable to gen-
erate diffeomorphisms between high genus surfaces. We demonstrated our work
in lateral ventricle surfaces for HIV/AIDS research.

Our algorithm is based on solving elliptic partial differential equations, so
the computation is stable. The computation is also insensitive to the surface
triangular mesh quality so it is robust to the digitization errors in the 3D sur-
face reconstruction. Overall, it provides an intrinsic and stable way to compute
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surface conformal structure based shape index for further morphometry study.
Although our current work focuses on topological pant surfaces, for surfaces with
more complicated topologies, their Teichmüller coordinates and Klein model pa-
rameterizations can still be computed using the hyperbolic metric. If the surface
has Euler number χ, χ < 0, the surface can be decomposed to −χ number of
pants, where the cutting curves are also geodesics under the hyperbolic metric.
Furthermore, two pants sharing a common cutting curve can be glued together
with a specific twisting angle and it can also be converted to the polygon under
the Klein model. The lengths of all cutting geodesics and the twisting angles
associated with them form the Teichmüller coordinates of the surface. In the
future, we will further explore and validate numerous applications of the hyper-
bolic Ricci flow method in neuroimaging and shape analysis research.
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Axel, L., Fichtinger, G., Székely, G. (eds.) MICCAI 2008, Part I. LNCS, vol. 5241,
pp. 585–593. Springer, Heidelberg (2008)

52. Zeng, W., Samaras, D., Gu, X.: Ricci flow for 3D shape analysis. IEEE Trans.
Patt. Anal. Mach. Intell. 32, 662–677 (2010)

53. Gu, X., Yau, S.T.: Computational Conformal Geometry. International Press (2008)
54. Wikipedia: Hyperbolic geometry — Wikipedia, the free encyclopedia (2012)
55. Luo, F., Gu, X., Dai, J.: Variational Principles for Discrete Surfaces. International

Press (2008)
56. Shi, J., Thompson, P.M., Gutman, B., Wang, Y.: Surface fluid registration of con-

formal representation: application to detect disease effect and genetic influence on
hippocampus. Submitted to NeuroImage (2012)

57. Carmichael, O.T., Thompson, P.M., Dutton, R.A., Lu, A., Lee, S.E., Lee, J.Y.,
Kuller, L.H., Lopez, O.L., Aizenstein, H.J., Meltzer, C.C., Liu, Y., Toga, A.W.,
Becker, J.T.: Mapping ventricular changes related to dementia and mild cogni-
tive impairment in a large community-based cohort. In: 3rd IEEE International
Symposium on Biomedical Imaging: Nano to Macro, pp. 315–318 (April 2006)

58. Ferrarini, L., Palm, W.M., Olofsen, H., van Buchem, M.A., Reiber, J.H., Admiraal-
Behloul, F.: Shape differences of the brain ventricles in Alzheimer’s disease. Neu-
roImage 32(3), 1060–1069 (2006)
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Abstract. Voxel-wise statistical inference lies at the heart of quantitative multi-
modal brain imaging. The general linear model with its fixed and mixed effects 
formulations has been the workhorse of empirical neuroscience for both struc-
tural and functional brain assessment. Yet, the validity of estimated p-values 
hinges upon assumptions of Gaussian distributed errors. Inference approaches 
based on relaxed distributional assumptions (e.g., non-parametric, robust) have 
been available in the statistical community for decades. Recently, there has 
been renewed interest in applying these methods in medical imaging. Despite 
theoretically attractive behavior, relaxing Gaussian assumptions comes at the 
practical cost of reduced power (when Gaussian assumptions are met), in-
creased computational complexity, and limited community support. We discuss 
the challenges of applying robust and alternative statistical methods to medical 
imaging inference, characterize the conditions under which such approaches are 
necessary, and present a new quantitative framework to empirically justify se-
lection of inference methods.  

Keywords: Robust inference, statistical parametric mapping, neuroimaging. 

1 Introduction 

Neuroscience and patient care have been transformed by quantitative inference of spa-
tial-temporal brain correlations in normal and patient populations with millimeter  
resolution and second precision using three-dimensional structural imaging (magnetic 
resonance imaging – MRI, computed tomography – CT) and functional imaging (posi-
tron emission tomography – PET, functional MRI – fMRI) [1]. Classical statistical ap-
proaches allow mapping of brain regions associated with planning/execution, response, 
and default mode behaviors (through task, event, and resting state paradigms, respec-
tively) [2]. While creative and hybrid study designs are broadening the reach of MRI 
methods to detect subtle brain perturbations with brain state and/or pathology, well-
proven techniques for mapping eloquent motor, sensory, and visual areas are now clini-
cally applied to personalize patient care through pre-operative mapping in epilepsy, 
brain cancers, and implant surgeries. Yet, in the quest to evermore specifically map 
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neural anatomy, cognitive function, and potential pathologies, the resolution limitations 
of the current generation of clinical MRI scanners are becoming painfully clear. Under-
sampled imaging (compressed sensing [3]) and ultra-high field (7T [4]) acquisitions 
promise access to unprecedented spatial-temporal resolution map; yet, the effects of 
physiological noise (breathing, cardiac, pulsation, flow, etc.), susceptibility artifacts, and 
hardware induced distortion also increase. 

Absolute voxel-wise MRI intensities are rarely used in isolation for inference – ra-
ther, the temporal and spatial patterns/correlations of changes over time are of primary 
interest. Statistical analyses enable inference of the probability that observed signals are 
not observed by chance (i.e., that there exist significant associations between the ob-
served signals and model of brain activity). The techniques in wide-spread use are based 
on classical distributional properties (e.g., Gaussian noise models, auto-regressive tem-
poral correlation, and Gaussian random fields) and have been shown to be appropriate 
for well-designed studies at traditional field strengths. Violations of statistical assump-
tions threaten to invalidate or (at best) reduce the power of these experiments. Tradi-
tional validation guidance involves careful inspection of residuals and evaluation of 
distributional assumptions [5]. When artifacts are detected, images must be excluded or 
the analysis approach must be modified. As studies push the limits of resolution and 
hardware performance, it is uncertain if non-idealities can be controlled or compensated 
such that their overall impact will be truly negligible.  

Modern robust and non-parametric statistical approaches have been pioneered in the 
statistical community to address precisely these concerns – there were at least 44 panel 
sessions at the Joint Statistical Meeting (JSM) 2011 discussing aspects of non-
parametric and robust inference. With minor adaptations to compensate for the high-
dimensionality of image data and study designs, non-parametric techniques have  
become popular for analysis of small cohorts [6], and the approach has been generalized 
to include Bayesian [7] and semi-parametric [8] influences. Together, these non- and 
semi-parametric tests have increased statistical power for studies with small cohorts and 
have enabled valid inferences with study designs that were previously intractable. Also 
at JSM, there were 98 (in 2010) and 75 (in 2011) abstracts discussing robust and resi-
lient methods for imaging. However, these efforts have had limited translational impact 
enabling clinical findings (e.g., [9, 10]), and no abstracts reported using robust fMRI 
inference at the Organization of Human Brain Mapping 2011 meeting.  

In a recent pilot study, we investigated the distributional properties of resting state 
fMRI (rs-fMRI) at 3T and 7T [11]. The 3T data were well-described by traditional 
restricted maximum likelihood (ReML) assumptions, while the 7T data exhibited 
substantial non-Gaussian noise structure and spatial correlations not well-modeled by 
traditional approaches (as would be expected with data known to be susceptible to 
artifacts) [12]. The statistics literature is ripe with presentations of “robust/resistant” 
methods that mimic traditional analyses but are less sensitive to the impacts of out-
liers and violations of distributional assumptions. For example, a robust empirical 
Bayesian estimation of longitudinal data is briefly discussed in [13] in a non-imaging 
context, while temporal artifacts have been previously addressed for 3T fMRI by 
estimating the covariance matrix of the regression errors [14]. We combined these 
ideas to extend the traditional ReML approach to use a robust autoregressive model. 
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When applied to empirical 7T fMRI data, clear differences in statistical parameter 
maps were observed between inferences based on classical and robust assumptions. 
Yet, there is a fundamental gap between noting empirical differences in statistical 
parametric maps and concluding that improvement occurred such that one inference 
method is more appropriate than another (Figure 1).   

In 1979, John Tukey, a pioneer in modern statistics, expressed “which ro-
bust/resistant methods you use is not important-what is important is that you use 
some” [15, 16]. Without careful examination of the possible impacts of distributional 
violations, it is difficult (or impossible) to know if violations are impacting data inter-
pretation. Recent advances in statistical image processing software (Table 1) provide 
reasonable access to robust statistical methods for MRI analyses, but support for these 
methods is sparse and the challenge of selecting and applying a robust approach given 
the complexities (variation in possible study design), idiosyncrasies (motion/distortion 
correction, slice-timing correction, etc.), and high dimensionality (104-106 voxels per 
subject per time point) is daunting. There are scores of potential study design choices 
among the families of robust estimators in the literature — at least 36 packages im-
plement robust estimation in the R Project [17].  

Table 1. Comparison of traditional and robust inference tools available for MRI 

Traditional Modern 

 Fixed Effects [12] Robust ReML [11, 14] 
  Non-parametric ReML [6] 
 Mixed Effects [18] Robust Mixed Effects [19]

 

 
Fig. 1. Quantifying differences between three-dimensional statistical parametric maps produced 
by different inference methods is challenging, and, to date, has been largely qualitative – i.e., 
the robust map at right shows less speckle noise 
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We posit that robust methods have not been widely adapted in medical imaging re-
search because (1) acquisitions at 1.5T and 3T generally result in high quality data 
and approximately meet parametric distributional assumptions for moderate sized 
cohorts, (2) robust methods are not routinely accessible and, hence, are not seen as 
worthwhile as tools for re-validation of the effects of outliers (c.f., Tukey’s landmark 
advice [15, 16]), and, perhaps most importantly, (3) robust methods do not enable 
inference with data for which their classical cousins are suitably adapted. When con-
sidering emerging acquisition methods and sequences that push the limits of MRI 
scanner design, the situation changes:  

1. Image reconstruction is technically challenging and plagued by field inhomogenei-
ty and sensitivity to motion, flow, artifacts, etc. [20-22]. Classical distributional as-
sumptions become tenuous and require careful validation and application.  

2. Confirmation that results are not corrupted by outliers is critically important, but 
existing statistical techniques are not easily accessible to the community.  

3. Robust methods may provide valid inference in the presence of some imaging arti-
facts and allow investigators to more fully exploit artifact prone data to reveal new 
understandings of the human brain.  

Paramount to realizing the benefits of these new acquisitions is quantitatively deter-
mining when a robust method is more appropriate for a particular empirical dataset 
than its classical cousins. 

Statistical comparison of statistical maps (e.g., t-fields, p-values) can be theoreti-
cally challenging given the difficulty in modeling distributional assumptions when the 
null hypothesis is rejected [23]. Data-driven prediction and reproducibility metrics 
enable such quantitative assessments through resampling/information theory [24]. 
Prediction evaluates the degree (e.g., posterior probability) to which a model can as-
sign correct class labels to an independent test set, while reproducibility measures the 
similarity (correlation coefficient) of activation maps generated from independent 
data sets. These techniques can be used to optimize acquisition protocols [25] and 
post-processing pipelines [26] when true class labels are known. In a related manner, 
mutual information metrics [18] can be used to assess relative predictability and re-
producibility characteristics of the robust and classical inference methods. Yet, gene-
ralization of these approaches to generic experimental designs within the general  
linear model paradigm (i.e., resting state fMRI, structural-functional association  
studies, etc.) is problematic because true class memberships are unknown.  

Herein, we characterize empirical, finite sample performance by quantifying the 
consistency and resilience of empirical estimators under random data loss (i.e., deci-
mation) [27]. These metrics are simple to compute, readily applied to compare esti-
mators of differing type (robust, non-parametric, classical, etc.), and provide metrics 
that enable data-driven estimator selection. These efforts build on recent innovations 
in SIMulation and EXtrapolation [28] (i.e., SIMEX - the notion that the expected 
value of an estimator diverges smoothly with increasing noise levels, therefore, the 
mean degree of corruption can be estimated by extrapolating a trend of divergence 
when synthetic noise is added to empirical data) and randomized data subsampling. 
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The proposed approach does not require acquisition of additional data and is suitable 
for evaluation on isolated datasets as well as group datasets.  

This manuscript is organized as follows. First, we review robust inference in MRI 
studies. Second, we discuss evaluation of inference methods with simulation. Third, 
we present calculation of resilience metrics with empirical MRI. Fourth, present a 
framework for quantitative comparison of inference methods and conclude with an 
empirical demonstration of the proposed data on rs-fMRI data at 3T and 7T.  

This manuscript builds upon (and reanalyzes/reinterprets data from) a previous con-
ference proceeding presenting the theory of decimation resampling [27], our work on 
robust [29, 30] and alternative [31-33] regression, and empirical studies of distribu-
tional assumptions [11, 34].  

2 Theory 

2.1 Overview  

Accounting for temporal correlation, spatio-temporal correlation, and multiple compari-
sons are fundamental challenges in translating statistical approaches for medical imaging 
data; these have been addressed from diverse and complementary perspectives. Worsley 
and Friston accounted for temporal correlations in neuroimaging data in their seminal 
work [35, 36], which was extended through autoregressive models of order p [37], auto-
regressive moving averages [38], and wavelet decomposition [39]. Spatio-temporal  
correlations have been addressed from a spatio-spectral approach in which the hemody-
namic response function was allowed to vary voxel to voxel [40]. Katanoda et al. ad-
dressed spatial dependency by borrowing information from the six nearest neighboring 
voxels in three orthogonal directions while working in the Fourier domain [41], while 
Worsely et al. employed spatial smoothing on the sample autocorrelation [42]. Bowman 
initially proposed a cluster driven approach [43] to localize brain activity and followed 
this work with a mixed effects spatio-temporal model with a functionally defined dis-
tance metric [44]. A spatio-spectral approach by Ombao et al. employs spatially-varying 
temporal spectra to characterize underlying spatio-temporal processes [45], while the 
spatio-spectral mixed effects modeling proposed by Kang et al. accounts for multi-scale 
spatial correlations and temporal correlation as well [46]. Meanwhile, nonlinear Bayesian 
hierarchical modeling has been suggested to allowed the hemodynamic response function 
to be different from voxel to voxel [47]. The Bayesian approach has been generalized to 
include two-stage hierarchical models [48] and adaptive spatial smoothing [49].  

To provide a concrete answer to the title question, “Do We Really Need Robust and 
Alternative Inference Methods for Brain MRI?”, we focus on model-based inference 
with fixed effects and mixed effects models (n.b., random effects are a subset of 
mixed effects). In particular:  

• Fixed Effects Models:   , ,   
─ Ex.: Single-subject brain activation in response to finger tapping, visual stimu-

lus, or correlation between seed regions. In these models, the effect size is not 
random – i.e., there is a single true response.  
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• Mixed Effects Models:  , , , ,  
─ Ex.: Between-subject brain activation in response to finger tapping modulated 

by rate. In this model, each subject has a subject-specific effect size, but the ef-
fect sizes in the observed cohort are sampled randomly from a population. Note 
that variance associated with members of  that are considered fixed is zero. 

These analysis models are implemented (at least in part) in all major fMRI packages, 
including SPM [2], AFNI [50], FSL [51], BrainVoyager [52], and REST Toolkit [53].  

Within this context, we focus on rs-fMRI data, which can be analyzed with a first 
order autoregressive model, AR(1), for a weakly stationary time series [54], 

 X , ~ 0, V   (1) 

where  is a vector of intensity at voxel ,  is the design matrix,  is a vector of 
regression parameters at voxel , and  is a non-spherical error vector. The correla-
tion matrix  is estimated using Restricted Maximum Likelihood (ReML) and  is 
estimated on the whitened data (i.e., the Ordinary Least Square – OLS – approach). 
Alternatively, a robust estimator (e.g., the “Huber” M-estimator [55]) may be applied 
after whitening. Both the OLS and Huber methods are available within the SPM soft-
ware [29]. Herein, we used the Huber method with the tuning constant chosen for 
95% asymptotic efficiency when the distribution of observation error is Gaussian 
distribution [56]. 

2.2 Assessment of Inference with Simulation  

When a true effect is known, specificity and sensitivity of an inference method may 
be calculated based on thresholding statistical parametric maps. Specificity and sensi-
tivity may be generalized across p-value thresholds using area under-the curve (AUC) 
metrics, which are commonly applied in machine learning. Additionally, the accuracy 
of parameter estimates may be explicitly computed through mean squared error (or 
another appropriate metric) between the true and estimated parameters. When the 
classical assumptions hold and errors can be reasonably approximated by well-
defined mathematical models, simulating datasets is straightforward and easily inter-
pretable. These simulations readily demonstrate that robust inference measures suffer 
from reduced power compared with the classic tests (e.g., Figure 2A).  

When imaging, physiological, or reconstruction artifacts are prevalent, simulating 
realistic data becomes a bit of an art form. By definition, the alternative noise distri-
bution is unknown a priori (otherwise, one could either properly whiten the data such 
that classic assumptions would hold or use an inference metric optimal for the known 
noise structure). With one interpretation of artifact structure, a robust inference me-
thod would be superior (Figure 2C), whereas with a similar one, a classical approach 
is preferable (Figure 2B). Inter-modality and multivariate approaches further compli-
cate proper simulation of noise / artifact distributions. Therefore, we posit that  
quantitative, comparative assessment of robust/alternative inference methods based on 
simulation data is inherently limited, and true empirical quantification is preferable.  
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Fig. 2. The relative performance of classic (e.g., ordinary least squared - OLS) and robust  
(e.g., “Huber”-ized OLS) is strongly dependent on the degree of non-normality of the underly-
ing data 

The simulation in Figure 2 follows an exceptionally simple model,   
  (2) 

where  is a random vector with 20 points that are simulated from a uniform distribu-
tion between (0,2) and  is an error vector distributed as a unit normal (A). One thou-
sand Monte Carlo simulations were performed for each for three experiments (corres-
ponding to plots A, B, C). For the first 500 Monte Carlo simulations, 0, and 0.8 for the next 500. To simulate non-influential and influential outliers, the x 
values were sorted. For non-influential outliers (B), two observed y values with me-
dian x values are increased to twice their original values to correspond to artifacts in 
middle-intensity regions. For influential outliers (C), two observed y values with low 
x values (second and third lowest) are increased to twice their original values to cor-
respond to artifacts in low intensity regions. 

2.3 Monte Carlo Assessment of Inference  

Empirical characterization of inference performance when the true value is unknown 
is a circular problem – to quantify error, one must have a baseline against which to 
compare, but, to compute a baseline from empirical data, one needs an estimator. The 
SIMEX [28] approach offers a seemingly implausible, but extraordinarily powerful, 
shortcut around the issue of unknown ground truth. The theoretical core of SIMEX is 
that the expected value of an estimator diverges smoothly with increasing noise level; 
therefore, the mean degree of corruption can be estimated by extrapolating a trend of 
divergence when synthetic noise is added to empirical data. Assuming that the statis-
tical methods under consideration are consistent (i.e., that estimates improve with 
increasing information), one can use the marginal sensitivity to information loss (e.g., 
increasing noise) to compute and expected estimator bias based on synthetic noise and 
a single dataset. We have successfully applied SIMEX in a medical imaging context 
to quantify empirical bias in diffusion tensor imaging (DTI) [57, 58]. In the context of 
this study, it is not reasonable to add noise because the noise distributions are uncer-
tain — especially in the context of outliers.  
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Fig. 3. Illustration of resilience with on two separate voxels of one rs-fMRI dataset 

If we apply the SIMEX assumption of smooth convergence to the problem of im-
aging inference with unknown noise / artifact distributions, we can probe the marginal 
reduction in sensitivity of an estimator by removing data as we have shown in [27]. 
We define resilience as the ability of an inference method to maintain a consistent 
parametric map estimate despite a reduction in data. Over the time course of an rs-
fMRI experiment (5-10 mins), the active brain regions vary. Hence, reproducibility of 
inferences based on sampled time periods is not meaningful. Therefore, we focus on 
randomly diminishing random data samples as opposed to structured temporal resam-
pling. Note that pre-processing steps must be adapted to address random data remov-
al; specifically, the high-pass filters and the estimated covariance matrix must be 
modified. For the high-pass filter, we created the filters, remove the time points that 
do not exist, and then apply the filtering. For the covariance estimation, we adjust the 
starting point of the estimated covariance in ReML by removing the positions corres-
ponding to the non-existed time points. Subsample examples for one voxel t-value are 
displayed in Figure 3. 

2.4 Resilience 

An intuitive way to assess the resilience of an inference method to a reduction in data 
might be to calculate the absolute slope of the mean t-value (across Monte Carlo si-
mulations) as a function of data size (i.e., the slope of the linear drop in Figure 3). 
However, this method will result in higher slope when the t-value with all data is high 
versus the t-value with all data is low. Such an approach will strongly depend on the 
true effect size. Hence, it is important to also consider the variance of the estimated 
parametric maps – we have advocated evaluating the resilience in terms of consisten-
cy and variance.  
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Consistency assesses the bias of the computed parametric map of the decimated da-
ta relative to the same map computed with complete data. A priori, one would expect 
to see small reductions in parametric map values between the complete and decimated 
datasets due to power loss, but there would be few large changes as both classical and 
robust inference methods are reasonably unbiased. We summarize consistency by 
pooling information across all in-brain voxels using linear regression:  

  (3) 

where  is the estimated t-value from all data,  is the mean t-value 
of all subsamples (across Monte Carlo iteration) and  is the pooled consistency 
(Figure 4).  is assumed to be Gaussian distributed, so OLS is used. If the inference 
method is consistent, the slope  should be closed to one and the fitting error would 
be small. The value of 1 can be viewed as a reflection of bias with the sign 
indicates positive or negative bias and the R-squared can assess the goodness of fit.  

The variance of the estimated statistical maps under decimation reflects how resis-
tant an estimation method is to outliers. If a method is affected by outliers, the va-
riance will increase because the outliers may appear in some subsamples while not in 
others. To compare the resistance of two estimation methods, we plot their variance 
inside the brain as shown in Figure 5. We pool information across the brain by com-
puting the slope  of all observation. If two methods are equal, the slope is close 
to one. If the slope is larger than one, the method on the x-axis is better; on the con-
trary, if the slope is smaller than one, the method on the y-axis is better.  

Small reductions in data result in approximately linear reductions in t-value (due to 
smooth loss of power – not shown), so we advocate focusing on a specified dimi-
nished data size (e.g., randomly diminished by 10% and 20%) rather than on a large 
number of different data decimations. Simulation experiments (not shown) indicate 
that approximately 50 Monte Carlo simulations for each decimation level results in 
 

 

 

Fig. 4. Propensity for bias is assessed through consistency – i.e., the slope between the parame-
tric map with all data and with the mean value estimated with decimated data 
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stable resilience characterizations when applied to rs-fMRI data. The choice of deci-
mation levels and number of Monte Carlo simulations should be validated for each 
imaging inference context.  

3 Methods  

3.1 Empirical Data 

For illustrative purposes, we consider three distinct datasets.  
An example healthy subject rs-fMRI requiring at 3T was downloaded from 

http://www.nitrc.org/projects/nyu_trt/ (197 volumes, FOV = 192 mm, flip θ = 90°, 
TR/TE = 2000/25 ms, 3x3x3 mm, 64x64x39  voxels) [59]. Prior to analysis, all im-
ages were corrected for slice timing artifacts and motion artifacts using SPM8 (Uni-
versity College London, UK). All time courses were low pass filtered at 0.1 Hz using 
a Chebychev Type II filter, spatially normalized to Talairach space, spatially 
smoothed with an 8 mm FWHM Gaussian kernel, linearly detrended, and de-meaned. 
Two voxels inside the right primary motor cortex for each subject were manually 
selected as the region of interest (ROI) by experienced researchers through exploring 
the unsmoothed images and comparing with the standard atlas. The design matrix for 
the general linear model was defined as the ROI time courses, the six estimated mo-
tion parameters, and one intercept. To create whole-brain connectivity maps, every 
labeled brain voxel underwent linear regression using the design matrix followed by a 
one sided t-test ( 0) on the coefficient for the ROI time courses. 

 

 

Fig. 5. Relative variance in decimated data provides a quantitative basis on which to assess the 
tradeoffs between reduced power (left) and reduced sensitivity to outliers (right) 

Two normal subjects were studied at 7T after informed consent. Subjects were in-
structed to both close their eyes and rest. Briefly, the resting state images were ac-
quired for 500s using single shot gradient echo EPI (500 volumes, FOV = 192mm, 
flip θ = 53.8°, TR/TE = 1000/28ms, SENSE factor = 3.92, full k-space acquisition, 
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resolution 2x2x2mm, 96x96x13 voxels). Prior to analysis, all images were corrected 
for slice timing artifacts and motion artifacts using SPM8 (University College Lon-
don, UK). All voxels’ time courses were low pass filtered at 0.1Hz using a Chebychev 
Type II filter, linearly detrended, and de-meaned. A single voxel along the right pri-
mary motor cortex was manually selected as the seed voxel. The design matrix for the 
general linear model was defined as the seed voxel time course, the six estimated 
motion parameters and the intercept. Each voxel’s BOLD time course underwent 
linear regression of the design matrix to create connectivity maps.  

3.2 Comparative Analysis of Classical and Robust Inference  

rs-fMRI analysis was performed on each dataset in SPM8 using ordinary “OLS” and 
robust regression “Huber” methods (§2.1). For each decimation level (10% and 20%), 
50 Monte Carlo simulations were perform. For each Monte Carlo simulation, a subset 
of either 90% or 80% of the total data was randomly selected, the OLS and Huber 
estimation methods were applied, and the parametric maps were stored. Consistency 
was assessed between the mean of the decimated maps and the map using all data, 
while the relative variance was assessed between Monte Carlo simulations with each 
method. For the resilience variance metrics, OLS was on the x-axis and Huber on the 
y-axis. Note that both OLS and Huber were fit to the same randomize decimation of 
the data. Representative statistical parametric maps from OLS and robust regression 
are displayed in Figure 6. The results of one 3T fMRI and two 7T fMRIs are shown in 
Table 2.  

Next, we illustrate how the qualitative metrics may be used for selection of infe-
rence method.  

• For subject 1, the consistency estimates are similar and close to zero for both OLS 
and Huber, while the R-squared values are high. This indicates that neither method 
is particularly biased by the decimation process. The variance metric for both 10% 
and 20% decimation is negative, which indicates that OLS was more resilient than 
Huber.  
─ Conclusion:  Robust inference is not necessary; OLS is preferable.  

• For subject 2, the consistency estimates are similar and close to zero for both OLS 
and Huber, and the R-squared values are high. Hence, neither method is particular-
ly biased by the decimation process. The variance metric for both 10% and 20% 
decimation is positive, which indicates that Huber was more resilient than OLS.  
─ Conclusion: Robust inference yields higher resilience and should be used.  

• For subject 3, the consistency estimates are similar and close to zero for both OLS 
and Huber, but the R-squared values are notably lower at 20% decimation. Hence, 
neither method is particularly biased by the 10% decimation process, but 20% de-
cimation is likely less stable. The variance metric for 10% decimation is marginal-
ly positive while the variance metric for the 20% decimation is negative. The 
mixed results indicate that neither method is clearly superior and that care data in-
spection is warranted.  
─ Conclusion: Robust inference may be desirable, but OLS could be suitable.  
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Table 2. Evaluation of inference methods on three dataset 

 Percent 
 Decimation 

Inference 
Method 

Consistency Variance 
 1 1  

Subj 1 
(3T) 

10% OLS -0.016 0.992 -0.113 
Huber -0.018 0.991 

20% OLS -0.050 0.984 -0.179 
Huber -0.049 0.981 

Subj 2 
(7T) 

10% OLS -0.054 0.999 0.579 
Huber -0.057 0.999 

20% OLS -0.119 0.997 0.280 
Huber -0.120 0.995 

Subj 3 
(7T) 

10% OLS -0.051 0.995 0.029 
Huber -0.049 0.995 

20% OLS -0.115 0.964 -0.106 
Huber -0.107 0.968 

4 Discussion 

The answer to the question, “Do we really need robust and alternative inference me-
thods for brain MRI?” is unequivocally, “Sometimes.”  

Simulations can be constructed to demonstrate that classical assumptions are suffi-
cient or insufficient (Figure 2); it is very difficult to assess the stability of the ro-
bust/non-robust decision to variations in outliers as “Anything that can go wrong will 
go wrong” in imaging. Hence, creating representative artifact-prone distributions is a 
substantial endeavor. It is possible to acquire a massive reproducibility dataset (e.g., 
the 45 repeated DTI scans each consisting of 33 volumes over 3 days [60]) and use 
this dataset to produce a highly robust ground truth estimate. Given such data, one 
may map artifact distributions. However, such acquisitions are exceedingly resource 
intensive and generalization of the spatial-temporal properties of rare artifacts to other 
datasets is questionable. Furthermore, the endurance of a volunteer willing to be ex-
tensively scanned would likely be different than a clinical or typical subject; hence, 
motion induced artifacts would likely be quite different in the populations.  

The proposed resilience consistency and variance metrics provide a quantitative 
basis on which to judge the tradeoffs between improved power when classical as-
sumptions are met and reduced susceptibility to outliers based on empirical data. As 
these metrics are available for individual datasets, one could evaluate suitability of 
particular inference mechanisms on initial pilot data, on case studies, or as part of 
multi-level analysis.  

Implementation of this approach requires the ability to decimate (remove) data 
randomly, loop over multiple possible data subsets, and calculate summary measures 
of the resulting statistical fields. With other study design, we must carefully consider  
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the appropriate mechanisms by which to decimate data – for example, with task-based 
fMRI we could randomly remove observations, remove equally random observations 
across tasks, or structure the sampling to preserve aspects of the original structure in 
the randomly decimated data. We note that the engineering required to augment anal-
ysis software to more easily work around missing data has the added benefit that it 
will enable more targeted exclusion of outliers and finer grained quality control. With 
modern multi-core and cluster environments, a 50-100 fold increase in the computa-
tional burden of a traditional analysis is not typically problematic for off-line analysis. 
For example, the experiments presents one OLS analysis takes approximately 39s and 
one Huber analysis takes 6250s. With proper parallelization, the total wait time would 
not be substantively longer than the time for a single robust analysis.  

In conclusion, statistical theories characterizing finite sample statistical behavior 
are undergoing rapid and exciting developments in the statistical community. These 
statistical methods, encompassing SIMEX, boot strap, and Monte Carlo approaches, 
offer the potential to understand both the uncertainty and bias in metrics estimated 
from imaging data. Given the abundance of computational power generally available, 
these methods can now be feasibly applied on routine basis.  

 

 

Fig. 6. Propensity for bias is assessed through consistency – i.e., the slope between the parame-
tric map with all data and with the mean value estimated with decimated data 
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Abstract. Patch-based label fusion methods have shown great potential in  
multi-atlas segmentation. It is crucial for patch-based labeling methods to de-
termine appropriate graphs and corresponding weights to better link patches in 
the input image with those in atlas images. Currently, two independent steps are 
performed, i.e., first constructing graphs based on the fixed image neighbor-
hood and then computing weights based on the heat kernel for all patches in the 
neighborhood. In this paper, we first show that many existing label fusion me-
thods can be unified into a graph-based framework, and then propose a novel 
method for simultaneously deriving both graph adjacency structure and graph 
weights based on the sparse representation, to perform multi-atlas segmentation. 
Our motivation is that each patch in the input image can be reconstructed by the 
sparse linear superposition of patches in the atlas images, and the reconstruction 
coefficients can be used to deduce both graph structure and weights simulta-
neously. Experimental results on segmenting brain anatomical structures from 
magnetic resonance images (MRI) show that our proposed method achieves 
significant improvements over previous patch-based methods, as well as other 
conventional label fusion methods. 

1 Introduction 

Automatic and accurate image segmentation is a critical step for many clinical studies 
in computational anatomy, including pathology detection and brain parcellation, etc. 
Recently, multi-atlas based segmentation methods have shown great success in seg-
menting brain into anatomical structures. There are two major steps in multi-atlas 
based segmentation, i.e., image registration and label fusion.  In the first step, it reg-
isters each atlas image to the input image and further warps the corresponding label 
map by following the same estimated deformation field. Then, in the second step, it 
combines the multiple propagated labels from different atlases to obtain the final la-
bels of the input image by some heuristics. We focus on label fusion in this study.  

A number of label fusion strategies have been proposed for multi-atlas based seg-
mentation. For example, majority voting (MV) and weighted MV are widely used in 
medical image segmentation. In [1], various weighting strategies were categorized 
into two groups, i.e., global weighted voting and local weighted voting, and it was 
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shown that the local weighted voting method outperforms the global one when seg-
menting high-contrast brain structures. Recently, besides weighting, some more  
advanced learning techniques have also been developed for further improving per-
formance of label fusion. In [2], a probabilistic label fusion method was proposed to 
explicitly model the relationship between the atlas and the input image. In [3], a re-
gression-based label fusion method was proposed to use the correlations between 
results from different atlases. In [4], a labeling confidence was estimated based on 
forward and backward k-nearest neighbor search to guide the subsequent sequential 
label fusion. 

On the other hand, most of the above label fusion methods only consider one can-
didate on each atlas image when labeling a voxel in the input image, under the impli-
cit assumption that the input and atlas images should be well registered, i.e., through a 
non-rigid registration. More recently, inspired by the success of non-local strategy and 
patch-based method in imaging applications, e.g., image denoising [5], patch-based 
label fusion that does not require any non-rigid registration was independently pro-
posed in [6] and [7], respectively. Here, the main idea is to allow multiple candidates 
(usually in the neighborhood) on each atlas image and to aggregate them based on 
non-local mean. It is crucial for the patch-based label fusion method to determine the 
appropriate graphs and corresponding weights to better link patches in the input im-
age with patches in the atlas images. At present, the graph construction processes are 
generally divided into two independent steps, i.e., first manually constructing graphs 
based on the fixed image neighborhood and then computing weights based on the heat 
kernel for all patches in the neighborhood.  

In this paper, we show that many existing label fusion methods, including the 
patch-based method, can be unified into a graph-based framework, with differences in 
different definitions on the graph adjacency structure and graph weights. Furthermore, 
we propose a novel graph construction method for patch-based label fusion by using 
sparse representation. Here, our motivation is that each patch in the input image can 
be reconstructed by the sparse linear superposition of patches in the atlas images. 
Then, the reconstruction coefficients, which can be gotten by solving an -norm 
regularized linear regression problem, will be used to deduce the graph adjacency 
structure and the graph weights simultaneously. It is worth noting that due to the use 
of -norm, a lot of coefficients will have zero values, i.e., sparse patches are selected 
for subsequent label fusion. To the best of our knowledge, no previous works have 
used sparse representation for multi-atlas label fusion, although it has achieved great 
successes on a number of other applications such as face recognition [8]. We will 
apply our proposed sparse patch-based label fusion method for segmenting brain ana-
tomical structures from magnetic resonance images (MRI). 

2 Graph-Based Framework for Label Fusion 

We follow the notations in [7]. Let  be an anatomy textbook (or atlas) containing a 
set of atlas images and label maps, denoted as , , 1, … , . Given an input 
image , we construct a weighted graph  between voxels  of input image  and 
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voxels  of each atlas image , along with corresponding weight , , for ,  ϵ Ω  where Ω denotes the image domain. Once we have obtained the graph 
weights, we can perform label fusion for voxel  of input image  as below: 

 
∑ ∑ ,Ω∑ ∑ ,Ω , ϵ Ω. (1) 

We will show that many existing label fusion methods, e.g., majority voting (MV), 
and patch-based method (PBM), can be derived from Eq. 1, by using different defini-
tions for graph weights. 

1) Majority Voting (MV): We can get the label fusion rule for majority voting from 
Eq. 1, if we define the following graph weights: 

 , 1, , ϵ Ω and ;0, .  (2) 

2) Patch-Based Method (PBM): We can get the label fusion rule for patch-based 
method from Eq. 1, if we define the following graph weights: 

 

 , ∑ , ,            ,  ϵ Ω  and  ϵ ;0,     .  

 

(3) 

Where  denotes the neighborhood of voxels  in the atlas image ;  and 
 denote the patch centered at voxel  in the input image   and the patch cen-

tered at voxel  in the atlas image ;  is a smoothing kernel function (in PBM, the 
heat kernel  was used), and  is the kernel width.  

It is worth noting that the constructed graph and its corresponding weights essen-
tially determine the label fusion rule of a certain method, which inspires us to seek 
other graph construction ways in order for devising new label fusion methods. 

3 Sparse Patch-Based Method 

Inspired from the discriminating power of sparse representation which has been vali-
dated on other tasks such as face recognition, we propose to reconstruct each patch in 
the input image by the sparse linear superposition of patches in the atlas images. 
Then, the reconstruction coefficients of those patches are used to deduce the graph 
adjacency structure and the graph weights simultaneously.  

Following the notations in Section 2, given a set of atlas images and label maps , , 1, … , , for each voxel  of input image  and each voxel  ϵ  in 
atlas image , we want to automatically optimize the weight ,  based on 
sparse representation. 
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Denote | ϵ  as a patch vector corresponding to , 
and | ϵ  as a patch vector corresponding to , where  
is an operator which aligns all elements in a set into a column vector. Then, for each  ϵ Ω, we optimize the following objective function to get the graph weights , , 
for each  ϵ  and 1, … , : 

 

 min,   12 , | , |. (4) 

 
The intuition of Eq. 4 is to sparsely reconstruct the patch vector  in the input image 
using by patch vectors    in the atlas images. Specifically, the function of the first 
term of Eq. 4 is to minimize the reconstruction error, while the second term, which is 
equivalent to the -norm, requires a sparse solution. The regularization parameter  
balances the relative contributions of the two terms and also controls the ‘sparsity’ of 
the linear model.  

Furthermore, Eq. 4 can be simplified into the following equivalent form: 

 min  12 . (5) 

where , | ϵ , ϵ 1,2, … , , and  is defined as | ϵ , ϵ 1,2, … ,  where  is an operator which aligns all ele-
ments in a set into a (block) row vector. Note that since  is a column vector, align-
ing  with the operator  will lead to a matrix . Eq. 5 is a standard -norm 
optimization problem (with the same form as the Lasso method [9]), which can be 
efficiently solved by a number of existing optimization software [10]. It is worth 
nothing that a non-negative constraint is required on weight ,  in this study. 

Once we have obtained the graph weights ,  by solving Eq. 4 (or 5), we can 
perform the label fusion process using Eq. 1, to get the propagated label  for 
each voxel  in the input image . Note that generally  takes a continuous val-
ue, e.g., a value between 0 and 1 for binary segmentation (i.e., two classes with labels 
0 and 1). We focus on binary segmentation in this paper. To get the final label, we use 
the following equation, for each  ϵ Ω: 

 Γ 1, 0.5;0, .  (6) 

4 Experiments 

In this section, we evaluate the performance of our proposed sparse-patch based me-
thod (SPBM) on segmenting brain anatomical structures, i.e., region-of-interests 
(ROIs), from the MR brain images of NA0-NIREP database [11]. We compare our 
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method with other label fusion methods, including majority voting (MV), local 
weighted voting (LWV), STAPLE [12], and patch-based method (PBM) [6, 7]. 

4.1 Dataset and Experimental Settings 

The NA0-NIREP dataset [11] used for evaluation consists of 16 annotated MR im-
ages, including 8 normal adult males and 8 females. The 16 MR images have been 
manually segmented into 32 ROIs. The MR images were obtained in a General Elec-
tric Signa scanner operating at 1.5 Tesla, using the following protocol: SPGR/50, TR 
24, TE 7, NEX 1 matrix 256 × 192, FOV 24 cm.  

For evaluation, a random sampling of approximate two thirds (i.e., 11) of the total 
16 MR images in NA0-NIREP dataset are used as atlases and the rest 5 images are 
used as input images. 10 independent runs are performed and the averaged results are 
reported. We segment the input images using different multi-atlas label fusion me-
thods, and then measure their performances using the Dice overlap, defined as , 2| |/ | | | | , where the symbol  denotes the overlap-
ping voxels between the two segmentations, and | | denotes the number of voxels of 
the corresponding segmentation. 

In LWV, PBM and our SPBM, there is a common parameter, i.e., the size of 
neighborhood region  or . In our experiments, a neighborhood size of 5 5 5 
is used for all the three algorithms. On the other hand, both PBM and SPBM have 
another common parameter, i.e., the size of patches  and . In our experiments, 
following [7], a small size of patches (i.e., 3 3 3 voxels) is used for both methods. 
Besides, both LWV and PBM adopt the heat kernel, and the corresponding kernel 
widths  and  are estimated based on the minimal distances between region 

 and regions  ( 1, … , ), and between patch  and patches  
(  ϵ  and 1, … , ), for LWV and PBM, respectively. Similar strategy has 
also been used in [6]. We use the SLEP software [10] to solve the -norm optimiza-
tion in Eqs. 4-5, and the parameter  is set as 0.01 , where is automatically 
computed by the program, and it denotes the maximal value of λ, above which shall 
lead to the zero solution.  

4.2 Comparison on Segmentation Results  

We first compare the segmentation results of different multi-atlas label fusion algo-
rithms on NA0-NIREP. It is worth noting that we focus on binary segmentation, and 
thus in our experiments for each method we perform 32 independent binary segmen-
tations corresponding to 32 ROIs. At each segmentation corresponding to a certain 
ROI, we set the (ground truth) label of a voxel as 1 if it belongs to the ROI, and 0 
otherwise. Table 1 gives the segmentation results measured by Dice overlap using 
five different methods on different ROIs of brain. 

As can be seen from Table 1, our SPBM method achieves the best performance 
among all five methods on segmenting nearly all brain ROIs. Specifically, it outper-
forms MV, STAPLE and LWV on all 32 brain ROIs, and PBM on 30 of 32 ROIs. We 
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also compute the averaged Dice overlap of different methods across 32 ROIs, and the 
results are 53.6%, 56.9%, 68.0%, 73.6% and 75.6%, for MV, STAPLE, LWV, PBM 
and SPBM, respectively. These results show that in average our method achieves 2.0 
percent improvement over the conventional PBM, and both patch-based method (in-
cluding PBM and SPBM) significantly outperform the other label fusion methods, 
which validate the advantage of using the one-to-many correspondence strategy in the 
patch-based methods over the use of conventional one-to-one correspondence strategy 
in the non-patch-based methods. Tables 1 also indicates that by considering the image 
information through local weighting, LWV achieves a big improvement than MV and 
STAPLE which do not use image information in label fusion, but is still much inferior 
to the patch-based methods (including both PBM and SPBM) due to the use of one-
to-one correspondence.  

Tables 1 also show that there exist great differences on performances of five me-
thods across different ROIs. For example, the differences between results on L insula 
gyrus (one of the best segmented ROI) and those on L postcentral gyrus (one of the 
worst segmented ROI) are 30.1%, 22.6%, 22.4%, 21.5% and 21.8%, for MV, 
STAPLE, LWV, PBM and SPBM, respectively. Clearly, these results show that seg-
menting the latter brain structure is more challenging than segmenting the former 
brain structure.  

Finally, in Fig. 1 we visually plot the segmentation results of five methods on seg-
menting L insula gyrus. For comparison, we also show the original image and corres-
ponding ground truth. As can be seen from Fig. 1, our SPBM method achieves the 
best visual quality of segmentation results among the five methods. 

4.3 Comparison on Graph Weights 

In this experiment, we compare the graph weights gotten by different graph-based 
label fusion methods. Because the graphs constructed by MV and LWV are very sim-
ple (i.e., one-to-one correspondence), we only compare the graph weights constructed 
from two patch-based methods, i.e., PBM and SPBM. To this end, in Fig. 2, we plot 
the graph weights constructed by both PBM and SPBM methods, for a ‘positive’ in-
put patch (i.e., centered voxel has a label of 1) on segmenting L insula gyrus. In  
Fig. 2, red lines denote the weights for ‘positive’ patches from 11 atlas images, while 
blue lines denote those for ‘negative’ patches (i.e., centered voxel has a label of 0), 
and the green lines denote the separation lines between different atlas images.  

As can be seen from Fig. 2, PBM obtains a dense graph even after the pre-selection 
of patches. This is because in some (especially smooth) regions, there may exist a 
number of adjacent patches that have high similarities to the input patch, and thus it is 
difficult to get a sparse graph through threshold on similarities. In contrast, SPBM get 
a very sparse graph by explicitly imposing the ‘sparsity’ constraint into the objective 
function. On the other hand, Fig. 2(b) indicates that SPBM also achieves a discrimi-
nating power by using sparse representation, which has been validated on other  
tasks, e.g., face recognition [8]. Specifically, Fig. 2(b) shows that the graph weights  
of SPBM for the current input patch are dominated by ‘positive’ patches. This  
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spontaneously-emerged discriminating power is very helpful for subsequent labeling, 
as shown in above results. 

Table 1. Segmentation results on different ROIs of brain, measured by Dice overlap (%) using 
five different algorithms. Results are presented in (left hemisphere - right hemisphere). 

Brain ROIs MV STAPLE LWV PBM SPBM 

Occipital lobe 52.1 - 55.2 58.5 - 61.7 69.3 - 74.9 73.6 - 79.6 77.3 - 81.2 

Cingulated gyrus 59.4 - 61.0 62.5 - 64.7 70.0 - 71.5 72.9 - 75.5 75.7 - 77.0 

Insula gyrus 65.6 - 69.0 64.0 - 67.1 74.3 - 76.3 77.8 - 80.3 82.3 - 84.0 

Temporal pole 59.7 - 65.4 62.0 - 65.9 73.2 - 78.0 76.6 - 81.6 78.6 - 81.9 

Superior temporal gyrus 48.0 - 43.8 52.5 - 52.9 62.6 - 64.3 67.2 - 70.0 73.1 - 72.2 

Infero emporal region 59.9 - 59.8 60.5 - 59.8 73.3 - 76.2 76.8 - 80.7 80.1 - 80.9 

Parahippocampal gyrus 64.6 - 70.4 61.2 - 63.7 73.4 - 77.5 77.3 - 82.1 79.9 - 82.5 

Frontal pole 62.8 - 62.5 63.6 - 58.9 75.3 - 74.7 81.0 - 81.6 80.6 - 79.6 

Superior frontal gyrus 52.6 - 53.0 55.7 - 55.1 69.7 - 69.5 74.4 - 74.6 76.0 - 75.3 

Middle frontal gyrus 53.4 - 48.7 55.3 - 55.1 68.2 - 65.9 72.7 - 70.7 74.9 - 71.7 

Inferior gyrus 47.2 - 44.8 49.7 - 53.6 64.1 - 62.8 69.9 - 67.8 71.7 - 69.5 

Orbital frontal gyrus 61.9 - 61.6 62.4 - 61.6 74.6 - 73.3 79.9 - 77.4 81.3 - 78.1 

Precentral gyrus 39.1 - 37.7 52.1 - 48.4 61.9 - 62.3 66.1 - 67.6 70.0 - 69.6 

Superior parietal lobule 42.5 - 46.2 49.8 - 51.9 62.4 - 64.2 67.3 - 69.4 69.8 - 72.2 

Inferior parietal lobule 49.7 - 50.6 53.4 - 54.8 64.3 - 67.8 68.9 - 73.0 72.4 - 73.3 

Postcentral gyrus 35.5 - 30.5 41.4 - 41.8 51.9 - 55.6 56.3 - 63.4 60.5 - 65.7 

5 Conclusion 

In this paper we proposed a novel sparse patch-based method (SPBM) for multi-atlas 
label fusion, based on sparse representation. We also show that the patch-based me-
thods as well as many existing methods can be unified into a graph-based label fusion 
framework, with different ways for graph construction. Different from the conven-
tional patch-based method (PBM) which constructs a graph and computes weights 
based on similarities between patches in the input image and the atlas images, our 
method automatically obtains the graph and weights by solving  optimization. Our 
experiments on segmenting brain anatomical structures on NA0-NIREP dataset show 

Fig. 1. Visual views on segmentation results of five different label fusion algorithms on L
insula gyrus   

original image   ground truth       MV          LWV            PBM          SPBM 
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that SPBM achieves up to 5.9 (and 2.0 in average) percent improvements over PBM, 
and significantly outperforms other label fusion methods. 

References 

1. Artaechevarria, X., Munoz-Barrutia, A., Ortiz-de-Solorzano, C.: Combination strategies in 
multi-atlas image segmentation: application to brain MR data. IEEE Transactions on Med-
ical Imaging 28, 1266–1277 (2009) 

2. Sabuncu, M.R., Yeo, B.T., Van Leemput, K., Fischl, B., Golland, P.: A generative model 
for image segmentation based on label fusion. IEEE Transactions on Medical Imaging 29, 
1714–1729 (2010) 

3. Wang, H., Suh, J.W., Das, S.R., Pluta, J., Altinay, M., Yushkevich, P.: Regression-based 
label fusion for multi-atlas segmentation. In: CVPR, pp. 1113–1120 (2011) 

4. Zhang, D., Wu, G., Jia, H., Shen, D.: Confidence-Guided Sequential Label Fusion for 
Multi-atlas Based Segmentation. In: Fichtinger, G., Martel, A., Peters, T. (eds.) MICCAI 
2011, Part III. LNCS, vol. 6893, pp. 643–650. Springer, Heidelberg (2011) 

5. Coupe, P., Yger, P., Barillot, C.: Fast non local means denoising for 3D MR images. Med. 
Image Comput. Comput. Assist. Interv. 9, 33–40 (2006) 

6. Coupe, P., Manjon, J.V., Fonov, V., Pruessner, J., Robles, M., Collins, D.L.: Patch-based 
segmentation using expert priors: application to hippocampus and ventricle segmentation. 
NeuroImage 54, 940–954 (2011) 

7. Rousseau, F., Habas, P.A., Studholme, C.: A supervised patch-based approach for human 
brain labeling. IEEE Transactions on Medical Imaging 30, 1852–1862 (2011) 

8. Wright, J., Yang, A.Y., Ganesh, A., Sastry, S.S., Ma, Y.: Robust face recognition via 
sparse representation. IEEE Transactions on Pattern Analysis and Machine Intelligence 31, 
210–227 (2009) 

9. Tibshirani, R.: Regression shrinkage and selection via the lasso. Journal of the Royal Sta-
tistical Society Series B 58, 267–288 (1996) 

10. Liu, J., Ji, S., Ye, J.: SLEP: Sparse learning with efficient projections. Arizona State Uni-
versity (2009) 

 
 

Fig. 2. Comparison of the graph weights constructed by PBM (a) and SPBM (b) 

(b) SPBM (a) PBM 



102 D. Zhang et al. 

11. Christensen, G.E., Geng, X., Kuhl, J.G., Bruss, J., Grabowski, T.J., Pirwani, I.A., Vannier, 
M.W., Allen, J.S., Damasio, H.: Introduction to the Non-rigid Image Registration Evalua-
tion Project (NIREP). In: Pluim, J.P.W., Likar, B., Gerritsen, F.A. (eds.) WBIR 2006. 
LNCS, vol. 4057, pp. 128–135. Springer, Heidelberg (2006) 

12. Warfield, S.K., Zou, K.H., Wells, W.M.: Simultaneous truth and performance level esti-
mation (STAPLE): an algorithm for the validation of image segmentation. IEEE Transac-
tions on Medical Imaging 23, 903–921 (2004) 



How Many Templates Does It Take for a Good

Segmentation?: Error Analysis in Multiatlas
Segmentation as a Function of Database Size

Suyash P. Awate, Peihong Zhu, and Ross T. Whitaker

Scientific Computing and Imaging (SCI) Institute, University of Utah

Abstract. This paper proposes a novel formulation to model and an-
alyze the statistical characteristics of some types of segmentation prob-
lems that are based on combining label maps / templates / atlases. Such
segmentation-by-example approaches are quite powerful on their own for
several clinical applications and they provide prior information, through
spatial context, when combined with intensity-based segmentation meth-
ods. The proposed formulation models a class of multiatlas segmentation
problems as nonparametric regression problems in the high-dimensional
space of images. The paper presents a systematic analysis of the nonpara-
metric estimation’s convergence behavior (i.e. characterizing segmenta-
tion error as a function of the size of the multiatlas database) and shows
that it has a specific analytic form involving several parameters that are
fundamental to the specific segmentation problem (i.e. chosen anatom-
ical structure, imaging modality, registration method, label-fusion algo-
rithm, etc.). We describe how to estimate these parameters and show
that several brain anatomical structures exhibit the trends determined
analytically. The proposed framework also provides per-voxel confidence
measures for the segmentation. We show that the segmentation error for
large database sizes can be predicted using small-sized databases. Thus,
small databases can be exploited to predict the database sizes required
(“how many templates”) to achieve “good” segmentations having errors
lower than a specified tolerance. Such cost-benefit analysis is crucial for
designing and deploying multiatlas segmentation systems.

1 Introduction and Background

The strategy of segmenting an image using other examples of similar segmenta-
tions has lead to various approaches in a spectrum of clinical applications over
the last two decades. This paper considers segmentation methods, e.g. [1,5,11],
using a combination of (i) a set of template images that depict the anatomy and
(ii) a set of tissue probability maps or segmentations that give, for each template,
the true probability of each voxel belonging to a specific anatomical structure.
A pair comprising a template image and its true segmentation is termed an at-
las. For segmenting structures in biomedical images where boundary parts of
the anatomy are not readily apparent in the image data, atlases can infuse cru-
cial prior information, strongly influenced by anatomical context, and thereby
complement solely-data-driven segmentation methods.
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For segmenting anatomical structures having weakly-visible boundaries, atlas-
based methods leverage information within the spatial configuration of those sur-
rounding structures whose boundaries are well defined in the image. This relies
on the assumption that the geometry (i.e. location, pose, size, and shape) of the
weakly-visible structure is a function of the geometry of these surrounding struc-
tures. Subsequently, atlas-based segmentation methods register pre-segmented
template images to match the target image containing the structure we want
to segment. Assuming reliable matching of the surrounding structures, registra-
tion methods yield a deformation to best match the weakly-visible structure of
interest. Subsequently, template segmentations are deformed to the target.

Large collections of medical images, and associated expert-defined segmenta-
tions, are becoming ubiquitous as public resources, and within specific clinical
practices. This has lead to multiatlas, nonparametric atlas, or label-fusion ap-
proaches [1,2,5,10,11,13,15,16] to segmentation that leverage information in the
entire database of atlases. Multiatlas approaches can exploit methods for fast
selection [18] of a small subset of templates that are most similar to the tar-
get. They independently register the selected templates to the target and, then,
deform database segmentations to the target space. A weighted average [1] of
the deformed segmentations produces a nonparametric estimate of the segmen-
tation of the target. Instead of using the entire database, the carefully selected
subset produces better estimates, as shown for brain [1] and cardiac [5] images.
The proposed theoretical framework and the results shed light on this behavior,
indicating that an optimal subset size depends on the database size.

The spirit of the proposed framework differs significantly from that of meth-
ods focussing on estimating rater-performance parameters (particularly, rater
bias) [17] and the parameters’ confidence intervals [4] or compensating for inter-
voxel label correlations [15]. Unlike such methods, the proposed approach models
and predicts segmentation error as a function of database size and provides per-
voxel confidence measures on the segmentation.

This paper makes many contributions. It proposes a novel statistical non-
parametric regression framework to model a class of multiatlas segmentation
approaches and analyze the convergence behavior of segmentation error with
respect to database size. It shows that the error convergence rate as a func-
tion of database size has an analytic form with parameters fundamental to the
segmentation problem. By measuring these parameters, it characterizes multiat-
las segmentation problems (i.e. chosen anatomical structure, imaging modality,
etc.) and a class of approaches (i.e. registration algorithm, label-fusion algo-
rithm, etc.) in terms of (i) the complexity of the function mapping the geometry
of (clearly-visible) surrounding structures to the geometry of the structure of
interest, (ii) the inherent anatomical randomness in the structure’s geometry,
(iii) number of atlases available in the database, and (iv) some algorithm pa-
rameters. In this way, the framework offers new methods to evaluate the efficacy
of a particular database of atlases, modality, algorithm, etc. It can provide per-
voxel confidence measures for segmentations. We demonstrate that the segmen-
tation error for large database sizes can be predicted using small-sized databases.
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Thus, small databases can be exploited to predict the database sizes required
(“how many templates”) to achieve “good” segmentations having errors lower
than a specified tolerance. Such cost-benefit analysis is crucial for designing and
deploying multiatlas segmentation systems.

2 Methods

This section presents a novel statistical framework, relying on nonparametric
regression, to model and analyze a class of multiatlas segmentation approaches.

Consider the problem of estimating the unknown segmentation for a target
image, using a database of atlases (templates and their segmentations). Treat-
ing each atlas as a member of a family of atlases under constrained diffeomor-
phisms (e.g. constrained under limited deformation norm), we first transform
the database to factor out a diffeomorphism between the geometrical config-
urations of anatomical structures within the target and each template; better
matches of the two geometries would usually lead to better matches of the seg-
mentations. We assume that multiatlas segmentation methods can compute an
optimal smooth diffeomorphism using image registration on the raw intensities
or on derived geometry-capturing features and, later, deform each template and
segmentation, in the database, to the target-image physical space. Thus, we
propose to (i) model multiatlas segmentation as a regression problem where the
independent variable represents the deformed template images and the dependent
variable represents the deformed segmentation images and (ii) analyze the rate
of convergence of the error in multiatlas segmentation with respect to increasing
database sizes to characterize the difficulty for a specific segmentation problem.

2.1 Statistical Modeling and Analysis of Multiatlas Segmentation

Consider a vector random variable F that models a (deformed) biomedical im-
age with V voxels. Observed images f ∈ R

V are drawn from the probability
density function (PDF) P (F ). For a specific anatomical structure in the image,
let S be a V -dimensional vector random variable modeling the (deformed) true
probabilistic-segmentation image. Segmentations s are drawn from P (S). Let
S[v] denote the random variable at the v-th component of S (i.e. voxel v in
image); ∀s∀v, s[v] ∈ [0, 1]. Assume that the joint random variable (F, S) has a
PDF P (F, S) capturing dependencies between images f and segmentations s.

Consider a database aM � {(fm, sm)}m=1,··· ,M of M atlases, i.e. template im-
ages {fm}m=1,··· ,M paired with their true segmentations {sm}m=1,··· ,M , where
each observed image pair (fm, sm) is drawn independently from the PDF P (F, S).
For a given target image f0 whose true segmentation s0 is unknown, we get an
estimate ŝ0 of the true segmentation, using database aM .

We treat the multiatlas segmentation problem as that of statistical non-
parametric regression [8,14]. Let r(F ) be a regression function of S (depen-
dent variable) on F (independent variable). We choose r(F ) as the regression
function that minimizes the mean squared error (MSE) risk function EP (F,S)
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‖S − r(F )‖2

]
= EP (F )

[
EP (S|F )[‖S − r(F )‖2]

]
. For any target f , the MSE-

minimizing regression function is the conditional expectation r(f) � EP (S|f)[S].
Let r̂(F, aM ) be an estimator of r(F ).

We want to characterize the behavior of conditional-expectation regression
estimators over (i) varying images f ∼ P (F ) and (ii) varying databases aM

comprising M image pairs. Hence, we treat the database as a random variable
AM , assume a joint PDF P (F, S,AM ), and then define a new MSE function:

MSE(M) � EP (F,S,AM )[‖S − r̂(F,AM )‖2] = EP (F )

[
MSE(M,F )

]
, where (1)

MSE(M, f) � EP (S|f)
[
‖S − r(f)‖2

]
+ EP (AM |f)

[
‖r(f)− r̂(f,AM )‖2

]
+ EP (S,AM |f)

[
2(S − r(f)) · (r(f) − r̂(f,AM ))

]
. (2)

The second term in the MSE(M, f) expression leads to EP (F )EP (AM |F )[‖r(F )−
r̂(F,AM )‖2], which is the mean integrated squared error associated with regres-
sion estimators [14]. We consider P (AM |F ) = P (AM ).

Let r(f)[v] denote the v-th component of r(f) and let r̂(f,AM )[v] denote the
v-th component of r̂(f,AM ). Then, the linearity of expectation gives:

MSE(M, f) =

V∑
v=1

MSE(M, f)[v], where (3)

MSE(M, f)[v] =EP (S|f)
[
(S[v]− r(f)[v])2

]
+ EP (AM |f)

[
(r(f)[v] − r̂(f,AM )[v])2

]
+EP (S,AM |f)

[
2(S[v]− r(f)[v])(r(f)[v] − r̂(f,AM )[v])

]
. (4)

We now analyze all three terms in the expression for MSE(M, f)[v]:

1. For the conditional-expectation regression function r(f), the first term is
the variance of the conditional PDF P (S[v]|f). This term (i) depends on the
inherent (beyond human control) randomness in the segmentation, at voxel
v, given image data f and (ii) is independent of the estimator r̂(f,AM ).

2. The second term relates to the quality of approximation of the estimator
r̂(f,AM ) to the true conditional-expectation regression function r(f). This
term depends on the database size M and the characteristics of the marginal
distribution P (F ) and the regression function r(·) in the locality of f [8].
This term equals the sum of the squared bias and variance of the estimator.

3. The third term vanishes because it is equal to
EP (AM )EP (S|AM ,f)[2(S[v]− r(f)[v])(r(f)[v] − r̂(f,AM )[v])] where the inner

expectation is zero (decomposition of random variable S[v]− r̂(F,AM )[v]).

Thus, MSE(M, f)[v] is the sum of the variance of the conditional PDF, the
squared bias of the estimator, and the variance of the estimator:

MSE(M, f)[v] = Var(S[v]|f) + Bias2(r̂(f,AM )[v]) + Var(r̂(f,AM )[v]). (5)
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We now choose a specific regression estimator. A consistent estimator for the
conditional-expectation regression function r(f) is the generalized k-nearest-
neighbor (kNN) estimator [12] r̂(f, aM ):

r̂(f, aM )[v] �
{

M∑
m=1

sm[v]w

(
g(fm, f)

Rk

)}
/

{
M∑

m=1

w

(
g(fm, f)

Rk

)}
, (6)

where g(·, ·) is some distance metric in the space of f , Rk is the distance between
f and its k-th nearest neighbor in the set {fm}m=1,··· ,M , and w(·) : R → R is a
bounded non-negative generalized weight function satisfying

∫
w(u)du = 1 and

w(u) = 0 for ‖u‖ > 1. In this paper, w(u) is constant ∀u : ‖u‖ ≤ 1.
For the class of generalized kNN estimators [12],

Bias(r̂(f,AM )[v]) ≈ φ
(
r(·)[v], P (F ), f,D

) (
k/M

)2/D
; (7)

Var(r̂(f,AM )[v]) ≈ ψ
(
w(·), D

)
Var(S[v]|f)

(
1/k

)
, (8)

where (i) D is the dimension of the independent variable; (ii) φ
(
r(·)[v], P (F ), f,

D
)
depends on the values and differential properties of the PDF P (F ) in the

locality of the fixed image f , the local differential properties of the v-th com-
ponent of the true regression function r(·), and dimension D; (iii) ψ

(
w(·), D

)
depends on the chosen weight function w(·) and the dimension D. Indeed, the
kNN estimator converges to the true conditional-expectation regression func-
tion asymptotically as the database size M → ∞ and the number of nearest
neighbors k → ∞ at an appropriate rate such that (k/M) → 0.

It is important to note that the rate of convergence of the bias and variance
depends on (i) the dimensionality D associated with the independent random
variable F , (ii) the values and the differential properties of the PDF P (F ) of
images, and (iii) the differential properties of the regression function r(f).

2.2 Practical Interpretation Using the Statistical Analysis

This section leverages the theory described in Section 2.1 to get practically useful
measures of the difficulty of multiatlas segmentation for a specific segmentation
problem. It describes how to empirically characterize the typical behavior of the
regression-based segmentation scheme for an anatomical structure of interest.

Empirically Computing MSE: For a chosen k and database size M , we
propose to empirically compute MSE(M) in Equation 1 by: (i) Monte-Carlo
sampling of target images f to compute EP (F )[·], (ii) for each f , Monte-Carlo
sampling of databases aM , from a large database with size N > M , to compute
EP (AM |f)[·], and (iii) computing the MSE terms at each voxel v and summing
them over all voxels. We repeat this process for a range of M values.

Parametric Form for MSE: When the class of signals F is unconstrained,
D equals the number of image voxels, which is typically very large. However,
consistent with empirical evidence in the signal-processing literature that the
intrinsic dimension [9] of real-world multivariate data is far less than the number
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of variables, we considerD as the intrinsic dimension of the independent variable
(template images) and estimate it empirically. Note that each voxel v can have
a different value for the intrinsic dimension Dv.

Tracing our way back, we (i) substitute Equations (7) and (8) for voxelwise
regression estimator’s bias and variance, respectively, into Equation (5), (ii) sub-
stitute that into Equation (3), and (iii) substitute the resulting equation into
Equation (1). This gives the following parametric forms for the MSEs:

MSE(M)[v] = αv + βv

(
k/M

)4/Dv
+ γv(1/k) = δv + βv

(
k/M

)4/Dv
, where

αv = EP (F )

[
Var(S[v]|F )

]
, βv = EP (F )

[
φ2

(
r(·)[v], P (F ), F,Dv

)]
,

γv = EP (F )

[
Var(S[v]|F )ψ

(
w(·), Dv

)]
, δv = αv + γv/k. (9)

MSE(M) = α+ β
(
k/M

)4/D
+ γ(1/k) = δ + β

(
k/M

)4/D
, where

α =
V∑

v=1

αv , β ≈
V∑

v=1

βv , γ =
V∑

v=1

γv , δ = α+ γ/k. (10)

These equations captures the characteristics of a specific segmentation problem
and approach through parameters α, δ, β,D, whose significance we describe next:

1. α denotes the intrinsic randomness in the segmentations s as a function of
the image data f . α is independent of the regression estimator and hence is
the lowest possible achievable MSE.
δ closely relates to α and captures the lowest possible MSEs for the chosen
generalized-kNN estimator (i.e. w(·)) and k, which is achieved when the
database size M → ∞. As M → ∞, we make the kNN estimator converge
to the true conditional expectation, by letting k go to ∞ at such a rate so
that (k/M) → 0; in that case, δ → α.
Assuming that f lies in a Euclidean space, at each voxel, ψ

(
w(·), Dv

)
=

c(Dv)
∫
w2(u)du, where c(Dv) is the volume of the unit sphere in Dv dimen-

sions [12]. For the chosen kNN scheme with constant w(·) within the unit
sphere, ψ

(
w(·), Dv

)
= 1, αv = γv = δv/(1 + 1/k), and α = γ = δ/(1 + 1/k).

2. β represents the overall complexity of multiatlas segmentation in terms of
the (i) differential properties of the true regression function r(f) and (ii) val-
ues and differential properties of the image PDF P (F ). For example, r(·) is
harder to estimate when β is increased when: (i) larger gradients and cur-
vatures in r(·) lead to larger values of φ; (ii) around a target f0, low values
of P (F ) make it harder to obtain databases comprising sufficiently-many
templates near f0; (iii) around a target f0, locally-varying P (F ) leads to
databases where the templates near f0 pull the segmentation estimate to-
wards that for the local higher-probability templates.

3. D in the exponent represents the overall intrinsic dimension associated with
the entire anatomical structure. Larger D increases the difficulty of multiat-
las segmentation by requiring estimation of a higher-dimensional regressor.

Parameter Estimation (α, β, δ,D): To estimate parameters δ, β,D (for a
specific segmentation problem and approach) we (i) empirically evaluate
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MSE(Mj) for a range of database sizes Mj (e.g. M1 = 10, Mj+1 = Mj +10) and
then (ii) solve a weighted nonlinear least-squares curve-fitting problem

arg min
δ,β,D

∑
j

Wj‖MSE(Mj)− δ − β(k/Mj)
4/D‖2, (11)

where weights Wj are the computed variances of the squared errors for each Mj .
Interestingly, effects of changing k are absorbed by changes in δ and β, leaving
D unchanged. As described before, for chosen kNN estimator, α = δ/(1 + 1/k).
Parameter estimates for any voxel v are obtained by curve fitting to MSE(Mj)[v].

3 Experiments and Results on a Clinical Database

This section describes some practical considerations and shows results on a large
clinical database. The results demonstrate the validity of the proposed model
for multiatlas segmentation and the utility of the proposed analysis in clinical
applications. Section 3.1 shows that several anatomical structures in the brain
exhibit the parametric trends determined by the model, which in turn shows
that the model is well-suited for real applications. Section 3.2 shows that the
segmentation error for large database sizes can be predicted using small-sized
databases. Thus, small databases can be exploited to predict the database sizes
required to achieve a specified maximum tolerable MSE in segmentation.

Practical Considerations: The proposed formulation is based on the inde-
pendent variable being the deformed templates in the entire database. However,
multiatlas approaches require only a few most-similar templates (k in kNN) and
registration between the target and thousands of templates in a large database
can be very expensive. Thus, this paper uses an extremely-fast approximate
search for similar templates relying on affine registration followed by spatial
pyramid matching on coded geometry-capturing features (canny edges clustered
and coded based on orientation and curvature) [18]. This implicitly induces a
distance metric in the space of deformed images f , underlying kNN regression.
The fast lookup makes multiatlas schemes viable for large databases. Next, we
compute the optimal deformations, between each selected template and the tar-
get, using constrained diffeomorphic registration using [7].

Clinical Database: We evaluate the proposed methods on a large clin-
ical database obtained from the National Alliance for Medical Image Com-
puting (www.na-mic.org) comprising 186 T1 MR brain images (dimensions ≈
256×256×240; voxel size ≈ 13mm3) with expert segmentations for the caudate,
putamen, thalamus, hippocampus, and globus pallidus in both hemispheres.

3.1 Error Convergence in Multiatlas Segmentation in Brain MRI

We selected 20 random target images f . For each f , we performed 50 random
Monte-Carlo simulations of databases aM , ∀M . We chose k = 10. Figure 1(a)
shows MSE values (divided by the average size of the structure in the database),
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(a) (b)

Fig. 1. MSE Convergence for Subcortical Structures in Brain MR images.
(a) The dots and the error bars show MSE(Mj) and the standard deviation, respec-
tively, (divided by the average true size of structures in database) for k = 10. The
parametric fitted curves are shown by solid lines. Table 1 gives the parameter values.
(b) shows MSEs and fitted curves for the caudate (as an example) for varied k.

Table 1. Parameters indicating difficulty of multiatlas segmentation and the under-
lying convergence behavior (of segmentation MSE with increasing database sizes Mj)
for anatomical structures in brain MR images (using 186 atlases)

Parameters Caudate Globus Pallidus Hippocampus Putamen Thalamus

δ: randomness 0.15 0.26 0.20 0.18 0.11

β: complexity 0.03 0.10 0.06 0.08 0.03

D: dimension 10.1 10.0 10.0 10.0 10.0

and fitted curves, for various database sizes. Corresponding structures in the left
and right brain hemisphere structures are combined.

The size-normalized MSE values relate to Dice, both measuring degree of
(dis)similarity relative to size. While the Dice measure takes values in [0, 1], size-
normalized MSE takes values in [0, η] where η is twice the ratio of (i) the size of
the largest structure in the database to (ii) the average size of the structure in the
database. For example, for thalamus segmentation, using the largest database
M = 186, averaged over 20 target images, Dice = 0.91 and MSE = 0.11.

Table 1 shows the parameters underlying the fitted curves. Values for δ (in-
herent randomness) indicate the lowest possible MSE achievable with k = 10
and the chosen generalized-kNN estimator. Values for β (regression complexity)
and D (intrinsic dimension) indicate (i) the size of databases needed to achieve
small MSEs, e.g. MSE closer to δ, and (ii) the amount of benefit, in terms of
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(a) (b) (c) (d)

Fig. 2. Parameter values per voxel for multiatlas hippocampus segmentation from T1
MR images. (a) MR image, sagittal slice with voxels {v}. (b) δv ≡ inherent random-
ness. (c) βv ≡ complexity of regression function. (d) Dv ≡ intrinsic dimension.

a decrease in MSE, obtained for the cost of an increase in database size. Such
cost-benefit analyses are crucial for designing clinical support systems. Interest-
ingly, the range of our estimates for D, for probabilistic segmentations, is similar
to that found for fuzzy digit images [9] and texture [3,6].

The globus pallidus has probably the weakest boundaries and is the most
difficult to segment (for its very small size) leading to the highest values for
MSE, δ, β, D. The hippocampus is the second most difficult to segment probably
because of its elongated thin shape and small size. The thalamus gives the lowest
MSEs probably due to its large size, despite the part of its boundary next to the
gray matter being quite weak.

Figure 1(b) shows MSEs and fitted curves for the caudate (as an example) for
varied k. Consistent with the theory of kNN-estimator convergence (Section 2),
large k leads to lower MSE for large database sizes M , but can increase MSE
for lower M . Indeed, for the kNN estimator to converge asymptotically to the
true conditional expectation, as M increases, k must increase at an appropriate
rate [8]. Thus, Figure 1(b) is consistent with the regression theory in the sense
that the MSE-minimizing k does depend on the database size M .

Figure 2 shows a hippocampus and parameter values associated with curves
fitted to MSE values obtained at each voxel, i.e. without the summation

∑
v(·)

for δ, β in Equation 10. Zero values for MSE and δ for voxels well inside or
well outside the hippocampus indicate the ease of segmentation for such voxels.
Voxels where the segmentation is the most difficult (highest β, D; high δ) lie
near the hippocampus head (near the amygdala; very low contrast) and the tail
(perhaps larger shape variability leads to inaccurate registration). As described
in Section 2.2, for the chosen kNN estimator and k = 10, α = δ/(1+1/k) = δ/1.1.

3.2 Predicting Error Convergence Using Small Databases of Atlases

Figure 3 shows the results of experiments where we first randomly picked 40 at-
lases from the brain database, then computed MSE values for Mj = 10, 20, 30, 40
using the 40-atlas database, and finally fitted the parametric curves for these 4
values ofMj . We then compare these fitted curves to the fitted curves in Figure 1
that were obtained using the full-sized database. Figure 3 shows that the curves
using small-sized databases predict the MSEs at large database sizes quite well.
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Fig. 3. Predicting MSE for Large Database Sizes using Small Databases.
MSEs (dot ≡ mean value; error bar ≡ standard deviation) and fitted curves (dashed
lines; error bars ≡ standard deviation on the fitted curve) using small databases (40
atlases) compared with the fitted curves (solid lines) using large databases in Figure 1.

Table 2. Parameters obtained using small-sized databases (each with 40 atlases)
of brain MR images. The numbers indicate the mean and standard deviation (in
parenthesis) of the parameters over different randomly selected 40-sized atlas databases.

Parameters Caudate Globus Pallidus Hippocampus Putamen Thalamus

δ: randomness 0.15 (0.01) 0.26 (0.01) 0.21 (0.01) 0.19 (0.01) 0.11 (0.01)

β: complexity 0.03 (0.01) 0.08 (0.02) 0.05 (0.01) 0.06 (0.01) 0.04 (0.01)

D: dimension 10.1 (0.05) 10.0 (0.03) 10.0 (0.03) 10.1 (0.06) 10.0 (0.02)

Table 2 shows the mean and standard deviation of the parameters estimated
using random 40-sized databases for brain MR images. It shows that these pa-
rameter estimates, using 40-sized databases, are very close to the parameters
estimated using the full 186-sized database in Table 1.

Figure 3 and Table 2 show that the error-convergence curves as well as the
underlying parameters predicted using small-sized databases are a good approx-
imation to those observed using much larger databases. Thus, small databases,
which require fewer expert segmentations and lesser time and effort to construct,
can be exploited to predict the much-larger database sizes required to achieve a
specified maximum tolerable error in segmentation. Such cost-benefit analysis is
crucial for designing and deploying multiatlas segmentation systems, potentially
comprising a few thousand atlases.
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4 Discussion and Conclusions

This paper presents a new statistical modeling and analysis framework for mea-
suring the difficulty of multiatlas segmentation (for a specific anatomical struc-
ture, imaging modality, registration method, label-fusion strategy, etc.) in terms
of the convergence behavior of segmentation error as a function of database size.
It captures these properties using parameters fundamental to the underlying
nonparametric regression and extends the analysis to give per-voxel estimates.
It shows results using a large clinical database. Furthermore, it shows that small
databases, requiring expert segmentations of only a small number of atlases,
can be exploited to make valid predictions of the (much-larger) database sizes
required to achieve a specified maximum tolerable error in segmentation.

Future work will deal with empirically determining how small can atlas
databases be before they start losing their power of predicting MSE conver-
gence for much larger database sizes. Some preliminary evidence indicates that
the prediction needs significantly fewer atlases (perhaps just 15 or 20) than those
used in this paper. Another interesting aspect unexplored in this paper is the
applicability of the proposed framework to anatomical structures outside the
brain where our initial experiments are quite promising.

The experiments in this paper use simple averaging for label fusion even
though the proposed theoretical framework relies on generalized-kNN regres-
sion and thus allows for generalized weighting schemes. Some recent approaches
to label fusion have found that generalized weighting schemes can perform bet-
ter [16]. In the future, the proposed framework can be exploited to analyze
approaches with sophisticated weighting schemes.

Recent works [2,10,13] in multiatlas segmentation have found improvements
in performance by using local averaging approaches where the tissue probability
at a voxel is determined by using only that information in the (registered) at-
lases which lies within the locality of that voxel. The proposed framework can be
extended to model local label fusion by modeling a separate regression problem
at each voxel in the image, i.e. the set of k nearest neighbors can be different at
each voxel and will be determined by local similarities between the target and
the templates, instead of global similarities proposed in this paper. Indeed, this
is an important part of future work. Nevertheless, this paper makes significant
contributions by establishing a brand new principled theoretical framework for
modeling and analysis. Furthermore, this paper shows how the proposed frame-
work coupled with a small set of atlases (requiring few expert segmentations)
can be utilized to predict the much-larger database sizes (“cost”) required to
achieve a specified maximum tolerable error (“benefit”) in segmentation. Such
“cost-benefit” analysis is crucial for designing and deploying multiatlas segmen-
tation systems comprising, potentially, several hundreds or thousands of atlases.
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Abstract. The maturity of registration methods, in combination with
the increasing processing power of computers, has made multi-atlas seg-
mentation methods practical. The problem of merging the deformed label
maps from the atlases is known as label fusion. Even though label fusion
has been well studied for intramodality scenarios, it remains relatively
unexplored when the nature of the target data is multimodal or when its
modality is different from that of the atlases. In this paper, we review the
literature on label fusion methods and also present an extension of our
previously published algorithm to the general case in which the target
data are multimodal. The method is based on a generative model that
exploits the consistency of voxel intensities within the target scan based
on the current estimate of the segmentation. Using brain MRI scans ac-
quired with a multiecho FLASH sequence, we compare the method with
majority voting, statistical-atlas-based segmentation, the popular pack-
age FreeSurfer and an adaptive local multi-atlas segmentation method.
The results show that our approach produces highly accurate segmenta-
tions (Dice 86.3% across 22 brain structures of interest), outperforming
the competing methods.

1 Introduction

Registration-based segmentation [1] is popular in brain image analysis because
the relatively low variability of this organ (compared to the mediastinal or ab-
dominal regions) allows for accurate registrations and therefore good segmenta-
tion results. The principle of registration-based segmentation is straightforward:
assuming that an image with manually labeled structures (henceforth an “atlas”)
is available, this image can be spatially mapped or deformed (i.e., “registered”)
to a different target image. The registration outputs a deformation field that can
be used to warp (“propagate”) the atlas labels in order to obtain an estimate of
the labeling (“segmentation”) of the target image.

Registering and propagating the labels from a single atlas achieves limited
accuracy because a single example cannot sufficiently represent the whole popu-
lation of potential test data. This is a particularly limiting factor when pathology
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might be present in the images. A possible way of overcoming this limitation is
using a statistical atlas, which models the intensity and/or label distribution in a
population from a collection of atlases. For example, instead of a discrete label at
each voxel, a statistical atlas has a vector of label probabilities representing the
prior probability of observing a segmentation label at that location. Statistical
atlases have two major advantages over using a single template: 1. the image is
a summary of the population that was used to build the atlas and therefore it is
more likely that a given target image can be successfully registered to it; and 2.
the fact that the labels are probabilistic rather than deterministic can overcome,
to some extent, inaccuracies in the registration.

Building a statistical atlas from a set of labeled images is computationally ex-
pensive: it is typically an iterative process which requires registering the images
to the current estimate of the atlas, updating this estimate by averaging the
warped images, registering the images again, and so on [2]. However, once the
statistical atlas has been built, only one registration is required to propagate the
label probabilities from the atlas to a target image. These propagated probabili-
ties are usually interpreted as a Bayesian prior that, combined with a likelihood
term (computed from the image intensities), provides posterior probabilities for
the possible labels at each voxel location [3,4,5].

Even though probabilistic atlases have been successfully applied in brain MRI
segmentation, they still have difficulties representing larger anatomical varia-
tions. A computationally taxing, though effective way of handling such cases is
registering each available atlas to the target image independently. Even though
this multiplies the registration time by the number of atlases N , one would hope
that, if enough training data is available, at least one or two atlases will be
registered successfully to the test image. The question is then how to automat-
ically decide from which atlases the labels should be picked to render the final
segmentation. We call this problem label fusion.

1.1 Label Fusion

The popularity of label fusion algorithms is rising mainly for two reasons. First,
the maturity of registration algorithms allows them to produce excellent results.
The second reason is that the increasing processing power of computers alleviates
the high computational demand associated with this technique. Label fusion
techniques are based on weighting the contributions of the atlases depending
on their similarity to the target image after registration. There are two major
families of label fusion techniques: those that allow the weights to change across
spatial locations and whose that do not.

In global weighting methods, the weight of the contribution of each atlas to
the segmentation is the same for every voxel of the target image. In “majority
voting” [6], all atlas are weighted equally, independently of their similarity to the
target image after registration. Therefore, the most frequent propagated label is
selected at each voxel. The main limitation of this method is that, since atlases
are equally weighted, underrepresented features in the training data are often
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outweighted by the more frequent variations. In “best atlas selection” [7], the
labels are propagated only from the atlas which is most similar to the test image
after warping. This represents a considerable waste of CPU time dedicated to
registering atlases, whose labels are never used. SIMPLE (Langerak et al. [8])
computes a joint segmentation using majority voting, estimates the performance
of the individual atlases given the current segmentation, defines weights based
on the performances and finally uses these weights to update the estimated
segmentation. The performances of the atlases and the fused segmentation are
iteratively updated until convergence. In [9], global weights are defined based
on the normalized mutual information (MI) of each atlas and the target image
after registration.

Locally-weighted label fusion techniques achieve higher segmentation accu-
racy [10] by exploiting the fact that different atlases might have been correctly
registered in different parts of the target image. Therefore, it makes sense to bor-
row labels from different atlases at different locations. STAPLE [11] weights the
propagated labels according to an estimated accuracy level, while incorporating
consistency constraints. However, it is limited by the fact that it does not con-
sider the intensities of the target image in the segmentation. An ad-hoc fusion
method is proposed by Isgum et al. in [12]. They compute the local weight of
each atlas at each voxel as the inverse of the absolute intensity difference of the
target and registered images. The weighting maps are convolved with a Gaussian
kernel to ensure the smoothness of the output. A more principled version of this
method is proposed by Sabuncu et al. in [13]. They define a generative model
in which a discrete membership field specifies the index of the atlas from which
the intensity and label where borrowed at each voxel. Variational expectation
maximization is used to infer the most likely labels in this framework. The fusion
weights are given by the posterior distribution of the membership field in light
of the observed data.

Furthermore, local label fusion has been extended to a nonlocal framework
by Coupé et al. in [14]. They compare the local appearance of the target volume
with patches of the atlases centered not only at the voxel at hand but also at
shifted locations, and use the resulting similarity metrics to weight the label
corresponding to each patch. Because they explore the neighborhood of each
voxel, they do not need the registration to be precise, hence a linear transform
(which can be quickly optimized) rather than a deformable registration method
can be used. Other recent works on label fusion have explored ways of improving
the segmentation based on exploiting the correlations of the errors from the
different atlases to enhance the fusion [15], using advanced similarity metrics
derived from manifold learning for the weighting [16] and developing hierarchical
schemes for the fusion depending on the local label confidence [17].

1.2 Label Fusion in Intermodal and in Multimodal Setups

There are certain scenarios, where we cannot assume consistency between the
intensity values of the atlases and the target image. This is particularly a problem
in MRI, in which the intensities depend heavily on the selected pulse sequence,
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imaging hardware and acquisition parameters. Even though histogram matching
and intensity standardization techniques (such as [18]) can alleviate this problem,
they are only applicable if the type of MRI contrast of the input images is the
same (e.g., T1-weighted).

The intermodality 1 registration literature has coped with the issue of intensity
variation mainly through metrics based on global MI. We will assume here that
the registration of the atlases to the target image has already been solved. In
case of multimodal target data, the registration can either use heuristics (e.g.,
using the average MI between the target and all the atlases) or estimate the
true multichannel MI via high-dimensional histograms [19] or entropic spanning
graphs [20].

Global label fusion approaches can be easily generalized to the inter / mul-
timodal case using MI to compute global “distances” between images. This is
the case for best template selection [7] and Cao et al.’s manifold learning ap-
proach [16]. For majority voting, SIMPLE and STAPLE, generalization is not
even needed because they do not rely on the intensities of the images, and they
are thus independent of the modalities or number of image channels of the data.

Local fusion approaches, which are the most appealing ones due to their excel-
lent performance, are however harder to extend to inter- and multimodal scenar-
ios: techniques that rely on computing local similarities by directly comparing
image intensities (e.g., Isgum et al. [12]) cannot be used. In the multimodal case,
if one of the channels matches the modality of the atlas, it would be possible to
discard the rest of the channels and use a intramodal algorithm. However, this
strategy is suboptimal in the sense that it does not consider data that might
convey important information.

Another option would be to use MI or normalized cross correlation (NCC)
to define local weights. However, both MI and NCC require a number of im-
age samples for estimation, which represents a compromise between localization
and metric reliability if it is to be computed at a certain voxel using the lo-
cal neighborhood. Moreover, neither MI nor NCC decay very fast with poorly
aligned images. Therefore, one typically needs to define a function that maps
them to weights, enhancing the differences in metric values (e.g. w = [NCC]α,
with α > 1). Despite these disadvantages, this type of heuristics could be used
to generalize the methods by Isgum et al., Coupé et al. [14] and Wang et al. [15]
to intermodal and multimodal settings. Sabuncu et al.’s method [13], which pro-
duces excellent results in an intramodality brain MRI segmentation problem,
relies on a principled generative model in which the intensity of the target image
at a voxel location is assumed to be equal to the intensity of one of the deformed
atlases at the same location plus Gaussian noise. This generative model was
modified to accommodate the intermodality case in [21].

1 Throughout the rest of this paper, we use “intermodality” to refer to the situation
in which the atlases and the target image are from different modalities (or have
different types of MRI contrast), and “multimodality” for the situation in which
more than one image channel is available for the target image.
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1.3 Contribution of This Paper

To the best of our knowledge, no prior work has been carried out that deals
with how to carry out label fusion on multimodal data. In a previous conference
paper [21], we presented a generative model for multi-atlas image segmentation
across modalities. Rather than directly comparing the intensities of the regis-
tered atlases and the target image, we proposed exploiting the consistency of
voxel intensities within the segmentation regions, as well as their relation with
the propagated labels. Here we extend this framework to the multimodal case
as well as present some improvements in the inference algorithm that yield im-
proved segmentation results. In particular, we use expectation maximization
(EM) rather than k-means to compute the estimates of the image intensity pa-
rameters.

The rest of the paper is organized as follows. Section 2.1 describes the gener-
alization of the framework to multimodal data, as well as the improved inference
algorithm based on EM. Section 3 presents the experimental setup, in which we
use the proposed method and a number of competing algorithms (majority vot-
ing, FreeSurfer [22], statistical-atlas-based segmentation and a NCC-adaption of
Isgum et al.’s algorithm) to segment brain MRI data from a multiecho FLASH
sequence. Finally, Section 4 discusses the results and future directions of work
and concludes the paper.

2 Methods

The proposed method relies on a generative model of image data. We first de-
scribe the model and then propose a method to carry out inference in order to
obtain the segmentation corresponding to a target image.

2.1 Generative Model

The generative model displayed in Figure 1 (see corresponding equations in
Table 1) was used in this study:

1. We assume that a set of N atlases (each with L different labels) has been
registered to a common space (which is the space of the target scan). We
name the propagated label maps {Ln} = L1, . . . , LN . Rather than using the
discrete propagated labels directly in the fusion, we assume that each voxel
in the (deformed) atlases has an associated vector of label probabilities which
is built through a logOdds model [23] with slope ρ. This model is described
by Equation 1 in Table 1, where Dl

n is the signed distance transform corre-
sponding to label l in atlas n; it is greater than zero inside the object, zero
on the boundary, and less than zero outside. The logOdds model essentially
replaces the discrete labels by smoother probability maps which can, to some
extent, compensate for inaccuracies in the registration (in a similar way as
statistical atlases).
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Table 1. Equations corresponding to the graphical model in Figure 1(a)

1. p(L(x) = l|Ln) = exp
[
ρDl

n(x)
]
/
∑L

l′=1 exp
[
ρDl′

n (x)
]

2. M ∼ 1
Zβ

∏
x∈Ω exp

(
β
∑

y∈N (x) δ(M(x) = M(y))
)

3. L(x) ∼ p(L(x) = l|LM(x))

4. I∗(x) ∼ (2π)−
C
2

∣
∣ΣL(x)

∣
∣− 1

2 exp
[
− 1

2
(I∗(x)− µL(x))

TΣ−1
L(x)(I

∗(x)− µL(x))
]

5. I(x) = B(x)I∗(x), with B(x) =diag(exp
[−∑

k bkψk(x)
]
)

2. A discrete field of memberships M such that M(x) ∈ {1, . . . , N} is sampled
from a Markov random field (MRF) parametrized by the smoothness con-
stant β (Equation 2 in the table, where N (x) represents the 6-neighborhood
of x). Higher values of β encourage larger clusters of voxels with the same la-
bel. The field M(x) indicates from which atlas the generated image borrows
the information at each voxel location x in the image domain Ω.

3. From {Ln} and M , the “real”, underlying segmentation of the data L(x) is
generated by sampling at each voxel location x from the probability vector
specified by atlas LM(x) at x (Equation 3 in the table).

4. Given the label of a voxel L(x), the “real”, underlying image intensity I∗(x)
is sampled from a multivariate Gaussian distribution associated with that
label (Equation 4 in Table 1). Each of the L Gaussians is described by a C×1
mean vector μl and a C × C covariance matrix Σl (where C is the number
of image channels). We assume a flat prior for the Gaussian parameters i.e.,
p(μl) ∝ 1, p(Σl) ∝ 1.

5. I∗(x) is corrupted by a multiplicative bias field B(x), which is modeled
through a set of low-spatial-frequency basis functions {ψk(x)} to yield the
final observed intensities I(x) (Equation 5 in the table, where the exponen-
tial ensures that the field is non-negative). The bias field is described by the
vectors of coefficients {bk}, where bk = [bk,1, . . . , bk,C ]

T groups the C coeffi-
cients (one per channel) for basis function ψk. Note that we allow a different
set of coefficients per image channel, i.e. we assume that the bias fields for
the different channels are independent. As for the parameters of the Gaus-
sian distributions, we also assume a flat prior for the bias field coefficients:
p({bk}) ∝ 1. Henceforth, we use the variable Θ to refer to the whole set of
intensity parameters i.e., Θ = {{bk}, {μl}, {Σl}} and p(Θ) ∝ 1.

It is worth to note that some segmentation methods are particular cases of this
generative model. For example, by setting β = 0, ρ → ∞, Σl = limα→∞ αId
(where Id is the identity matrix) we obtain majority voting. Setting β → ∞
and ρ → ∞ amounts to best atlas selection. Finally, making β = 0 gives a
model which is very similar to statistical-atlas-based segmentation [3]. The main
difference is that, instead of registering a pre-built statistical atlas (a parametric
model), we have a nonparametric approach in which an atlas is constructed
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Fig. 1. a) Graphical model of the image generation process. Random variables are in
circles and constants are in boxes. Observed variables are shaded. Plates indicate repli-
cation. b) Illustration of the generative process: three deformed atlases are combined
through the membership field M(x) to yield the labels L(x). The image intensities I(x)
are obtained by sampling a Gaussian distribution for each label. We purposely chose
the Gaussian parameters to make I(x) resemble a T1-weighted MRI scan.

directly in target image space by registering all the atlases to the dataset to
segment.

2.2 Segmentation Using Bayesian Inference

We can use Bayesian inference to compute the most likely segmentation by
maximizing the posterior probability of the labels L(x) given the available in-
formation, i.e., the image intensities I(x) and the deformed atlases {Ln}:

L̂ = argmax
L

p(L|I, {Ln}) = argmax
L

∫
Θ

p(L,Θ|I, {Ln})dΘ

= argmax
L

∫
Θ

p(L|Θ, I, {Ln})p(Θ|I, {Ln})dΘ (1)

In our previous conference paper, we attempted to maximize p(L,Θ|I, {Ln})
with respect to {L,Θ}, which was achieved with a coordinate ascent algorithm,
i.e., alternatively optimizing for L and Θ. This is a k-means style algorithm.
However, when we compute the most likely Θ, we are not interested in the
labels L, hence a better strategy would be to integrate out L. This leads to the
EM algorithm proposed in this paper, in which soft label assignments (rather
than hard, like in k-means) are used to update Θ.

Looking at Equation 1, we see that it involves a high-dimensional integral
over the parameters in Θ. However, we can make the assumption that the sta-
tistical distribution of these parameters given the observed data I and {Ln}
is sharp, i.e., p(Θ|I, {Ln}) ≈ δ(Θ − Θ̂), where δ(·) is Kronecker’s delta and
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Θ̂ = argmaxΘ p(Θ|I, {Ln}). This assumption can be quite realistic, since we do

not expect the values of Θ to deviate much from Θ̂ without considerably de-
creasing the likelihood of the model. Then, the integral disappears and the most
likely labels are (approximately) given by:

L̂ ≈ argmax
L

p(L|Θ̂, I, {Ln}) (2)

We will first discuss how to obtain the optimal estimate of Θ̂. Then, we will
describe a method to compute the most likely segmentation with Equation 2.

Computing the Most Likely Image Intensity Parameters: The optimal
point estimate of the image intensity parameters Θ is given by:

Θ̂ = argmin
Θ

(− log p(I|Θ, {Ln})) (3)

= argmin
Θ

(
− log

[∑
L

∑
M

p(I, L,M |Θ, {Ln})
])

(4)

where we have used p(Θ) ∝ 1. Equation 4 is computationally intractable due to
the sum over all possible membership fields

∑
M , which does not factorize over

voxels. Instead, we use variational EM (VEM) to minimize an upper bound. We
define the free energy J as:

J = − log p(I|Θ, {Ln}) +KL[q(M)||p(M |I, Θ, {Ln})] (5)

= −H(q)−
∑
M

q(M) log p(I,M |Θ, {Ln}) (6)

where H(·) is Shannon’s entropy, KL(·||·) is the Kullback-Leibler divergence
and q(M) is a statistical distribution over M , which approximates the posterior
probability p(M |I, Θ, {Ln}). The free energy J is a bound of the target func-
tion to minimize (Equation 3) because the KL divergence is nonnegative. The
standard computational trick in VEM is to assume that q(M) factorizes:

q(M) =
∏
x∈Ω

qx(M(x)),

which eventually makes the intractable sum tractable. The idea is to minimize J
by iteratively optimizing for q(M) (expectation or E step) and Θ (maximization
or M step):

– E step: to optimize J for q(M), it is easier to work with Equation 5, since
the only term depending on q(M) is the KL divergence. We have
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q̂ = argmin
q

∑
M

q(M) log
q(M)

p(M |I, Θ, {Ln})

= argmin
q

∑
M

q(M) log
q(M)

p(M)
∑

L p(I|L,Θ)p(L|M, {Ln})

= argmin
q

⎛⎝∑
x∈Ω

N∑
n=1

qx(n) log qx(n)− β
∑
x∈Ω

Eqx

⎡⎣ ∑
y∈N (x)

qy(M(x))

⎤⎦ − . . .

. . .−
∑
x∈Ω

N∑
n=1

qx(n) log

[ L∑
l=1

p(I(x)|Θl)p(LM(x) = l)

])
Building the Lagrangian with a multiplier for the constraint

∑
n qx(n) = 1

and taking derivatives with respect to qx, we obtain:

qx(M(x)) =
exp

[
β
∑

y∈N (x) qy(M(x))
]∑L

l=1 p(I(x)|Θl)p(LM(x)(x) = l)

∑N
n=1

(
exp

[
β
∑

y∈N (x) qy(n)
]∑L

l′=1 p(I(x)|Θl′)p(Ln(x) = l′)
) ,

(7)

which can be solved with fixed point iterations. Note that the constraint
qx ≥ 0 is implicitly enforced due to the nonnegative nature of probabilities
and of the exponential function.

– M step: to optimize J with respect to Θ, we focus on Equation 6 instead
(since the entropy does not depend on Θ):

Θ̂ = argmax
Θ

f(Θ) = argmax
Θ

∑

x∈Ω

N∑

n=1

qx(n) log

( L∑

l=1

[p(I(x)|Θl)p(Ln(x) = l)]

)

.

(8)

Here, one must be careful with the scaling of the Gaussian probability density
function:

p(I(x)|Θl) = exp

[
C∑

c=1

∑
k

bk,cψk(x)

]
G(I∗(x);μl,Σl)

where G is the probability density function of the multivariate Gaussian
distribution. Taking matrix derivatives of Equation 8 with respect to μl and
Σl (see [24]), we obtain the following update equations:

μl ←
∑

x∈Ω wl(x)I
∗(x)∑

x∈Ω wl(x)
, Σl ←

∑
x∈Ω wl(x)(I

∗(x)− μl)(I
∗(x) − μl)

T∑
x∈Ω wl(x)

(9)



124 J.E. Iglesias, M.R. Sabuncu, and K. Van Leemput

where

wl(x) =

N∑
n=1

qx(n)
p(I(x)|Θl)p(Ln(x) = l)∑L

l′=1 p(I(x)|Θl′ )p(Ln(x) = l′)

For the bias field parameters {bk}, the derivatives of the target function in
Equation 8 are:

∂f

∂bk
=

∑

x∈Ω

ψk(x)

N∑

n=1

∑L
l=1 p(I(x)|Θl)p(Lm(x) = l)

[
Id −Σ−1

l (I∗(x)− µl)I
∗T(x)

]

∑L
l′=1 p(I(x)|Θl′)p(Lm(x) = l′)

(10)

and we use a quasi-Newton algorithm with line search (BFGS [25]) to numeri-
cally find the optimum. Because the bias field has a low number of degrees of
freedom, the first iteration of the VEM algorithm already produces a relatively
good estimate of the coefficients. Therefore, the BFGS algorithm converges very
quickly (one or two steps) in successive iterations.

Computing the Final Segmentation: Once we have the estimate Θ̂, com-
puting the most likely segmentation in Equation 2 is straightforward. Replacing
the posterior probability of M by its approximation q(M) in Equation 2, we
have:

L̂ ≈ argmax
L

p(L|I, Θ̂, {Ln}) ≈
∑
M

p(L|M, I, Θ̂, {Ln})q(M)

=
∏
x∈Ω

N∑
n=1

qx(n)
p(I(x)|Θ̂L(x))p(Ln(x) = L(x))∑L

l′=1 p(I(x)|Θ̂l′ )p(Ln(x) = l′)

Since this expression factorizes over voxels, the most likely label at location x is
just:

L̂(x) = argmax
l

N∑
n=1

qx(n)
p(I(x)|Θ̂)p(Ln(x) = l)∑L

l′=1 p(I(x)|Θ̂l′ )p(Ln(x) = l′)
(11)

The complete segmentation algorithm is summarized in Table 2.

3 Experiments and Results

3.1 Datasets

We used two different datasets in this study, one for training and one for testing.
The training dataset (i.e., the atlases) consists of 39 T1-weighted scans acquired
with a MP-RAGE sequence in a 1.5T scanner with the following parameters:
TR=9.7ms, TE=4.ms, TI=20ms, flip angle = 10◦, 1 mm. isotropic resolution.
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Table 2. Summary of the proposed multimodal label fusion framework

I. Compute the most likely image intensity parameters:
0. Initialize qx(n) = 1/N , Σl = limα→∞ αId (equivalent to majority voting).
1. Update q with Equation 7 until convergence.
2. Update means and variances with Equation 9.
3. Update the bias field using the derivatives in Equation 10.
4. Go to 1 until convergence.

II. Compute the most likely segmentation for each voxel using Equation 11 and
the latest estimate of q from step I.1.

Thirty-six brain structures were manually delineated by expert human raters us-
ing the protocol described in [26]. We note that these are the same subjects that
were used to construct the probabilistic atlas in FreeSurfer [22]. As in [21,13],
rather than using all 36 structures in the evaluation, we consider a representa-
tive subset here: left and right white matter (WM), cerebral cortex (CT), lateral
ventricle (VE), cerebellum white matter (CWM), cerebellum cortex (CCT), tha-
lamus (TH), caudate (CA), putamen (PU), pallidum (PA), hippocampus (HP)
and amygdala (AM).

The test dataset [27] consists of eight multimodal brain MRI scans acquired
with a multiecho FLASH sequence in a 1.5T scanner with the following parame-
ters: TR=20ms, TE = minimum, flip angle = {3◦, 5◦, 20◦, 30◦}, 1 mm. isotropic
resolution. There are therefore C = 4 channels available, one per value of flip
angle. The lowest flip angles produce PD-weighted images, whereas the higher
angles yield T1-weighted data. The same set of 36 structures was labeled us-
ing the same protocol. These manual annotations were drawn on the images
corresponding to the largest flip angles, i.e., T1-weighted scans.

3.2 Preprocessing

All the scans from both datasets were first skull-stripped using ROBEX [28].
For the test dataset, we only used the T1-weighted volume as input to the skull
stripping module. The training images were then deformed to the test images
using a nonlinear, symmetric, diffeomorphic registration method (ANTS [29],
version 1.9). For the registration metric, we used the mean mutual information
(computed with 32 bins) between the four fixed images (i.e., the four flip angles)
and the moving image. The executed command was:

ANTS 3 -m MI[fix1,mov1,0.25,32] ... -m MI[fix4,mov4,0.25,32]

-r Gauss[3,0] -t SyN[0.25] -i 11x51x51x15 -o output

The resulting warps were used to deform the distance transforms of the different
labels and atlases Dl

n, which are in turn used to compute label probabilities for
each voxel of the target image to segment with Equation 1 in Table 1.

In addition to registering the atlases to the target images (used in label fu-
sion), we built a single probabilistic atlas via an iterative, unbiased approach [2]



126 J.E. Iglesias, M.R. Sabuncu, and K. Van Leemput

as described as follows. First, we used the FreeSurfer pipeline to obtain intensity-
standardized images. The atlases were then spatially normalized by registering
with a population template image (which was the average intensity image com-
puted based on the latest registrations). Since the images were intensity normal-
ized, we used cross correlation as the registration similarity metric. Hence, this
time the command was:

ANTS 3 -m CC[fix,mov,1,5] -r Gauss[3,0] -t SyN[0.25]

-i 11x51x51x15 -o output

After a round of registration (where all atlases were registered with the current
template), the template was updated as the average intensity image. Then, the
atlases were re-registered to the template and this whole cycle was iterated until
the intensity template converged. The final warps were then used to deform the
corresponding manual annotations and compute label probabilities for each voxel
in the statistical atlas as:

p(L(x) = l) = (1/N)

N∑
n=1

δ(Ln(x) = l). (12)

The obtained template was registered to the test images using the mean mutual
information metric, as described above. The resulting deformations were used to
propagate the label probabilities of Equation 12 to the target image space.

3.3 Experimental Setup

We used the N = 39 atlases to segment the eight multimodal volumes using a
number of competing approaches:

– Majority voting. Rather than using discrete labels (i.e., ρ = ∞ in the logOdds
model), we use ρ = 1, which is shown in [13] to constitute a better prior by
introducing some “fuzziness”, which can partially compensate for inaccurate
registration. The performance of majority voting marks the accuracy that
can be reached with registration only.

– The statistical atlas, which was constructed by co-registering the atlases as
described in Section 3.2. The algorithm to obtain the segmentation given the
(registered) statistical atlas is very similar to our method in Section 2.2. We
actually used the same implementation assuming a single atlas for which the
label probabilities are not given by the logOdds model, but by Equation 12
instead. The basis for the bias field model {ψl(x)} was set to a third-degree
polynomial, which, in 3D, yields 20 coefficients per image channel. Rather
than iterating through all voxels in the estimation of the bias field (Equa-
tions 8 and 10), we only used a randomly selected subset (10% of the total
number of voxels |Ω|) to speed up the algorithm. The estimate will still be
reliable thanks to the low number of degrees of freedom of the field.
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– An ad-hoc locally-weighted label fusion method. To estimate the local sim-
ilarity, we computed the 10th power of the NCC of the two images in a
7 × 7 × 7 voxel window around the location of interest. We also considered
using MI instead of NCC, but NCC performed better in pilot experiments
and also has the advantage that it can efficiently be computed using inte-
gral images [30]. Since four channels are available for the target image to
analyze, we simply took the average NCC of the four. The coefficient of the
exponential (10) was coarsely tuned based on visual inspection of the results
on a T1-weighted MRI scan of the first author’s brain, preprocessed in the
same way as the test data.

– The proposed framework. We used ρ = 1.0, β = 0.75, which we borrowed
from [13]. A third-order polynomial was again used for the bias field model-
ing, using 10% of the available image data for the estimation. The iterative
EM algorithm was stopped when no parameter in Θ changed more than
0.1% or when the maximal number of iterations (set to 25) was reached.

– Finally, it is also interesting to segment the data using only one of the
channels in order to estimate the benefit of using all four channels. As a
representative, state-of-the-art method, we used FreeSurfer to segment the
T1-weighted channel (i.e., flip angle = 30◦). Using FreeSurfer also has the
advantage that it was trained on the same training data used in this study,
enabling a fair comparison. Moreover, the fact that it uses the same set of
labels facilitates the comparison with the other methods.

In order to evaluate the accuracy of the aforementioned approaches, we used
the popular Dice coefficient (Dice = 2|A ∩ M |/[|A| + |M |]), where A and M
denote the automatic and manual segmentations, respectively; and | · | denotes
the volume.

3.4 Results

Figures 2 and 3 display, for each hemisphere, the boxplots for the Dice overlaps
corresponding to the structures of interest listed in Section 3.1. The mean Dice
scores for each hemisphere are listed in Table 3. Table 4 displays p-values corre-
sponding to paired t-tests comparing the different competing methods with the
proposed algorithm. Finally, Figures 4 and 5 show sample segmentations from
the different methods.

FreeSurfer is the one of the best performers only in the cortex. For the other
structures, it is consistently inferior to the other methods, which take advantage
of the multimodal nature of the target images. It is important to mention that
the T1-weighted volume, which is the one we feed to the FreeSurfer pipeline, has
relatively poor white matter / gray matter contrast (see for instance Figure 4),
which explains the low Dice overlaps produced by this method compared with
previously reported results (e.g. [13]).

Majority voting, thanks to the good performance of the registration method
and the large number of atlases, outperforms FreeSurfer and also the method
based on a single statistical atlas. Even though the statistical atlas produces
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Table 3. Mean Dice scores (in %) across the 11 structures of interest for each method:
left hemisphere (top row), right hemisphere (middle), and both combined (bottom)

Method FreeSurfer Stat.atlas Maj.Vot. Ad-hoc NCC This study

Left hemisphere 82.4 84.4 85.4 85.6 86.4
Right hemisphere 83.2 84.1 85.1 85.4 86.1

Both 82.8 84.3 85.2 85.5 86.3

Table 4. p values corresponding to paired t-tests comparing the Dices scores from the
different methods with those from the proposed approach

Method FreeSurfer Stat.atlas Maj.Vot. Ad-hoc NCC

Left hemisphere 4.1 · 10−19 2.3 · 10−11 2.3 · 10−6 1.6 · 10−4

Right hemisphere 9.4 · 10−12 5.0 · 10−11 1.4 · 10−4 9.6 · 10−3

Both 7.9 · 10−29 5.0 · 10−21 1.9 · 10−9 8.9 · 10−6

better results for the cortices of the cerebrum and the cerebellum, which are very
difficult to register, it performs considerably worse in the subcortical structures.
In this case, the flexibility of having the 39 atlases registered independently
represents an advantage over the single registration of the statistical atlas.

When the locally-computed NCCs are used to assign different weights to the
atlases at each voxel, a small (Dice increment 0.3%) but significant (p < 10−5)
improvement is achieved. When we use the generative model proposed here,
we obtain as good results as the statistical atlas on the cortices, significantly
outperforming the other multi-atlas methods (majority voting and NCC-based).
Furthermore, the proposed method also provides slightly better results majority
voting and the NCC-based algorithm for the subcortical structures.

Sample segmentations are displayed in Figures 4 and 5. The segmentations are
in general poor in the cortex (red label), but quite accurate for the subcortical
structures. The arrows pinpoint the typical mistakes made by the other methods
as explained above. In Figure 4, FreeSurfer makes quite a few mistakes around
the lateral ventricle (in purple) and in the cerebellum. The statistical atlas, next
to mistakes in the ventricle, also displays a leak in the hippocampal label (yel-
low). Majority voting cannot capture the large ventricle, which is anatomically
infrequent. The ad-hoc locally-weighted model produces a poor segmentation for
the caudate nucleus (light blue). The proposed algorithm, on the other hand,
provides a robust segmentation across all structures.

In figure 5, FreeSurfer (next to oversegmenting the cortex) severely under-
segments the thalamus. The statistical atlas undersegments the left and right
pallidum (dark blue), whereas majority voting shows some problems with the
cortex. So does the ad-hoc NCC method, which also undersegments the right
caudate nucleus (oversegmenting the right lateral ventricle). Again, the pro-
posed algorithm produces the most accurate segmentation across the different
structures.
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Fig. 2. Boxplot of Dice overlap scores corresponding to the 11 structures of interest for
the left hemisphere; see Section 3.1 for the abbreviations. Horizontal box lines indicate
the three quartile values. Whiskers extend to the most extreme values within 1.5 times
the interquartile range from the ends of the box. Samples beyond those points (outliers)
are marked with crosses.

WM CT LV CWM CCT TH CA PT PD HP AM
0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

D
ic

e 
sc

or
es

Dice overlaps for right hemisphere

Fig. 3. Boxplot of Dice overlap scores corresponding to the 11 structures of interest
for the right hemisphere; see caption of Figure 2

4 Discussion

In this paper we have presented a multimodal label fusion scheme that does
not make any assumptions about the relation between the intensities of the
deformed atlases and the target images. Instead, the framework uses a principled
generative model to take advantage of the consistency of intensities within image
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Fig. 4. Sagittal slice of a sample scan: input data (two of the four channels), ground
truth, outputs from the different algorithms, and bias fields estimated by our method
(blue=0.85, red=1.15). The arrows point to mistakes made by the different algorithms.

Fig. 5. Axial slice of a sample scan and its automated segmentations (see caption of
Figure 4)

regions. This is done by assuming that the intensities corresponding to each label
follow a multivariate Gaussian distribution. The results show that the presented
approach outperforms: 1. majority voting, which does not consider the intensities
of the target images; 2. FreeSurfer, a state-of-the-art segmentation tool that
only takes advantage of one of the channels of the target data; 3. using a single
statistical atlas (which takes advantage of all the channels); and 4. a heuristic
rule for locally weighted label fusion.
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The proposed method has the disadvantage that the Gaussian intensity dis-
tribution assumption might break down because of the nature of the data or if
two structures with different intensity profiles share the same label. For example
one might only be interested in one structure such as the hippocampus, in which
case a single Gaussian might not be an appropriate model for the background
intensities. One possible solution would be to use a mixture of Gaussians. In
this case, one must be careful because excessive flexibility in the intensity model
might lead to leaks in the segmentation.

Another disadvantage of the presented framework is that the parameters β
and ρ are fixed by the user. It would be desirable to allow the inference method to
handle them automatically, either by computing point estimates (as we did with
Θ here) or integrating them out. Exploring this direction, as well as incorporating
the registration into the framework (rather than considering it a preprocessing
step) remains as future work.
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Abstract. We propose a reconstructed diffusion gradient (RDG) method for 
spatial normalization of diffusion tensor imaging (DTI) data that warps the raw 
imaging data and then estimates the associated gradient direction for recon-
struction of normalized DTI in the template space. The RDG method adopts the 
backward mapping strategy for DTI normalization, with a specially designed 
approach to reconstruct a specific gradient direction in combination with the lo-
cal deformation force. The method provides a voxel-based strategy to make the 
gradient direction align with the raw diffusion weighted imaging (DWI) vo-
lumes, ensuring correct estimation of the tensors in the warped space and there-
by retaining the orientation information of the underlying structure. Compared 
with the existing tensor reorientation methods, experiments using both simu-
lated and human data demonstrated that the RDG method provided more accu-
rate tensor information. Our method can properly estimate the gradient direction 
in the template space that has been changed due to image transformation, and 
subsequently use the warped imaging data to directly reconstruct the warped 
tensor field in the template space, achieving the same goal as directly warping 
the tensor image. Moreover, the RDG method also can be used to spatially 
normalize data using the Q-ball imaging (QBI) model. 

Keywords: diffusion weighed imaging, backward mapping, tensor reorientation. 

1 Introduction 

Diffusion tensor imaging (DTI) is an advanced medical technology for studying brain 
structure[1]. Spatial normalization is required to establish correspondences across the 
individuals for group studies. Because the tensor data contain not only the magnitude 
information but also information of spatial orientation, normalization of DTI needs 
not only warping of the data to the correspondence location to match the target dataset 
(template) but also adjustment of the orientation of the diffusion tensors (DTs)  
                                                           
* Corresponding author. 
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properly to retain the consistence between the tensors and the relative anatomical 
structures[2].  

In order to ensure tensor orientations to be accurate after image transformation, 
Alexander et al. proposed a finite-strain (FS) reorientation strategy that estimates the 
rotation component from the deformation field (DF)[2]. The preservation of principal 
direction (PPD) method was also proposed to reorient tensors by estimating the 
spatial transformation of the tensor along its principal eigenvectors[2]. The PPD 
method is more effective than FS method because the effects of shear and scale are 
properly considered. However the performance of PPD method relies on the accuracy 
and robustness of principal component estimation in the noisy DTI data. Based on 
these two reorientation methods, several improved algorithms were proposed in recent 
years [3, 4]. All these methods depend on a forward mapping (DF defined in the 
subject space pointing to the template space) strategy.  It is known that warping 
using forward mapping will generate seams and consequently artifacts in the warped 
tensor images. A seamless warping (SW) method therefore has been offered to 
address this issue of quality downgrading [5]. But this method needs to calculate a 
bijection that is in essence a pair of one-to-one forward and backward mapping 
(defined the template space pointing to the subject space), which is very time-
consuming.  

Because DTI images are artificially reconstructed based on diffusion weighted im-
aging (DWI) data, an alternative approach to normalize DTI images is actually to 
normalize diffusion weighted (DW) images and then reconstruct DTI data using the 
warped DW images. Although all the voxels in one DWI volume share the same  
identical gradient direction in the original space, this universal gradient direction 
throughout the DWI volume will no longer be universally the same but will change 
individually for each voxel, if the DWI volume is deformed to a different space, par-
ticularly when the deformation is nonlinear, which is always the case. Therefore, any 
warping that involves local deformation needs to properly adjust the gradient direc-
tion that is associated to a particular voxel for correctly estimating the tensor data in a 
warped space. However, adjusting the gradient direction following the deformation 
process is complicated, and depends on the local force received by a vector of this 
direction. For example, if the local deformation shows a shearing effect, it will gener-
ate different effects on tilting the gradient vectors that originally point to different 
orientations (Fig.1). If the gradient vectors are oriented parallel to the direction of 
shearing force, they will receive no rotation effect (Fig.1B). On the contrary, the gra-
dient vectors not originally parallel to the direction of the shearing force need to be 
rotated appropriately (Fig.1D). Therefore we need to consider the original directional 
configuration of the gradient direction in relation to the local deformation to deter-
mine a tensor’s final setting.   

Whereas the tensor model assumes one single orientation of underlying fibers,  
Q-ball imaging (QBI) is a widely used model for processing multiple intravoxel fiber 
orientations, based on high angular resolution imaging (HARDI) data[6, 7]. QBI 
represents underlying fiber orientation using orientation distribution function (ODF), 
which is modeled on the basis of spherical harmonics (SH) [8, 9]. Similar to the spa-
tial normalization of DTI, spatial normalization of QBI data using ODF also inevita-
bly involves the issue of appropriate reorientation of the gradient associated with the 
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DWI data. Because QBI data are also estimated from the DWI data (which are spe-
cially termed as HARDI data), the adjustment of gradient directions can reasonably 
employ the same strategy as that developed for conventional DWI data. 

The approaches proposed by Ingalhalikar are along these lines. The work proposed 
to rotate gradient vectors based on a rotation matrix estimated using the PPD 
method[10, 11], which rotated the associated gradient and could be applied directly to 
higher order models like the Q-ball model. However, this method inherited the short-
ages of the PPD method, as discussed above. Moreover, its FS strategy was proble-
matic in theory as it extracts a rotation component anyway independent of the original 
tensor’s orientation, thereby violating the principle we just discussed (Fig. 1).  

We introduce a novel method called Reconstructed Diffusion Gradient (RDG) for 
spatial normalization of DTI via normalizing DWI data with two distinct features: (1) 
This algorithm adopts the standard backward mapping strategy to figure out the im-
plicit information for reorientation of a specific spatial direction in combination with 
the local deformation force; (2) This algorithm directly calculates new gradient vec-
tors in the template space instead of complex computations for local affine matrix or 
rotation matrix. Therefore, our strategy of reconstructing new gradient directions is 
completely different from all published methods thus far. Moreover, because the pro-
posed method tackles the DWI data instead of the estimated DTs, it works not only 
for the DTI data but also for QBI data.  

 

 

Fig. 1. A schematic illustration of how different gradient directions prescribe different effects 
from the same spatial transformations applied to DW images. (A),(C) are two original DW 
images acquired along the gradient directions as shown by the arrows. (B),(D) are the spatially 
transformed images and the associated gradient directions after sheared by a horizontal force 
(Sx). We can see that a gradient direction originally parallel to the shear force will remain un-
changed (A,B), while a nonparallel direction will be tilted (C,D). Therefore, gradient vectors 
may receive different rotations even when they are under the same shearing force. 

2 Method 

We propose a generalized approach for spatial transformation of the tensor fields 
based on a backward DF that maps voxel-wise correspondence from a template space 
T to an individual subject space I. First, we normalize the baseline image S0 (b=0 
s/mm2) from I to that of T using any available tools that were developed for normaliz-
ing scalar images [12-15], and thus obtain a backward DF def defined in T projecting 
correspondence back to I. Subsequently, we use this def to normalize each volume of  
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the DWI dataset in the same space I to the template space. Suppose F is the local 
deformation at a voxel from I to T, for a grid point (x,y,z) in T defined in Cartesian 
coordinate system, the corresponding point-to-point relationship between I and T can 
be represented as ( , , ) ( , , )Fdef x y z x y z⎯⎯→ , where ( , , )def x y z is the corresponding 

location in I. ( , , )def x y z  can be obtained by retrieving the vector in def defined at  

(x, y, z) in T. Note def (x,y,z) in I may not be at a grid point. 
Each raw DWI volume (in I) is associated to a particular gradient direction oriG


. It 

is a standard routine procedure to normalize the DWI data to the space T using the def 
we just obtained. Our additional step is now to obtain the reconstructed version of 

oriG


in T so that the new gradient direction in T is associated appropriately with the 

measure at each voxel of the warped DWI in T, as if the DWI data were acquired 
directly in T. To simplify the discussion, we first consider the procedure in 2D case, 
in which oriG


is the unit gradient vector started from point ( , )def x y in I, and the 

location ( , )x y  in T should take the DWI value at ( , )def x y  with an adjusted unit 

gradient vector TG


rooted at ( , )x y  pointing to ( , )GT GTx y   (Fig.2). Therefore, in 

space I:          

 (( , ) ) ( , ) ( , )T GT GT oridef x y G def x y def x y G+ = = +
 

 (1)    

In Eq. (1), ( , ) oridef x y G+


represents the end point of the original gradient vector 

rooted at location def(x,y), corresponding to the end point of (x,y)+ TG


in T. To sam-

ple locally at the current point location under consideration, we modify Eq. (1) to: 

 (( , ) ) ( , )T oridef x y kG def x y kG+ = +
   (2)  

where k is a very small constant in I and k is the corresponding constant in T. The 

relationship between k and k is decided by the local deformation. Now we can use 

the def to calculate the corresponding location ( , ) Tx y kG+
  in T, in which the vector 

TG


 defines the orientation of the new gradient. Thus, the point location ( , ) Tx y kG+
  

implicitly contained in def  is what we need to find out, thus to know the final orien-
tation of the new gradient. 

Assuming def is smooth and topology-preserved (which is always true), we could 

then obtain the exact location ( , ) Tx y kG+
 , by solving an interpolation defined on the 

locations in the neighborhood of ( , )def x y in space I. For an arbitrary point M in T, 

the issue is simply to find its corresponding location P in I, based on def. This process 
is straightforward when def is defined on a continuous domain. However, def is dis-
crete in practice which has definition only on grid points in T. We therefore need a 
way to find M that satisfies def(M)=P. 

Back to the 3D case and supposing ( , , ) TM x y z kG= +


, , we have:  

( ) ( , , ) oriP def M def x y z kG= = +


. We can estimate M by minimizing the expected 
value of 

2
( )P def M− : 
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2
' arg min { ( ) }.

M
M E P def M= −                 (3) 

where M is ( , , ) ( , , )GT GT GT Tx y z x y z kG= +
 , and def(M) could be calculated by any 

interpolation methods. We adopt trilinear interpolation for convenience in this work.     
A shortened Fletcher version of the Levenberg-Maquardt algorithm [16] is applied 

to estimate M from Eq.(3). This algorithm is an iterative procedure that gradually 
approaches a numerical solution to M by minimizing the errors, projecting location M 
in space T to P in space I via def . 'M is the estimation of ( , , )GT GT GTx y z in T, thus the 

estimated unit gradient direction in T is ( ' ( , , )).TG Norm M x y z= −


 Norm means to 
normalize its parameter to a unit vector.  

Once TG


 is reconstructed at each voxel, the warped DWI data associated to the 

new gradient vectors can be used to directly estimate tensors in T in a voxel-wise 
manner, using the linear least square fitting method [17]. The estimated DTI field thus 
forms the warped DTI in T, achieving the same goal of warping the original tensor 
field to the template space.  

 

 

Fig. 2. A 2D illustration of gradient vector field in template space T. 1, 1 2, 2( , )x y x y defines a 

local neighborhood in T that encompasses the small gradient vector TG


rooted at (x,y), i.e., 

( , ) ( , )
GT GT T

x y x y k G= + ⋅
 , where k  is a small constant. 

The RDG method warps DWI data and reconstructs their associated gradients. This 
method works for both single tensor model and QBI model. In brief, we summarize 
the steps of our framework as follows (Fig. 3): (1) Establish a voxel-wise correspon-
dence between the subject and template spaces by normalizing the S0-images of the 
corresponding DWI datasets in the two spaces, generating a backward DF. (2) Recon-
struct in the template space a new gradient for each voxel of each DWI volume, using 
our RDG method.  (3) Warp the DWI dataset using the backward DF to the template 
space and estimate a tensor or ODF at each voxel using the newly reconstructed gra-
dient table in the warped template space. Note that each voxel in the template space 
has its own gradient table, containing N new gradients if it involves N DWI volumes. 
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Fig. 3. The framework of using our RDG method for normalization of a DTI or QBI dataset 

3 Simulation and Experiments 

In this section, we designed a set of experiments using synthetic and real data to as-
sess the effectiveness of our proposed method.  

3.1 Simulation 

In the simulation, we wanted to demonstrate using simulated data that our method can 
properly reorient tensors in the procedure of DTI normalization. We synthesized an 
anisotropic tensor field on a 3D lattice, following a well-received schema for simulat-
ing DTs [18-20]. We first drew a graphical sketch Sk two series of vectors in a subject 
space I, representing two fiber pathways. The fiber pathways were not parallel but did 
not intersect with each other. Taking the vectors as the directions of principal eigen-
vector, we synthesized a tensor field DS in the subject space. Each voxel on these 
pathways was assigned with particular phantom values as defined below without in-
volving  any partial volume effect. Fiber pathway 1: S0 = 100.00 for baseline image 
data, DT = 0.001 × [0.9697 1.7513 0.8423 0.0 0.0 0.0] mm2/s for the tensors; Fiber 
pathway 2: S0 = 83.3 mm2/s, DT = 0.001 × [1.5559 1.1651 0.8423 0.3384 0.0 0.0] 
mm2/s.  The 3×3 symmetric tensor is depicted in the form of [Dxx Dyy Dzz Dxy Dxz 
Dyz]. We then generated the simulated DWI data (DWIS) in space I using the Stejskal-
Tanner equation at each voxel k as follows:  

 ( )
0( ) ( ) .

TbG D k GS k S k e−=  (4)  



140 W. Liu et al. 

 

where we used 25 non-collinear gradient directions G adopted from a GE 3.0 Tesla 
MR scanner system and the b-value in each direction equals 1000 s/mm2. 

We produced 100 random affine transformations that map the correspondence be-
tween the subject space I and the template space Tp, and generated their correspond-
ing deformation fields (forward or backward DF as needed). For each of the 100 
transformations, we first applied it to the graphical sketch Sk, for generating a  
warped Sk (called SkT) in template space Tp, by applying the transformation to the two 
ends of each vector on the fiber pathways in Sk. The warped ends of these vectors in 
Tp thus defined a graphical representation of the warped fiber pathways in Tp. Be-
cause a tensor’s shape and size represent the physical characteristics of diffusivity 
measured locally, the shape and size will not change no matter what spatial transfor-
mation is applied. Therefore, using once again the warped vectors in Tp and the same 
S0 values and the same tensors (to be more specific, the same eigenvalues to maintain 
shape but the principal direction along new fiber running orientation), we repeated the 
procedure for generating DS, and obtained in Tp a DT. The DT was then used as the 
ground truth in our evaluations.  

We then warped the phantom data (either DS or DWIS) to the template space Tp, 
using different approaches, including the NR (no reorientation), PPD, SW methods 
and also our method. We measured the average tensor overlap index(OVL)[21]  at 
each voxel in the space Tp against the ground truth to evaluate the performance of 
these methods: 
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where ,i ieλ and ', 'i ieλ denote the eigenvalue-eigenvector pair of two tensors (one 

from the ground truth, and the other from the result generated by the method being 
evaluated) . The OVL is 0 when there is no overlap (meaning the two tensors are to-
tally different) and is 1 for complete overlap between the three principal axes of the 
diffusion tensors(meaning the two tensors are identical). We repeated this procedure 
for all 100 transformations and averaged the OVL at each voxel over the 100  
repetitions.  

3.2 Real Data Experiment 

In this experiment using real data, we assessed the effectiveness of our reorientation 
strategy for preserving the topology of fiber tracts. Because the ability of recovering 
fiber pathways in a deformed space is a crucial indicator of the excellence of an ap-
proach for spatial normalization of DTI data, we performed tractography in both the 
original and the normalized DTI data, and compared the topology of the recovered 
fibers.  

We acquired DTI datasets from the brains of six healthy adult volunteers, using a 
GE 3.0 Tesla MR scanner system, the acquisition parameters for the DWI volumes 
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were: b-value = 1000 s/mm2; 25 non-collinear gradient directions; image resolution = 
0.9375×0.9375×2.5mm3; TR/TE = 15700/80 ms. The DWI datasets were corrected 
for motion and eddy current artifacts using FSL 4.0 (http://fsl.fmrib.ox.ac.uk/fsl/fdt/). 
Written consents were obtained from these volunteers. 

To evaluate the DTI normalization within the group, one of the DWI dataset was 
arbitrarily designated as the template, and the rest five datasets were spatially norma-
lized to this selected template using the backward DFs that were computed based on 
the baseline image S0 extracted from the template and the S0 images from the other 
individuals. The DFs were generated using the coregistration procedure provided in 
the Statistical Parametric Map (SPM) (http://www.fil.ion.ucl.ac.uk/spm/software/ 
spm8/) software package. 

We calculated the color-encoded fractional anisotropy (FA) from the warped DT 
images for visual examination of the directional alignment in white matter (WM). 
Furthermore, we also visually evaluated the topology and alignment of fiber bundles 
in WM. In addition, we quantitatively evaluated the consistency (alignment) of two 
WM structures in the template and normalized data , by measuring the distance be-
tween 2 fiber bundles, following the method described in [4]. The distance d between 
two fiber bundles F and G is defined as: 
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where, ,min ( )G G i jj
d F G∈  is the distance between fiber Fi and the fiber in G that is 

closest to Fi, and similarly ,min ( )F F i ji
d F G∈ is the distance between fiber Gj and the 

fiber in F that is closest to Gi; |F| and |G| are the counts of fibers in F and G, respec-
tively. When the two fiber bundles are identical and perfectly aligned, the distance d 
is zero. 

In these examinations, we used a region-of-interest (ROI) on corpus callosum (CC) 
splenium for fiber tracking because it is one of the most important WM structures in 
human brain, which contains the best organized and visible fiber bundles connecting 
two hemispheres. The ROI was a 10×10×10 volume (pixel size) and all tracked fibers 
passing through this seeding region were preserved for visual and quantitative alignment 
comparisons.  We used BioImage Suite (http://bioimagesuite.research.yale.edu/) for 
fiber tracking, which employs a fourth-order Runge-Kutta method [22] for fiber recon-
struction. The tracking parameters were: step length = 0.25; fiber filtering: FA (0.2-1.0); 
mean diffusivity (MD) (0-10); fiber length (10-100mm); fiber max angle (45 degree).  

4 Results 

4.1 Simulation 

As we expected, tensor orientation was far away from the ground truth in the results 
generated using the NR method. All the other reorientation methods generated results 
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with improved consistency, which is not surprising because we know that the orienta-
tion of a DT must be adjusted in a deformed procedure. The average OVL over the 
100 transformed results along with tensor reorientation showed that PPD, SW and our 
method produced more accurate results than did the NR method (Table 1). Basically, 
the NR method is not right in principle and needs to be abandoned, although the 
amount of orientation adjustment is often only slight as the local deformation is usual-
ly not large, making the results using NR always appear to be almost correct. Among 
all the other three methods that involved a strategy for tensor reorientation, PPD pro-
vided an improvement of accuracy at 24.45%, SW 24.83%, and our RDG method 
25.73% (Table 1). Our RDG method outperformed other methods in that it not only 
provided the highest average OVL but also the smallest standard deviation, demon-
strating that the performance of the RDG method is relatively more stable.  

Table 1. The comparison of  average tensor overlap (OVL) over the 100 transformed datasets. 
The improvememt referes to the increased consistency of tensors over that offered by the NR 
method. Our method yields the highest OVL and smallest standard deviation(STD).   

 NR PPD SW Our method 

OVL 0.7436 0.9254 0.9282 0.9349 
STD 0.2144 0.1036 0.1248 0.0653 
Improvement  24.45% 24.83% 25.73% 

4.2 Experiments 

Visual inspection showed that our RDG method achieved better accuracy in tensor 
orientations than those of the competing methods(Fig. 4). 

The examination of alignment of the WM structure demonstrated that using RDG 
method improved the accuracy in every dataset (Fig.5). The RDG method yielded the 
most accurate results in the comparison of distance between the fiber bundles in the 
individual CCs from the 5 warped datasets and that of the CC from the template (Fig. 
6). Moreover, the overall topology of the recovered fiber bundles generated using 
RDG appeared to be the most similar one to those reconstructed from the template 
(Fig. 5E), preserving similar branches and twigs with similar thickness.  

5 Discussion 

We have proposed a method for warping DTI dataset that directly reconstructs tensors 
in template space using warped DWI data with reconstructed gradient direction at 
each voxel. More importantly, the reconstruction of the gradient directions is imple-
mented based on a novel strategy that employs a single backward DF. Therefore, our 
DTI warping and normalization framework is capable of using a single backward DF 
to efficiently warp tensor fields with the tensors correctly adjusted to the truth in a 
deformed space. This mechanism had never been possible in the past, due to the in-
trinsic constrains that inherited in the process of warping DTI datasets. We evaluated  
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the performance of our RDG method against other popular methods using both syn-
thetic and real DTI data and found that the RDG method offers best improvement in 
aligning WM structures. 

 

 

Fig. 4. A visual comparison of the color-encoded fractional anisotropy (FA) map from one 
typical dataset normalized to the template. (A) The template; (B) The normalized result using 
the NR method; (C) The normalized result using the PPD method; (D) The normalized result 
using the SW method; (E) The normalized result using our RDG method. Our method had 
better alignment of white mater tracts with the template and also achieved a smoother result 
comparing with other methods. Note particularly the difference highlighted in the white circles 
around the splenium region where it showed the result using our RDG method best matched the 
template. 

 

Fig. 5. A typical example demonstrating the comparison of tensor reorientation. A: the fiber 
bundle in the template dataset; B-E: the fiber bundle from the NR, PPD, SW and RDG; F: the 
central seed in the volume (10×10×10 pixel3). Note that the fiber bundle from our method had 
the highest similarity with the fiber bundle in the template data.  

The key of our RDG method is the reconstruction of the gradient direction in a 
voxel-wise manner, it therefore works directly on raw DWI data instead of the recon-
structed tensors. Although working in this way requires all DWI data need to be pre-
served, it avoids errors in estimating the tensors in the original space to be propagated 
to the template space in the warping process. In particular, warping a tensor field  
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Fig. 6. The statistical comparison fiber alignment based on fiber tracts tracked using ROI de-
fined at the splenium of corpus callosum. The statistics was generated  from the results of five 
warped subjects (the horizontal axis) , normalized to the template space using different methods 
for tensor reorientation. 

requires special considerations on how to calculate a tensor at a non-grid point, as 
tensors are not defined in a regular Cartesian space. Our method is free from such 
worries. This may be one of the reasons that account for the improvement of warping 
accuracy offered by our RDG method. However, this advantage is at the price of re-
constructing and maintaining an individual gradient table for every individual voxel in 
the template space. 

Notably, the RDG method is capable of processing data acquired using either the 
DTI or QBI model. Once the individual DWI volumes are warped to the template 
space and the gradient tables associated with the DWI voxles are reconstructed, we 
can estimate tensors using conventional DTI model or ODFs using QBI model in the 
template space, achieving the same effect of warping the estimated tensors or ODFs 
from the individual space to the template space. This RDG method thus has provided 
also an approach for warping QBI data, which was a challenging task. Note that the 
PPD approach also works for reconstruction of gradient directions by estimating the 
necessary component of rotation using either DTI and QBI data[10, 11]. However, 
just as we have mentioned, PPD works only with a forward DF and usually generates 
seams in the warped results, which may significantly degrade the quality of the 
warped images[5]. Moreover, the PPD approach is also sensitive to noise while DTI 
data are always quite noisy. In contrast, our method uses backward DF and directly 
estimates the gradient vectors based on the backward DF without the complex compu-
tation of rotation matrix. 

In our experiments, we found that FA values were generally decreased in the results 
warped to the template space. Because the warping procedure involves an interpolation 
for the DWI data, the DF and consequently also the gradient directions, smoothing 
effects are thus unavoidable. We adopted a straightforward strategy of trilinear interpo-
lation. More accurate strategies, for example, 3D interpolations, perhaps can help to 
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reduce the smoothing effects thus introduced in the warping procedure using backward 
DF. Our future work will need to carefully evaluate the available interpolation strate-
gies, and find the one best suitable for our purpose by inspecting the dependency of our 
method on these interpolation strategies. 

On the other hand, our method requires reconstruction of the warped tensor field in 
the template space using warped DWI data and gradient directions that are recon-
structed in the template space. However, the nonlinear deformation that normalizes 
the image from the subject space to the template space T also deforms the sampling 
schema, making an optimal one no longer optimal in T when the data need to be re-
constructed. That is to say, although the gradient table in the raw data space are non-
collinear and optimal, the new gradient table thus reconstructed in the template space 
may probably no longer optimal. Moreover, although the DWI data were sampled on 
an optimal lattice in the original space, warped DWI data in T are transferred and 
sampled from the original space relying on a deformed sampling schema defined by 
the nonlinear DF. This could be another reason why we observed general decreases in 
FA values.  
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Abstract. Automatic labeling of white matter fibres in diffusion-weighted brain 
MRI is vital for comparing brain integrity and connectivity across populations, 
but is challenging. Whole brain tractography generates a vast set of fibres 
throughout the brain, but it is hard to cluster them into anatomically meaningful 
tracts, due to wide individual variations in the trajectory and shape of white 
matter pathways. We propose a novel automatic tract labeling algorithm that 
fuses information from tractography and multiple hand-labeled fibre tract atlas-
es. As streamline tractography can generate a large number of false positive fi-
bres, we developed a top-down approach to extract tracts consistent with known 
anatomy, based on a distance metric to multiple hand-labeled atlases. Clustering 
results from different atlases were fused, using a multi-stage fusion scheme. 
Our “label fusion” method reliably extracted the major tracts from 105-gradient 
HARDI scans of 100 young normal adults. 

1 Introduction 

Diffusion tensor magnetic resonance imaging (DT-MRI) recovers the local profile of 
water diffusion in tissues, yielding information on white matter (WM) integrity and 
connectivity that is not available from standard anatomical MRI. Recently, DT-MRI 
has been extended to more sophisticated models of the local diffusion process, such as 
high angular resolution diffusion imaging (HARDI [1]) and diffusion spectrum imag-
ing. These advances allow more accurate reconstruction of fibres that mix and cross. 
WM fibres may be recovered using tractography methods that fit a path through the 
directional diffusion data at each voxel. Due to its speed, the streamline technique has 
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been extensively used for whole-brain tractography. Streamline methods follow the 
principal eigenvector in DT-MRI [2] or the dominant directions extracted from orien-
tation distribution functions (ODF) [1] in HARDI to trace out a fibre trajectory in 3D. 

Clustering methods can group the fibres from tractography, enabling large popula-
tion studies of disease and genetic effects on tract shapes, or tract integrity. Various 
approaches have been proposed for automatically clustering fibres. One simple strate-
gy selects anatomically well-known WM tracts that are “seeded” in regions of interest 
(ROI) [3]. One problem with this approach is that ROIs either have to be manually 
drawn on the scans, or must heavily rely on accurate registration of the scans to a 
previously labeled atlas. Image quality inevitably affects streamline tractography 
results, so many propagated streamlines fall short of reaching the ROIs and may be 
incorrectly excluded from the resulting tracts. 

A typical framework for fibre clustering defines a pairwise similarity/distance be-
tween each pair of fibres in a large set of candidate fibres, to group them into separate 
and distinct tracts. The resulting similarity matrix (that compares all fibres with all 
others) can serve as the input for standard clustering algorithms [4]. It is difficult for a 
user to specify the number of clusters or a threshold to decide when to stop merging 
or splitting clusters. Clustering results vary drastically when different numbers of 
clusters are chosen. Without any anatomical information to guide the clustering, tracts 
may not correspond to any anatomically familiar subdivisions. Some recent work  
[5-6] has addressed this problem by adding atlas information into the framework. 
However, whole-brain tractography typically produces 10,000-100,000 fibres per 
subject. These “bottom-up” methods (clustering individual fibres into larger and larg-
er groups until major tracts are aggregated) can fail to filter out the large number of 
erroneous fibres generated by streamline methods. 

To group fibres into coherent tracts that are consistently labeled across a popula-
tion, a labeled training dataset (atlas) can be used. In traditional image segmentation, 
a deformable atlas may be used, in which an expertly labeled atlas is non-rigidly reg-
istered to the image to be segmented. The resulting deformation can then be used to 
transfer the training labels onto the test image. Recently, label fusion became popular 
for registration-based image segmentation [7-8]. Multiple atlases and registrations are 
used to transfer multiple training labels to the test subject space. The final labeling is 
obtained by applying a weighting strategy to the labels transferred from different 
atlases. Label fusion has two advantages: (1) large individual variations in anatomy 
can be better accommodated if one does not need to rely on a single atlas; (2) multiple 
registrations improve robustness against occasional registration failures, and non-
global minima of the registration cost function. 

Here we introduce a multi-atlas label fusion framework to automatically extract 
anatomically meaningful WM tracts. By organizing the results of whole-brain tracto-
graphy into familiar and recognizable tracts, we provide a robust clustering of fibres 
for population studies. Based on the ROIs from a publicly available parcellated WM 
atlas [9], we first manually construct a number of WM fibre tract atlases, each con-
sisting of a set of several major WM tracts. In contrast to prior “bottom-up” methods, 
we use the WM tracts in multiple hand-labeled atlases as prior anatomical informa-
tion. Our “top-down” approach transfers tract labels by selecting only fibres that are 
similar to the corresponding tracts in the atlases, based on a similarity measure. This 
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eliminates many false positive fibres that may be otherwise hidden in the ~100,000 
fibres per subject produced by streamline tractography. Multiple atlases help to adapt 
to the variability of tract shapes in new subjects, and further reduce the number of 
outliers arising from registering a single atlas to diffusion images or to whole-brain 
tractography from a new subject. Finally, we use a multi-stage fusion scheme to fuse 
the clustered results obtained from individual atlases. A workflow diagram is shown 
in Figure 1. To test the robustness of our algorithm, we applied it to a population 
study over 100 HARDI datasets. 
 

 

Fig. 1. A flow chart showing steps in our label fusion algorithm for clustering fibres 

2 Label Fusion Clustering Framework 

2.1 Data Acquisition 

Our 100 subjects were selected from a much larger database of ~700 healthy young 
adult twins in their twenties from Australia. They were all right-handed. HARDI im-
ages were acquired with a 4-Tesla Bruker Medspec MRI scanner. Each 3D volume 
consisted of 55 2-mm axial slices and 1.79x1.79mm2 in-plane resolution with 
128x128 acquisition matrix. 105 image volumes were acquired per subject: 11 with 
T2-weighted b0 images and 94 diffusion-weighted volumes (b = 1159 s/mm2). We 
only used unrelated subjects in this analysis, leaving genetic analysis to future work. 

2.2 Tractography 

Raw HARDI images were corrected for eddy-current induced distortions with FSL 
(http://www.fmrib.ox.ac.uk/fsl/).  We performed the whole-brain tractography with 
Camino (http://cmic.cs.ucl.ac.uk/camino/), an open source software package that uses 
both streamline and probabilistic algorithms to reconstruct fibre paths. The spherical 
harmonic (SH) representation provides faster ODF estimation, and is more robust to 
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noise and arguably more accurate for detecting fibre crossings than the original nu-
merical q-ball reconstruction method [10]. Explicitly, the SH basis may be expressed 

as follows: , !! ,where denotes the order,  de-

notes the phase factor, 0, , 0,2 , and  is an associated Legendre 
polynomial. Signal at each gradient direction may be approximated as a linear combi-
nation of a modified version of this SH basis. We used the 6th order ( =6) SH series 
to reconstruct ODFs for our HARDI data and a maximum of 3 local ODF maxima 
(where fibres mix or cross) were set to be detected at each voxel. Streamline tracto-
graphy followed these principal diffusion directions with the Euler interpolation 
method to generate fibres inside the entire brain. The maximum fibre turning angle 
was set to 35°/voxel, and tracing stopped at any voxel whose fractional anisotropy 
(FA) <0.2. 

2.3 WM Tract Atlas Construction 

We constructed four WM tract atlases, from the healthy twins’ HARDI data acquired 
as in Section 2.1. A single-subject template in the ICBM-152 space called the “Type 
II Eve Atlas” (a 32-year old healthy female) [9] were registered to the FA images of 
each atlas. The entire brain of the “Eve” template was previously parcellated using 
130 bilateral ROIs. Linear and then non-linear registration was performed with Ad-
vanced Normalization Tools (ANTs) [11]. 

The labeled template ROIs were re-assigned to the four registered atlases, respec-
tively, by warping them with the deformation fields generated by ANTs. Fibres that 
traversed the ROIs were extracted according to the lookup table in [12]. For example, 
the corticospinal tract was extracted from fibres passing between the precentral gyrus 
and the cerebral peduncle. Each tract was manually edited to remove visible outliers 
and to add any short fibres that incorrectly failed to reach the ROIs. Guevara et al. 
[13] used a single multi-subject atlas in their clustering algorithm. In principle, multi-
ple atlases should be more robust to inaccuracies in registration. 

Currently, each atlas is comprised of 13 major WM tracts: the left/right corticospi-
nal tracts, left/right cingulum, left/right arcuate fasciculi (part of the superior longitu-
dinal fasciculi), left/right inferior fronto-occipital/longitudinal fasciculi, and five  
segments of the corpus callosum – projecting to both frontal lobes, precentral gyri, 
postcentral gyri, superior parietal lobes, and the occipital lobes. We combined the 
inferior fronto-occipital fasciculus and inferior longitudinal fasciculus as one tract, as 
they had substantial overlap during manual atlas construction due to tractography and 
our image quality. 

Figure 2 shows an example WM tract atlas that we created (top, left side, and back 
views). 

2.4 Fibre Clustering 

For each test subject (i.e., each new dataset to be labeled), whole-brain tractography 
was extracted using Camino as well. The same registration registered the subject’s FA 



 Automatic Population HARDI WM Tract Clustering by Label Fusion 151 

 

image to each of the four WM tract atlases’ FA images, respectively. Each atlas’s 
tracts were then warped to the subject space with the corresponding deformation 
fields generated from the FA registration. Ideally, an ODF-based registration method 
should be used to reorient the fibres between different spaces. However, such a regis-
tration scheme would have tremendous costs in terms of time (a few hours per regis-
tration) and computing resources if it were performed on a large-scale, as in the label 
fusion scheme. In contrast, FA registration only takes 5 minutes per registration on 
our datasets. Moreover, it has also been shown that fibre alignment is indeed im-
proved significantly with that type of registration [14]. The use of multiple atlases 
also helps to reduce clustering errors due to imperfect registration. 

We defined a fibre distance metric to decide the subject’s fibres that should be in-
cluded in any individual warped atlas tract, based on an empirical threshold obtained 
from our training data. For any pair of fibres γi and γj, we define the symmetric Haus-
dorff distance: dH(γi,γj) = max(dH’(γi,γj), dH’(γj,γi)), where dH’ is the asymmetric Haus-
dorff distance. dH’(γi,γj) = maxxϵγi minyϵγj ||x – y||. ||.|| is the Euclidean norm and the 
ordered pair (γi,γj) indicates an asymmetric distance from γi to γj. x’s and y’s are the 
coordinate points along fibres γi and γj, respectively [4]. 

For each fibre that belonged to a particular tract in an atlas, we computed the dis-
tance between this fibre and each fibre in the subjects’ tractography that traversed 
within a neighborhood around the points along this atlas fibre. For a particular atlas, a 
group of the subject’s fibres was identified as the clustering result for each atlas tract. 

 

Fig. 2. A representative WM fibre atlas computed, and manually edited, from 4-Tesla 105-
gradient HARDI data, showing major tracts. Top, left side, and back views are shown. Major 
tracts, distinguished in color, include the corticospinal tracts (deep sky blue), the cingulum on 
each side (cyan), arcuate fasciculi (blue), inferior fronto-occipital/longitudinal fasciculi (green), 
and multiple subdivisions of the corpus callosum (warm colors from red to yellow). 

2.5 Multi-stage Label Fusion 

To correctly fuse all the candidate fibres we obtained in Section 2.4, there are two 
pieces of information we need to consider: the position/geometric shape of the fibre, 
and the similarity between the atlases and the subject. 
 
Majority Voting. We chose the Hausdorff distance metric in the fibre clustering 
phase because streamline tractography produces many false positives and this metric  
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is relatively conservative in terms of including outliers. It will only pick streamlines 
with the similar geometric shapes that lie in the region where the particular atlas WM 
tract is located. However, due to the WM variability of individual atlases, they may 
nominate different candidates based on their own tract shapes. Majority voting, al-
though it is probably the simplest label fusion method, has been proven to yield accu-
rate segmentation results [15]. We decided that if a fibre appeared in at least 2 out of 
4 individual clustering results, we considered it to be a true fibre that should be con-
sidered in the next step; otherwise, it was discarded. 
 
Similarity of the Atlas to the Subject. The degree of correspondence between the 
atlas and the subject is another factor that should be taken into account. One way to 
measure it is to evaluate the registration quality locally along the candidate fibre. We 
first warped each candidate fibre that passed majority voting to the corresponding 
atlases (those who picked it out) with the inverse deformation fields generated by FA 
registration in Section 2.4. Then the angle between the fibre direction at each point on 
the warped fibre and the dominant direction of the ODF at the same point in the atlas 
was calculated. Camino uses the Euler method to interpolate fibre points. Therefore, 
the fibre direction is defined as: ( i+1- i)/|| i+1- i||, i=1,…,n-1, where i is the point on 
the fibre, n is the number of points on the fibre, and ||·|| is the magnitude of the vector. 
The atlas ODF direction is the 3D linearly interpolated vector obtained through the 
closest ODF peak directions found in tractography at the 8 neighboring voxels. For 
each voxel, there may be multiple peak directions detected in tractography, so we 
picked the one or its 180° opposite that has the smallest subtended angle (that is, the 
largest inner product) from the fibre direction as the closest ODF peak direction at 
this voxel. A 3D linear interpolation was then used to find the ODF direction at the 
specified fibre point location. We calculated the percentage of the angles that were 
smaller than a threshold (for example, we used 25°) among all the points on that fibre 
and averaged it over all the atlases that chose the fibre for a particular tract. If the 
overall percentage was above a threshold (for example, 80%), we considered the 
overall registration quality to be good. The fibre picked out by those atlases was relia-
ble and should be labeled as being part of that tract; otherwise, it was discarded.  
Figure 3 illustrates a good and a bad local registration based on our criterion. 

 

Fig. 3. This illustration shows the quality of the matching between the fibre direction of the 
subject and the local ODF principal direction of the atlas. A good match of a corpus callosum 
fibre is shown on the left and a poor match of another corpus callosum fibre is shown on the 
right (the fibre direction is in red and the ODF direction is in green). 
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3 Results 

3.1 Automatic Clustering Results 

Figure 4 shows how we obtain the left inferior fronto-occipital/longitudinal fasciculus 
(in green) in a test subject. The first row shows the four atlas versions of the tract. The 
second row shows the four different candidates for this tract in the same test subject, 
based on using each atlas to decide which fibres it should contain. We used the Haus-
dorff distance (see Section 2.4) with the threshold of 10mm to find potential fibre 
candidates. The final result for this tract was obtained by applying the label fusion 
scheme in Section 2.5. It is not hard to see that the label fusion process can help to 
eliminate outliers or add missing fibres in a single candidate. Figure 5 shows the label 
fusion results for the right cingulum (in cyan) in four different subjects. Despite indi-
vidual variations, the overall tract shapes are consistent across the population. Figure 
6 shows automatic WM fibre clustering results for two representative test subjects. 
Top, left side, and back views are shown. The types of tracts and their colors are as in 
Figure 1. The average fibre number in our clustering results is ~10,000 per subject, a 
1 in 10 data reduction relative to the initial tractography. 
 

 

Fig. 4. Label fusion result for the left inferior fronto-occipital/longitudinal fasciculus (in green) 
in a test subject (viewed from the left) 

 

 

Fig. 5. Label fusion result for the right cingulum (in cyan) in four different subjects (viewed 
from the left) 
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Fig. 6. Results of automatic fibre clustering, for two subjects. For the tract names and colors 
used to distinguish them, please see Fig. 1 (view from top, left side, and back, respectively). 
The leftmost column is the original whole-brain tractography, for comparison. 

3.2 Population-Based Statistical Results 

Many analyses are possible on these clustered tracts, for example, genetic analysis of 
fibre tract geometry, integrity, and connectivity. As one example of a typical applica-
tion, we calculated the mean FA across all voxels traversed by specific tracts in 100 
subjects, and tested for any differences in mean FA between the left and right hemis-
pheres (Table 1). Interestingly, the mean FA of the left corticospinal tract is 
significantly higher than that of the right one. This is consistent with prior studies 
since all our subjects are right-handed, and there is a tendency towards a higher 
degree of myelination in tracts that control the right side of the body, at least in right-
handers. 

Table 1. Population analysis of asymmetry in FA for various tracts, in 100 subjects. * indicates 
that the difference is statistically significant. 

Tract Name Mean FA (Left/Right) p-value 
Corticospinal 0.4644 0.4528 *1.15x10-12 

Inferior fronto-occipital 0.4501 0.4544 *0.01 
Cingulum 0.4107 0.4034 *7.30x10-5 

Arcuate fasciculus 0.4623 0.4566 0.06 

4 Discussion 

Multiple atlases were used in our framework to capture the individual variability of 
tract shapes. However, optimal selection of the number of atlases in label fusion is 
still an open question; for our application we will perform convergence tests once we 



 Automatic Population HARDI WM Tract Clustering by Label Fusion 155 

 

have sufficient ground truth data. The focus of this paper is to show the benefit of 
using multi-atlases (Fig. 4). Based on our data, four atlases already offer a reasonable 
number of tracts to account for the WM shape variability in our sample, relative to the 
time needed to build atlases by hand. 

We empirically decided on the Hausdorff threshold (Section 2.4), and the angle and 
the percentage (Section 2.5) as similarity metrics, to help recover similar numbers of 
fibres in the test subjects versus atlases, based on our training data. Quantitative 
analysis would be more convincing, but without having ground truth at the moment, a 
meaningful comparison is not easily achieved; currently, we are working on creating 
many hand labelled datasets to serve as ground truth.  
  Validation of any particular clustering of real fibre tract data is difficult, as there is 
no agreed ground truth on what fundamental elements the connectivity pattern con-
tains. It is very difficult to validate clustering quantitatively except by careful visual 
inspection, as it is often clearer which fibres are false positives than true positives 
[4][6]. Clustering relies on fibres obtained from tractography, which is already tough 
to validate, except on phantoms, and phantoms may not be realistically complex. 
Comparing Dice coefficients between different approaches and hand-labeled tracts 
might be feasible and will be part of our future work, but is very time consuming. 
Instead, we show preliminary illustrations to indicate how label fusion can add miss-
ing fibres or delete obvious false positives, compared to a single atlas, in Fig. 4. We 
also used the FA statistics on the corticospinal tracts in Section 3.2 to show that our 
method can pick up subtle known effects. 

5 Conclusion 

Here we presented an automatic fibre clustering pipeline that uses anatomical infor-
mation from multiple manually made atlases. It can robustly segment the brain WM 
fibres into major tracts; we showed an illustrative example where we applied it to 
segment and cluster tracts in 100 subjects. The contribution of our work is to extend 
the well-established label fusion technique in atlas-based image segmentation to fibre 
clustering. This results in a powerful approach to large population studies in various 
neurological and psychiatric research fields, as well as in imaging genetics, where 
vast samples must be phenotyped to identify genes that affect brain integrity. 
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Abstract. MR Images of the brain in Multiple Sclerosis (MS) show
regions of signal abnormalities that can provide information for the di-
agnosis and for the pathogenesis of the disease. Two very commonly
used MRI contrasts in this context are the T1 weighted (T1-w) and the
FLAIR. This study shows that additional information can be extracted
from the Susceptibility Weighted MRI (SWI) contrast. In particular, the
signal and the contrast of white matter lesions in SWI are examined and
compared to T1-w and FLAIR contrasts. The lesions are analysed into
hypo- and hyper-intense. Additionally, the spatial distributions for the
two lesion types are computed and summarised with their expected dis-
tance from the ventricles. The data from 19 MS patients and 23 controls
have been acquired and examined. The results show the presence of two
lesion classes in SWI for MS patients, while T1-w and FLAIR contrast
mechanisms present only a single class each. The hypo-intense SWI le-
sions appear closer to the ventricles and are more correlated to the T1-w
signal rather than the FLAIR signal.

Keywords: Multiple Sclerosis, white matter lesions, brain MRI,
Susceptibility Weighted MRI.

1 Introduction

Multiple Sclerosis (MS) is an inflammatory demyelinating disease of the central
nervous system and its main hallmarks are demyelination plaques, inflammation,
axonal damage, edema, and atrophy [10]. The pathogenesis of the lesions is
still unclear and one of the most challenging aspects of the disease remains the
understanding of the nature and mechanisms of tissue injury. MS pathology
shows a typical spatial pattern of abnormalities in the MR signal of the White
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Matter (WM), which is routinely used for disease diagnosis and to monitor the
evolution of the lesions along time.

The T2 weighted (T2-w) MRI contrast is highly sensitive and the appearance
of the hyper-intensities in the WM can correspond to a wide spectrum of patholo-
gies ranging from edema and mild demyelination to necrosis. The FLAIR (Fluid
Attenuated Inversion Recovery) sequence that is based on the T2-w contrast to-
gether with water suppression is extensively used for imaging of brain lesions
especially those surrounding the ventricles and proximal to the cortex. The T1

weighted (T1-w) contrast is less sensitive to the presence of lesions compared
to the T2-w contrast, but it is more specific to their clinical severity [9]. The
SWI contrast is very sensitive to the presence of paramagnetic iron components.
Thus, it can be used for lesion characterisation in relation to the vasculature.
This information can help to better understand the connection between the
pathogenesis of the disease and microvasculature abnormalities.

The role of vascular pathology in MS has been examined in various studies
[1,5,6,8,11]. In [5] the authors have visually compared and classified the appear-
ance of the lesions in different MRI contrasts acquired at different field strengths.
Lesions are classified based on the MR sequence in which they appear, their con-
trast, and their spatial pattern. Similarly the WM lesions have been classified
by visual observation in terms of their contrast with the surrounding normal
appearing WM and with the rim around them [11]. That study also includes
a postmortem analysis on a patient to correlate myelin in histological findings
with the SWI signal.

This work considers a statistical investigation of the intensity and the contrast
information of WM lesions in SWI alone as well as in comparison with the more
commonly used T1-w and FLAIR. The joint statistics of SWI and FLAIR as well
as of SWI and T1-w are computed to analyse the dependency between different
contrasts. Also, an internal and a centre-surround contrast measure is defined,
and the latter distinguishes the lesions into two classes. Atlases of different lesion
types for the case of SWI are computed and their relation to the ventricles is
examined.

2 Method

2.1 Patient Description and MR Imaging Protocol

In this study 19 chronic MS patients (11 women and 8 men; mean age 37.2 years;
age range 28-55) and 23 controls (14 women and 9 men; mean age 27.2 years;
age range 23-32) were included. The study was approved by the local review
board and both patients and volunteers provided informed consent. The images
were acquired with a 3T Siemens Trio MRI system equipped with head coils.
The acquisition protocol consisted of a 3D T1-w, FLAIR and SWI sequences.
The T1-w sequence gives a matrix of size 512 × 512 × 160 with a voxel of size
0.5 × 0.5 × 1mm3 to provide an image IT1 : x → [0...N -1], where x = (x, y, z)
defines a voxel location in 3D space, and N is the number of intensity levels.
The FLAIR sequence gives a matrix of size 512 × 512 × 176 with a voxel of
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size 0.49 × 0.49 × 1mm3 to provide an image IFLAIR : x → [0...N -1]. Finally,
the SWI sequence gives a matrix of size 240 × 320 × 72 with a voxel of size
0.72× 0.72× 1.2mm3 to provide an image ISWI : x → [0...N -1].

2.2 Image Pre-processing

The intensity inhomogeneity resulting from the use of the head coils has been re-
stored jointly for the IT1 and IFLAIR with the intensity co-occurrence method [7].
This is followed by an intra-patient rigid co-registration performed with SPM8
[4]. The images of each patient p = 0, ...,P-1, where P is the number of patients,
are rigidly registered within the subject by estimating the transformation TR,1

between IT1 and IFLAIR and TR,2 between IT1 and ISWI . The IT1 image is the
reference, the nearest neighbour interpolation is used and the distance metric
is the normalised mutual information. Then, an inter-patient spatial normalisa-
tion with reference the space of the IT1 in MNI [2] is performed with an affine
registration TA,p:

I
′
p = T −1

A,p · T
−1
R,i,pIp,

where I ∈ {IT1, IFLAIR, ISWI}, i = 1 for IFLAIR, i = 2 for ISWI , and T−1
R,0,p is

the identity transformation for IT1. The spatially normalised images are used to
analyse the WM lesion signal and WM lesion contrast within an image, within
all subject data, and across all subjects.

Finally, tissue segmentation into Grey Matter (GM), White Matter (WM),
and Cerebrospinal Fluid (CSF) is estimated based on IT1 with SPM8. This tool
is not directly able to identify WM lesions and classifies them as GM due to the
intensity range they occupy. However, the WM region provided can be assumed
to be a reference for the normal appearing WM (NAWM) region in the IT1

image.

2.3 Joint Distribution between Images of Different Contrasts

The 2D joint statistics of the ISWI with the IFLAIR as well as of the ISWI with
the IT1 are computed over the regions of the lesions. The joint statistics are as-
sumed to be a density and their covariance matrix is estimated. The eccentricity
of the resulting ellipse is calculated as the ratio of the distance between the foci
and the major axis length.

2.4 Definition of Lesion Contrast Measures in MR Images

In all patients and controls the WM lesions are manually annotated in IFLAIR by
an expert physician providing a binary lesion map ILM,FLAIR. The ILM,FLAIR

is projected to the IT1 and all the voxels that lie on NAWM IT1 tissue are
removed from the binary lesion map to give rise to a second binary lesion map
over IT1, ILM,T1.
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The lesions are characterised in terms of their statistics. The histogram of
the intensities over the domain of lesion l, ∀l, appearing in an image I is formu-
lated as: hl(i) =

∫
I−1(i)∩l dx where i ∈ [0...N -1]. The mean value of the lesion

intensities is computed as:

μl =

∫
ihl(i)di∫
hl(i)di

,

and similarly for the standard deviation σl. The cumulative histogram of hi is:

Hl(i) =

∫ i

0

hl(i
′)di′.

The dynamic range of the intensities in Hl is considered normalised to the range
[0...1].

An internal and a centre-surround contrast measures are defined. The domain
of the lesions can be ILM,T1 or ILM,FLAIR. The first measure is the internal
lesion contrast, CInt, to represent the variation of the intensities within a lesion.
The 5% and 95% percentile ofHl are selected for noise robustness and to provide
the internal lesion contrast as:

CInt =
Hl(0.95)−Hl(0.05)

σs
,

where σs is the standard deviation of the intensities in the region surrounding the
lesion. The surrounding region is computed as a rim adjoining the lesion with
volume equal to half of the lesion volume. The second measure is the centre-
surround lesion contrast, CCS , that compares the intensities within lesions with
the intensities of the NAWM surrounding it. The cumulative histogram over the
surrounding NAWM, Hs, is also computed. The CCS measure is represented by:

CCS =
Hl(0.5)−Hs(0.5)

0.5× (σl + σs)
,

where σl is the standard deviation of the intensities over the lesion, and H(0.5)
is the median of the intensities. The CCS measure is used to classify the lesions
as hypo-intense when CCS ≤ 0 and as hyper-intense when CCS > 0.

Typical examples of the appearance of lesions in two axial slices of ISWI ,
IT1, and IFLAIR with both a hyper-intense (enclosed in a red circle) and a
hypo-intense (enclosed in a blue circle) lesion is shown in figure 1. In this figure
both lesions are hyper-intense in IFLAIR, both are hypo-intense in IT1, and in
ISWI they belong to different classes. In the following we will investigate the
classification in images of all contrasts.

2.5 Atlases of Hypo- and Hyper-Intense WM Lesions

The hypo- and hyper-intense WM lesions are identified and their atlases are
computed showing their individual spatial distributions. The atlases are the
average of the registered lesion maps of all patients, the hypo-intense lesions
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(a) IT1 (b) IFLAIR (c) ISWI

(d) IT1 (e) IFLAIR (f) ISWI

Fig. 1. Two axial slices of the same subject of IT1 in (a) and (d), of IFLAIR in (b) and
(e), and of ISWI in (c) and (f). The red circle encloses a lesion that is hyper-intense in
ISWI (c) and the blue one encloses a lesion that is hypo-intense in ISWI (f).

provide the hypo-intense atlas Ahypo and the hyper-intense lesions provide the
hyper-intense atlas Ahyper. The intra- and inter-subject registration computed as
described previously are used to place the WM lesion maps in the same anatomic
space:

A =
1

P

P∑
p=1

I
′
LM,p =

1

P

P∑
p=1

T −1
A,p · T

−1
R,i,p · ILM,p,

where A ∈ {Ahypo, Ahyper} and ILM represents the domain of either the hypo-
or the hyper-intense lesion maps in ISWI respectively.

The two atlases are summarised with the expected distance of hyper- and
hypo-intense lesions from the ventricles. The distance map d(x) is computed over
the brain region provided by MNI by fixing the regions occupied by the ventricles
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to zero and computing the Euclidean distance from them. The distribution of
the distances for both atlases is assumed to be Rayleigh [3] with mean μ(d), and

standard deviation σ(d) computed as: μ(d) = σ̄
√

π
2 , σ(d) =

√
4−π
2 σ̄2, where σ̄ =√

1
2
∫
A(x)dx

∫
(d(x) · A(x))2dx and A ∈ {Ahypo, Ahyper}. The discriminability

between the two atlases is quantified as:

Dhypo,hyper =
μ(Ahyper)− μ(Ahypo)

0.5 · (σ(Ahyper) + σ(Ahypo))
.

3 Results

3.1 Joint Statistics of SWI with T1-w and SWI with FLAIR
Intensities

The eccentricity of the joint statistics has been computed over all patients for
the hypo-intense lesions in ISWI . The average of the eccentricity over all lesions
for ISWI versus IT1 is 0.81 which is larger than the average eccentricity for ISWI

versus IFLAIR that is 0.78. A typical example of the joint statistics of a WM
lesion are shown in figure 2, where the plot in figure 2(a) shows ISWI versus IT1

and in figure 2(b) it shows ISWI versus IFLAIR.
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Fig. 2. The joint statistics for a typical hypo-intense ISWI lesion over ILM,T1 with
ISWI versus IT1 in (a), and ISWI versus IFLAIR in (b)
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3.2 Statistical Analysis of Lesion Contrasts in SWI, T1-w,
and FLAIR

The CInt and CCS measures are computed for all the lesions in the patient
data in the study both over ILM,T1 and over ILM,FLAIR. The graphs in fig-
ure 3 summarise the values of the two measures for different contrast images.
The mean and the standard deviation over the subjects are computed for each
lesion map ILM ∈ {ILM,T1, ILM,FLAIR} and for the image of every contrast
I ∈ {IT1, IFLAIR, ISWI}. The contrast measure C ∈ {CInt, CCS} is defined
as a function of both ILM and I, the computation of the mean is given by
μC = 1

P

∑P
p=1 C(ILM,p, Ip). The σC is computed similarly.

The CInt measure assumes similar values over both lesion maps for all the
contrast images. The CCS measure presents some differences. The IT1 assumes
a larger negative value when using its own lesion map. The contrast of ISWI is
greater over the ILM,T1 map, CCS(ILM,T1, ISWI), rather than over the
ILM,FLAIR map, CCS(ILM,FLAIR, ISWI). In the following, the statistical anal-
ysis is performed for contrasts defined over ILM,T1.
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Fig. 3. In (a) are the comparative statistics for the CInt measure and in (b) for the
CCS measure. In blue the results using ILM,T1 and in red for ILM,FLAIR. The bars
represent the mean values while the error bars represent the standard deviation. To
be noticed the larger negative value of the CCS measure in ISWI when calculated over
ILM,T1.

In figure 4 the histograms of the CCS measures are presented in more detail
highlighting a typical patient in figure 4(a-c) and for the cumulative histograms
over all patient data in figure 4(d-f). The computation of CCS for the images of
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all three contrasts shows the presence of both hypo- and hyper-intense lesions in
ISWI , only hypo-intense lesions in IT1, and only hyper-intense lesions in IFLAIR.

The normal control data investigated in this work have a small number of
lesions in ILM,FLAIR and the majority of these lesions are NAWM in ILM,T1.
The CInt and CCS measures have been computed for ISWI , IFLAIR and IT1

for both lesions maps. A notable outcome is that the computation of the CCS

measure in normals over ISWI results in only hyper-intense WM lesions.
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Fig. 4. Histograms of the CCS measure of WM lesions of a typical patient in (a),(b),
and (c). The cumulative histograms over all patients lesions are in (d),(e), and (f). The
first column is for ISWI in (a) and (d), the second is for IFLAIR in (b) and (e) and the
last column is for IT1 in (c) and (f).

3.3 Atlases of Hypo-Intense and Hyper-Intense WM Lesions
in SWI

An atlas is computed for each of the hyper- and the hypo-intense lesions in
ISWI . In figure 5 a 3D surface rendering of both atlases is presented with an IT1

mid-sagittal slice in figure 5(a) and an IT1 mid-axial slice in figure 5(b). The
results show that the hypo-intense lesions are on average closer to the ventricles
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compared to the hyper-intense lesions. The presence of intralesional-traversing
veins could partially explain this periventricular accumulation of the dark ap-
pearing lesions in ISWI . This is also shown by the lower range of distances
occupied by the hypo-intense lesions, 16.2± 8.4mm, compared to the range oc-
cupied by the hyper-intense lesions, 19.7 ± 10.2mm. The results show that the
hyper-intense lesions extend to regions farther from the ventricles compared to
the hypo-intense lesions. The Dhypo,hyper assumes a value of 0.36 since for the
chronic patients considered in this study the hypo-intense periventricular lesions
are more developed and thus cover a more extensive area.

(a) (b)

Fig. 5. A 3D surface rendering of the ventricles in gray, surrounded by Ahypo in blue
and Ahyper in red with the mid-sagittal IT1 slice in (a) and the mid-axial IT1 slice
in (b)

4 Discussion and Conclusion

This study analyses the brain WM lesions based on their appearance in an
ISWI image as hypo-intense and as hyper-intense. A higher eccentricity for hypo-
intense lesion intensities has been found for ISWI versus IT1 compared to ISWI

versus IFLAIR, suggesting a relation closer to linear between the SWI and the
T1-w imaging contrasts. The centre-surround contrast measure CCS provides
more information about the lesions compared to CInt. The statistical properties
and the spatial distribution of the hypo- and hyper-intense groups have been
elaborated. The hypo-intense lesions tend to surround the ventricles compared
to the hyper-intense ones which can extend even farther closer to the cortex.
This may also be related to the staging of the disease.

Initial results over control data show that in ISWI there are only hyper-intense
lesions suggesting that they are less severe [5]. The classification of the lesions
can be improved by generalising the definition of the measures and by including
possible iso-intensities. Statistical measures for the co-localization between ve-
nous vasculature and lesion type can also improve the understanding of the role
of vascular abnormalities in the pathogenesis of the disease.
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via fMRI-Guided DTI Image Registration 
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Abstract. Quantitative mapping of the relationship between brain structure and 
function has emerged as an active research field in order to answer the question 
of whether brain structure can predict its function. In the literature, it is widely 
believed that a brain region’s structural connectivity pattern largely determines 
the function it performs. Based on this premise, we used multimodal diffusion 
tensor imaging (DTI) and task-based fMRI data to perform fMRI-guided DTI 
image registration and built structural fiber atlases for functional brain Regions 
of Interests (ROIs). First, we used working memory task-based fMRI-derived 
ROIs as the functional constraint to register DTI images into a template via an 
energy minimization procedure. Then, the regularity and variability of the 
warped white matter fibers for each ROI was quantitatively assessed, and it 
turns out that structural connection patterns for corresponding functional ROIs 
across different subjects are quite consistent. Therefore, we constructed the 
white matter fiber atlases for these functional ROIs, which can be used as 
intrinsic attributes of those ROIs for quantitative representation of cortical 
architecture. Our results provided evidence that there is deep-rooted regularity 
of the common human brain architecture and that structural connectivity is 
strongly correlated with brain function.          

Keywords: DTI registration, functional constraint, fiber atlas. 

1 Introduction 

It is widely accepted that structural connection is a good predictor of a brain region’s 
function [1, 2]. The basic premise is that each brain’s cytoarchitectonic area has a 
unique set of extrinsic inputs and outputs called the ‘connectional fingerprint’ [1], and 
this unique set of brain connectivity patterns can be identified across subjects 
although certain degree of variability exists. In this paper, we attempt to construct a 
structural connectivity atlas for a functionally defined brain regions of interest (ROI) 
by using multimodal task-based fMRI and DTI data, the former of which provides 
benchmark functional ROIs and the latter of which provides structural connection 
information. In general, there are two critical requirements for building such an atlas. 
First, the atlas should reflect the regularity of the structural connectivity across 



168 T. Zhang et al. 

subjects; second, the atlas 
these two requirements, we
for deformable registration
acquired to generate the fun
DTI registration process a
formulated and solved as a
bundles emanating from tho

Growing literature repor
not necessarily consistently
cortex [3, 4, 5]. This issue
investigated the idea of 
alignment between subjects
DTI brain image registratio
constraints [6, 7]. The majo
guide DTI image registratio
and achieved promising res

2 Materials and M

The algorithmic pipeline is
(green dashed box), we pre
functional ROIs from wor
fMRI and DTI data via the 
onto which functional ROIs
formulated the inter-subjec
problem, in which the dis
corresponding functional R
(red dashed box), the white 
the assessment of regula
probabilistic fiber atlas for e

Fig. 1. (a) The flowchart of th
detailed in section 2.1, section 

should be specifically labeled by brain function. To m
 propose a novel framework to apply functional constra

n of DTI images. Specifically, task-based fMRI data w
nctionally-defined ROIs. Then, they are integrated into 
as functional constraint. The constrained registration

an energy minimization procedure. Finally, consistent fi
ose ROIs are extracted to build the atlases.  
rts have shown that functionally-defined brain regions 
y located in relation to morphological landmarks on 
e has been recognized and several published studies h

incorporating functional information into anatom
s [6, 7, 8]. Closely related literature to this work inclu
on [9, 10, 11] and cortical alignment based on functio
or contribution of this paper is that we used fMRI data
on for the purpose of white matter fiber atlas constructi
ults. 

Methods 

s composed of three major steps (Fig. 1a). In the first s
e-processed individual subject’s data including detection
rking memory task-based fMRI data and registration
FSL FLIRT tool. DTI data was used as the standard sp

s were warped. In the second step (purple dashed box),
ct DTI registration procedure as an energy minimizat
stance between tensor features and the distance betw
ROIs are defined as the similarity metrics. In the third s

 matter fibers were extracted for the functional ROIs. A
arity and variability of fiber tracts was performed
each functional ROI was built.  

he algorithmic pipeline. The green, purple, and red boxes wil
2.2, and section 2.3, respectively; (b) 16 working memory RO

meet 
aints 
was 
the 

n is 
iber 

are 
the 

have 
mical 
udes 
onal 
a to 
ion, 

step 
n of 
n of 
pace 
 we 
tion 

ween 
step 

After 
d, a 

 

ll be 
OIs. 



 Constructing Fiber Atlases for Functional ROIs via fMRI-Guided DTI Image Reg. 169 

2.1 Data Acquisition and Pre-processing 

Seventeen university students voluntarily participated in this study, and none of them 
were reported to have mental or physical disease. Each volunteer performed a 
modified version of the OSPAN task (3 blocks: OSPAN, Arithmetic and Baseline) 
while fMRI data was acquired [12]. DTI scans were also obtained for each volunteer. 
Both fMRI and DTI scans were acquired on a 3T GE Signa scanner with acquisition 
parameters as follows: fMRI: 64×64 matrix, 4mm slice thickness, 220mm FOV, 30 
slices, TR = 1.5s, TE = 25ms, ASSET = 2; DTI: 128×128 matrix, 2mm slice 
thickness, 256mm FOV, 60 slices, TR = 15100ms, ASSET = 2, 3 B0 images, 30 
optimized gradient directions, b-value = 1000. 
Inputs to the individual subject preprocessing steps are task-based fMRI data and DTI 
data. Each volunteer’s fMRI data of the OSPAN task was analyzed using the FSL 
FEAT. Individual activation map reflecting the OSPAN (complex span) contrast was 
identified. 16 highest activated ROIs were identified (Fig. 1b). The pre-processing of 
the DTI data is composed of brain skull removal and motion correction. Afterwards, 
the diffusion tensor is computed via the DTI Studio [14]. For each subject, the DTI 
space is used as the standard space [13], in which the gray matter (GM)/white matter 
(WM) surface is generated via a similar approach in [15] for visualization purpose. 
Co-registration between DTI and fMRI data is performed using the FSL FLIRT and 
the resulting global transform matrix is consequently applied to the activated ROIs to 
map them to the DTI space. In all of the experiments, one subject from the 17 
candidates was randomly selected as the template, to which the other ones were 
registered using the following method.  

2.2 DTI Registration with Functional Constraint 

Let  and  be a pair of images to be registered, and  be the deformation field 
that warps voxel  in  to , and the warped location is denoted as . The 
goal of registration is to deform the DTI images of an individual subject to the 
template using an attribute matching method similar to that in [10], and meanwhile to 
ensure the locations of corresponding functional landmarks are close. Mathematically, 
the registration procedure is formulated as a problem of minimizing an energy 
function defined as:  

               (1) 

where  and  are tensor distance term and functional constraint term 
respectively, and   and  are weights of the two energy terms.  
requires that the features extracted from voxel  in the subject should be similar to that 
of its deformed counterpart  in the template. It can be mathematically defined as:  
 

                 ∑ ,                 (2) 
 

where ·  denotes the attribute vector of a voxel. ·,·  measures the distance of 
two features.  denotes the entire set of voxels in the subject. In this paper, ·  is 
defined as the geometry and orientation of diffusion tensors similar to that in [10]. 
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E  is designed to prevent the corresponding functional ROIs in the subject and 
template from being deformed far away from each other. For each of the 16 ROIs 
identified in section 2.1, we had a unique label to identify it across subjects. 
Currently, for each ROI, only the highest activated voxel was adopted. Let R denote 
the set of ROI voxels in the subjects and C ·  be the corresponding set of ROI voxels 
in the template. We defined dist ·,·  to measure the Euclidean distance between the 
corresponding ROI voxels. The mathematical expression of the term is as follow: ∑ ,                   (3) 

The functional constraint term in Eq. (3) was modeled according to the elastic 
deformation transformation (EDT) [16] to propagate the correspondences in Eq. (3) 
from functional ROIs to the whole image volume.  

The energy function in Eq. (1) is minimized via a similar hierarchical scheme in 
HAMMER [17]. The resulted deformation field  is applied on the DTI image and the 
functional ROIs of subject to re-locate their positions. The white matter fibers are re-
oriented via the approach in [10]. Moreover, because ROIs are relatively sparse voxels 
and the propagation of reliable correspondence of ROIs to the whole volume via EDT 
will benefit the framework by reducing the chance of being trapped in local minima.  

2.3 Probabilistic Fiber Atlas Construction 

The construction of fiber atlas, e.g., by the means of clustering [18] or by shape 
warping [19], might be affected by the variability of fiber bundles across individuals. 
Moreover, the regularity of the atlas can hardly be quantitatively measured by existing 
methods. In this section, we developed a simple and effective method to construct a 
probabilistic white matter fiber atlas for each ROI as illustrated in Fig. 2. Specifically, 
fiber tracts emanating from ROIs were firstly tracked and uniformly sampled using 
the constant-speed parameterization (Fig. 2a and Fig. 2b). Then, taking ROI  for 
example, fibers from all subjects were gathered in one set. As all the fibers were 
resampled into  points and the starting points were all located in the ROI regions, 
the atlas was defined as the one with m sequential probabilistic volume images. For 
each voxel in the   volume image, the number of  points of all the fibers 
passing through it was computed, and the accumulated number was normalized by 
 

 

Fig. 2. Probabilistic fiber atlas construction. (a) Fiber tracking; (b) Fiber resampling; (c) Atlas 
construction; (d) Atlas for visualization. 
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Abstract. Connectivity networks have been recently used for classification of 
neurodegenerative diseases, e.g., mild cognitive impairment (MCI). In typical 
connectivity network-based classification, features are often extracted from 
(multiple) connectivity networks and concatenated into a long vector for subse-
quent feature selection and classification. However, some useful network topo-
logical information may be lost in this type of approach. In this paper, we  
propose a new structural feature selection method which embeds the topological 
information of connectivity networks through graph kernel and then uses recur-
sive feature elimination with graph kernel (RFE-GK) to select the most discri-
minative features. Furthermore, multiple kernel learning (MKL) is also adopted 
to combine multiple graph kernels for joint structural feature selection from 
multiple connectivity networks. The experimental results show the efficacy of 
our proposed method with comparison to the state-of-the-art method in MCI 
classification, based on the connectivity networks. 

1 Introduction 

Many methods have been developed for classification of Alzheimer's disease (AD) or 
its prodromal stage, i.e., mild cognitive impairment (MCI), based on either single or 
multiple modalities of biomarkers. Recently, connectivity networks have been used 
for diagnosis and classification of neurodegenerative diseases, e.g., schizophrenia and 
MCI [1, 2]. For example, Wee et al. proposed an effective network-based classifica-
tion method to accurately identify MCI patients by using a collection of measures 
derived from white matter (WM) connectivity networks [1]. In their method, six types 
of connectivity networks as shown in Fig. 1 were first constructed from each subject 
by using six different physiological parameters, i.e., fiber count (FC), fractional aniso-
tropy (FA), mean diffusivity (MD), and principal diffusivities (λ1, λ2, and λ3), based 
on the parcellated 90 regions-of-interest (ROIs) of the brain, and then the clustering 
coefficient of each ROI in relation to the remaining ROIs is extracted from these con-
nectivity networks as features for subsequent feature selection and classification.  

In the conventional feature selection and classification methods, which solely rely 
on the feature vector obtained from previous feature extraction step (e.g., in [1]),  
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Fig. 1. Six different connectivity matrices (networks) used in our structural feature selection 
method 

some useful network topological information may be lost and thus the performance 
may be affected. In this paper, we address this problem by proposing a new structural 
feature selection method that preserves the network topological information to guide 
the feature selection. Specifically, graph kernel [3-5] is adopted to measure the topo-
logical similarity between a pair of graphs (i.e., connectivity networks) of individual 
subjects, and then support vector machine (SVM) with graph kernel is used to select 
the most discriminative features based on similar technique as recursive feature elimi-
nation (RFE) [6]. Moreover, to deal with multiple connectivity networks of each sub-
ject, we use multiple kernel learning (MKL) [7] to combine the graph kernels of each 
connectivity network for joint structural feature selection. The proposed method is 
evaluated on 10 MCI patients and 17 healthy controls, and promising experimental 
results are obtained.   

2 Materials and Method  

2.1 Materials 

In this study, 10 MCI patients and 17 socio-demographically matched healthy con-
trols were recruited. Informed consent was obtained from all participants, and the 
experimental protocols were approved by the institutional ethics board. All the re-
cruited subjects were diagnosed by expert consensus panels.  

Data acquisition was performed using a 3.0-Tesla GE Signa EXCITE scanner.  
Diffusion-weighted images of each participant were acquired axially parallel to the 
anterior and posterior commissures (AC-PC) line with twenty-five-direction diffu-
sion-weighted whole-brain volumes using diffusion weighting values: b=0 and 
1000s/mm2, flip angle=90°, TR/TE=17000/78ms. The imaging matrix=128×128 and 
FOV=256×256 mm2 were used, leading to a voxel size of 2×2×2 mm3. A total of 72 
contiguous slices were acquired.  
 
 

 (a) FC       (b) FA     (c) MD       (d) λ1        (e) λ2        (f) λ3    
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2.2 Overview of Methodology 

Fig. 2 shows the flowchart of the proposed method for connectivity network-based 
feature selection and classification, which contains three main steps: 

i) Connectivity Network Construction and Feature Extraction. We followed 
the same procedure as in [1]. Specifically, each brain image was first parcellated into 
90 ROIs by propagating the Automated Anatomical Labeling (AAL) ROIs [8] to each 
image using a deformable DTI registration algorithm called F-TIMER [9] with tensor 
orientation corrected using the method described in [10], and then six connectivity 
networks were constructed according to these ROIs and six physiological parameters, 
i.e., FC, FA, MD, and principal diffusivities (λ1, λ2, and λ3). Note that each connec-
tivity network is a 90×90 symmetric matrix. After we obtained the connectivity  
networks, we computed the clustering coefficient [1] of each ROI in relation to the 
remaining ROIs from connectivity networks as features for subsequent feature selec-
tion and classification. It is worth noting that each ROI in each connectivity network 
corresponds to one feature, and thus there are totally 540 features (90 ROIs × 6 con-
nectivity networks) for each subject. 

ii) Feature Selection. We adopted a two-stage feature selection strategy. Specifi-
cally, a standard t-test was first performed to screen out those features that are not 
significant for discrimination between MCI patients and healthy controls, i.e., those 
features with p-value larger than a given threshold (0.05 in this paper) will be omitted. 
Since each feature corresponds to a ROI or node in each of six different connectivity 
networks, six sub-networks can be constructed for each selected ROI or network node 
in each subject, after eliminating those non-significant features (ROIs or nodes) from 
all six original connectivity networks. Then, we measured the topological similarity 
by computing graph kernel between pair of sub-networks from same network type 
across different subjects. Furthermore, to deal with multiple connectivity networks 
available in each subject, we used MKL technique to combine the graph kernels from 
different connectivity networks. Finally, we used the RFE with the above learned 

Fig. 2. Flowchart of the proposed method 
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graph kernel, denoted as RFE-GK, to select the most discriminative features. It is 
worth noting that in each iteration step of RFE-GK, we need to re-compute the graph 
kernel according to the current remained feature subsets.   

iii) Classification. A SVM classifier was adopted to identify the MCI patients 
from healthy controls by using the features selected in the previous steps. The clas-
sifier training of standard SVM is implemented using LIBSVM toolbox [11], with a 
linear kernel and a default value for the parameter C (i.e., C=1). Here, following [1], a 
nested Leave-One-Out (LOO) cross-validation strategy is used to enhance the genera-
lization power of the classifier and to avoid the over-fitting on small sample dataset. 
The inner cross-validation loop was performed on the training data to decide the 
number of selected features and hyperparameter of the SVM models while the outer 
cross-validation loop was used to evaluate the generalizability of SVM models using 
unseen subjects. 

2.3 Topology-Based Graph Kernel 

Kernel-based learning methods work by first embedding the data into a higher dimen-
sional feature space, and then searching for linear relations among the embedding data 
points. Given two subjects (vectors)  and , the kernel can be defined as ,, , where  is a mapping function that maps data from original subject 
data space to feature space. Examples of common kernel function are linear function 
and Gaussian radial basis functions (RBF). Besides using feature vector, kernel can 
also be defined on more complex data types, e.g., graph, and the corresponding kernel 
is called graph kernel, which captures the semantics inherent in the graph structure. A 
number of methods have been proposed to define graph kernel [3-5], and have been 
successfully applied to a variety of problems such as image classification [3] and 
protein function prediction [5]. 

To define the graph kernel, some basic terms are first introduced. Here, a labeled 
graph  is defined as a triple , , ℓ , where  is the set of vertices,  is the set of 
undirected edges, and ℓ:  is a function that assigns labels from an alphabet  
to nodes. A walk is a finite sequence of neighboring vertices, while a path is a walk 
such that all its vertices are distinct. A subtree is a subgraph of a graph, which has no 
cycles (i.e., any two vertices are connected by exactly one simple path). Subtree pat-
tern extends the notion of subtree by allowing repetitions of nodes and edges. Howev-
er, these same nodes (edges) are treated as distinct nodes (edges). Fig. 3 illustrates an 
example for subtree pattern. Comparing with path and walk, subtree pattern has better 
discriminative power to measure the similarity between graphs [3], thus it is used in 
this paper. 

Given a pair of graph  and , a graph kernel can be defined as ,, , which takes into account the topology of the graph  and . General-
ly, the computational complexity of graph kernel is very high. In order to improve the 
computational efficiency, Shervashidze and Borgwardt [4] proposed a new method to 
construct the subtree kernel based on the Weisfeiler-Lehman test of isomorphism. The 
basic process of the 1-dimensional Weisfeiler-Lehman test is as follows: First, every 
vertex of a graph is labeled with the number of edges connected to that vertex. Then, 
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at each subsequent step (or iteration), the label of each vertex is updated based on its 
previous label and the label of its neighbors, i.e., parallelly augment the label of each 
vertex in graph by the sorted set of node labels of neighboring nodes, and compress 
these augmented labels into new, short labels. This process proceeds iteratively until 
the node label sets of two graphs differ, or the number of iteration reaches the maxi-
mum . If the sets of new created labels are identical after  iteration, we cannot 
determine whether these two graphs are isomorphic or not.   

 Let  and  represent the initial two labeled graphs respectively,  and   
be the corresponding labeled graphs at i-th iteration  1, … , , and , , … , | |  be the set of letters that occur as node labels in  or . Assume 
all  are pairwise disjointed. Without loss of generality, assume every  is ordered, 
then the Weisfeiler-Lehman subtree kernel on two graphs is defined as:  , , ,                       (1) 

where , , … , , | | , … ,  , , … , , | |  

and , , … , , | | , … ,  , , … , , | | , 

with ,  and ,  are the number of occurrences of the letter  in  
and , respectively. Intuitively, the Weisfeiler-Lehman subtree kernel counts the 
common original and compressed labels in two graphs. It can be proved that this kind 
of kernel is positive definite and the computational complexity for  graphs 
is , where n and m are the numbers of nodes and edges of graphs, 
respectively [4]. In our method, we compute the graph kernel based on the above 
algorithm on a pair of same type sub-networks across different subjects, as shown in 
Fig. 2.  
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Fig. 3. A subtree pattern of height 2 rooted at the node 2 



180 B. Jie et al. 

 

2.4 Recursive Feature Elimination with Graph Kernel (RFE-GK) 

To deal with multiple connectivity networks, we adopt the MKL technique which is 
the process of learning a mixed kernel from multiple basis kernels. Given a series of 
training connectivity networks represented as ,  with corresponding 
class labels , 1, … , , where  is the number of connectivity networks of each 
subject, and  is the number of subjects, generally the mixed kernel can be learned 
through a linear combination of multiple basis kernels as below: , ∑ , ,                      (2) 

where ,  is the Weisfeiler-Lehman subtree kernel defined on the -th 
connectivity network using Eq. 1, and  is a nonnegative weight parameter with ∑ 1. We adopt the simple MKL algorithm proposed in [7] to solve Eq. 2. 
Finally, we will perform structural feature selection using RFE based on graph kernel, 
which we call as RFE-GK, as shown in Algorithm 1. 

It is worth noting that our RFE-GK method is different from the standard RFE 
framework. In the standard RFE-SVM, it eliminates features through ranking based 
on weight vector of a linear SVM, while in our method features are eliminated based 
on classification accuracy in a wrapper-like way. Moreover, there are two other key 
differences between the proposed feature selection method and the standard RFE-
SVM, i.e., 1) the former uses graph kernel that preserves the topological (structural) 
information of data while the latter uses standard kernel on vector-type data without 
considering the structural information, and 2) the former uses MKL to combine mul-
tiple kernels from multiple connectivity networks to select features while the latter 
uses single kernel.  

3 Experimental Results 

3.1 Evaluating Classification Performance 

A LOO cross-validation strategy was used to evaluate the classification performance. 
The performance of a classifier could be quantified by using accuracy, area under 
receiver operating characteristic curve (AUC), sensitivity and specificity, where the 
sensitivity represents the proportion of patients that are correctly predicted, and the 
specificity denotes the proportion of health controls that are correctly predicted. We 
compared our method with Wee’s method and their classification performances are 
summarized in Table 1. Fig. 4 shows the ROC curves of compared methods. It is 
worth noting that in Table 1, ‘All’ denotes using all six connectivity networks, while 
FC, FA, MD, λ1, λ2 and λ3 denote only using the individual connectivity network, 
respectively. Also, in Fig. 4 the proposed method and Wee’s method [1] use all six 
connectivity networks, while the others using only single connectivity network. 

As can be seen from Table 1 and Fig. 4, our method performs the best in terms of 
classification accuracy and AUC values. Specifically, our method achieves a classifi-
cation accuracy of 92.59% and a AUC of 0.965, which are higher than the state-of-
the-art connectivity networks-based MCI classification method [1], which achieves 
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the best classification accuracy of 88.89% and AUC of 0.929. Our proposed method 
successfully classified all the MCI patients while only misclassified 2 healthy con-
trols. Table 1 also indicates that combining multiple connectivity networks will 
achieve much better performance than using single connectivity network alone.  

Table 1. Comparison of classification performance of different methods using different 
connectivity networks 

 
Accuracy (%) AUC Sensitivity (%) Specificity (%) 

Wee’s Ours Wee’s Ours Wee’s Ours Wee’s Ours 
FC 70.37 70.37 0.653 0.565 - 60 - 76.47 
FA 74.07 66.67 0.859 0.565 - 40 - 82.35 
MD 59.26 74.07 0.647 0.641 - 40 - 94.12 
λ1 59.26 66.67 0.629 0.729 - 70 - 64.71 
λ2 55.56 62.96 0.594 0.582 - 30 - 82.35 
λ3 59.26 55.56 0.612 0.471 - 40 - 64.71 
All 88.89 92.59 0.929 0.965 - 100 - 88.24 

3.2 Evaluating Discriminative Power of Features 

In this subsection, we evaluate the discriminative power of the selected features using 
the locality-preserving projection (LPP) approach [12]. Specifically, we used LPP to 
project the selected features by our method and Wee’s method [1] into a 2-D space for 
visualization. For comparison, we also project the original features (i.e., 540 features) 
using LPP. Fig. 5 shows the 2-D visualization results of different methods. As can be 

Algorithm 1. Recursive Feature Elimination with Graph Kernel (RFE-GK) 
Input: Training connectivity networks represented as , 1, … , , 
and corresponding class labels , 1, … , . 
Output: Ranked feature (ROI) list  
Initialize: Subset of surviving features (ROIs) 1,2, … , , and ranked fea-
ture list  , where  is the number of surviving features in previous feature 
selection step. 
Repeat until   

For each  
For each pair of  and , , compute the combined graph kernel us-
ing Eq. 2 on sub-networks excluding feature (or ROI) ; 
Train Leave-One-Out SVM and get the accuracy 

End for 
Find  with corresponding maximum accuracy; 
Update ranked feature list , ; 
Eliminate  from  

End repeat 
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seen from Fig. 5, both feature selection methods (including ours and Wee’s) can en-
hance the discrimination ability of features compared with the original features, with 
the selected features by our method being more discriminative than those by Wee’s 
method.  

3.3 The Most Discriminative Regions  

To determine the most discriminative regions, we counted the frequency of features 
selected at different LOO folds, and ranked them according to their frequencies. The 
experimental results show that the most frequently selected ROIs include right rectus 
gyrus, right insuta, right superior temporal gyrus, and left Inferior frontal gyrus (trian-
gular), which are in agreement with the previously reported brain regions related to 
MCI [1, 13, 14].  

Furthermore, the “exclude-one” strategy was adopted to estimate the contribution of 
each selected ROI. That is, each time one ROI was excluded from the selected ROIs, 
and the classification performance was investigated using the remaining ROIs; the 
experiment was repeated for all 4 most frequently selected ROIs. The classification 

Fig. 4. ROC curves of different methods 
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Fig. 5. The 2-D visualization results of different methods. Each point represents a subject, and
different shapes (or colors) indicate different class labels. 
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accuracies and AUC values are summarized in Table 2. As can be seen from Table 2, 
right rectus gyrus and right insula have the most discriminative power, because exclud-
ing either of them will cause the most apparent decline in both classification accuracy 
and AUC.  

Table 2. The classification performance under the “exclude-one” strategy 

Excluded ROI Accuracy (%) AUC 
Right rectus gyrus  66.67 0.670 
Right insula 70.37 0.759 
Right superior temporal gyrus 81.48 0.865 
Left Inferior frontal gyrus (triangular) 81.48     0.894 

4 Conclusion 

In this paper, we have proposed a novel structural feature selection method based on 
graph kernel, for enhancing the connectivity networks-based classification. Specifi-
cally, graph kernel was used to measure the topological similarity between two sub-
networks of subjects. Furthermore, multiple kernel learning was used to combine 
multiple graph kernels obtained from multiple connectivity networks. Experimental 
results on MCI classification show not only significant improvement of classification 
performance in terms of accuracy and AUC value, but also show great potential of our 
method in detecting sensitive ROI regions for MCI. In the future, we will investigate 
combining the graph kernel used in the current study with the existing linear or Gaus-
sian kernels for further improving performance. 
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Abstract. Accurate diagnosis of Alzheimer’s disease (AD), especially mild 
cognitive impairment (MCI), is critical for treatment of the disease. Many algo-
rithms have been proposed to improve classification performance. While most 
existing methods focus on exploring different feature extraction and selection 
techniques, in this paper, we show that the pre-processing steps for MRI scans, 
i.e., registration and segmentation, significantly affect the classification perfor-
mance. Specifically, we evaluate the classification performance given by a mul-
ti-atlas based multi-image segmentation (MABMIS) method, with respect to 
more conventional segmentation methods. By incorporating tree-based group-
wise registration and iterative groupwise segmentation strategies, MABMIS at-
tains more accurate and consistent segmentation results compared with the  
conventional methods that do not take into account the inherent distribution of 
images under segmentation. This increased segmentation accuracy will benefit 
classification by minimizing errors that are propagated to the subsequent  
analysis steps. Experimental results indicate that MABMIS achieves better per-
formance when compared with the conventional methods in the following clas-
sification tasks using the ADNI dataset: AD vs. MCI (accuracy: 71.8%), AD vs. 
healthy control (HC) (89.1%), progressive MCI vs. HC (84.4%), and progres-
sive MCI vs. stable MCI (70.0%). These results show that pre-processing the 
images accurately is critical for neuroimaging classification.  

1 Introduction 

Alzheimer’s disease (AD) is the most common cause of dementia in the worldwide 
elderly population. It has been reported that the number of affected people is expected 
to rise above 100 million by 2050 [1] - 1 in 85 people will be affected. Thus, accurate 
diagnosis of AD and its prodrome, mild cognitive impairment (MCI), is important, 
particularly for the pre-symptomatic patients: patients with amnestic mild cognitive 
impairment (MCI) and those at increasing risk for developing AD. Many neuroimag-
ing-based algorithms have been proposed for the classification of AD and MCI. Most 
                                                           
∗ Corresponding author. 



186 Y. Wang et al. 

of the proposed methods focus on applying different machine learning techniques in 
feature extraction and selection for improving classification accuracy [2]; less empha-
sis is placed on how the images are pre-processed. In this paper, we show that accu-
rate and consistent image registration and labeling [3, 4] can help improve AD/MCI 
classification. 

The recently proposed iterative multi-atlas based multi-image segmentation 
(MABMIS) [3] method has been demonstrated to be more accurate and consistent in 
labeling different brain tissues (or ROIs). Traditional pairwise methods propagate 
segmentation information from one or multiple atlases to a target image for segmenta-
tion. MABMIS is a multi-atlas based approach that gives significant improvement 
over pairwise methods by employing the following novel strategies: 1) a novel tree-
based groupwise registration method for simultaneous registration of both atlases and 
target images to improve the registration performance; 2) an iterative groupwise seg-
mentation strategy for simultaneous segmentation of multiple target images to correct 
inconsistent labeling of the same anatomical structure among different target images. 
MABMIS can attain more accurate and consistent segmentation results when com-
pared with conventional methods. These approaches benefit the classification by mi-
nimizing outliers and inter-subject variability. As the first and fundamental step in the 
procedure of feature extraction, its accuracy will substantially affect the performance 
of the following steps and eventually affect the final classification accuracy. This is 
because the errors introduced in this step might propagate throughout the subsequent 
analysis steps. We hypothesize that by using advanced data pre-processing, such as 
groupwise registration and segmentation in MABMIS, the classification performance 
can be improved. 

In this paper, we compare the classification performance between the MABMIS-
based and the conventional data pre-processing methods using the ADNI dataset. The 
significantly better classification performance given by MABMIS indicates that the 
advanced data pre-processing techniques are crucial for the classification tasks asso-
ciated with neurodegenerative disorders, e.g., AD and MCI.   

2 Method 

In this section, we first describe the image registration and segmentation procedures 
involved in MABMIS, followed by a detailed description of the experimental settings, 
including the feature selection method and classifiers used in this paper.  

2.1 MABMIS 

When ROI volumes are used as features for classification, an accurate and consistent 
delineation of different anatomical structures becomes a critical prerequisite [3].  
Compared with the time-consuming manual segmentation executed by human ex-
perts, automatic atlas-based segmentation methods are highly efficient and are capa-
ble of yielding reproducible results with accuracy comparable to manual segmentation 
[5]. The basic assumption of atlas-based segmentation methods is that the knowledge 
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regarding the atlas can be carried forward to the target image, modulated by some 
form of structural similarity measures that reflects anatomical resemblance [6]. How-
ever, this is true only if the atlas can match the target image sufficiently well. Instead 
of using a single “optimal” atlas, some approaches resort to using multiple atlases and 
requires that all the atlases to be registered to the target image, followed by the fusion 
of multiple segmentations into a final segmentation result [7]. The potential bias in-
troduced by using only a single atlas can thus be compensated to some extent by 
combining information from multiple resources. The atlases can be either weighted 
globally with a constant weight for all voxels within a particular atlas [7], or locally 
with different weights assigned to different local patches [8]. Further studies show 
that the selection of a specific subset of atlases for each target image [9] may achieve 
more accurate segmentation results than using all atlases or a randomly selected sub-
set. For further improvement, an iterative strategies [6] is also proposed for refining 
the atlas selection.  

Nonetheless, the current multi-atlas-based segmentation methods are limited by the 
several factors as indicated in [3]: 1) The commonly used pairwise registration is 
problematic when a pair of images under registration have large shape difference; 2) 
The registration between atlases and target images is usually carried out independent-
ly, instead in a groupwise manner, which is more effective in achieving better and 
more consistent registration result; 3) Segmentation is performed one image at a time, 
which may lead to inconsistent segmentation across different target images; and 4) 
Many current implementations lack a feed-back loop among multiple target images 
for further segmentation refinement. 

The MABMIS algorithm is designed for concurrent and consistent segmentation of 
a group of target images. The overall framework of MABMIS is summarized as fol-
lows [3]: First, a group of simulated atlases are generated for better coverage of the 
atlas space, and then all atlases, including the original and the simulated ones, are 
registered towards a common space, facilitated by a combinative tree structure. The 
atlases are represented as nodes on the tree, and the deformation fields related to the 
connected nodes are computed and stored for further use. By introducing simulated 
images in the tree, an expanded training set can be obtained, providing a better cover-
age of the image space. All the atlases are connected in the tree according to their 
similarity. Note that the differences between the neighboring images on the tree are 
relatively small, so the deformation between them can be estimated easily with higher 
accuracy. For each target image that needs to be segmented, an image on the tree that 
is most similar to it is located so that all atlases can be warped to the target image 
space by following the respective path on the tree based on the stored deformation 
fields. An initial segmentation result of the target image is obtained via label fusion. 
Since the target image and its best-matching atlas are relatively similar, the risk of 
being trapped by local minima is significantly reduced, good initialization is thus 
achieved, and the registration accuracy can be improved. Each target image is at-
tached to the tree after being segmented. The atlas set is hence augmented and more 
information is included for the alignment of new target images, improving the accura-
cy of registration. On the other hand, we also account for the relationship among  
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target images by performing registration between all atlases and the target image con-
currently to improve the consistency.  

The segmentation results of all target images are further refined with an iterative 
groupwise labeling strategy until the results converge. In each iteration, to update the 
segmentation result of each target image, MABMIS takes advantages of useful infor-
mation from not only the warped atlases, but also the newly segmented target images. 
For the labeling of each voxel, the intensity similarity on local patch is used as weight 
to perform weighted label fusion. All other target segmentations and warped atlases 
contribute to the labeling of the current target image. Iterative updating will be termi-
nated either when maximum number of iterations is reached, or when the average 
difference of the overlap ratio between two consecutive iterations is below a prede-
fined threshold. This guarantees consistent labeling of anatomical structures across 
different target images. 

The superiority of MABMIS has been demonstrated by the overlap ratio (Dice ra-
tio) averaged over all ROIs between the estimated labels and the corresponding 
ground-truth on the LPBA40 dataset [10], with the best segmentation accuracy 
(82.8%), compared with 77.4% given by the conventional pairwise method. For seg-
mentation accuracy evaluated as the average tissue overlap rate on white matter, gray 
matter and CSF, MABMIS achieves an accuracy of 83.1% on the ADNI dataset, 
compared with 80.5% given by the conventional pairwise method. Experimental re-
sults show that the groupwise registration framework proposed in MABMIS can sig-
nificantly improve registration accuracy, especially for target images that have large 
anatomical differences compared with the atlases; and the iterative groupwise seg-
mentation framework can dramatically improve segmentation consistency over a 
group of target images [3]. 

2.2 Experimental Settings  

Details on experimental settings, including data pre-processing, feature extraction and 
selection, and classifier used, are provided as follows.  

Data Pre-Processing: All subjects were pre-processed using the same pipeline: 1) 
anterior commissure (AC)-posterior commissure (PC) alignment correction was per-
formed on all images; 2) nonparametric non-uniform intensity normalization (N3) 
algorithm [11] was applied to correct the intensity inhomogeneity; 3) skull stripping 
[12] was performed, and the skull stripping results were further manually reviewed to 
ensure clean skull and dura removal; 4) removal of the cerebellum; 5) segmentation of 
the brain into 3 different tissue types: grey matter (GM), white matter (WM), and 
cerebrospinal fluid (CSF) using the FAST algorithm [13] in the FSL package [14]; 6) 
histogram matching was performed on all images for overall intensity normalization; 
and 7) affine registration with default parameters (e.g., 12 degrees of freedom) was 
performed using FLIRT [15]. For consistency, all images were resampled to dimen-
sions 256×256×256 and resolution 1×1×1 mm3.  

Feature extraction: Forty brain images from the LONI LPBA40 dataset [10] were 
manually labeled with a total of 54 ROIs on different cortical and sub-cortical re-
gions. We utilized these 40 subjects together with the ground-truth labels as atlases in 
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segmenting the ADNI dataset. For each ROI, the volume of GM, WM, and CSF were 
calculated from the segmented images, before they were collected into a feature vec-
tor with 162 (=54 × 3) elements. 

Feature Selection: A simple t-test was utilized to select the most discriminative 
features from the training set. The optimal p-value was determined via grid search 
over the range of (0.001 ≤   ≤ 0.9). 

Classification: Support vector machine (SVM) implemented in LibSVM [16], with 
a linear kernel and a default value for the parameter C (i.e., C=1), was adopted for 
classification. To evaluate the performance of different methods, 10-fold cross-
validation strategy was used to compute the classification accuracy and the area under 
receiver operating characteristic curve (AUC). Specifically, the whole dataset was 
randomly partitioned into 10 subsets, with one subset was used as the testing sample 
and the remaining subsets were used for training SVM classifier. For each feature  
in the training samples, a common feature normalization scheme was adopted, i.e., / , where  and  are the mean and standard deviation of the -th 
feature across all training samples, respectively. The values of  and  will be used 
to normalize the corresponding feature of the test samples. 

3 Experimental Results 

A total of 832 subjects from the ADNI dataset (with age range 55~90 years), consist-
ing of 229 HC, 404 MCI (including 168 progressive MCI (pMCI) and 236 stable MCI 
(sMCI)), and 199 AD, were considered in this study. Only the baseline scans were 
used in the experiments. MABMIS was compared with the conventional pairwise 
methods using 40, 20, 10, 5, and 1 atlas(es), which were randomly selected from the 
LPBA40 dataset [10]. For the conventional pairwise method, all images from the 
ADNI dataset were registered to each of these atlases. The images were then seg-
mented by fusing segmentation labels from multiple atlases, based on local-patch 
similarity [3]. The results with 40, 20, 10, 5, and 1 atlas(es) are denoted as “pairwise”, 
“S20”, “S10”, “S5”, and “S1”, respectively. Note that diffeomorphic demons [17] was 
applied for pairwise registration in this paper.  

3.1 Results 

Tables 1 - 4 provide the 10-fold cross-validation classification performance results 
given by all compared methods on different classification tasks. As can be seen from 
Tables 1 - 4, MABMIS consistently yields better classification performance in terms 
of accuracy, sensitivity, and specificity compared with the pairwise method. This 
indicates that accurate segmentation is conducive to improved classification accuracy. 
Specifically, MABMIS achieves a better classification accuracy of 71.8% compared 
with the pairwise method with 40 atlases (69.0%) for AD vs. MCI classification. The 
improvements in terms of accuracy are approximately 2.6%, 3.6%, and 2.3% for AD 
vs. HC, pMCI vs. HC, and pMCI vs. sMCI classification, respectively. It can be ob-
served that the classification accuracy generally increases as the number of atlases  
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Table 1. Comparison between MABMIS and the pairwise methods for AD vs. MCI 
classification task. (ACC=Accuracy, SEN=Sensitivity, SPE=Specificity, AUC=Area under 
ROC).  

Methods ACC % SEN % SPE % AUC 

MABMIS 71.8 40.3 87.0 0.745 
pairwise 69.0 35.2 85.4 0.717 

S20 68.4 34.8 84.7 0.717 
S10 68.4 36.7 83.7 0.713 
S5 68.1 29.7 86.7 0.690 
S1 66.6 30.0 84.2 0.701 

Table 2. Comparison between MABMIS and the pairwise-based methods for AD vs. HC clas-
sification task. (ACC=Accuracy, SEN=Sensitivity, SPE=Specificity, AUC=Area under ROC).  

Methods ACC % SEN % SPE % AUC 

MABMIS 89.1 86.1 91.8 0.928 
pairwise 86.5 85.2 87.6 0.923 

S20 86.6 84.3 88.6 0.920 
S10 87.4 86.4 88.3 0.924 
S5 87.3 85.7 88.6 0.921 
S1 87.1 84.5 89.4 0.922 

Table 3. Comparison between MABMIS and the pairwise methods for pMCI vs. HC classifica-
tion task. (ACC=Accuracy, SEN=Sensitivity, SPE=Specificity, AUC=Area under ROC).  

Methods ACC % SEN % SPE % AUC 

MABMIS 84.4 79.4 88.1 0.905 
pairwise 80.8 75.8 84.5 0.884 

S20 81.0 72.7 87.2 0.889 
S10 80.8 73.5 86.3 0.891 
S5 80.4 74.5 84.7 0.894 
S1 79.6 74.5 83.4 0.896 

Table 4. Comparison between MABMIS and the pairwise methods for pMCI vs. sMCI classifi-
cation task. (ACC=Accuracy, SEN=Sensitivity, SPE=Specificity, AUC=Area under ROC).  

Methods ACC % SEN % SPE % AUC 

MABMIS 70.0 66.7 72.3 0.726 
pairwise 67.7 66.4 68.6 0.719 

S20 67.7 65.8 69.0 0.718 
S10 65.8 63.7 67.3 0.709 
S5 67.7 65.8 69.1 0.713 
S1 64.2 61.0 66.4 0.695 
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used increases for the pairwise method, similar observation as in the previous studies 
[7, 8]. Note that the sensitivity value of the AD vs. MCI classification task is signifi-
cantly lower than the specificity value due to imbalanced number of subjects between 
the two groups, i.e., the number of MCI subjects is two times that of AD subjects. 
Nevertheless, MABMIS still outperforms the pairwise method in terms of sensitivity 
value. As can be seen from the other experiments (AD vs. HC, pMCI vs. HC, and 
pMCI vs. sMCI), with matched subject ratio, the sensitivity and specificity values of 
MABMIS are relatively high and balanced. 

The ROC curves of MABMIS and the pairwise method (with 40 atlases) for differ-
ent classification tasks are provided in Fig. 1. It can be observed that MABMIS per-
formed better than the pairwise method, particularly for AD vs. MCI and pMCI vs. 
HC classification tasks. The AUC values for MABMIS and the pairwise method are 
0.745 and 0.717, respectively, for AD vs MCI classification; and 0.905 and 0.884, 
respectively, for pMCI vs. HC classification. 

 
 

 
 
 

 
 

Fig. 1. ROC curves for different classification tasks given by MABMIS and the pairwise  
method 
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4 Conclusion 

This paper shows the importance of image pre-processing steps in neuroimaging clas-
sification. Specifically, the classification results for AD vs. MCI, AD vs. HC, pMCI 
vs. HC, and pMCI vs. sMCI from the ADNI dataset indicate that the groupwise data 
pre-processing methods, e.g., MABMIS, is superior to the pairwise methods. 
MABMIS integrates a novel tree-based groupwise registration method (which regis-
ters atlases and target images concurrently) and an iterative groupwise segmentation 
strategy (which accounts for the relationship of all target images simultaneously), for 
simultaneous registration and segmentation to improve accuracy and across-image 
consistency in segmentation. The improved segmentation helps increase classification 
accuracy by reducing inter-subject variability.  
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Abstract. In this paper, we study the effectiveness of the concurrent
utilization of spatial, angular, and radiometric (SAR) information for de-
noising diffusion-weighted data. SAR filtering smooths diffusion-weighted
images while at the same time preserves edges by means of nonlinear
combination of nearby and similar signal values. The method is noniter-
ative, local, and simple. It combines diffusion signals based on both their
spatio-angular closeness and their radiometric similarity, with greater
preference given to nearby and similar values. Our results suggest that
SAR filtering reveals structures that are concealed by noise and produces
anisotropy maps with markedly improved quality.

1 Introduction

Diffusion-weighted imaging (DWI) reveals microscopic tissue properties through
measurements of local tissue water diffusion, and has been extensively utilized
for in vivo investigation of micro-structural and connectivity changes related
to brain diseases, development, and aging. A more recent form of DWI — high
angular resolution diffusion imaging (HARDI) — applies magnetic field diffusion
gradients to the brain, in up to hundreds of different directions, to precisely detail
the directional structures of neuronal pathways. For better separation of different
compartments within each voxel, increasing the diffusion-weighting (b-value) is
often required for higher angular contrast. This, however, comes with the price
of lowered signal-to-noise ratio (SNR) of the acquired images. Noise is severely
detrimental to the analysis of diffusion-weighted data, potentially causing the
inference of more than actual intra-voxel complexity, such as over-estimating
the number of fiber populations.

To reduce noise, acquisitions are often performed in a number of repetitions
and diffusion-weighted images corresponding to a particular diffusion gradient
direction are averaged to produce diffusion data with greater SNR. This ap-
proach, however, prolongs scan time substantially. With the mounting demand
for higher angular resolution and hence the need for scanning in a greater num-
ber of directions, repetition is often limited by practical time constraints that are
associated with any expensive shared resources and invites complications such
as artifacts caused by subject movement.

P.-T. Yap et al. (Eds.): MBIA 2012, LNCS 7509, pp. 194–202, 2012.
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To mitigate the need for multiple DW measurements, we propose in this paper
a filtering technique, which considers concurrently spatial, angular, and radio-
metric (SAR) information, to denoise DW images. The premise underlying SAR
filtering is that close and similar signals, when averaged to produce the denoised
signals, will have greater tendency to preserve image structures. This has in fact
been demonstrated effective by bilateral filtering [1,2]. Closeness refers to vicin-
ity in the spatio-angular domain, and similarity to vicinity in the radiometric
range. Domain filtering often enforces closeness by weights that fall off with
distance. Similarly, the weights in radiometric filtering decay with radiometric
dissimilarity. These weights are used to combine signal values for estimation of
noise-free signals. These two kinds of information are complementary in nature:
domain filtering ensures that the local structural continuity is respected, whereas
radiometric filtering encourages the preservation of edges; domain filtering alone
blurs structures, whereas radiometric alone distorts structures. A combination
of these pieces of information to boost complementary strengths and to dampen
individual weaknesses is hence important for effective denoising.

In contrast to existing approaches, our method offers the following advantages:

1. Angular Extension: Distinct from scalar images, each voxel location in
DWI is characterized by a spherical function of diffusion signals. This angu-
lar dimension has not been sufficiently explored in existing methods in the
context of denoising. We note that many DWI statistical quantities, such
as anisotropy, are very sensitive to the regularity of the spherical profile.
Inaccuracy in the estimation of these quantities, on which clinical diagnosis
often relies, will potentially result in diagnostic error. We will demonstrate
that this angular dimension is crucial for DWI denoising.

2. Rician Adaptation: The magnitudes of a magnetic resonance (MR) image
is Rician-distributed. Although this distribution can often be conveniently
approximated as Gaussian when the SNR is sufficiently high, this approx-
imation is often implausible in DWI due to the typically lower SNR. Our
formulation takes explicit consideration of the Rician nature of the noise
distribution in DWI for more effective denoising.

3. Low Computation Cost: With our formulation, empirical evidence in-
dicates that it is sufficient to compute signal differences/similarities based
on the individual values alone. Methods such as non-local means (NLM)
filtering [3–6] compares contextual information surrounding a pair of voxel
locations to evaluate the similarity of these voxels. The size of the voxel
neighborhoods that provide this contextual information has to be sufficient
large to ensure sufficient characterization of local structures for distance eval-
uation. From the point of view of DWI, which generates essentially 4D data,
this is clearly computationally prohibitive. The relative simplicity of the al-
gorithm discussed in this paper makes applications in real-world scenarios
much more feasible.

Our evaluation based on software phantoms and in vivo data suggests that SAR
filtering reveals structures that are concealed by noise and produces anisotropy
maps with markedly improved quality.
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2 Method

2.1 SAR Filtering

The SAR filter estimates the denoised signal Ŝ(xi, q̂k) at voxel location xi ∈ R
3

and at angular direction q̂k ∈ S
2 by nonlinear combination of the observed signal

values of voxels in a spatial neighborhood N (xi), i.e., S(xj , q̂l), ∀j : xj ∈ N (xi)
and ∀l : q̂l ∈ S

2. The weights wijkl are carefully formulated so that only values
that are spatially close and radiometrically similar are combined to trade-off
between the retention of image structures, such as edges and corners, and the
removal of noise. The SAR filter is defined as

Ŝ(xi, q̂k) =

√√√√[∑
j,l wijklS2(xj , q̂l)∑

j,l wijkl
− 2σ2

rician

]
+

(1)

where

[a]+ =

{
a, a > 0;

0, otherwise.
(2)

The case (j = i)∧ (l = k) results in a very large weight due to self-similarity and
can be skipped to avoid over-weighting [4]. Note that the squared signal values
are used here so that the statistical bias 2σ2

rician can be removed for unbiased
estimation. This is derived from the fact the second order moment of a Rician
distributed quantity is given as

E(S2) = S2
true + 2σ2

rician, (3)

where Strue is the true signal value. The noise variance σ
2
rician associated with the

Rician distribution [7] can be estimated from the background signal (Strue = 0)

using σ2
rician =

√
〈S2

background〉/2. The determination of weights wijkl is depen-

dent on the spatial, angular, and radiometric relationship of each pair of voxels.
We can hence decompose wijkl as

wijkl = wij,spatial × wkl,angular × wijkl,radiometric. (4)

Each component is discussed in the subsequent sections.

2.2 The Spatio-Angular Component

Spatial coherence arises naturally from the inherent regularity of images of nat-
ural objects and has long been exploited for denoising. The weight related to the
spatial component of the formulation is defined as

wij,spatial = exp

(
−

d2ij
2σ2

spatial

)
. (5)
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where d2ij = ||xi − xj ||2 is the distance between two voxel locations and σ2
spatial

determines the rate of decay of the weight with respect to spatial extent. The
angular component, defined as

wkl,angular = exp
[
κK(xi, q̂k)

(
q̂T
k q̂l

)2]
, (6)

acknowledges the fact that DWI data capture directional information and the
directionality of the image structures should be respected when combining the
signals. Function

K(xi, q̂k) =
||S(xi, q̂k)||2 − 2σ2

rician

maxi,k ||S(xi, q̂k)||2 − 2σ2
rician

(7)

falls within [0, 1] and encourages smoothing of background noise and prevents
over-smoothing of high SNR signals. Equation (5) is in fact a modified form of
the probability density function (PDF) of the Watson distribution [8, 9], which
is a natural choice for characterizing angular distribution. The parameter κ de-
termines the concentration of the distribution. A larger κ value will give a more
pointed distribution, with a greater weight in the direction pointed by q̂k. A
smaller κ value will give a more uniform distribution, allowing signals in differ-
ent directions to be treated more equally.

2.3 The Radiometric Component

Radiometric range information is totally absent in the spatio-angular component.
Combining signal values from the whole range spectrum is detrimental to image
structures, since boundaries of different anatomical entities are often manifested
as steep differences in radiometric range. At a more fine-grained level, resolving
the micro-architecture within each voxel requires a spherical profile of DWI
signals that shows clear delineation between the distinct fiber population. For
this to be possible, again, we need a clear separation in radiometric values. The
appropriate solution to the denoising problem is hence to combine spatio-angular
and radiometric filtering. In our case, the radiometric component is defined as:

(a) (b) (c) (d)

Fig. 1. Denoising the phantom. (a) The fiber orientation distribution functions (ODFs)
of the DWI phantom; (b) The generalized anisotropy map of the phantom; (c) The noise
corrupted phantom with σrician = 5; (d) Result from SAR filtering.
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wijkl,radiometric = exp

(
−|S2(xj , q̂l)− S2(xi, q̂k)|

2σ2
radiometricK(xi, q̂k)

)
. (8)

FunctionK(xi, q̂k) is similarly defined as in the previous section. Note again that
we have chosen to use the squared signal values for comparison in order to avoid
signal-dependent bias due to the Rician-distributed nature of the magnitude
signal.

3 Experiments

In this section, we validate the effectiveness of SAR filtering by using both a
Rician noise corrupted software phantom and also a real image. For all cases, we
set σspatial = 1, κ = 0.5, and σradiometric = σrician.

3.1 Synthetic Data

Phantom. We used a mixture of diffusion tensors to generate a DWI phantom
for representing the crossing of two fiber populations (see Fig. 1(a)). Each fiber
population was simulated by a tensor with λ1 = 1.5 × 10−3mm2/s, λ2 = λ3 =
5× 10−4mm2/s, and b = 2000 s/mm2. The (120) gradient directions were taken
from the in vivo dataset. One group of tensors is oriented in the horizontal
direction and the other in the vertical direction. The two fiber populations cross
at the center of the image. Note that these diffusion parameters were carefully
chosen to mimic the in vivo data.

Generation of Rician Noise. For the signal at each voxel location and gra-
dient direction, we computed the Rician noise corrupted signal S̃ as:

S̃ =
√
(S + n1)2 + (n2)2 (9)

where n1 and n2 are sampled from normal distributions with zero mean and
variance σ2

rician. The value S̃ is a realization of a random variable with a Rician
PDF with parameters S and σrician.

Results. Different levels of Rician noise was applied to the phantom, i.e.,
σrician = 5, 10, 15, 20, 25. The noise-corrupted phantom was then denoised us-
ing SAR filtering. A representation example of the denoising is shown in Fig. 1.
Note that the generalized anisotropy is defined as the standard deviation to
RMS ratio of the signal values. Prior to denoising, the structures in the noise-
corrupted image are buried by the the noise and are hence not readily visible.
SAR filtering clears the noise and brings out the structures. Fig. 2 shows the
RMS errors (averaged over 10 trials) between the denoised phantom and the
original noise-free phantom. SAR filtering consistently reduces the RMS error
for all levels of Rician noise. To demonstrate the importance of the angular com-
ponent, we excluded it by setting wkl,angular = δkl, the Kronecker delta, and
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Fig. 2. RMS errors for different levels of Rician noise

tested the performance of the resulting spatioradiometric (SR) filtering. It is
clear from Fig. 2 that excluding the angular component results in a significant
decrease in denoising performance.

3.2 In Vivo Data

Data Acquisition. Diffusion-weighted images were acquired for 4 subjects
using a Siemens 3T TIM Trio MR Scanner with an EPI sequence. Diffusion
gradients were applied in 120 non-collinear directions with diffusion weighting
b = 2000 s/mm2, flip angle = 90◦, repetition time (TR) = 12,400ms and echo
time (TE) = 116ms. The imaging matrix was 128×128 with a rectangular FOV
of 256×256mm2. 80 contiguous slices with a slice thickness of 2mm covered the
whole brain.

Qualitative Results. Denoising the raw DWI data can lead to greater robust-
ness in subsequent fitting of various diffusion models [5,6,10]. Fig. 3 demonstrates
that denoising the DWI data give significantly greater structural clarity. Note
that in the figure we have included the results for filtering with the full spatial,
angular, and radiometric information (Fig. 3(d)) as well as that without the spa-
tial component (Fig. 3(c)). Although using the full information will generally give
better structural smoothness as well as a cleaner background, filtering without
the spatial component gives comparable results (despite with lesser structural
smoothness) and, more important, a massive improvement in computation speed
(see Section 4). We have also included the result given by denoising without the
angular component (Fig. 3(b)); the resulting filter is conceptually equivalent to
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(a) original data (b) denoised data (w/o angular comp.)

(c) denoised data (w/o spatial comp.) (d) denoised data (SAR)

Fig. 3. Typical denoising results for in vivo data

the bilateral filter [1,2]. It is clear from the the figure that, without considering
the angular component, the result is far from satisfactory.

Quantitative Results. To quantify denoising performance, we evaluated and
compared the contrast of the anisotropy maps before and after denoising. It is
a well-accepted fact that on an anisotropy map the white matter (WM) vox-
els will show the brightest values owing to diffusion anisotropy resulting from
restricted diffusion. This is followed by the gray matter (GM) voxels, which
generally exhibit a lower degree of anisotropy, and then the cerebrospinal fluid
(CSF) voxels, which captures isotropic diffusion. Therefore, on the anisotropy
map, the brightness decreases fromWM, GM, to CSF. Based on this observation,
we used GM as the reference and evaluated how much brighter on average the
WM voxels are and how much dimmer the CSF voxels are. A larger difference in
the average brightness values implies greater contrast. Fig. 4 shows the results
for the 4 subjects using different denoising schemes. The brightness differences
were computed by subtracting the average GM brightness from the average WM
brightness and the average CSF brightness. It can be observed from the figure
that other than SAR and AR filtering, the WM−GM and CSF−GM contrast is
not as expected in the sense that the CSF voxels are in average brighter than
the GM voxels. The diffusion signal for CSF is typical low and a small amount
of noise will cause a large anisotropy value. The original DWI data with no de-
noising are obviously effected by this. The SR and SA filters are not capable
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Fig. 4. Brightness differences for different denoising schemes: No (NIL, ) filtering;
spatial, angular, and radiometric (SAR, ) filtering; angular and radiometric (AR,
) filtering; spatial and radiometric (SR, ) filtering; and spatial and angular (SA,
) filtering. The brightness differences are computed by subtracting the average GM

brightness from the average WM brightness and the average CSF brightness.

of denoising CSF voxels effectively. The results also indicate that, by not con-
sidering the radiometric component, the DWI data can be over-smoothed with
significant loss in angular content, as evident in the marked loss of anisotropy.

4 Computation Time

On a machine with a quad-core 2.2GHz Intel processor, the SAR filter denoised
each 3D DWI volume, corresponding to one gradient direction, in less than 1
minute. By not considering the spatial component and slightly compromising
structural smoothness (i.e., the AR filter), each 3D volume can be denoised in
less than 2 seconds. SAR filtering therefore requires a very modest time cost and
can be easily adapted to clinical settings.

5 Conclusion

We have presented in this paper an effective and efficient denoising algorithm
for raw DWI data. With the plethora of available diffusion models that can be
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fitted to DWI data for varied analysis with increasing sensitivity to structural
variations, DWI denoising is crucial to ensure that the estimation accuracy of
the parameters associated with these models is not affected by noise. Evalua-
tion based on a phantom and in vivo data indicates that SAR filtering reveals
image structures that are hidden in noise and produces white matter structural
images, such as the anisotropy image, with markedly increased quality. The low
computation cost associated with SAR filtering is an added advantage that will
allow quality denoising to be performed in clinical settings.
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Abstract. We propose a new method to improve T1 mapping with re-
spect to the popular DESPOT1 algorithm. A distance function is defined
to model the distance between the pure signal and the measurements in
presence of noise. We use a constrained gradient descent optimization al-
gorithm to iteratively find the optimal values of T1 and M0. The method
is applied to MR images acquired with 2 gradient echo sequences and
different flip angles. The performance of T1 mapping is evaluated both
on phantom and on in vivo experiments.

Keywords: T1 relaxometry, DESPOT1, quantitative analysis, MRI.

1 Introduction

The longitudinal relaxation time, T1, is tissue specific at a given field strength.
It can be measured to identify and differentiate healthy or pathological tissues,
and is particularly relevant for clinical studies involving quantitative MRI anal-
ysis. Hence, T1 relaxometry is now progressively used in neurological studies to
investigate the structural modifications occurring during brain development [13].

Conventionally, T1 maps can be estimated using saturation-recovery (SR) se-
quences with multiple repetition times or on inversion recovery (IR) sequences
with multiple inversion times. However, these conventional sequences require
long acquisition times in order to measure the longitudinal magnetization at
multiple time points. Moreover, long repetition times are needed for accurate T1

measurements.
Several methods have been proposed to bring forth rapid and accurate T1 re-

laxometry. The acquisition of high-resolution T1 maps in a clinically acceptable
time frame has been demonstrated with several approaches [5,14,16]. Currently,
the most popular rapid and high-resolution T1 estimation algorithm is Driven
Equilibrium Single Pulse Observation of T1 (DESPOT1) [10,1], originally intro-
duced in [3] and further investigated by [15,6,7]. Deoni et. al. [6] first extracted
the T1 map from a pair of gradient echo images with optimal flip angles, and
showed that, using DESPOT1, a 3D acquisition of 1×1×1mm3 can be achieved
in less than 8 minutes on a 1.5T scanner.

In practice, however, T1 map estimation can be biased:

P.-T. Yap et al. (Eds.): MBIA 2012, LNCS 7509, pp. 203–214, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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1. The explicit solution of T1 is sensitive to noise, especially in the background
and skull areas where the signal to noise ratio (SNR) is low.

2. Negative and extremely high T1 values may appear in CSF and lesion areas
due to the discontinuity and the locally high derivative of GRE equation.

3. Partial volume effects.
4. Flip angle inaccuracy related to B1 inhomogeneity.
5. T1 changes related to temperature drift.

In this work, we focus on noise sensitivity and on the negative and extremely
high values of T1 (item 1 and 2), and improve T1 mapping with respect to
the popular DESPOT1 algorithm. We propose a constrained distance function
and use a gradient descent optimization algorithm to iteratively estimate the
optimal T1 value. Evaluation on phantom and on in vivo studies indicates the
improvement of the T1 measurement.

2 Basic DESPOT1 Theory

DESPOT1 uses a gradient echo sequence acquisition scheme [6]. The measured
signal can be derived from the following equation:

Sθ =
M0(1− exp(−TR/T1)) sin θ

(1− exp(−TR/T1) cos θ)
(1)

θ: flip angle (MR acquisition parameter)
TR: repetition time (MR acquisition parameter)
Sθ: gradient-echo sequence with flip angle θ (the acquired image)
T1: longitudinal relaxation time (unknown parameter, tissue specific at a
given magnetic field strength)
M0: equilibrium magnetization (unknown parameter, related to tissue and
MR setup)

Sθ can be corrupted by noise, and θ can be inaccurate due to the acquisition
related limitations. As demonstrated in [15], holding TR constant and changing
θ, equation (1) can be reformulated as a simple linear equation

Y = aX + b (2)

in which X and Y are parameterized as Y = Sθ/ sin θ and X = Sθ/ tan θ. The
slope and intercept are

a = exp(−TR/T1), b = M0(1− exp(−TR/T1)) (3)

Thus, we can extract T1 and M0 from a and b

T1 = −TR

ln b
,M0 =

a

1− b
(4)

From equation (2), we can find the explicit solution for T1 and M0 if we have 2
input signals (Sθ1 and Sθ2). Fig. 1 shows that acquiring 2 points Sθ1 and Sθ2, we
can calculate the explicit solution of T1 and M0, and generate a solid curve with
incrementally increasing θ. It should be noted that the factor M0 only changes
the absolute value of the signal intensity Sθ, not the shape of the curve.
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Fig. 1. The simulated plot of signal S from 2 acquisitions (Sθ1, Sθ2) with flip angles θ1
and θ2: θ1 = 5◦, θ2 = 30◦, TR = 15ms, acquired on a human brain

3 Optimized DESPOT1 Method

The basic DESPOT1 algorithm provides an analytical solution for T1 estimation.
However, in the presence of noise, the analytical solution may not be the optimal
value. For example, a background voxel (highly corrupted by noise) in a real brain
image can get Sθ1 and Sθ2 equal to S5◦ = 7 and S30◦ = 3, leading to a T1 value of
2245ms using DESPOT1. However, a calculated T1 on a real gray matter voxel
in the same image equals to 2493ms with S5◦ = 739 and S30◦ = 298. In this
case, the T1 values from the noise and from the signal are very close.

An intuitive method to suppress the influence of noise is to set thresholds to
remove the background and skull signal before applying DESPOT1, and restrict
T1 estimation to a certain range [2]. However, choosing specific thresholds pre-
cludes the use of the method for multicenter studies, involving multiple MRI
systems from different manufacturers with different image contrast and signal
to noise ratio.

In this paper, we introduce an optimization algorithm to estimate the T1

value without any prior knowledge on the images. In fact, if we consider the
basic DESPOT1 algorithm as an optimization process, the analytical solution of
T1 andM0 from equation (2) is actually the solution of the following unconstraint
cost function:

argmin
(T̂1,M̂0)

|Sθ̂ − Sθ|2 (5)

Sθ̂ = [Sθ̂1, Sθ̂2], Sθ = [Sθ1, Sθ2]

Sθ1 and Sθ2 are the 2 input signals in Sect. 2. Sθ̂1 and Sθ̂2 are the 2 estimated
signals following GRE equation

Sθ̂ =
M̂0(1− exp(−TR/T̂1)) sin θ̂

(1− exp(−TR/T̂1) cos θ̂)
(6)
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T̂1 and M̂0 are the estimated T1 and M0, and in the basic DESPOT1 algorithm,
θ̂1 and θ̂2 are set equal to the prescribed flip angles θ1 and θ2.

However, the basic DESPOT1 algorithm does not take into account the small
variations of the flip angles θ1 and θ2 when the MR image is acquired. We
propose to consider the uncertainties of θ̂1 and θ̂2 in the optimization algorithm
to get the optimal T1 values. Besides, in order to remove the possible negative
T1 values and the extremely high T1 values in CSF (details in Sect. 4.1), we add
a constraint for the range of T̂1.

The proposed algorithm is given in the following. We assume that, in the
presence of noise, there are optimal values for the parameters (T̂1, M̂0, θ̂1, θ̂2)
with respect to an appropriate distance function. A constrained gradient descent
optimization algorithm is used to find the minimum of this cost function. The
distance function is defined as:

argmin
(θ̂,T̂1,M̂0)

[
λ|θ̂ − θ|2 + (1− λ)|Sθ̂ − Sθ|2

]
(7)

with θ̂ = [θ̂1, θ̂2], θ = [θ1, θ2], Sθ̂ = [Sθ̂1, Sθ̂2], Sθ = [Sθ1, Sθ2]

– Sθ1 and Sθ2 are the acquired MR images
– Sθ̂1 and Sθ̂2 are the estimated MR images
– θ1 and θ2 are the prescribed flip angles
– θ̂1 and θ̂2 are the estimated flip angles
– T̂1 and M̂0 are the estimated T1 and M0

– θ̂, T̂1, M̂0 and Sθ̂ follow the GRE equation (6)
– λ is a constant scale factor to balance the 2 terms in the distance function
– We constrain T̂1 in the range of [1, 5000] based on prior knowledge on human

body at 3T [9,4,12].

The algorithm starts from the initial values of (T̂1 = 1, M̂0 = 0, θ̂1 = θ1, θ̂2 = θ2),
and iteratively finds the first minimum. We allow the optimization to vary around
nominal values of θ1 and θ2 because of the uncertainties on these parameters
(modeled as noise here). We found that it is necessary to include the estimation

of θ̂1 and θ̂2 in the distance function in order to get the optimal value of T1.

4 Results

We tested our algorithm on in vivo MR acquisitions performed on a 3T Siemens
Verio (VB17) scanner with a 32-ch head coil. T1 relaxation was calculated based
on two gradient echo sequences acquired with flip angles of 5◦ and 30◦ as well
as a repetition time of 15ms [8]. The voxel size was 1.3× 1.3× 3.0mm3.

4.1 Synthetic Experimental Results on Sample Points

We found that our proposed algorithm is efficient to correct 3 typical types of
errors in T1 mapping.
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(a) Error 1: T1 ≤ 0 (b) Optimized results for error 1

(c) Error 2: Extremely high T1 (d) Optimized results for error 2

(e) Error 3: Voxels with low SNR (f) Optimized results for error 3

Fig. 2. Left column gives 3 different kinds of errors in the basic DESPOT1 method.
Right column gives the corresponding results of optimized DESPOT1 algorithm. The
(Sθ1, Sθ2) pairs are chosen from in vivo brain measurements.
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Error 1: T1 ≤ 0 which is not possible (Fig. 2(a)). This error usually occurs in
lesion and CSF areas. Since we are interested in the further study of these
lesions, such errors should be removed before quantitative analysis.

Error 2: Extremely high T1 values, e.g. above 20000ms in CSF, which are not
expected (Fig. 2(c)).

Error 3: Sθ1 and Sθ2 are pure noise, and the estimated T1 value should be
close to 0 (Fig. 2(e)). This error usually occurs in background areas and the
air-filled cavities in the skull.

Fig. 2(b,d,f) shows the improvement over the basic DESPOT1 algorithm for
these 3 types of errors. The sample points are chosen from in vivo brain mea-
surements.

4.2 Phantom Experimental Results

We performed phantom experiments to quantitatively evaluate the results of T1

estimation. The TO4 phantom of the SpinSafety test-objects1 is made especially
for T1 accuracy assessment [11]. It contains 12 tubes filled with solutions having
known T1 relaxation times. The tube numbers are shown in Fig. 3(a). Tubes
1, 6, 9, 10 and 11 have T1 values similar to the human brain (see reference T1

values in Tab. 1). It should be noted that the reference T1 values have a variance
of 20%.

We compared the T1 maps with the basic DESPOT1, DESPOT1 with thresh-
olds and our algorithm (Fig. 3). The empty tube (Air) is not visible in Fig. 3(b)
with basic DESPOT1, but we can see it clearly in Fig. 3(d) with the proposed
method. Tube 6, 7 and 8 can be clearly identified in Fig. 3(d). There is also
a bulb of the thermometer which was used to monitor the temperature dur-
ing the acquisition. The bulb is clearly identified in the T1 map of optimized
DESPOT1 showing that the proposed method can be used for target identifi-
cation. Optimized DESPOT1 yields improved results as compared to the basic
DESPOT1 and DESPOT1 with thresholds. We also found that even there is an
obvious intensity bias in Sθ1 and Sθ2 (see the intensity variation in Fig. 3(a)),
the estimated T1 map is not very sensitive to the bias effect.

We found that the histogram of the T1 values in each tube can be modeled as
a Gaussian distribution. We utilize an iterative least squares method to estimate
the mean value μ and standard deviation σ from the histogram of each tube. We
found that the results from the basic DESPOT1 and DESPOT1 with thresholds
are not significantly different from our optimized algorithm inside each tube.
The estimated μ and σ for the optimized DESPOT1 method, together with the
reference T1, are given in Tab. 1.

The relative deviation (RD) is between 10% and 16% in all the cases. Given
the fact that the reference T1 value is known with 20% accuracy, we believe
that the estimated μ falls well in the range of the reference value. The standard
deviation is small (< 20) in most cases, except from tubes with high reference T1

1 The SpinSafetyR© test-objects (Spin Safety Ltd, Rennes, France) is a commercially
available version of the Eurospin test-objects.
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(a) The input Sθ1 (b) Basic DESPOT1

(c) DESPOT1 with thresholds [2] (d) Optimized DESPOT1

Fig. 3. Comparison of the T1 maps from the basic DESPOT1, DESPOT1 with thresh-
olds and optimized DESPOT1 on the TO4 SpinSafety phantom

Table 1. Quantitative analysis of the precision of T1 map for the proposed method: R
is the reference T1 value (20% variance), μ the estimated mean value and δ the standard
deviation for Gaussian modeling. RD is the relative deviation defined by |μ−R|/R (%)

Tube R(ms)
Estimating T1 (ms)

RD (%)
μ δ

1 107 94.6334 6.6591 11.5576

2 115 102.8524 3.4007 10.5631

3 98 86.4381 3.4564 11.7979

4 91 80.0732 3.6266 12.0075

5 162 143.2431 3.2002 11.5783

6 301 258.3710 6.6461 14.1624

7 360 309.7457 10.3142 13.9595

8 518 447.2865 18.0648 13.6513

9 703 599.4820 14.3356 14.7252

10 770 652.4993 24.4054 15.2598

11 1092 951.1581 40.9323 12.8976
12 719 607.3630 21.9891 15.5267
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(a) Basic DESPOT1 (b) DESPOT1 with
thresholds

(c) Optimized DESPOT1

Fig. 4. Comparison of the T1 maps with different methods: Lesion area

(a) Basic DESPOT1 (b) DESPOT1 with
thresholds

(c) Optimized DESPOT1

Fig. 5. Comparison of the T1 maps with different methods: CSF area

(a) Basic DESPOT1 (b) DESPOT1 with
thresholds

(c) Optimized DESPOT1

Fig. 6. Comparison of the T1 maps with different methods: Low SNR area
DESPOT1 with thresholds and optimized DESPOT1 remove the discontinuity effect
of black holes in lesions and CSF (near arteries). Optimized DESPOT1 shows the best
performance to suppress noise in the lower part of the brain and preserve the tissue
signal with low SNR.
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(a)
Optimized T1 (pre USPIO)
[1ms, 5000ms]

(b)
Optimized M0 (pre USPIO)
[0, 19876]

(c)
Optimized T1 (post USPIO)
[1ms, 5000ms]

(d)
Optimized M0 (post USPIO)
[0, 20414]

(e) Contrast image: a−c
[-4671ms, 4999ms]

(f) Contrast image: b−d
[-10085, 10315]

Fig. 7. T1 maps and M0 images before and after the injection of USPIO. [min, max]
gives the range of the colorbar for each image.
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values (tube 10,11,12). Considering tube 11 with the highest reference T1 value
(1092ms), the corresponding standard deviation is over 40. This shows that the
variation is increasing as the T1 value increases.

4.3 Brain T1 Mapping

We compared our algorithm with the basic DESPOT1 and DESPOT1 with
thresholds on multiple sclerosis (MS) patients.

The results of the basic DESPOT1 are very sensitive to noise. DESPOT1
with thresholds shows improved results but the thresholds need to be chosen
carefully not to preclude T1 estimation in tissue regions with low SNR, such as
the vessels in the lower part of the brain (Fig. 6(b)). Our proposed method is
well adapted to suppress noise in the air. It is also effective to preserve the tissue
signal with low SNR in noisy regions, and it removes the discontinuity effect of
black holes in lesions and CSF.

Optimized DESPOT1 algorithm improves the brain T1 mapping in 3 aspects.

1. Remove the black holes in lesions (Fig. 4).
2. Improve the identification of arteries which are surrounded by CSF in the

lower part of the brain (Fig. 5).
3. Suppress noise in low SNR areas, for example the air filled cavities in the

skull (Fig. 6).

4.4 Results on One MS Patient (USPIO)

The proposed method was applied to one multiple sclerosis (MS) patient who
underwent on experimental study where the T1 relaxometry data were recorded
before and after the injection of USPIO (ultra small superparamagnetic iron
oxide particles) contrast agent.

An example of the estimated difference of T1 map according to the proposed
method is shown in Fig. 7. We found clear difference in the T1 map before and
after the injection of USPIO. The M0 images calculated by our algorithm, as
well as the difference, are also given in Fig. 7. The lesion area is clearly enhanced
by the presence of USPIO in both T1 and M0. On the M0 image, the contrast
between CSF and white matter is coherent with the variation of proton density
in the different tissues. It can be noted that the M0 image is more sensitive to
the inhomogeneity bias in the native images than the quantitative T1 map.

5 Conclusion

We proposed an optimized DESPOT1 algorithm to estimate the T1 relaxom-
etry maps for human brain. This is performed by optimizing a new distance
function to estimate the optimal values of T1 and M0 in presence of noise. A
constraint gradient descent optimization algorithm is provided to give reliable T1

estimation. Experimental results on phantom, synthetic relaxometry data and
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real brain measurements utilizing our algorithm show clear improvement over
standard methods. Further work will focus on discussing the effect of initializa-
tion, the computation burden, extending the algorithm and assessing the method
on a large database of MS patients. The framework will also be extended to T2
and T2* relaxometry mapping.
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Abstract. Non-invasive measurement of Cerebral Blood Flow (CBF) is
now feasible thanks to the introduction of Arterial Spin Labeling (ASL)
Magnetic Resonance Imaging (MRI) techniques. To date, the low signal-
to-noise ratio of ASL gives us no option but to repeat the acquisition in
order to accumulate enough data to get a reliable signal. Perfusion signal
is usually extracted by averaging across the repetitions. However, due to
its zero breakdown point, the sample mean is very sensitive to outliers.
A single outlier can thus have strong detrimental effects on the sample
mean estimate.

In this paper, we propose to estimate robust ASL CBF maps by
means of M-estimators to overcome the deleterious effects of outliers.
The behavior of this method is compared to z-score thresholding as rec-
ommended in [8]. Validation on simulated and real data is provided.
Quantitative validation is undertaken by measuring the correlation with
the most widespread technique to measure perfusion with MRI: Dynamic
Susceptibility weighted Contrast (DSC).

1 Introduction

Arterial Spin Labeling (ASL), a Magnetic Resonance Imaging (MRI) technique
introduced in the early 1990s, allows non-invasive quantification of Cerebral
Blood Flow (CBF) [2]. Contrary to Dynamic Susceptibility weighted Contrast
(DSC), the most widespread technique to measure perfusion with MRI, ASL
does not rely on the injection of an exogenous contrast agent.

During the ASL acquisition, blood water, used as an endogenous tracer, is
labeled with a radio-frequency pulse in the neck of the patient. After a delay
of a few hundred of milliseconds, called inversion time, a labeled image of the
brain is acquired. A control image is acquired without prior labeling and the
difference between control and label image leads to a perfusion weighted image.
A model is then applied to this image to obtain a quantification of CBF. Besides
the absence of allergic reaction risk compared to DSC, ASL is particularly well
suited for longitudinal studies or studies on patients with difficult venous access
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such as children. However this comes at the cost of low signal to noise ratio
(SNR) and lower spatial resolution than DSC.

Due to the low SNR of the ASL sequence, a single pair of control and label
image is not sufficient to measure perfusion. The acquisition is usually repeated
several times, leading to R pairs of images (usually R≥30). Perfusion information
is then usually extracted by pair-wise subtracting the control and label images
and averaging across the repetitions.

Though sample average, as an unbiased estimate of mean, ensures convergence
as R grows, it has a zero breakdown point and is thus very sensitive to outliers. In
particular, sudden subject motion may not be correctly corrected by registration
and cause strong corolla-shaped artefacts. To avoid the detrimental effects that
a few abnormal repetitions could have in the final perfusion map, it is often
suggested to ignore the volumes corresponding to the motion peaks using an
appropriate threshold [7]. However the choice of these thresholds is empirical
and there is no common rule across studies nor automatic methods to tune
these ad-hoc parameters. In [8], the authors proposed an automatic algorithm
for outlier rejection in ASL perfusion series based on z-score thresholding at
the volume (or slice) level. Their method produced satisfactory results on a
qualitative validation based on ratings made by medical experts.

How to appropriately deal with outliers has been largely studied in the statis-
tical literature and a large range of methods has emerged. Z-score is known to be
sensitive upon sample size and is suffering from masking effects when more than
one outliers is present in the serie [6]. Indeed, in a dataset containing more than
one outlier, the standard deviation estimate will be artificially inflated which
may prevent z-score based outlier detection. On the other hand, M-estimators
are robust techniques to estimate location and scale in the presence of outliers [5].
We focus on Huber’s M-estimator [3], as it is the most widely used.

In this paper, we propose to estimate robust ASL CBF maps by means of
Huber’s M-estimator. This method is compared to z-thresholding as proposed
in [8]. Validation is undertaken by measuring the voxel-to-voxel correlation be-
tween ASL CBF maps and DSC CBF maps as an affine relationship is expected
between these estimates of CBF [9].

Section 2 presents the statistical methods and the validation procedure. Sec-
tion 3 presents the results on simulated data and on real datasets from patients
diagnosed with brain tumors.

2 Material and Methods

2.1 Robust CBF Map Creation

Starting from a perfusion-weighted serie, namely a 4D volume made of the R rep-
etitions obtained after pair-wise subtracting the control and label scans, the ob-
jective is to compute a single perfusion weighted volume. This section presents
z-score thresholding and M-estimators as statistical method to compute robust
CBF maps.
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Z-Score Thresholding. In [8], an outlier rejection algorithm based on z-scores
is proposed in order to remove outliers from the perfusion-weighted serie. The
outlier rejection is performed both on a volume-by-volume and a slice-by-slice ba-
sis. For each volume (respectively slices) v, the mean μv and standard deviation
σv of in-brain voxel intensities is computed. Assuming a gaussian distribution of
μv and σv, a volume is then rejected if:

|μv| > avgRi=1(μi) + 2.5 avgRi=1(μi),

or σv > avgRi=1(σi) + 1.5 stdR
i=1(σi) (1)

where avg and std stand for the sample mean and sample standard deviation.
The constants 1.5 and 2.5 were determined empirically. To avoid over-filtering,
series verifying ln(maxRi=1(σi) − minRi=1(σi)) < 1 are not searched for outliers.
Once the outliers are identified, the perfusion map is then computed by averaging
the remaining repetitions.

M-Estimators. Another solution to deal with outliers is to employ robust
statistics such as M-estimators, which will not be overly influenced by outliers.
In [3], M-estimators are defined, given a function ρ, as solutions θ̂ of:

θ̂ = argmin
θ

( n∑
i=1

ρ(xi, θ)
)
. (2)

If ρ is differentiable, and ψ is its derivative then eq. (2) can be solved by finding
the root of:

n∑
i=1

ψ(xi, θ) = 0. (3)

The sample average can be seen as an M-estimator with ρ(xi, θ) = (xi− θ)2 and

ψ(xi, θ) = 2(xi − θ) leading to θ̂ =
∑n

i=1 xi

N .
The M-estimator of location proposed by Huber in [3] is defined by:

ψ(xi, θ) = γ
(xi − θ

σ

)
where γ(x) =

⎧⎪⎨⎪⎩
−k, x < −k

x, −k < x < k

k, x > k

(4)

k will be set to 1.345 throughout this paper corresponding to 95% efficiency in
gaussian data [4]. Likewise, σ is estimated by a robust estimator: the median
absolute deviation divided by 0.6745. Huber’s M-estimator is applied voxel by
voxel on the perfusion weighted serie to obtain the robust perfusion weighted
map.

2.2 Validation

Simulated Data. In order to assess the efficiency of each technique, we gen-
erated simulated data with a known quantity of outliers based on two real
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datasets. Outliers were drawn from a uniform distribution with extrema (-
100;100). These values were determined empirically. Indeed, in an uncorrupted
perfusion-weighted map, the values usually range between -10 and +10 and voxel
standard deviation can in fact be up to 50. Also, by looking at the values of iden-
tified outliers in a real dataset, we found values as big as 300 in absolute value.

As data corruption usually affects multiple voxels per volume [8], outlier sim-
ulation was undertaken by corrupting from 0% to 50% percent of the volumes.
We will refer lately to these volumes as outlier volumes. Then, 2%, 20% or 50%
of the voxels in each outlier volume were replaced by random outliers leading
to low, medium and high level of volume corruption respectively. Each simula-
tion was repeated 30 times in order to get estimates of the standard deviation.
Simulated data were based on two real datasets as described below.

The first dataset was a perfusion-weighted serie with a large number of rep-
etitions, R=250, from a healthy subject. The perfusion-weighted map obtained
by averaging the 250 repetitions was considered as the ground truth. The 60 first
volumes of the serie were extracted and used as dataset for robust CBF map
estimation. The quality of the maps produced by each method was measured in
term of sum of square difference (SSD) with the estimated ground truth.

The second dataset was built on the perfusion-weighted map of one patient
diagnosed with a brain tumor. The original ASL CBF map of this subject pre-
sented few artefacts identified by visual inspection and a very low level of mo-
tion (<0.5mm and <0.2◦ in all directions). As DSC is currently the reference
method to estimate perfusion with MRI, the quality of the maps produced by
each method was measured by computing the Pearson linear correlation coeffi-
cient with the DSC CBF map. This assumes an affine relationship between CBF
maps produced by ASL and DSC [9].

Experiments on Real Clinical Data Sets. The efficiency of both algorithms
was estimated on a dataset of 14 perfusion-weighted maps of patients diagnosed
with brain tumors. The quality of the ASL CBF map was assessed by voxel-to-
voxel correlation with the DSC CBF map.

2.3 Data

Data: 14 patients diagnosed with brain tumors were involved in this study.
Data acquisition was performed on a 3T Siemens Verio MR scanner with a 32-
channel head-coil. Patients were scanned in the context of clinical practice. The
imaging protocol included a 3D T1-weighted anatomical sequence (TR: 1900ms,
TE: 2.27ms, FOV: 256 x 256 x 176mm3, flip angle: 9◦, resolution: 1 x 1 x 1mm3),
a PICORE Q2TIPS sequence with crusher gradients (TR: 3000ms, TE: 18ms,
FOV: 192 x 192mm2, flip angle: 90◦, in plane resolution: 3x3mm2, slice thick-
ness: 7mm, inter-slice gap: 0.7mm, TI: 1700ms, TIwd: 700ms, R = 60), a DSC se-
quence (GRE EPI, TR: 1500ms, TE: 30ms, FOV: 230 x 230mm2, flip angle: 90◦,
in plane resolution: 1.8 x 1.8mm2, slice thickness: 4mm, inter-slice gap: 1.2mm)
and 3D T1-weighted post gadolinium sequence (TR: 1900ms, TE: 2.27ms, flip
angle: 9◦, FOV: 250 x 250 x 176mm3, resolution: 1 x 1 x 1mm3).
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1 healthy subject was involved in this study, the imaging protocol included
a 3D T1-weighted anatomical sequence (same parameters as above) and a
PICORE Q2TIPS sequence with crusher gradients (TR: 2500ms, TE: 19ms,
flip angle: 90◦, in plane resolution: 3x3mm2, slice thickness: 7mm, inter-slice
gap: 0.7mm, TI: 1800ms, TIwd: 700ms, R = 250).

Pre-processing: Image pre-processing was performed using SPM8 (Wellcome
Department of Imaging Neuroscience, University College, London) Matlab tool-
box. A six-parameter rigid-body registration of the ASL volumes was carried
out in order to reduce undesired effects due to subject motion. Coregistration
on grey matter map was then performed based on normalised mutual informa-
tion. The average of unlabeled volumes was used to estimate the geometrical
transformation to apply to each volume.

The 60 unlabeled and labeled ASL volumes were pair-wise subtracted in order
to obtain a perfusion weighted serie per subject. Robust ASL perfusion-weighted
map was then carried out as described in section 2. A standard kinetic model [1]
was then applied in order to obtain quantitative ASL CBF maps.

The DSC images were processed using MR manufacturer software by manually
choosing an arterial input function to calculate CBF and mean transit time maps.
Similarly to ASL, DSC CBF maps were coregistered on grey matter maps.

3 Results

3.1 Validation on Simulated Data

Dataset with 250 Repetitions: Figure 1 presents the simulation study based
on a healthy subject data. The performances of sample average, z-score thresh-
olding [8], and Huber’s M-estimator are assessed by measuring the SSD of the
ASL CBF map with the ground truth estimated by averaging a large number of
repetitions.

As described in fig. 1, with a medium or a high level of corruption, z-score
thresholding and Huber’s M-estimator perform equally and better than averag-
ing until 20% of volumes are corrupted. If more than 20% of the volumes are
affected by outliers, then M-estimators provide better estimates than both z-
score thresholding and averaging. The robust M-estimator CBF map is closer to
the ground truth and less sensitive in an increase in the number of outliers. The
same behavior is observed with a low number of corrupted voxels per volume
except that the separation point is at 5% of corrupted volumes instead of 20%.
The lower performances of z-thresholding when the number of corrupted vol-
umes exceed 20% (or 5% with low corruption) is a consequence of the masking
effect which penalize this estimator when several outliers are present in the se-
rie. Moreover, the performance of Huber’s M-estimator always depicts a smaller
variance than z-thresholding.
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Both Huber’s M-estimator and z-score thresholding provide better estimate
than the sample average. As the level of corruption per volume decreases, the
separation point between Huber’s M-estimator and z-score thresholding tends
to become lower. This can probably be explained by the fact that the method
proposed in [8] is based on a global mean and standard deviation estimate per
volume (or slice) and is therefore less suited to detect lowly corrupted volumes.

Fig. 1. Healthy subject dataset with simulated outliers: SSD of ASL CBF map, com-
puted by M-estimator, z-score thresholding [8] and sample average, with the estimated
ground truth. Low, medium and high level of volume corruption, from 0% to 50% of
corrupted volumes. In all configuration Huber’s M-estimators is either better or as good
as z-thresholding to estimate robust CBF maps. In the presence of outliers, Huber’s
M-estimator is always more accurate than the sample average.
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Fig. 2. Patient dataset with simulated outliers: correlation of ASL CBF map, computed
by M-estimator, z-score thresholding [8] and sample average, with the DSC CBF map.
Low, medium and high level of volume corruption, from 0% to 50% of corrupted vol-
umes. The white arrow points the tumor site. A similar behavior as for healthy subject
simulation (fig. 1) is observed outlining that correlation with DSC CBF is a valuable
indicator to measure the quality of the ASL CBF estimates.

Simulation Based on Pathological Data: Figure 2 presents the simulation
study based on pathological data of a subject suffering from a brain tumor.
The performances of sample average, z-score thresholding [8], and Huber’s M-
estimator are assessed by measuring the correlation coefficient of ASL CBF with
DSC CBF.

The simulation involving a high level of volume corruption leads to very simi-
lar results than the one obtained in the previous section on healthy subject data.
Both Huber’s M-estimator and z-thresholding perform better than averaging un-
til 20% of corrupted volumes. After this threshold, z-thresholding performances
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Table 1. Real clinical dataset: correlation coefficient with DSC CBF map of ASL
CBF map computed by M-estimator, z-score thresholding [8] and sample average in
14 patients diagnosed with brain tumors. Last column: mean and standard deviation
across subjects.

Patients 1 2 3 4 5 6 7 8 9 10 11 12 13 14 Mean ± std.

Huber M-est. .45 .32 .29 .51 .52 .34 .28 .12 .14 .27 .35 .16 .17 .17 .29 ± .13
z-score thresh. .45 .24 .27 .53 .51 .35 .28 .15 .14 .30 .35 .18 .16 .20 .29 ± .13

Average .46 .25 .20 .42 .52 .31 .25 .12 .14 .25 .32 .13 .17 .12 .26 ± .13

drop until reaching the same correlation as the sample average for 30% of out-
lier volumes. This result suggests that correlation with DSC is a good measure
of ASL CBF map quality. For medium level of volume corruption, the same
tendency is observable.

With a low level of volume corruption, the trend is less clear. Overall the
correlation coefficient seems much less affected by the increasing number of out-
liers. Z-score thresholding and Huber’s M-estimator are both better estimator
of the mean than the sample average. Z-score thresholding however displays a
higher variance in its performance estimates. In comparison with the previous
simulation study, there is probably a higher level of noise in the so-called “un-
corrupted” pathological data than in the “uncorrupted” healthy subject data.
The inherent higher level of noise in pathological data might prevent the correct
detection of low level of volume corruption.

Fig. 3. Example of robust CBF map in one patient: three contiguous axial slices are
depicted. White arrows outlines large artefacts presents in the averaged perfusion-
weighted map and correctly corrected by both z-score thresholding and M-estimator.
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3.2 Validation on Real Data

Table 1 presents the correlation coefficient obtained for 14 patients diagnosed
with brain tumors. Overall, there is a significant improvement of both Huber’s M-
estimator (p=0.007) and z-score thresholding (p=0.010) over the sample average
(paired two sample t-test). In this dataset, there was no significant difference
between the two filtering methods (paired t-test p=0.84).

Fig. 3 presents an example of robust ASL CBF maps in which motion artefacts
are significantly reduced by both Huber’s M-estimator and z-thresholding.

4 Conclusion

We studied the ability of Huber’s M-estimator to compute robust CBF maps
in ASL. The behavior of this estimator was studied in both simulated and
real clinical datasets and compared to an outlier removal technique based on
z-thresholding previously introduced in the ASL literature [8].

Out of this study, it is confirmed that outlier filtering, either via outlier re-
moval or M-estimation, provides more robust CBF maps than the sample aver-
age. Though, on real clinical datasets, both robust methods performed equally,
the simulation study clearly stated the superior robustness of M-estimators over
z-score thresholding. Overall Huber’s M-estimates are either as good as or better
than z-thresholding and are always less variable.

As M-estimators are able to deal with a broader range of outliers, we recom-
mend the use of M-estimators as robust method to compute ASL CBF maps.
This study focused on patients diagnosed with brain tumors, as DSC sequence
is part of their routine clinical protocol. Other pathologies might be related
with different outlier patterns and a larger validation study on real datasets is
therefore needed in order to outline the cases in which M-estimator will have a
significantly better behavior than z-thresholding. Future work will also investi-
gate the effect of other types of M-estimators like Tukey’s Biweight.
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Ferré, Jean-Christophe 203, 215
Filippi, Massimo 18

Guo, Lei 167, 185
Guo, Qimiao 94

Hadjidemetriou, Stathis 157
Hampel, Harald 18
Hauenstein, Karlheinz 18
He, Xiaofu 134
Henning, Jürgen 157
Hu, Xintao 167
Huang, Heng 1

Iglesias, Juan Eugenio 115

Jack, Clifford R. 41
Jahanshad, Neda 29, 41
Jia, Hongjun 185
Jie, Biao 175
Jin, Yan 147

Kang, Hakmook 77
Kilimann, Ingo 18

Kim, Sungeun 1
Kirste, Thomas 18
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