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Preface

The Organizing Committee of the 5th International Conference on Intelligent
Robotics and Applications aimed to facilitate interaction among participants
in the field of intelligent robotics, automation, and mechatronics. Through this
conference, the committee intended to enhance the sharing of individual experi-
ences and expertise in intelligent robotics with particular emphasis on technical
challenges associated with varied applications such as biomedical applications,
industrial automations, surveillance, and sustainable mobility.

The 5th International Conference on Intelligent Robotics and Applications
was most successful in attracting 271 submissions addressing state-of-the-art
developments in robotics, automation, and mechatronics. Owing to the large
number of submissions, the committee was faced with the difficult challenge of
selecting the most deserving papers for inclusion in these lecture notes and for
presentation at the conference, held in Montreal, Canada, October 3–5, 2012.
For this purpose, the committee undertook a rigorous review process. Despite
the high quality of most of the submissions, a total of 197 papers were selected
for publication in 3 volumes of Springer’s Lecture Notes in Artificial Intelligence,
a subseries of Lecture Notes in Computer Science.

The selected articles were submitted by scientists from 25 different countries.
The contribution of the Technical Program Committee and the referees is deeply
appreciated. Most of all, we would like to express our sincere thanks to the
authors for submitting their most recent work and the Organizing Committee
for their enormous efforts to turn this event into a smoothly running meeting.
Special thanks go to Concordia University for their generosity and direct support.
Our particular thanks are due to Mr. Alfred Hofmann and the editorial staff of
Springer-Verlag for enthusiastically supporting the project.

We sincerely hope that these volumes will prove to be an important resource
for the scientific community.

July 2012 Chun-Yi Su
Subhash Rakheja

Honghai Liu



Conference Organization

International Advisory Committee

Jorge Angeles McGill University, Canada
Suguru Arimoto Ritsumeikan University, Japan
Hegao Cai Harbin Institute of Technology, China
Tianyou Chai Northeastern University, China
Clarence De Silva University of British Columbia, Canada
Han Ding Huazhong University of Science and Technology,

China
Sabina Jeschke RWTH Aachen University, Germany
Ming Li National Natural Science Foundation of China,

China
Zhongqin Lin Shanghai Jiao Tong University, China
Ding Liu Xi’an University of Technology, China
Jinping Qu South China University of Technology, China
Bruno Siciliano University of Naples, Italy
Mohammad Siddique Fayetteville State University, USA
Mark W. Spong University of Texas at Dallas, USA
Kevin Warwick University of Reading, UK
Ming Xie Nanyang Technological University, Singapore
Youlun Xiong Huazhong University of Science and Technology,

China

General Chairs

Chun-Yi Su Concordia University, Canada
Rama B. Bhat Concordia University, Canada
Xiangyang Zhu Shanghai Jiao Tong University, China

Program Chairs

Subhash Rakheja Concordia University, Canada
Jangmyung Lee Pusan National University, South Korea
Camille Alain Rabbath DRDC, Canada

Publicity Chairs

Tongwen Chen University of Alberta, Canada
Li-Chen Fu National Taiwan University, Taiwan
Shuzhi Sam Ge National University of Singapore, Singapore



VIII Conference Organization

Naoyuki Kubota Tokyo Metropolitan University, Japan
Kok-Meng Lee Georgia Institute of Technology, USA
Ning Xi City University of Hong Kong, Hong Kong
Xiaohua Xia University of Pretoria, South Africa
Peter Xu University of Auckland, New Zealand
Huayong Yang Zhejiang University, China
Bin Yao Purdue University, USA
Xinghuo Yu Royal Melbourne Institute of Technology,

Australia
Chaohai Zhang Harbin Institute of Technology, China

Organized Session Chairs

Mirco Alpen Helmut Schmidt University, Germany
Shengyong Chen Zhejiang University of Technology, China
Weidong Chen Shanghai Jiao Tong University, China
Xiang Chen University of Windsor, Canada
Xinkai Chen Shibaura Institute of Technology, Japan
Mingcong Deng Tokyo University of Agriculture and Technology,

Japan
Jun Fu Massachusetts Institute of Technology, USA
Xin Fu Zhejiang University, China
Haibo Gao Harbin Institute of Technology, China
Yueming Hu South China University of Technology, China
Yangmin Li University of Macau, Macau, SAR China
Zhijun Li South China University of Technology, China
Guangjun Liu Ryerson University, Canada
Xinjun Liu Tsinghua University, China
Daniel Schilberg RWTH Aachen University, Germany
Yandong Tang Shengyang Institute of Automation, CAS, China
Danwei Wang Nanyang Technological University, Singapore
Enrong Wang Nanjing Normal University, China
Caihua Xiong Huazhong University of Science and Technology,

China
Simon Yang University of Guelph, Canada
Hongnian Yu Staffordshire University, UK
Jianhua Zhang Shanghai University, China
Youmin Zhang Concordia University, Canada
Limin Zhu Shanghai Jiao Tong University, China

Publication Chairs

Honghai Liu University of Portsmouth, UK
Xinjun Sheng Shanghai Jiao Tong University, China



Conference Organization IX

Award Chair

Farhad Aghili Canadian Space Agency, Canada

Registration Chairs

Zhi Li Concordia University, Canada
Sining Liu Concordia University, Canada

Finance Chair

Ying Feng South China University of Technology, China

Local Arrangement Chairs

Wen-Fang Xie Concordia University, Canada
Chevy Chen Concordia University, Canada

International Program Committee

Amir Aghdam Concordia University, Canada
DongPu Cao Lancaster University, UK
Qixin Cao Shanghai Jiao Tong University, China
Jie Chen Beijing Institute of Technology, China
Mingyuan Chen Concordia University, Canada
Zuomin Dong University of Victoria, Canada
Guangren Duan Harbin Institute of Technology, China
Shumin Fei Southeast University, China
Gang Feng City University of Hong Kong, China
Huijun Gao Harbin Institute of Technology, China
Luis E. Garza C. Tecnológico de Monterrey, México
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Joachim Horn
Mir Amin Hosseini
Qinglei Hu
Yonghui Hu
Jin Hu
Chunqing Huang
Jidong Huang
Aitore Ibarguren
Satoshi Iwaki



XII Conference Organization

Markus Janssen
Qiuling Jia
Ying Jin
Balajee Kannan
Jun Kanno
Bijan Karimi
Mohammad Keshmiri
Sungshin Kim
Alexandr Klimchik
Yukinori Kobayashi
Tim Köhler
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Abstract. A new kind of functional electrical stimulation (FES) rehabilitation 
system is presented in this paper, which can assist the paralyzed patients caused 
by stroke to perform specific exercise following the therapist’s intention. The 
master-slave rehabilitation concept is firstly introduced into the FES system. 
This system consists of a master unit and a slave unit, and the two units are 
connected through wireless communication. Surface electromyography (sEMG) 
of the master side (therapist) is used as the control command for slave side 
(patients). Experiments are conducted on the upper limb of healthy subjects and 
the performance is satisfactory. The system exhibits four useful features: 
noninvasive technique, master-slave control, wireless communication, and "one 
to N" training mode. 

Keywords: FES, EMG, Rehabilitation, Master-slave, Wireless control. 

1 Introduction 

According to the World Health Organization (WHO) and other leading reports, the 
number of stroke patients is about 5.8 million each year and altogether there are about 
300 million stroke patients all over the world [1]. Physical or exercise therapy is a 
very important and effective method in early rehabilitation stage for paralyzed 
patients. In traditional rehabilitation, the movement of stroke patients is accomplished 
under the therapist's help. Generally it relies on some simple mechanical instruments. 
In this way, the patient is passive to generate the movement, which requires physical 
therapists to contribute a very heavy physical labor. As an alternative choice, 
functional electrical stimulation (FES) technique is becoming more and more 
important in rehabilitation field, and it has been widely recognized by the medical 
rehabilitation professions for its good performance in the limb rehabilitation [2].  

FES uses electrical pulses of low level for restoration of motor function by 
activating skeletal muscle to generate the desired movements for paralyzed patients. 
FES was usually controlled by manual of either a therapist or a patient, which heavily 
depends on the continuous attention of the therapist or patient manipulation. In recent 
years, some new technologies such as bio-sensor technology made FES more 
                                                           
* Corresponding author. 
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advanced and popular. For example, electromyography (EMG) plays an important 
role as a source to control FES. EMG is a technique for evaluating and recording the 
electrical activity produced by skeletal muscles and it detects the electrical potential 
generated by muscle cells if muscle cells are activated [3]. Surface EMG (sEMG) is 
mainly applied in artificial limb (prosthesis) control and has achieved a big success in 
previous research. Differently, for FES control, EMG may bring some new challenges 
[4]. As a pioneer work, Graupe and Kohn firstly introduced EMG into FES control 
[5]. In their research, EMG signal of the upper torso was obtained and then mapped to 
FES electrical pulses to make paralyzed patients walk. 

With the development of FES, more muscle groups involved with the desired 
motions should be stimulated, which needs more control signals. More signals mean 
that more wires are needed, which may lead to inconvenience and make big troubles 
for free movements. A better way to solve this problem is to use wireless systems. In 
the past, only a few works adopted telemetry technique for FES application. In 1989, 
Jennings developed a wireless system which used infrared transmission of pushbutton 
signals and provided on/off switching of electrical stimulation [6]. In 1996, Matjačić 
and his group developed a functional electrical stimulation system using the telemetry 
system based on wireless control (radiofrequency medium). This system has 
successfully made use of a new technique of radiofrequency that had superiority in 
wireless communication [7]. Christa et al. developed a wireless, wearable joint angle 
transducer to enable proportional control of an upper-limb neuroprosthesis by wrist 
position in 2009 [8]. In this wearable controller, wrist position measured by gigantic 
magneto resistive sensing technique was used as the control source. 

 

Fig. 1. Principle of the wireless master-salve FES rehabilitation system 

To our knowledge, previous FES in rehabilitation engineering application was 
basically designed for the independent system of individual patients so that patients 
could achieve a particular motor function. However, they didn’t relate to any concept 
of "master-slave" rehabilitation training at all, and there is no precedent for the 
application of FES system that includes the mode of "teaching" (from therapist) and 
"learning" (from patients). Our work will explore this idea and make it into practice. 
The principle of the idea is shown in Fig.1. We can see that EMG, wireless 
communication, and FES are the major three important techniques needed for the 
system. 
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2 Methodology 

2.1 System Structure 

The architecture of the system is shown in Fig.2, which consists of a master unit and a 
slave unit. The number of slave units can be extended from one to N (N>1) if more 
patients participate. Master unit contains EMG acquisition, EMG processing (feature 
extraction and classification algorithms), motion recognition, and wireless transmitter. 
EMG sensors measure the sEMG information from the concerned muscle groups in 
the forearm of the therapist; the EMG information is processed to predict the motion; 
the motion will be encoded and be sent to the slave unit as the control signal. Slave 
unit contains wireless receiver, controller, and FES stimulator. Slave unit receives the 
motion information and stimulate the targeted muscle groups of the patients in order 
to make the patients get the same motions as that of the therapist. 

When the therapist is doing certain rehabilitation movements, sEMG information 
related to the movements is collected through sEMG electrodes. Raw EMG is 
amplified and transmitted to computer for analysis through blue tooth. After the 
feature extraction and classification processing in PC software, the motion 
information is acquired. The encoder encodes the motion information and then 
wireless transmitter transports it to slave unit. The slave unit gets the motion 
information and decodes it; the stimulation pattern is produced by the controller 
according to the specific motion. FES instrument generates the desired electrical 
stimulation pulses to the paralyzed muscles accordingly via electrodes, so that 
patients perform the same motions as that of the therapist. 

 

Fig. 2. Block diagram of components in wireless master-salve FES system proposed 

2.2 Master Unit Design 

1). EMG Signal Acquisition 
Fig. 3 shows the wearable sEMG acquisition system used in master side. This system 
is self-designed and it is the most important part of master unit.  

In such system, eight EMG channels are designed on a soft wearable belt. There is 
a velcro tape (hooks & loops fastener) on the back of the soft belt such that it can be 
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bound to the forearm of the therapist easily. Each channel is an integrated component 
consisting of three dry electrodes (metal bars): two for EMG potential acquisition and 
the other one for reference. This double differential detection way can reduce the 
EMG crosstalk. The self-designed system has some merits. Firstly, different from the 
traditional EMG electrodes that should be attached over the specific muscles, there is 
no need to locate the desirable muscles using our EMG sensors, and it is convenient 
for the users especially the beginners who are not familiar with the muscle location. 
Secondly, the common wet EMG electrodes with gel are mostly disposable (one-time 
used), but our EMG electrodes can be used for many times in a long time duration, so 
it is an environment-friendly device. Thirdly, it looks like a sport belt, which is 
cosmetically acceptable, and it can be designed into a sleeve in future. 

    
(a)                         (b) 

Fig. 3. (a) The self-designed sEMG sensors for the master side (the therapist). It has eight 
channels attached on a wearable belt. (b) The sEMG acquisition system is bound to the forearm 
of a subject. 

An amplifier and a blue tooth sending components are also designed. In such 
configuration, the raw EMG can be preprocessed and be sent to the PC for later 
processing. 

2) EMG Signal Processing 
The EMG signal is processed for motion intention recognition, which has two 
procedures: feature extraction and classification. EMG signal processing is core to 
identify the limb motion accurately and quickly.  

For EMG feature extraction, there are many methods in time domain analysis, 
frequency domain analysis, and time-frequency domain analysis [9]. In this paper, we 
focus on methods in time domain analysis, which generally include mean absolute 
value (AV), standard deviation (std), root mean square (RMS), zero crossing (ZC), 
and variance (VAR). These feature extraction algorithms are given as follows: 

(1) Mean absolute value (AV): 

 

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(2) Standard deviation (std): 

 1

)(
1

−

−
=


=

N

xx
std

N

i
i

                              

(2)

 

where x  is the average of 
i

x  

(3) Root mean square (RMS): 
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(4) Zero crossing (ZC): 
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(5) Variance (VAR): 
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In our experiment, AV, RMS, and ZC are extracted as features for classification. The 
algorithm is simple and can be calculated quickly. 

For classification, artificial neural networks (ANN), linear discriminant analysis 
(LDA), support vector machine (SVM) and fuzzy logic system are widely used. 
According to the experience from previous researchers, simple statistical procedures 
and ensemble methods proved very competitive, mostly producing good results “out 
of the box” without the inconvenience of delicate and computationally expensive 
hyperparameter tuning [10]. SVM has such characteristics and match the requirement, 
so it is selected as the classifier in this work. 

SVM is a popular machine learning tool for regression and classification. It uses a 
kernel function to implicitly map the input vector into a high-dimensional space, and 
maximize the margin between classes based on computational statistical theory. The 
main idea of SVM is to create a space of optimal decision hyperplane, and the sample 
at both sides of hyperplane can get its maximum distance, in order to ensure that the 
SVM model has good generalization performance. The basic framework for the SVM 
is binary-class linear classification model: bxwxy T +⋅= )()( ϕ , where w is a weight 

vector, b is a bias and )(xϕ  is a non-linear kernel map and the kernel function is 

)()(),( xxxxk T ′=′ ϕϕ . The radial basis function is used for SVM classifier because 

of its superior performance in pattern recognition [9]. We adopt the LIBSVM (Library 
for Support Vector Machines) package for SVM classifier design here, which is 
developed by Chang and Lin [11]. It is easy and convenient to use, and the open 
source codes are provided freely online. 
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The protocol of above EMG processing algorithms in our paradigm will be 
implemented in two separate stages: training and testing. The algorithm should be 
trained well first, and then it is applied in testing stage.  

2.3 Slave Unit Design 

Wireless communication component should send the motion code from master side to 
the slave side. The MSP430f149 (TI Inc. Texas U.S.) microcontroller is selected to be 
the core chip of the communication system. Two pieces of nRF24L01 chip (Nordic 
Semiconductor Inc. Norway), the single chip 2.4GHz transceiver, are chosen as 
transceiver and receiver of the radio signals respectively (see Fig. 4(a)). 

MSP430F149 is used to get motion mode information after EMG processing in PC, 
and then encodes it for wireless transition. One nRF24L01 chip is for sending and the 
other is for receiving data. MSP430F2011 decodes the information and sends signal to 
control FES instrument (Compex motion Ⅱ). The controller has “one to N” mapping 
mode, which can allow one master unit to control several certain muscles in one or 
more slave units. 

In slave unit, a commercial FES device (Compex motion Ⅱ, Switzerland) is used. 
It has two analog input channels and four output (stimulation) channels (that can 
stimulate four muscles one time). The analog input channel of the FES device is 
interfaced with wireless receiver. Fig. 4(b) shows the slave unit components and 
location of FES electrodes on the subject. In this case, the surface electrodes are 
attached to the forearm, and through the electrodes, electrical pulses can stimulate the 
muscles to generate wrist flexion-extension and radial-ulnar flexion. 

  

Fig. 4. (a) Wireless communication component. (b) FES system: Arrangement of surface 
stimulation electrodes on the forearm of a subject can be observed. 

2.4 Experimental Design 

1) Subjects 
The experimental study has been conducted on 3 healthy subjects. All experimental 
procedures were approved by the local ethics committee and the subjects gave written 
informed consent, in accordance with the Declaration of Helsinki. All the subjects are 
male and their age is in twenties. Each subject plays two roles (therapist and patients) 
one time respectively. When the subject acts as the therapist, he should perform four 
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types of movements regarding wrist joint: wrist flexion, wrist extension, wrist radial 
flexion, and wrist ulnar flexion. We will verify that the patient can follow the 
corresponding motions. 

2) Experimental Procedure 
The experimental protocols are designed for master side and slave side separately. For 
master side, the EMG data are collected. For salve side, the FES is applied.  

Master side: Before the data collection, the instruction photographs of wrist motions 
are shown to the participants. They can practice the desirable movements for a 
moment in order to be familiar with the experimental procedure. During the 
experiment, the subject lays his upper arm on the table, and lifts up his forearm. Then 
the wrist motions are performed with natural force as usual. In each trial, the 
participants are instructed to sequentially perform four classes of motion 20 times. 
Each contraction is performed for 5 s and separated by 5 s rest interval. The 
experiment is conducted for 4 trials on every participant. The participant can relax 
after each trial. In EMG processing, the first two trials are assigned as a training stage 
and the rest two trials as testing stage. 

Slave side: Surface FES is used to stimulate muscles corresponding to the four 
motions performed in master side:  wrist flexion, wrist extension, wrist radial flexion, 
and wrist ulnar flexion. The targeted muscles are: forearm radial flexor, forearm ulnar 
flexor, forearm extensors and forearm flexors. Different from the master side, the 
muscle location should be identified accurately for each subject in order to actuate the 
concerned muscle and generate the desired motion. So the experimenter should try 
several times in order to find the exact muscle location in a trial-and-error way. 

Several points should be noted here. First, surface electrodes are usually attached 
on the skin above the desired peripheral nerves or muscle’s moving point (moving 
point refers to the point on the epidermis where electrode is placed on to stimulate 
muscle contractions with the minimum current). Secondly, the size of the electrode 
should vary with the size of the muscle to be stimulated. Big muscles should adopt 
large electrodes, and a small muscle is with small electrodes. Thirdly, stimulation 
current intensity can’t be too large to exceed the tolerance of patients, which will 
cause painful or uncomfortable feeling. 

3 Results and Discussion 

We tested the stability and accuracy of the system in a variety of environments 
(including electromagnetism shield room, open room with no radiofrequency 
interference, room with microwave therapy instruments). The result showed that the 
system functioned well in all the environments, except that the interference has the 
same frequency as that of our wireless equipment. In most environments, the distance 
between master unit and slave unit can be as long as 20 m. 

Fig. 5 shows an example of how the subject performed the same action according 
to the therapist. Since the participants are healthy persons, a large plate is paced 
between the master side and the slave side such that the slave side cannot see the 
motion of the master, and he will not intend to control the motion using his force 
voluntarily. Therefore, the motion of slave side is purely driven by FES. This way can 
avoid cheating in the present paradigm. 
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Fig. 5. Experiment shows the slave side (the left subject) can successfully perform the same 
action as that of the master side (the right subject) 

The performance of the designed system was tested on three subjects. Each subject 
participated in master side and salve side one time separately. Table 1 shows the 
accuracy that three subjects follow the therapist motion, i.e. the recognition accuracy 
from EMG signals. The general performance is very good (over 90%). The sEMG 
signals of the therapist could be detected to control the FES instruments successfully. 

Table 1. The accuracy rate that the slave side follows the master side (subjects A, B, C act in 
master side) 

Wrist motions subject 
A (%) 

subject 
B (%) 

subject 
C (%) 

Mean 
(%) 

flexion 97.25 95 97.25 96.5 
extension 96.25 90 95 93.75 

radial flexion 95 87.25 95 92.42 
radial flexion 92.5 90 92.25 91.58 

Mean 95.25 90.56 94.88 93.56 

Table 2. Electrical stimulation intensity (current amplitude) for muscles of three subjects in 
slave side 

subject flexor 
(mA) 

extensor 
(mA) 

radial flexor 
(mA) 

radial flexor 
(mA) 

A 18 17 19 21 
B 13 14 15 17 
C 15 16 19 18 

In the salve side, the four classes of wrist motions are generated by contraction of 
four muscles respectively. The artificial electrical pulses should be controlled in order 
to make the muscle generate the appropriate force. The exact value of stimulation 
intensity is determined in a trial-and-error way for each subject individually, because 
the muscle force-generating levels are different in different persons. The intensity of 
the applied electrical pulse is low at beginning and gradually increased to the 
expected level that can activate the muscle to generate the desired motions.  
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Table 2 shows the stimulation intensity for the muscles in three subjects. Actually, 
there are three parameters determining the intensity of electrical pulses: current 
amplitude, pulse width and pulse frequency. The pulse width and frequency are set as 
constants for all muscles in three subjects (pulse width is 300 us and frequency is 30 
Hz). It means the current amplitude is the only controlled variable that represents the 
stimulation intensity. 

It is well known that the traditional FES technique can maintain muscle activity, 
prevent muscle atrophy, reduce spasm, and increase the functional skills of paralyzed 
patients. It is very helpful for the patients’ rehabilitation and may significantly 
improve the quality of their lives. Besides the above well-recognized merits, our 
proposed prototype of wireless FES rehabilitation system using sEMG control has 
three more advantages. 

First of all, the system offers the distinctive advantage of wireless communication. 
The experimental result shows that distance between the therapist and patients can be 
as long as 20m. It saves space in the treatment and overcomes the traditional FES 
limitation in a very limited range of operation. 

Secondly, the system changes the traditional way of exercise rehabilitation. 
Therapists do not need physical contact to assist paralyzed patients to do the training, 
and this system can achieve the goal of several patients following a therapist to do 
rehabilitation training at the same time, which  is a “1 to N” concept, greatly 
reducing the workload of therapists. Due to the smart design of EMG electrodes, the 
system facilitates the therapists since it can relieve the tedious preparation on 
placement of EMG sensors. In a word, it is more practical. 

Lastly, when paralyzed patients watch the therapist’s motion, they tend to do the 
same motions in mind, but their paralyzed limbs cannot move. FES can help them 
accomplish the task. During this process, patients can get a strong inductive effect 
from vision, which will enhance the rehabilitation performance and neural plasticity. 

However, there are a few flaws during the experiment. One obvious flaw is the 
time delay between the therapist and the patients, which is 400 ms on average. It is 
mainly caused by the time of muscle responds to FES, which is a problem that exists 
in most FES systems. 

4 Conclusion and Future Work 

The prototype of wireless master-slave FES rehabilitation system was developed in 
this work, which has functions of EMG sensing, EMG processing, wireless 
communicating, and FES actuating. Experiments were conducted on three subjects to 
test the performance. Results showed that the slave side can follow the master side 
successfully. The effectiveness of such system was validated. 

At present, only motion of wrist joint is considered, and complex motions of 
whole arm with multiple degrees of freedoms will be tried in future. We will also 
develop an integrated FES instrument, which will cover 2-4 input channels and 4-8 
output channels. In this way, more series of muscle can be stimulated and makes the 
system more portable. 

The internet-based communication will be introduced in future. The remote 
master-slave control will be realized, so the master side and the slave side can be 
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located in two faraway places even two countries. In such way, the distance can be 
extended more than that in the present wireless communication way. 

This concept can also be used for normal persons in some teaching-learning cases. 
For example, if a person wants to learn playing a musical instrument such as guitar, 
our proposed system can be used. In such case, the salve side is the learner, and the 
master side is a musician (teacher). The EMG from the musician’s arm can be 
acquired to control the finger motions of the learner via FES so that the learner can 
play the guitar well even he is a layman [12]. 
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Abstract. A prescription-diagnosis function based on integrating support vector 
machine and generalized dynamic fuzzy neural networks (SVM-GDFNN) is 
developed to automatically recommend a suitable training mode to the impaired 
limb. Considering the outstanding generalization ability and misclassified 
samples mainly distributed nearby the support vector for SVM method, SVM is 
adopted to recommend a preliminary prescription diagnosis for the sample and 
GDFNN is employed to rediagnose the sample nearby the support vector. 
Finally, the training mode of impaired limb is prescribed according to the 
designed principles. In addition, wavelet packet decomposition is applied to 
extract the features representing the impaired-limb movement performance. 
Clinical experiment results indicate that the suggested method can effectively 
reduce the misdiagnosis and serve with a high diagnostic accuracy. Meanwhile, 
the designed rehabilitation system well manages the promising prescription-
diagnosis function, improving the intelligent level.  

Keywords: Rehabilitation robot, Support vector machine (SVM), Generalized 
dynamic fuzzy neural networks (GDFNN), Feature extraction, Prescription 
diagnosis. 

1 Introduction 

Neurologic injuries such as stroke and spinal cord injury (SCI) cause dysfunction to 
neural system, which generally results in upper-limb impairment and motion 
disabilities. Nowadays, in many countries, more and more people experience a new 
stroke each year, and approximately 80% of first-time acute stroke survivors suffer 
from upper-limb impairment [1, 2]. Fortunately, clinical outcomes have shown that 
intensive and repetitive robot-assisted movement exercises present a positive 
effectiveness in improved performance of impaired-limb movements [3]. 

In the last few years, there was increasing interest in using robotic devices to 
provide rehabilitation therapy for neurologic injuries [4]. To gain the maximal 
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effectiveness and promote the intelligent level, many investigators have done a lot of 
work on control strategies. Ref [5] presented an adaptive and automatic task-
presentation strategy to enhance the recovery of upper extremity functions in patients 
with stroke, which engaged the patient intensively, actively, and adaptively in a 
variety of realistic functional tasks. A standard model-based, adaptive control 
approach was adopted to learn the patient's abilities and assist in completing 
movements, which achieved assistance-as-needed by adding a novel force reducing 
term [6]. Podobnik explored a haptic robot and virtual environment to motivate the 
patient’s participation largely, and investigated the coordination between load force 
and grasp force for a special reaching-grasping exercise in robot-aided upper 
extremity rehabilitation [7]. Ref [8] has examined the usefulness of 
psychophysiological measurements (heart rate, skin conductance, respiration, and skin 
temperature) in a biocooperative feedback loop that adjusted the difficulty of an upper 
extremity rehabilitation task. In addition, surface EMG signals were applied to control 
the exoskeleton robot and assist the motion of physically weak individuals [9]. In the 
literature, many contributions have focused on control strategies and control 
performance and clinical effectiveness of different training modes. However, during 
the robot-assisted rehabilitation exercises, the training modes are generally 
predetermined by physiotherapist according to the condition of the impaired limb, it 
means that the exiting rehabilitation robots lack the function to automatically 
recommend a suitable training mode to the impaired limb. 

In this paper, a novel prescription-diagnosis method which well combines the 
characteristics of support vector machine (SVM) with generalized dynamic fuzzy 
neural networks (GDFNN) is proposed to realize automatically recommending 
suitable training mode to the impaired limb. Firstly, the features of impaired-limb 
movement performance are extracted. Secondly, due to its good generalization ability, 
SVM is used to recommend a preliminary training-mode prescription according to the 
patient’s movement ability features. Then, GDFNN is employed to rediagnose the 
samples nearby the support vector for the SVM is prone to make misdiagnosis in  
the area. Finally, based on the designed decision-making mechanism, the suitable 
training mode is recommended to the impaired limb. Clinical experiment results 
indicate that the suggested method serves with a high diagnostic accuracy, and the 
designed upper-limb rehabilitation system well manages the promising function. 

2 SVM-GDFNN Prescription-Diagnosis Algorithm 

2.1 SVM and GDFNN 

SVM is a self-supervision neural learning method and its essential approach is to deal 
with a non-linear classification or regression problem in mapped higher dimensional 
space by nuclear functions [10, 11]. SVM has become a new focused issue following 
the neural network, and is widely used in fault diagnosis and classification [10, 12]. 

Given training vectors ( , )i ix y , n
ix ∈ , indicator vector { 1, 1}iy ∈ + − , i=1,2,…,N, 

in two classes, and SVM for classification solves the following primal optimization 
problem: 
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where iξ  is the slack variable, C is called soft margin parameter, w and b are the 
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After applying Lagrange function and using the primal-dual relationship, the 
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where ( )ixφ  maps ix  into a higher-dimensional space and ( , )iK x x  is the kernel 

function. 
The Eq.(2) is similar to neural networks, and the output is linear organization with 

each support vector, which is shown as in Fig. 1. 
The methods to deal with multi-classification with SVM include all at once, one 

against one, one against all, and error-correcting output code, etc. One against one 
SVM combines each two of k-class samples, and constructs k(k-1)/2 two-class 
problems, which performances with a high speed, and is widely applied in practice. 
Usually, vote method is adopted to make decision, and the sample belongs to the 
category which obtains the most votes. However, the SVM is prone to misclassify the 
sample nearby the support vector, when it is adopted to deal with multi classifications. 
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Fig. 1. Schematic diagram for SVM 
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Fig. 2. The GDFNN with MIMO 

GDFNN based on elliptical basis functions is functionally equivalent to the TSK 
fuzzy system with neural network, adjusting and identifying the parameters at the 
same time, which is suitable for real-time modeling and control of MIMO systems 
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[13]. According to the characteristic of GDFNN, it is also suitable for dealing with 
classification problem [14]. The network structure of GDFNN with MIMO is shown 
in Fig. 2. There are four layers in this network structure, as following: 

First layer: input layer, each node represents an input linguistic variable. 
Second layer: membership function layer, each input variable includes u Gaussian 

membership functions ( 1,2,..., )ijA j u= . 

Third layer: T-Norm layer, each node represents the IF section of fuzzy rule.  
Fourth layer: output layer, each node represents the sum of weighted input 

variables: 

1 2
1

( , ,..., )
u

p r jp j
j

y x x x w φ
=

=                                (3) 

where py  is the value of pth output variable, jφ is the output of jth rule, jpw is the 

weight factor of jth rule and py ( i.e., the THEN section of fuzzy rule). The jpw  is 

expressed as: 

0 1 1 ...p p p
jp j j jr rw x xα α α= + + +      1, 2,...,j u=                    (4) 

where p
jiα ( 1,2,..., ; 0,1,..., ; 1, 2,...,j u i r p z= = = ) is real parameter. 

In the fuzzy system, this layer performs defuzzification function, taking into 
account the impact of all membership functions. 

2.2 SVM-GDFNN Classification Algorithm 

The analysis result of misclassified data with SVM method shows that the 
misclassified data-samples are mainly distributed nearby the support vector. In order 
to improve the diagnosis accuracy of training mode for upper-limb rehabilitation 
robots, a classification prediction method combining the SVM with GDFNN is 
proposed to recommend a prescription-diagnosis training mode corresponding to the 
impaired-limb movement performance. The main idea is to apply the GDFNN method 
to rediagnose the sample nearby the support vector, and then recommending a suitable 
training mode to the sample with the designed decision-making mechanism.  

Algorithm steps: 

Step1: Building the SVM classifier model with training sample data. The radial 
basis function is selected as kernel function, in this paper.  

Step2: Determining the GDFNN training samples. The score line (i.e. the region 
nearby support vector) is determined according to the SVM training model and self-
classification accuracy, where all data-samples are selected as the GDFNN training 
sample. 

Firstly, the value of each training sample is calculated by the following function 
which is similar to the decision function in Eq.(2). 
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Then, distinguish the samples with the following function, and ordering the training 
samples according to the calculated values. 

m
m
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where meanv  is the mean of the class which mv  belongs to, with Eq.(5). 

Finally, the (1 5%)k kS acc− +  samples are selected as the training samples for 

GDFNN from the smallest mf . kS  is the total number of the training samples in the 

kth classifier, and kacc is self-classification accuracy of the kth classifier.  

Step3: Training the GDFNN with the total samples selected by step2. 

Step4: Designing decision-making mechanism. The prescription-diagnosis training 
mode of the sample is finally determined by the designed decision-making 
mechanism, using the proposed SVM-GDFNN algorithm. 

The prescription-diagnosis algorithm based on SVM-GDFNN is shown as in Fig. 3. 

Building SVM modle 
with training samples

Generating score line

Determining training 
samples for GDFNN

Training GDFNN

Getting the test sample

SVM classification

GDFNN diagnosis

Rediagnose?

Decision-making 
mechanism

Test end ? End
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N

N

Y

Y

Building modle Diagnosis

 

Fig. 3. The flow chart of SVM-GDFNN algorithm 

3 Feature Extraction of Impaired-Limb Movement 
Performance 

In clinic, according to the active grade to complete the exercise action, the training 
mode is divided into three types, namely, passive exercise, assistive-active exercise, 
and active-and-resistive exercise. Obtaining the effective features of impaired-limb 
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movement performance is a key factor to realize smart prescription diagnosis for 
training mode. Due to the differences in muscle activity performance and condition of 
central nervous system, the impaired limb presents different influence on the robot 
control performance when the patient is asked to relax completely and is stretched by 
the robot to move along the predefined trajectory [15]. In this paper, the movement 
features is extracted from the position tracking errors of two passive actions. 

3.1 Wavelet Packet Decomposition 

Wavelet transform is widely applied in signal denoising and feature extraction [16]. In 
the orthogonal wavelet transform, the process can be expressed as the space 
subdivision, i.e. 0 1 1 2 2 1C A D A D D= ⊕ = ⊕ ⊕ = , which applies the multi-scale 

decomposition only in A  space. Wavelet packet transform provides a more flexible 
way of decomposition, band with multi-level division and high frequency band with 
further decomposition, and adapts to select the appropriate frequency band to match 
with the spectrum of the signal according to signal characteristics, which effectively 
improves the time-frequency resolution. 

Wavelet packet decomposition algorithm [17]: { },2j n
ld and { },2 1j n

ld +  are calculated 

with { }1,j n
ld +  following the functions: 
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where ka and kb  are conjugate filter coefficients for wavelet packet decomposition. 

In this paper, the sample frequency of position tracking error is set 100Hz, and the 
movement features of impaired limb are extracted from the data using 5-layer wavelet 
packet decomposition. 

3.2 Feature Selection 

For prescription diagnosis of impaired-limb training mode, the impaired-limb is 
conducted to relax completely and is stretched by the robot to move along two-type 
predefined trajectories (i.e. horizontal shoulder flexion-extension and vertical elbow 
flexion-extension exercise movements). The position tracking errors of two-type 
movements are recorded, and then corresponding features are extracted to represent 
the characteristics of impaired-limb movement performance.  

There are 32 decomposed coefficients with 5-layer wavelet packet decomposition, 
namely, d(5,0)~d(5,31). In order to reduce the dimension of feature vector and 
represent the impaired-limb condition effectively, five indices are considered to 
represent the impaired-limb movement performance, namely, energy sum of wavelet 
packet coefficients, absolute sum of high-frequency coefficients, absolute sum of low-
frequency coefficients, absolute sum of d(5,0) and d(5,1), energy sum of position 
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tracking errors. Thus, 10-dimention feature vector is generated to represent the 
impaired-limb condition with 2-type movements, which as the input feature vector of 
prescription-diagnosis classifier.  

4 Prescription-Diagnosis Function for Rehabilitation Robot 

4.1 Upper-Limb Rehabilitation Robot System 

Whole Arm Manipulator (WAM) of American Barrett Technology Inc. is a high-
performance dexterous mechanical arm with four degree-of-freedom (4-DOF) and 
naturally back-drivability [18]. The robot system supplies high open software based 
on Ubuntu Linux, and the researcher can develop advanced control algorithm and 
experiment on the platform. It was commendably applied in Chicago rehabilitation 
center in America. In this paper, the constructed upper-limb rehabilitation robot 
system based on WAM is shown in Fig. 4. The hardware system mainly consists of 
WAM and self-developed 3-D force sensor [19] and arm support device. The 3-D 
force sensor installed on the end-effector works for detecting the interaction force 
between the endeffector and the impaired limb online, and support device is supplied 
to brace impaired limb. 

The software of rehabilitation system was developed on Ubuntu Linux system with 
a real-time module Xenomai. According to clinical training exercises, three control 
modules have been developed to conduct the patient with helpful rehabilitation 
movements, namely, passive control strategy, assistive-active control strategy, and 
active-and-resistive control strategy. The main control-loop thread shown in Fig. 5 is 
the key section for the whole control system. This research aims to investigate the 
intelligent diagnosis function of training mode for upper-limb rehabilitation robot, so 
the developed control strategies of different training modes are not introduced in this 
paper. The designed control system with prescription-diagnosis function for 
rehabilitation robot is shown as in Fig. 6. 

 

  

Fig. 4. WAM rehabilitation robot system Fig. 5. WAM control loop flowchart 
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Fig. 6. Rehabilitation system with prescription-diagnosis function 

4.2 Clinical Experiment Results 

In order to verify the effectiveness of the proposed algorithm, clinical trials were 
conducted in Nanjing Tongren Hospital Motor Rehabilitation Center. 26 subjects who 
suffered from upper-limb motor dysfunctions caused by stroke or traumatic brain 
injury were selected and all the subjects' impaired-limb movement data-samples were 
recorded on WAM rehabilitation robot system. In addition, the movement data-
samples of 5 subjects without dysfunctions were also recorded in order to investigate 
the issue completely. Four data-samples were selected from each subject at different 
time, and 124 data-samples were obtained. 
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Fig. 7. Fuzzy rule generation Fig. 8. Root mean squared error 

74 samples were randomly selected as training samples, another 50 samples as test 
samples. 33 samples were specifically identified as the training samples of GDFNN 
according to the SVM-GDFNN algorithm, and then the GDFNN model was build as 
the rediagnosis model by the identified 33 samples. During the establishment of 
GDFNN, the process of generating fuzzy rules and the training root mean squared 
error are shown in Fig. 7 and 8, respectively. Thirteen generated fuzzy rules indicate 



 Intelligent Prescription-Diagnosis Function for Rehabilitation Training Robot System 19 

that the GDFNN method online amends fuzzy rules according to the importance of 
the fuzzy rules during the model building, which effectively avoid generates 
redundant fuzzy rules. From the profile in Fig. 8, it is evident that the training error 
quickly converges to the target error, which indicates that the GDFNN is outstanding 
in learning ability. 

Using the proposed SVM-GDFNN algorithm, the 50 test samples were carried out 
to present prescription-diagnosis function. In the process of diagnosis, there were 17 
samples undergoing GDFNN rediagnosis; 5 wrong diagnoses were rectified and 1 
original correct diagnosis was wronged with the designed decision-making 
mechanism. In addition, in order to demonstrate the performance of the algorithm 
completely, the single SVM and GDFNN methods were applied to work for the 
prescription diagnosis, respectively, and the specific results are shown in Table 1. 

Table 1. Diagnosis performance comparison % 

Method SVM-GDFNN SVM GDFNN 
Self-diagnosis accuracy 94.59 86.49 97.3 
Accuracy 92 84 78 

The results in Table 1 obviously indicate that GDFNN has the best self-diagnosis 
accuracy, presenting remarkable learning ability; however, its generalization ability is 
not so much satisfactory. SVM well manages the balance between generalization 
ability and model structure with principle to minimize structural risk. The proposed 
SVM-GDFNN effectively integrates the characteristics of SVM and GDFNN 
methods, which greatly improves the prescription-diagnosis accuracy. 

5 Conclusions 

Intelligent level plays an important role for rehabilitation robot in clinic application. 
In this research, according to the characteristics of SVM and GDFNN methods, the 
SVM-GDFNN method is proposed to develop prescription-diagnosis function, which 
effectively manages the virtues of two methods and improves the diagnosis accuracy. 
Experimental results show that the designed rehabilitation system can automatically 
recommend a suitable training mode to the impaired limb with high accuracy, 
applying the suggested method to develop prescription-diagnosis function. The 
rehabilitation system with prescription-diagnosis function for training mode can 
effectively avoid the limitation of traditional rehabilitation robot and improve the 
intelligent level in clinical application. In future work, we need explore more effective 
feature extraction or classification method to serve this promising prescription-
diagnosis function with higher accuracy. Meanwhile, through a large number of 
clinical experiments, a more intelligent and humanistic expert system would be 
developed, which benefits the patient with a high quality rehabilitation exercise.   
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Abstract. Our ultimate goal is to develop autonomous mobile home healthcare 
robots which closely monitor and evaluate the patients’ motor function, and 
their at-home training therapy process, providing automatically calling for 
medical personnel in emergency situations. The robots to be developed will 
bring about cost-effective, safe and easier at-home rehabilitation to most motor-
function impaired patients (MIPs), and meanwhile, relieve therapists from great 
burden in canonical rehabilitation.  

In order to achieve our ultimate goal, we have developed following 
programs/algorithms for monitoring subject activities and recognizing human 
behaviors. 1) Control programs for a mobile robot to track and follow human by 
three different viewpoints 2) Algorithms for measuring and analyzing of lower 
limb joints angle from RGB-D images from a Kinect sensor located at the 
mobile robot, and 3) Algorithms for recognizing gait gesture. In 2), 
compensation with colored marks was implemented to deal with the joint 
trajectory error caused by mixing-up and frame flying during tracking and 
following human movement by the mobile robot. In 3), We have proposed a 
Hidden Markov Model (HMM) based human behavior recognition using lower 
limb joint angles and body angle.  

Experiment results showed that, joint trajectory could be analyzed with high 
accuracy compared to a motion tracking system, and human behavior could be 
recognized from the joint trajectory.  

Keywords: Mobile robot, home healthcare, human behavior recognition. 

1 Introduction 

Home healthcare system has attracted more and more attention than before, because 
of increasing elderly population, and the improvement of medical treatment and 
prevention of lifestyle diseases. Main objective of research and development of home 
healthcare system is to enable monitoring and caring for people at their homes, thus 
reduce hospital admissions and long term in-hospital stays. In this study, we focused 
on bio-monitoring of motor-function impaired patients (MIPs) at home. Two 
important technical steps are 1) observing their motions and behaviors, 2) recognizing 
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their behaviors from observed motions. There are many ways of observing human 
motions, for example, a smart home system which is equipped with full motion 
capture sensors, cameras, and some other wearable sensors, such as, accelerometers, 
EMG sensors and so on. However, smart home monitoring systems and motion 
capture systems are costly and only effective in limited areas, thus not suitable for at-
home monitoring.  

The mobility of autonomous robots might be a solution. If a robot could move to 
follow MIPs, keeping observing MIPs from a good viewpoint, in order to measure the 
joint trajectory with sufficiently high accuracy, and the behavior of MIPs could be 
recognized from the joint trajectory, then bio-monitoring with a mobile robot in an 
indoor environment would be quite practical.  

Using mobile robots to track and follow human subjects is not a new research 
topic. There have been research works using mobile robots equipped with various 
sensors such as vision sensors, laser range finders, audio sensors and integration of 
them [2-5]. The targets of most of these systems are to track and follow persons. In 
addition, these systems use expensive sensors, such as LiDAR, and so on.  

Our research ultimate goal is to develop autonomous mobile home healthcare and 
rehabilitation robots which are required not only tracking and following, but also 
accurately measuring and recognizing the motion of MIPs in an indoor environment.  

Three main steps to realize the bio-monitoring robot in this study are: 1) to develop 
control programs for a mobile robot to track and follow human by three different 
viewpoints, such as, lateral view, front/back view and from a middle angle between 
lateral view and front view; 2) to develop algorithms for measuring and analyzing of 
lower limb joints angle from RGB-D images from a Kinect sensor located at the 
mobile robot, and 3) to develop algorithms for recognizing gait gesture, and 
evaluating the patients’ motor functions. 

In 2), the Kinect sensor, a product of Microsoft Research, contains a RGB camera, 
a Depth sensor (captures distance data of object), and a multi-array microphone. Due 
to its reasonable price, it is quite popular nowadays in robotics research. However, 
during tracking and following human movement by the mobile robot, the skeleton 
points extracted by Kinect SDK are quite inaccurate due to mixing-up and frame 
flying, which affects accuracy of the joint trajectory. We implemented compensation 
[1] with colored marks was implemented to deal with the problem. 

Regarding human behavior recognition, research efforts have been done to use 
image processing methods, pattern recognition and classification algorithms for image 
sequential features [7-10]. In 3), we have proposed a Hidden Markov Model (HMM) 
[6] based human behavior recognition using lower limb joint angles and body angle. 
This is because that statistical nature of the HMM could render overall robustness to 
gait representation and recognition. 

The paper is organized as follows: In section 2, we explain about the mobile robot 
used and its components. Section 3 presents our human motion tracking and 
measurement system by a mobile robot. Section 4 presents human behavior 
recognition procedure. Section 5 gives the experiments and the results of our system. 
In section 6, we draw conclusion.  
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2 The Mobile Robot Used and Its Components 

2.1 Mobile Robot and Kinect Sensor 

In this study, our mobile robot, a pioneer-3dx robot of Adept Technology Inc, is 
equipped with 8 ultrasound sensors, a Kinect sensor, a controller (rotating table) of 
the Kinect sensor movement, and a notebook computer. Fig.1 shows our mobile robot 
and its components.  

A pioneer-3DX robot, is the world's most popular research robot. The Pioneer’s 
versatility, reliability and durability have made it the reference platform for robotics 
research. The base Pioneer 3-DX platform arrives fully assembled with motors with 
500-tick encoders, 19cm wheels, tough aluminum body, 8 forwardfacing ultrasonic 
(sonar) sensors, 3 hot-swappable batteries. 

  

Fig. 1. Our mobile robot with its components and side view tracking 

We used the Kinect for Windows SDK and OpenCV2.2 library on Windows 7 
operating system for a robot vision. The RGB camera in the Kinect captures a color 
image, whereas the depth sensor or infrared camera captures depth image data or 
distance data of the object.  

2.2 Kinect Camera Movement Controller 

We used a rotating table to control the movement of the Kinect camera in a horizontal 
plane. We installed the rotating table between the base of The Kinect sensor and 
stand-up tool of The Kinect. The Kinect sensor itself has a vertical tilt. Thus, the 
Kinect sensor is able to rotate in vertical and horizontal plane. Now, we have two 
dimension movement of the Kinect camera. Why we needed 2D movement is to 
manage different kinds of human tracking and following by a mobile robot while 
keeping the tracking human inside the vision area in case that the robot avoiding 
obstacles and can not come near by tracked human.  
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2.3 Software Platform 

The Mobile Robotics Programming Toolkit (MRPT) was used as the software 
platform. The MRPT is an open source and it is released under the GPL. The MRPT 
is basically writing on C++ programming language. We have written our full program 
in Microsoft Visual C++ 2010 Express. There are many kinds of libraries and SDK 
available for the Kinect sensor. For example, OpenKinect, OpenNI, NITE, FAAST, 
Official windows SDK of Microsoft and so on in different platforms. The natural user 
interface (NUI) API in the Kinect for Windows® Software Developer Kit (SDK) 
enables applications to access and manipulate these data. Notebook computer is a 
Macbook Pro (2.2GHz quad-core Intel Core i7).  

3 Human Motion Tracking and Measurement 

3.1 Human Motion Tracking 

The most challenging thing for the vision based target detection of the human 
following robot is to keep target person inside image frame of the Kinect camera 
while robot is moving. In order to track and follow a human, in our system, we 
controlled our robot motion by using the skeleton tracking point data of human from 
the captured depth image data of the Kinect sensor (with 1.2- 3.5m skeleton tracking 
range). Then, we developed our tracking and following algorithm that is kept a certain 
distance between the robot and the target human. In this study, we developed three 
different types of human tracking and following by the mobile robot, such as, lateral 
view, front/back view and middle angle of human. The distance values of lower limb 
points from skeleton points of human in depth data are utilized to control the robot's 
velocity, and difference of left/ right and center hip points is used to control robot's 
rotational angle at every sample frame.   

3.2 Measurement 

In measurement of lower limb joints' motion, we used lower limb skeleton points of 
human tracking in the depth image data of the Kinect sensor in three dimension 
coordinates. Then, we have developed several algorithms for angle calculation of 
lower limb joints based on measurement data. Mentioned above, Kinect for Windows 
SDK Beta from Microsoft Research has 20 points of skeleton tracking data. 
Following sections explain about our developed algorithms for joint angle calculation. 

3.2.1 Algorithm for the Measurement of the Lower Limb Joint Angle  
First, we developed the joints angle calculation algorithm (called algorithm A) for 
using original skeleton points, but results were not good, and the Kinect original 
skeleton points are not at correct position of human joints, and also flying out during 
human movement.  
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3.2.2 Algorithm for Correcting the Skeleton Points Using Color Markers in RGB 
Image 
Then, we developed a new algorithm to improve drawbacks of original skeleton 
points of the Kinect sensor. The new compensation algorithm (called algorithm B 
shown in Fig 2) of correcting the original skeleton points shows the method of the 
calculation of the joint angle of correcting the skeleton points using color markers in 
RGB image. Comparison results of algorithm A and algorithm B shows in Fig 3  
and Fig 4.   

 

Fig. 2. Algorithm for correcting the skeleton points using color markers in RGB image  

 

Fig. 3. RGB image with skeleton points 
(yellow ones are original skeleton points, 
others are the corrected points) 

Fig. 4. Comparison result of knee angle 
calculation of the corrected skeleton points 
with original skeleton points 

3.2.3 Algorithm for Making Assumption of Missing/Hidden Points 
We got another problem for applying color markers to human while tracking and 
following by lateral views, that some joint points are missing or hidden (Fig 5). Then 
we developed a new algorithm (called algorithm C) in Fig 6 for making assumption of 
missing/hidden points in Table 1.  

Table 1. Assumption of Missing Points and Calculation of Its Positions 

Missing points Assumption position of x, y axis
Knee and ankle both points of one side Same as another side
Knee  point of one side Same as another side
Ankle point of one side Calculate missing point based on geometric method 
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Fig. 5. Missing/hidden points of one side Fig. 6. Algorithm of making assumption of 
missing/hidden points 

4 Human Behavior Recognition Procedure 

In this study, Hidden Markov Model (HMM) is applied for human behavior 
recognition based on the joint angle data and body angle data.  

4.1 Hidden Markov Models 

Hidden Markov Model is a statistical model. In a Hidden Markov Model, the system 
being processed is considered as a Markov process, which has unknown parameters. 
The application of Hidden Markov Model is to discover the sequence of states using 
observable sequence. We assumed gait gesture states by 6 different states in Fig .7. 
In order to characterize an HMM completely, following elements are needed. 

 The number of states of the model, N=6 
 The number of distinct observation symbols per state, M=19, both side knee and 

hip angle quantization data, and body angle quantization data 
 The state transition probability distribution A={aij}  )|( 1 itjtij SqSqPa === −

 

 The observation symbol probability distribution ins state j: 
)|()( jtkj SqtatVPkb ==  

 The initial state distribution: )( 1 ii SqP ==π   

 The model parameters notation:  ),,( πλ BA=  

 

Fig. 7. Coded gait gesture states 
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4.2 Calculation of Gait Joint Angles, Data Recording and Preprocessing Data  

Calculation of gait joint angles and data recording were done based on algorithm C 
(Fig.6). Here is a brief explanation about calculation of the joint angle (hip and knee), 
we used x, y, and z axis data of shoulder center, hip, knee, ankle joint points in the 
skeleton data of the Kinect camera. Calculating the distance data between two certain 
points in 3D: 

Equations: kneehip xxax −= ; kneehip yyay −= ; kneehip zzaz −= ;       (1) 

ankleknee xxbx −= ; ankleknee yyby −= ; ankleknee zzbz −= ; 

To get the knee (hip) angle from three skeleton points (hip, knee, and ankle) or 2 lines 
data above calculated distance data in 3D dimension, we used a cross product and a 
dot product functions. 

)*()*()*( bzazbyaybxaxi ++=                     (2) 

))*()*()*((*

*))*()*()*((

bzbzbybybxbx

azazayayaxaxj

++
++=

                 (3) 

Finding knee angle from equations (2) and (3): 

)/cos(_ jiaangleKnee =     (4) 

Hip angle is calculated based on shoulder center, hip and knee joints data. In order to 
recognize fallen down and impaired walking case, body angle was calculated based 
on shoulder center, hip center point and virtual ground points. Before applying for 
HMM, the joint angle data were quantized by several levels shown in Table 2.  

Table 2. Quantization of Angle Data 

Threshold Value Quanti-zation 
Level 

Threshold Value Quanti-zation 
Level 

Knee 
angle 

> 170 1 Hip 
angle

> 160 7
150- 2 < 160 8
130- 3 Body 

angle 
> 150 9

120- 4 120-150 10
90-120 5 < 120 11 
< 90 6

5 Experiments and Results 

We developed an algorithm to control mobile robot motion to track and follow human 
subject based on depth data of the Kinect camera. Three different types (front view, 
lateral view, and from a middle angle between lateral view and front view) of human 
motion tracking and measurement system by the mobile robot were also developed. 
We developed several algorithms for the measurement and calculation of lower limb 
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joint angle (shown in Fig. 2 and Fig.6) based on RGB-D images of tracked human 
subjects from a Kinect sensor located at the mobile robot. Our first algorithm, called 
algorithm A, is the measurement and calculation of lower limb joints angle based on 
original skeleton points of depth data of the Kinect sensor. We made measurement 
experiment on it, but its result was not good, due to not accurate skeleton points of 
human and frame flying-out during mobile robot motion. In order to enhance skeleton 
points' accuracy of lower limb, we developed a new compensation algorithm (called 
algorithm B shown in Fig 2) of correcting the original skeleton points using color 
marks attached at human lower limb joints. This algorithm B uses RGB-D image data 
getting from the Kinect sensor of tracked human for measurement and calculation of 
lower limb joints.  

We compared the algorithm A and B of our motion tracking and measurement with 
the Optitrack motion capture (10 V100:R2 cameras). Comparison results of algorithm 
A, and algorithm B with Optitrack motion capture shows in Fig 3 and Fig 4. Our 
algorithm B result shows similar to reference motion capture system. 

From lateral view tracking, we got another problem for applying color markers to 
human joints, that some joint points are missing or hidden (Fig 5). Then, we 
developed a new algorithm (called algorithm C) in Fig 6 for making assumption of 
missing/hidden points. This algorithm C became our final system of motion 
measurement and angle calculation of human lower limb joints.  

After developing several algorithms of motion measurement system, we developed 
human behavior recognition process by using Hidden Markov Models based on 
preprocessed calculated lower limb joint and body angle data measured and recorded 
from lateral view tracking.  

 

Fig. 8. Human Gait behavior recognition results. y axis is: a) knee angle b) quantized data of 
knee angle c) hip angle d) quantized data of hip angle e) body angle f) quantized data of body 
angle g) recognized states/most likely decoded states (Viterbi paths), x axis is time. 
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HMM were built from one series data. Different series of joint and body angle data 
were performed to recognize the gait gesture using HMM and to find the most likely 
decoded paths (Viterbi paths).  

In our human behavior recognition experiment, 6 subjects (1 female (30s) and 5 
males (20s-30s)) were conducted, and asked to do to following activities: walk and 
run with different types of speed (1.5km/h-6km/h), stand up, sit down, and fallen 
down towards front and back. In the impaired walking case, every subject was asked 
to wear ankle constrained simulated gait and walk with 1-1.5km/h speed. Experiment 
series data of human behavior recognition process (Walking-sitting-walking -running-
impaired walking-fallen down-standing-impaired walking) is shown in Fig 8.  

In Fig.8, y axis is: a) knee angle of both legs b) quantized data of knee angle c) hip 
angle of both legs d) quantized data of hip angle e) body angle (calculated based on 
shoulder center, hip center and virtual ground points) f) quantized data of body angle 
g) recognized states/most likely decoded states (Viterbi paths), x axis is time. From 
Fig.8, we can see that recognized states are 3-2-3-4-5-6-1-5, this means walking  
(S3)-sitting (S2) - walking (S3) –running (S4) - impaired walking (S5)-fallen down 
(S6)-standing (S1)-impaired walking (S6) states from coded gait gesture states in 
Fig.7. Table 3 shows the summarized results of correct rate of gait gesture states of all 
subjects' data.  

Table 3. Corrected rate of all subjects 

Subject Corrected rate 
S1 S2 S3 S4 S5 S6 Overall 

1 100 100 99.1 98.0 91.0 98.1 97.7 
2 100 100 99.2 97.9 90.5 98.1 97.61 
3 100 100 99.1 97.2 90.1 98.0 97.4 
4 100 100 99.3 98.1 91.2 98.2 97.8 
5 100 100 99.0 97.6 90.1 98.1 97.5 
6 100 100 98.9 97.0 90.0 98.0 97.3 

AVG 100 100 99.1 97.6 90.5 98.1 97.5 
STDEV 0 0 0.14 0.45 0.51 0.07 0.18 

We can see that states S1 and S2 (standing and sitting) are recognized by 100%, 
because these states are stable. Impaired walking state S5 is recognized by 90-91%, and 
the lowest rate in all states. 9-10% of incorrect rate is mix-up of other states. This means 
impaired walking does not have symmetric features same as normal walking. Our 
human behavior recognition process (almost 97-98%) from Table 3 is the most accurate 
than any other gait gesture recognition method, because we applied HMM for two hip 
angle, two knee angle and body angle data. Human gait gesture is basically depends on 
gait cycle and gait joint motions. When HMM's observation symbols are more, then 
system's recognition is more accurate. In our case, 19 observation symbols were used. 

6 Conclusion 

We have developed control programs for a mobile robot to track and follow human by 
three different viewpoints; lateral view, front view and from a middle angle between 
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lateral view and front view. We also have developed algorithms for measurements of 
lower limb joints motions and angle calculation of joints motions based on RGB-D 
image of tracked human. We also investigated the accuracy of joint measurement. 
Because the original skeleton points of the Kinect sensor is mixing-up and frame 
flying during procedure of tracking and following human movement by a mobile 
robot, the error of joint trajectory measurement was very big. However, after applying 
a colored mark compensation algorithm and missing point correction algorithm, the 
error could be corrected to a certain extent. This shows the feasibility of joint 
trajectory measurement through the mobile robots in real time. Finally, we proposed a 
method of human walking behavior recognition from lateral view tracking by 
applying HMM based on preprocessed lower limb joint angles and body angle 
without any attached sensors to human body. Method of applying HMM for gait joint 
angle motion data is more accuracy than any other gait gesture recognition methods, 
due to joint motions basically express gait gesture. Our proposed method brings the 
high rate of recognition of human walking behavior and is effective in indoor 
environment. 
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Abstract. Decode the human motion intension precisely in real time is the key 
problem in coordinated control of the lower extremity exoskeleton. In this 
research, the relationship between frequency characteristics of sEMG (surface 
electromyographic) and muscle contraction is established in real time according 
to the biomechanism of skeletal muscle; DPSE (Differentiated Power Spectrum 
Estimation) method is applied to extract frequency characteristics from sEMG 
precisely and quickly; offset compensation is added to prevent noise 
disturbance during feature extracting of the sEMG with lower SNR (signal-to-
noise ratio). Corresponding experiments on knee joint are conducted by 
prototype exoskeleton robot. EMGBFT (EMG Biofeedback therapy) based on 
force and haptic is applied as information feedback. Results show the human-
machine interface can decode human motion intension and assist or resist 
movement of the wearer in real-time.  

Keywords: Differentiated power spectrum estimation, skeletal muscle 
contraction, rehabilitation exoskeleton, Human-machine interface. 

1 Introduction 

The lower extremity exoskeleton robot, a special artificial limb which enwraps the 
lower limbs of the human body, is an integrated application of the exoskeleton robots 
in lower artificial limbs. Many scholars have conducted research and are still 
conducting research in this area since late 1960s, when the first active exoskeleton 
was developed. BLEEX of UC Berkeley [1], Lokomat system of Hocoma [2], hybrid 
assistive limbs (HAL) of Tsukuba University [3], Orthosis exoskeleton of Technical 
University of Berlin [4], ALEX of University of Delaware [5], the LOPES 
exoskeleton robot [6], and ORTHOSIS exoskeleton system [7], rehabilitation 
prototype of NTU [8], etc., are some of the representative exoskeleton robots. Some 
of them have already been successfully applied to clinical gait correction and aid of 
walking, thereby it is recognized that robot-assisted rehabilitation is becoming 
increasingly common in patients after stroke. However, the requirement of real-time 
control for lower extremity exoskeleton is strict, decode the human motion intension 
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precisely in real time becomes the key point in the coordinated control of the human-
machine system. 

Angle and force information are conventional and precise signals widely used in 
control systems, while they can only provide information of the quasi-static and 
hysteresis motion intention of the human body. EMG (Electromyographic) signals are 
30~100ms prior to body movements, 0.01–10 mV, 10–500 Hz. Comparing with angle 
and force information, biological EMG signals are better for the reason that they can 
reflect human motion intention in advance and indirectly imply muscle activity 
information including contraction force and speed of the muscle. It has already been 
used in motion identification and EMGBFT during clinical rehabilitation. We have 
also conducted a series of research to establish the relationship between frequency 
characteristics of sEMG and muscle contraction; discover the frequency of AP (action 
potential) corresponds to the active level of muscle fiber and determine the 
contraction force [9-11]. Unfortunately, sEMG signals are formed by the potentials 
generated by electrically activated muscle cells, signal samples overlapped with each 
other among the many APs, which are non-stationary signals. It makes it difficult to 
predict and feedback human motion intention precisely in real time by sEMG signals. 

Neural network [12-14], fuzzy clustering, wavelet packet, linear discriminant 
analysis, and ICA (independent component analysis), etc. are some of the 
representative methods to cluster the sEMG signals of different human motion 
intention [15-18]. While these methods is complicated and needs a huge amount of 
signal samples, and cannot meet the strict requirement of real-time process  
control. Fortunately, the frequency characteristics of APs can be extracted from 
frequency domain of sEMG signals, which imply the muscle contraction, by effective 
spectrum analysis. Normal spectrum analysis methods include classic PSE (power 
spectrum estimation) based on Fourier transform and the model based power 
spectrum estimation. These methods are asymptotically unbiased estimation to the 
actual spectrum, and are widely used in spectrum analysis. However, sEMG is 10-
400Hz, PSE with signal samples less than 200ms will result in lower frequency 
resolution and cannot identify the signals with lower frequency. Meanwhile, PSE with 
longer signal samples will result in average effect, and reduce the characteristic 
frequency. Gabor transform, Wigner-Ville transform and wavelet transform are time-
frequency analysis. These methods can avoid average effect, while they still need a 
large amount of signal samples and have poor real-time performance. DPSE can help 
extracting the characteristic frequency accurately in real time, and then realize real-
time motion decoding, motion control and information feedback by sEMG signals. 

The motivation of this paper is to develop an effective and real-time human-
machine interface. The joint torque of human knee is predicted by establishing the 
relationship between frequency characteristics of sEMG and muscle contraction, 
which is based on the biomechanism of skeletal muscle. By means of differentiated 
AR PSE, the time-frequency characteristics of the sEMG can be extracted precisely in 
real time. It is applied to real time motion control of the exoskeleton robot and 
information feedback during EMGBFT. Experimental results show the real-time 
human-machine interface can decode human motion intension and assist or resist 
movement of the wearer in real-time. 
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2 Real-Time Relationship between Frequency Characteristics 
of sEMG and Muscle Contraction 

According to our previous research, the active contraction force of the skeletal muscle 
can be expressed as (1): 
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Where Fmax is the maximum contraction force; β is the active level of the muscle that 
shown as (2), which is fitted by sigmoid function to simplified the calculation; η is the 
active ratio of muscle fiber, calculated by normalized RMS (root mean square) value 
of sEMG, calculated as (3): 
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in which N is the number of sample points, vi is the voltage value of the ith sample 
point. In this paper, N is 400, and sampling interval is 500μsec.  

The parameters of the sigmoid function, shown in Fig. 1, can be obtained by least 
square method: a=2.014, b=0.02107 and c=-1.06. f is the characteristic frequency of 
sEMG signal.  
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Fig. 1. Frequency of AP versus active level of muscle fiber 

3 Differentiated Power Spectrum Estimation (DPSE) 

The frequency of APs can be extracted from frequency domain of sEMG signals, 
which imply the muscle contraction, by effective spectrum analysis. Normal power 
spectrum estimation methods include: Fourier transform based classic spectrum 
estimation and mode based spectrum estimation. Autoregressive power spectrum 
estimation (AR PSE) regards signal samples as an AR process with p order. It is not 
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based on the common assumption of a data window on the signal samples, which 
makes the estimation has better frequency resolution and variation. AR PSE based on 
Burg algorithm is used in the paper to estimate the spectrum density of sEMG, as (4): 
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in which ω=2πk/N, k=0,1,…, N-1. The system input is a white-noise sequence with 0 
average and σ2 variance. According to the power spectrum derive from AR PSE, the 
characteristic frequency can be expressed as (5): 
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in which S(x) is the PSE of signal samples x, ωi is frequency, and N is the length of 
PSE. It can calculate the characteristic frequency of t0+dt, t0 is the start point of x and 
dt is the length of x. 

However, sEMG is 10-400Hz, PSE with signal samples less than 200ms will result 
in lower frequency resolution and cannot estimate the signals with lower frequency. 
Meanwhile, PSE with longer signal samples will result in average effect, and reduce 
the characteristic frequency. Differentiated method is applied to solve the problem. It 
can be proved that the increment of the PSE is asymptotically unbiased to the PSE of 
additional signal samples. The PSE of additional signal samples dx can be obtained by 
calculating the difference of PSEs of signal sequences with different length, x1 and x2, 
as (6). The method can reduce the amount of signal samples considerably and 
improve the real-time performance. 

 ( ) ( ) ( )2 1, , ,j j jS e dx S e x S e xω ω ω= −  (6) 

Where xk is signal samples, x1 and x2
 are with the same beginning, and the length are N 

and (N+ΔN) respectively. Theoretically, the shortest length of ΔN can be 1. But the 
variation of AR PSE will result in huge error when ΔN is small. ΔN is 20 in this paper.  
S(ejω, x1) is linear interpolated to have the same length with S(ejω, x2). The amplitude 
of S(ejω, dx) is the amplitude-frequency characteristic of the signal samples dx. The 
characteristic frequency of tdx+dtdx can also be calculated by (6). 

4 Motion Decoding in Real Time 

4.1 Signal Acquisition and Preprocess  

The sEMG signals of the muscles are acquired in real time by self-made sEMG signal 
acquisition processor with 10 times pre-amplification,10~500Hz band pass filter, 
50Hz notch filter , 500 times main gain and A/D conversion. 
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4.2 Power Spectrum Estimation 

Differentiated AR PSE based on Burg algorithm is applied in this paper to analyze 
spectrum of sEMG signals, as described in section 3. SNR is low when the 
contraction force is small, so offset compensation is added to prevent noise 
disturbance during feature extracting of the sEMG with lower SNR, as (7). Since the 
offset is much smaller than the true signal, the extracted features can show the real 
characteristic frequency with small disturbance when the contraction force is high. 

 EMG offsetx x x= +  (7) 

In which x is the signal samples; xEMG is sEMG signals; xoffset is the added offset. 

4.3 Motion Decoding 

The muscle contraction force can be calculated by (1), and the joint torque is the 
resultant force of corresponding muscles, as (8): 

 ( )i i
i

F lτ θ=   (8) 

In which Fi is the muscle contraction force, is the moment arm of corresponding 
muscle, which is related with joint angle θ. 

However the moment arm is changeable with different people. It is difficult to 
measure the exact value by normal ways. Fuzzy neural networks (FNN) based on 
Takagi-Sugeno-Kang model [19] are established to determine the moment arm. The 
topological structure is shown in Fig. 2(a). The output of the network is the the 
predicted moment arm, computed as (9): 
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In which r is the number of rules, μA(ξ) denotes the membership degree of the ith rule 
when the input is ξ, gi is the output membership functions. 

Hybrid learning algorithm [20] is the combination of back propagation algorithm 
and least square method and it is used to learn and obtain the parameters of the 
membership function and consequent parameters. 

5 Experimental Results and Discussion 

5.1 Experiment Setup 

The experimental setup, as shown in Fig. 2(b), consists of the exoskeleton robot, a 
PC, a self-made DAQ card, a self-made motion control card, and a self-made EMG 
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signal processor. Fig. 2 (c) is the mechanics diagram of one leg of the lower extremity 
exoskeleton. Considering the statistical data of the human body, the key parameters of 
the exoskeleton are as follows: l1= 0.422m, d1= 0.26687m, d2= 0.055785m, m1= 
4.3kg, m2= 0.51kg, α= 8.403º, β=14.534º. 

      
(a)                         (b)                  (c)  

Fig. 2. (a) Fuzzy-neural network, (b) Experiment setup, (c) mechanics diagram 

5.2 Experiment Process 

The experiment has been carried out with a healthy male subject of age 29 and a 
healthy male subject of age 26. One leg of them was bound with a leg of the 
exoskeleton. Biceps muscle and quadriceps muscle of thigh are two main muscles that 
related to knee joint movements. Considering the measurability and intensity of the 
sEMG signals, and in order to trace the knee muscle locations that determine the 
kinetic characteristics of the human knee, two channels of EMG signals are applied to 
control the knee flexion and extension: ch1, biceps muscle of thigh; ch2, quadriceps 
muscle of thigh. 

The experiment was divided into two stages: the offline test stage and online 
movement-assist control stage. In the first stage, sEMG signals and interaction force 
were sampled under different joint angle. Recorded data were used as the training 
sample to modify the parameters in the neuro-fuzzy network to predict the moment 
arms of the subject’s knee joint muscles. Then the muscle force and joint torque can 
be calculated by sEMG signal samples as (1) and (9), and were compared with the 
recorded force data. Meanwhile, human active joint torque was feed back by pressure 
of the gasbag that mounted at the arm. Each experiment included 30 tests and lasted 
about 5 minutes. In the second stage, the exoskeleton was controlled to assist the 
movement of the wearer. DPSE was used to evaluate the joint torque of human knee. 
The desired torque is twice of the human active joint torque. The control torque was 
the difference between the desired torque and active human joint torque. The 
exoskeleton is blocked and the output joint torque is measured by force sensor. The 
experiment included 10 tests and lasted about 2 minutes. 
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5.3 Experimental Results 

The experimental results of offline testing are shown in Fig. 3. PSEs with and without 
offset compensation were compared. Normal and differentiated AR PSE are also 
compared and used to predict joint torque. Methods with STFT and Welch modified 
periodogram are also compared. The RMS values of the errors are shown in Table 1. 
DPSE is 6.4% smaller than normal PSE and AR model based PSE has the best 
performance. Pressure feedback corresponds to human active joint torque applied as 
information feedback during EMGBFT, and the result is shown in Fig 3(f). The raw 
sEMG signals, output torque and assist torque of the exoskeleton during coordinated 
control are shown in Fig 4. 
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(e)                                         (f) 

Fig. 3. (a) is the original sEMG signal; (b) is the characteristic frequency curves that with and 
without offset compensation; (c) is the characteristic frequency curves that with normal and 
differentiated AR PSE; (d) is the part view of Fig. (c); (e) is the real joint torque and estimated 
joint toque with different methods; (f) is the human active joint torque and pressure feedback. 
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Table 1. RMS values of the eatimated torque errors with different methods 

 Differentiated PSE Normal PSE 
AR Model 0.4780 0.5257 

Welch 0.5039 0.5894 
STFT 0.7623 0.7502 

Unit: N 
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Fig. 4. (a) is raw sEMG signals, (b) is the output torque and assist torque 

5.4 Discussion 

The contraction force is determined by the frequency of AP and the collected amount 
of motor neuron. So the amplitude and frequency is higher when the contraction force 
is high. The added offset compensation did not affect the characteristic frequency 
when the signal samples have higher SNR. On the contrary, when the contraction 
force is low, SNR is lower. The added offset compensation will lower the 
characteristic frequency significantly, which correspond to the actual condition of the 
human muscle. As shown in Fig. 3(b), the curve with offset compensation has better 
performance. 

Comparing the two curves in Fig. 3(c) and (d), both of them have the similar trend. 
Since the AR model based DPSE take full advantage of the previous signal samples, 
less new signal is needed. It can improve the real-time performance, and meanwhile 
reduce the average effect. As shown in Fig. 3(c) and (d), differentiated AR PSE is 
about 50ms in advance and its peak value is 10% bigger. Table 1 also shows the 
DPSE method has better performance. But RMS values with STFT based DPSE is 
bigger, which is different from the other two. It may caused by the poor variance 
properties of STFT and result in worse performance. 

Fig. 3(e) shows both of the controllers can decode the human motion intention in 
real time. While the DPSE based estimated joint torque is 50ms prior to that obtained 
by normal estimation method, and its peak value is 10% bigger. It corresponds to the 
estimation of characteristic frequency, which further proves the estimation by DPSE 
has better performance. The peak value is slightly smaller than the actual torque, 
which may caused by the added offset compensation. 



 Differentiated Time-Frequency Characteristics Based Real-Time Motion 39 

 

Fig. 4 shows the output torque is about twice of the assist torque and equal to the 
desired torque, which means the controller can decode human motion intension and 
assist movement of the wearer in real time. However, there still exist some errors. 
DPSE may inadequate to extract all the information of muscle activity precisely in 
real time. The information transmitted by sEMG signal concern the quantum effect of 
Na+ and K+. Ambiguous understanding of the mechanism of EMG generation may 
lead to inaccurate information extraction during the exoskeleton control. 

6 Conclusion 

An effective and real-time human-machine interface is built in this paper. The joint 
torque of human knee is predicted by the established relationship between frequency 
characteristics of sEMG and muscle contraction. By means of differentiated AR PSE, 
the time-frequency characteristics of the sEMG can be extracted precisely in real 
time. EMGBFT (EMG Biofeedback therapy) based on force and haptic is applied as 
information feedback. Experimental results show the human-machine interface can 
decode human motion intension and assist movement of the wearer in real-time. 

In order to make feature extraction more precise and the controller more stable, the 
time-frequency domain characteristics of sEMG signals and new methods including 
wavelet, fractal, etc. need to be introduced. Besides, the closed-loop control system 
with multi-sensor integration and information fusion will be applied to the control of 
multi-joint exoskeletons in future work, e.g., two legs of human body. Last but not the 
least, the performance of the system in clinical treatments will also be evaluated in the 
next stage. 
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Abstract. The previous perception and control system of smart wheelchairs 
normally doesn’t distinguish different objects and treats all objects as obstacles. 
Consequently it is hard to realize the object related navigation tasks such as 
furniture docking or door passage with interference from the obstacle avoidance 
behavior. In this article, a local 3D semantic map is built online using a 
low-cost RGB-D camera, which provides the semantic and geometrical data of 
the recognized objects to the shared control modules for user intention estima-
tion, target selection, motion control, as well as parameters adjusting of weight 
optimization for addressing different target. With the object information pro-
vided by 3D semantic map, our control system can choose different behaviors 
according to user intention to implement object related navigation. A smart 
wheelchair prototype equipped with a Kinect is developed and tested in real en-
vironment. The experiments showed that the 3D semantic map-based shared 
control can effectively enhance the smart wheelchair’s mobility, and improve 
the collaboration between the user and the smart wheelchair. 

Keywords: Smart Wheelchair, 3D Semantic Map, Shared Control. 

1 Introduction 

To improve the mobility of the smart wheelchair and the collaboration between the user 
and the smart wheelchair is a currently important research topic worldwide, especially 
facing unknown indoor environment and accurate tasks. Smart wheelchair is required 
to cognize the environment, to estimate the intention of user, and to timely adjust the 
control strategies, so as to achieve accurate and complex operations such as door pas-
sage and furniture docking. Previous shared control cannot solve these problems, 
because it has weak environment perception, which means that it cannot distinguish 
different objects so that treats all objects as obstacles. Taking door passage as an  
example, in order to ensure safety, the best method is to pass through it along the 
perpendicular bisector of the door, but the previous control algorithm does not guar-
antee this. Another example is the docking into the table, which need to detect the table 
and determine the docking position and orientation. Previous shared control is almost 
impossible to solve such problem. In this article, we used shared control and 3D  
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semantic map on smart wheelchair to improve its environment perception and hence 
mobility and collaboration. 

Various shared control has been proposed since 1990s [1]. They can be divided into 
two categories according to the control level a user takes part in: behavior level sharing 
and planning level sharing. 

Behavior level sharing is a commonly used method in the early stage. There are 
usually two ways for a wheelchair to cooperate with a human. The first way is that a 
wheelchair goes towards a direction that a user points out and the assistive system 
provides some obstacle avoidance algorithm to ensure safety [2]. In the second way, the 
user’s commands are treated as a behavior which is executed with other autonomous 
behaviors (e.g. obstacle avoidance behavior, wall follow behavior). 

Planning level sharing takes the user’s intention into account while doing planning. 
The wheelchair follows orders coming from a planner, and user expresses his or her 
intention by moving the joystick. When the user’s intention conflicts with the planner’s 
order, the control system will modify the user’s command [3] or re-plan the task [4], 
[5]. The user’s intention of doing a certain task (e.g. door passage) is measured by 
defining intention prediction functions [4]. 

A new kind of shared control method was recently proposed in [6] and [7]. They 
defined an efficiency function to evaluate the user’s control ability and adjusted the 
user’s control weight according to the function value. Inspired by above works, in our 
previous work [8], we proposed a minimax algorithm for optimizing the weights of 
both commands of user and machine. All methods mentioned above, however, don’t 
distinguish objects in environment but consider them all as obstacles. 

Many 3D technologies have been applied to smart wheelchair since 2005. Stereo 
vision-based SLAM is used for the smart wheelchair navigation in [9]. But the maps 
only contained geometry information without object information. The 3D model is 
segmented into distinct potentially traversable ground regions and fitted planes to the 
regions in [10]. The planes and segments were analyzed to identify safe and unsafe 
regions and the information was captured in an annotated 2D grid map called a local 
safety map. But they still cannot distinguish different objects either. 

Rusu et al. [11] proposed a novel framework for semantic 3D object model acquired 
from point cloud data. The functionality of this framework included robust alignment 
and integration mechanisms for partial data views, fast segmentation into regions based 
on local surface characteristics, and reliable object detection, categorization, and re-
construction. The computed models were semantic, i.e. they inferred structures in the 
data, which are meaningful with respect to the robot task. Such objects include doors, 
handles, supporting planes, cupboards, walls, and movable smaller objects. The point 
clouds are resulting from a 3D laser scanner. For smart wheelchair application, the 
mapping approach is still facing the issues on real-time computation, low-cost sensor 
and human-wheelchair cooperation. 

In this article, system architecture of shared control for smart wheelchair is pre-
sented. A local 3D semantic map is online built with use of a low-cost RGB-D camera, 
which provides the semantic and geometrical data of the recognized objects to the 
shared control modules for user intention estimation, target selection, motion control, 
as well as parameters resetting of weight optimization for addressing different target, A 
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smart wheelchair equipped with a Kinect is developed as experimental platform for 
studying the effectiveness of the proposed method. 

2 System Architecture 

As shown in Fig. 1, our approach is based on the previous shared control (below the 
dash). 3D semantic map contain the target information from 3D object detection and 
object feature extraction. At the same time, user intention is estimated to determine 
whether the user would like to reach the target. If not, the shared control will work as 
usual; if yes, the 3D semantic map will plan the motion to drive the wheelchair to the 
target, and the output of motion control (linear and angular velocity commands) will 
replace the output of joystick, meanwhile the 3D semantic map will adjust the internal 
parameters of the shared control to adapt to the different situations. 

ቐ݊݅ሬሬሬԦ ∙ Ԧݖ = ݅ݖ0 ∈ ሾ݊݅݉ݖ , ݔܽ݉ݖ ሿܿܽ݀ݎሺܱሻ ∈ ሾܿ݉݅݊ , ݔܽ݉ܿ ሿ 

 

Fig. 1. System architecture 

3 3D Semantic Map Building 

In this article, we use shape-based method to build 3D semantic map. The point cloud 
data obtained from the RGB-D camera is firstly filtered and down-sampled to reduce 
the amount of data. Secondly, RANSAC algorithm is used to segment the data in 
accordance with the horizontal plane and vertical plane, then European clustering is 
used to make segmentation region finer. Finally, each region is matched using a priori 
model library in order to identify object, and to extract object feature for navigation. 
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Pass Through Filter. Pass through filter is used to reduce the amount of date by re-
moving the useless points, such as the points which are too far or the points higher than 
the wheelchair and the user. ௜ܱ  is the point cloud and p (x, y, z) is a point: 

 ௜ܱ = ሼ݌ሺݔ, ,ݕ ݔ|ሻݖ ∈ ሺݔଵ, ,ଶሻݔ ݕ ∈ ሺݕଵ, ,ଶሻݕ ݖ ∈ ሺݖଵ,  ଶሻ ሽ .             (1)ݖ

Sparse Outlier Removal. Using RGB-D camera, measurement errors lead to sparse 
outliers which corrupt the results even more. They complicate the estimation of local 
point cloud characteristics such as surface normals or curvature changes, leading to 
erroneous values. The sparse outlier removal module corrects these irregularities by 
computing the mean µ and standard deviation σ of the nearest neighbor distances, and 
trimming the points which fall outside the µ േ α ڄ σ [11]. The value of α depends on 
the size of the analyzed neighborhood. 

Down Sample. The point cloud data obtained from RGB-D camera has high resolution 
and uneven density, which increase the amount of data. Space can be divided into voxel 
grids with some scale, and each grid contains at most one point. Such treatment can 
reduce the resolution and uniform the point cloud. 

Point Cloud Segmentation. In our approach, objects we interested in are usually 
structured by a set of planes, particular the planes perpendicular or parallel to the 
ground. We use RANCAS algorithm first to extract the above-mentioned planes [12]. 

RANSAC is an abbreviation for "RANdom SAmple Consensus". It is an iterative 
method to estimate parameters of a mathematical model from a set of observed data 
which contains outliers. 

The planes perpendicular and parallel to the horizontal plane can be constrained by 
the following equation, where ݊పሬሬሬԦ is the normal of each point in the point cloud data, 
and z-axis perpendicular to the ground: 

 ݊పሬሬሬԦ ൈ Ԧݖ = 0 . (2) 

 ݊పሬሬሬԦ ∙ Ԧݖ = 0 . (3) 

RANSAC doesn’t consider the continuity of data. The extracted results usually 
contain many separate areas. Therefore, the Euclidean cluster is needed to get the 
biggest continuity region of the result of RANSAC. 

Model Matching. Common objects of the indoor environment can usually be de-
scribed with some common-sense constraints, which include the plane normal, the 
range of area and height, etc. For example, a table can be described as follow: 

 ቐnనሬሬሬԦ ∙ zԦ = 0z୧ ∈ ሾz୫୧୬, z୫ୟ୶ሿcardሺOሻ ∈ ሾc୫୧୬, c୫ୟ୶ሿ . (4) 

where ܿܽ݀ݎሺܱሻ is the number of points in the plane. Because each voxel grid contains 
at most one point after down sample, the number of points can be estimated to a plane 
area. So ܿܽ݀ݎሺܱሻ ∈ ሾܿ௠௜௡, ܿ௠௔௫ሿ is the constraint of the desktop area.  
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In last step, RANSAC extracts the plane ܽݔ ൅ ݕܾ ൅ ݖܿ = ݀ . Hence ݔ = 0 and ݕ = 0 will get ݖ௜ = ݀/ܿ. And ݊పሬሬሬԦ ∙ Ԧݖ = 0 is the constraint using RANSAC to extract 
planes parallel to the horizontal plane. 

As result the algorithm have detected the object and marked the points in the point 
cloud which belong to the object to build 3D semantic map. These objects are candi-
dates for the target selection module. 

Object Feature Extraction for Navigation. Since our aim is to improve the wheel-
chair mobility, the details should be extracted according to different objects. One of the 
important details is to obtain the current goal for motion control in navigation, such as 
the orientation and the midpoint of the door, the position and orientation for docking, 
and the size of free space of the table. 

4 Shared Control 

The share control has two key parts: the reactive control and the weight optimization. 
The reactive control provides basic obstacle avoidance using MVFH&VFF methods 
[3], [4]. The weight optimal algorithm optimizes three indicators which will be dis-
cussed in the following section to obtain weight of reactive control and user. 

Weight Optimization. In our previous work [8], indicators of wheelchair’s perfor-
mance were proposed: safety, comfort and obedience. safety measures the probability 
of collision. comfort measures the variation of angular velocity. obedience measures 
the degree of obedience to the user’s control intention. These indicators are defined as: 

ݕݐ݂݁ܽݏ  = 1 െ expሺെߙ ∙  ሻ . (5)ݏ݅݀

ݐݎ݋݂݉݋ܿ  = expሺെߚ|߱ െ ߱଴|ሻ . (6) 

ܾ݁ܿ݊݁݅݀݁݋  = expሺെߦ|ߛ െ  ሻ . (7)|∗ߦ

where, dis measured the distance between the wheelchair and the nearest obstacle in its 
path; ߱ and ߱଴ are the desired and current angular velocity; ξ* is the orientation of 
user command calculated from the user’s input ݒ௠௔௖௛ and ߱௠௔௖௛; ξ is the orientation 
of final command determined by ݒ and ߱; ߚ ,ߙ and ߛ are constants. 

The aim of weight optimization is to maximize all three indicators. However, these 
indicators are usually contradictory to each other. Therefore, there is no absolute op-
timum solution for maximize the three indicators at the same time. So we proposed of 
solving this problem is: always improve the smallest indicator among the three. In 
accordance with this principle we choose the minimax method to simplify this mul-
ti-objective optimization problem to a single objective one (Eq. 8). 

۔ۖەۖ 
,ݕݐ݂݁ܽݏmax఑ሺminሺۓ ,ݐݎ݋݂݉݋ܿ .ݏሻሻܾ݁ܿ݊݁݅݀݁݋ ሻݐሺݒ.ݐ = ሻݐሻ߱ሺݐ௨௦௘௥ሺݒ = ሻݐ௨௦௘௥ሺ߱ߢ ൅ ሺ1 െ ሻ1ݐሻ߱௠௔௖௛ሺߢ ൒ ߢ ൒ 0  . (8) 
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where, ߢ and ሺ1 െ  ሻ is the linear and angular velocity to be sent to the wheelchair. This equationݐሻ and ߱ሺݐሺݒ ;ሻ is the user weight and the reactive control weightߢ
means that finding the user weight is equivalent to finding the proper ߢ to maximize 
the objective function minሺݕݐ݂݁ܽݏ, ,ݐݎ݋݂݉݋ܿ ሻܾ݁ܿ݊݁݅݀݁݋  under the restrictions 
stated after s.t.. As the linear velocity in MVFH is equal to ݒ௨௦௘௥ሺݐሻ as long as there is 
no possible collision, we restrict ݒሺݐሻ to be equal to ݒ௨௦௘௥ሺݐሻ. 

Eq. 8 as a linearly constrained nonlinear programming problem, there is generally no 
analytical solution, since we use one-dimensional search algorithm to solve the opti-
mization: First, use rough search algorithm to determine the interval that contain the 
maximum of the objective function minሺݕݐ݂݁ܽݏ, ,ݐݎ݋݂݉݋ܿ ሻܾ݁ܿ݊݁݅݀݁݋ ; Second, 
implement Golden section search algorithm in the interval mentioned above to find the ߢ at maximum of the objective function. 

Intention Estimation and Target Selection. Human should always be dominant in 
shared control. The command of machine plays a role of optimizing or revising user’s 
order, which is why it is necessary to estimate user’s intention. 

Our proposal uses interactive method for user intention estimation. A local map is 
shown in system interface. A red arrow in the interface represents the orientation of the 
joystick on wheelchair. Once an object is detected as the destination, the object will be 
marked by green frame. At this moment, if the user holds the joystick pointing toward 
the object, the system will understand that the user intends to approach and the green 
frame will turn red to feedback to the user. This process is called target selection. 
Otherwise, pointing away from the object or releasing the joystick mean rejecting target 
and treating the object as obstacle, just as the previous shared control. 

Motion Control. Target selection results in two effects. One is replacing the user 
commands by motion control commands to control the wheelchair automatically. The 
user’s order through joystick is considered as user’s intention on destination rather than 
direct control for velocity of the wheelchair. The velocity is calculated by motion 
control according to the position and orientation of the wheelchair and the goal. The 
other is the modification on parameters of shared control. For example, the threshold of 
obstacle avoidance is decreased to succeed passing through the narrow door or to 
perform fine manipulation; increase the obedience indicator to improve the accuracy of 
the tracking trajectory of the wheelchair. 

We use a real-state feedback controller [13] to calculates the linear and angular 
velocity according to the relative position of the wheelchair and the target (Eq. 9). 

۔ۖەۖ 
ۓ v = ݇௥ݎω = ݇௔ܽ ൅ ݇௕ܾr = ඥ∆ݔଶ ൅ ଶܽݕ∆ = െߠ ൅ atan2ሺ∆ݔ, ሻܾݕ∆ = െߠ െ ܽ  . (9) 

where ∆ݔ and ∆ݕ are position difference between the wheelchair and the target, ߠ is 
the orientation of wheelchair. The three variables above are with reference to the world 
coordinate system. ݇௥, ݇௔ and ݇௕ are constants. 
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Fig. 3. D semantic map building and target selection 

Table 1. Processing time for each step 

 Table Door 
Down Sample 0.23s 0.23s 
Segmentation 0.01s 0.05s 
Model Matching 0.15s 0.96s 
Detail Information Extraction 0.39s 0.02s 
Total 0.78s 1.26s 

Shared Control. Fig. 4 illustrates the accuracy of our control system. The width of 
wheelchair is 0.5m. It can be docked into the table with a 0.67m width free space. 

 

Fig. 4. Docking into the table 

Fig. 5(b) shows the comparison of trajectories with and without the 3D semantic 
map. As shown, when passing through the doorway, the wheelchair controlled with 3D 
semantic map took an arc to align the center of the door and passed through the 
doorway vertically. The wheelchair controlled without 3D semantic map, however, 
passed very close to one side, which is very dangerous. When docking into the table, 
the wheelchair controlled with 3D semantic map docked autonomously and precisely. 
On the opposite, the wheelchair couldn’t approach to the table and failed to dock. 
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(a) 

 

 
                      (b) 

Fig. 7. (a) Diagram of the indicators changes with user weight; (b) Convergence process of 
search algorithm 

6 Conclusion and Future Works 

This paper presents a 3D semantic map based-shared control for smart wheelchair. 3D 
semantic map is used to enhance the environment perception of wheelchair. The 
wheelchair is able to recognize different objects in unknown indoor environments, and 
with this information the wheelchair can assist the use to implement object related 
navigation tasks such as door passage or furniture docking. Further, the cooperation 
between human and wheelchair is improved based on the map. The experiments with 
real wheelchair and in real world illustrate the validity of the proposed method. In the 
future, the robustness and stability of the system for more complex environments will 
be further investigated. 
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Abstract. Treatment for upper extremity impairment following a stroke or other 
conditions relies on rehabilitation programs, especially on passive arm 
movement therapy at the early stages of impairment. An exoskeleton robot 
(ETS-MARSE) was developed to be worn on the lateral side of upper-limb to 
rehabilitate and assist daily upper-limb motion. We have implemented a 
nonlinear sliding mode control technique to maneuver the ETS-MARSE in 
providing different passive rehabilitation exercises that include single and multi 
joint movement exercises. To evaluate the robustness and tracking performance 
of the controller, exercise involving healthy human subject were performed, 
where spasticity (a resistance) on arm movement which often found to subjects 
following a stroke was added artificially. Experimental results show the 
efficient performance of the controller to maneuver the exoskeleton to provide 
passive rehabilitation therapy. 

Keywords: ETS-MARSE, Exoskeleton Robot, Passive Rehabilitation Therapy, 
Arm Spasticity, Sliding Mode Control. 

1 Introduction 

Full or partial upper extremity impairments are common consequences of conditions 
such as geriatric disorders and/or following a stroke or other conditions such as 
sports, falls, and traumatic injuries [1-4]. According to the World Health 
Organization, stroke affects more than 15 million people worldwide each year [5]. 
Among these, 85% of stroke survivors will incur acute arm impairment [6]. This 
results in an increased burden on their families, communities and society as well. 
Treatment of arm impairments mostly relies on rehabilitation therapy. 

Recent studies revealed that patients receiving robot-aided rehabilitation gained 
significant improvement in their arm mobility [3, 7]. In our previous research, we 
therefore have developed upper extremity exoskeleton robots [8-10] to rehabilitate 
individuals with upper limb dysfunction. It has already been shown in several studies 
that robotic devices are able to provide consistent training [1] with high reliability and 
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accuracy [10, 11]. In this paper, we have presented a 7DoFs exoskeleton robot, ETS-
MARSE which was designed to be worn on the lateral side of the upper limb and is 
able to provide every variety of movement to the shoulder, elbow, forearm and wrist.  

Several hypotheses exist as to how upper extremity rehabilitation may be 
improved. It was found from several studies that intensive and repetitive therapy 
significantly improve motor function [2]. Therefore the key factors of the therapy 
(i.e., the intensive and repetitive movements of the affected extremity) need to be 
integrated in rehabilitation paradigms and this can be done through rehabilitation 
robotics.  

As a key requirement to provide passive rehabilitation and/or passive arm 
movement assistance, a consistent high dynamic tracking performance of a controller 
is required to maneuver the robot in an efficient, smooth and continuous manner. 
Beside, robustness of the controller is necessary to cope with uncertainties, for 
instance the mass of the human upper-limb which varies from person to person.  

The robustness of the sliding mode control (SMC) can theoretically ensure perfect 
tracking performance despite parameters or model uncertainties [12]. Moreover, the 
SMC is simple in structure, has good transient performance and is fast in response. 
We therefore consider the SMC as a good solution to deliver a consistently high 
dynamic tracking performance. Note that to eliminate/reduce chattering of the control 
signal that originates from the discontinuous sign function of SMC, in this paper we 
have replaced the discontinuous term with a sat function [12]. 

In experiments, we have implemented trajectory tracking (both joint space and 
Cartesian trajectory tracking) that corresponds to the recommended rehabilitation 
exercises [13] with the ETS-MARSE. Experiments involved healthy human subjects. It 
is expected that the controller (SMC with sat function) will be able to maneuver the 
ETS-MARSE effectively to provide passive rehabilitation therapy. In the next section a 
brief description on passive arm therapy is presented. An overview of the ETS-MARSE 
is presented in section 3. Section 4 describes the control strategy of the ETS-MARSE. 
In section 5, experimental results are presented and finally the paper ends with the 
conclusion and future works in section 6. 

2 Upper Limb Passive Rehabilitation Therapy 

Passive arm movement therapy is the very first type of physiotherapy treatment given 
to patients, mainly to improve their passive range of movement (RoM). In this 
therapeutic approach, patients remain relaxed (i.e., the therapy does not require 
subject’s participation) while therapy in the form of different joint based movements 
[13] are employed by physiotherapists, skilled caregivers, and/or trained family 
members [4, 14]. To be noted, this therapy is the key treatment for the patients who 
are unable to actively move their arm throughout their complete range of motion 
following a surgery [13] at the shoulder joint, elbow joint or wrist joint due to the 
dislocation of the joints; or as the result of a stroke mostly due to spasticity and 
increased muscle tone [14]. A quantitative measurement of spasticity (in terms of 
force required in achieving the maximal pain free range of movement and 
corresponding velocity of movement during elbow joint motion) can be found in [15]. 
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3 Upper Extremity Exoskeleton Robot, ETS-MARSE 

We have developed a 7DoFs wearable upper-limb exoskeleton robot named ETS-
MARSE (Fig. 1), which is comprised of a shoulder motion support part, an elbow 
motion support part, a forearm motion support part and a wrist motion support part. 
Its shoulder motion support part having 3DoFs is responsible for assisting horizontal 
flexion/extension (RoM: -500 to 900) and vertical flexion/extension motion (RoM: 00 
to 1400), and internal/external rotation of shoulder joint (RoM: -850 to 700).  
 

Fig. 1.  ETS-MARSE with human subject. A7DoFs exoskeleton robot was designed and 
developed to rehabilitate and ease daily upper-limb motion. 

The elbow motion support (1DoF) is responsible for flexion/extension motion 
(RoM: 00 to 1200), forearm motion support part (1DoF) is responsible for 
pronation/supination movement (RoM: -850 to 850), and wrist motion support part 
(2DoFs) is responsible for assisting radial/ulnar deviation (RoM: -250 to 200), and 
flexion/extension (RoM: -500 to 600) of wrist joint. As seen in Fig. 1, a six-axis 
force/torque sensor (Nano-17, ATI) is instrumented underneath the wrist handle to 
measure instantaneous reaction forces between the subject’s wrist and the robot end-
effector. For safety reasons, mechanical stoppers were added to limit the joint 
movements within the anatomical range of upper limb. Detailed of human upper limb 
range of movement can be found in [8].  

Elbow motor

Motor

Force sensor

 Shoulder joint

 Arm strap

Wrist handle
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4 Sliding Mode Control (SMC) 

In this research we have implemented SMC approach in trajectory tracking (both joint 
space trajectory and Cartesian trajectory) of the ETS-MARSE. The dynamic behaviour 
of the ETS-MARSE can be expressed by the rigid body dynamic equation as:  

ሷߠሻߠሺܯ  ൅ ܸ൫ߠ, ሶ൯ߠ ൅ ሻߠሺܩ ൅ ,ߠ൫ܨ ሶ൯ߠ = ߬ (1) 

where, ߠ ∈ Թ଻ is the joint angles vector, ߬ is the generalized torque vector, ܯሺߠሻ ∈Թ଻ൈ଻   is the inertia matrix, ܸ൫ߠ, ሶ൯ߠ ∈ Թ଻ is the coriolis/centrifugal vector, ܩሺߠሻ ∈ Թ଻ 
is the gravity vector, and ܨ൫ߠ, ሶ൯ߠ ∈ Թ଻ is the nonlinear coulomb friction vector which 
can be expressed as:  

 ߬௙௥௜௖௧௜௢௡ = ,ߠ൫ܨ ሶ൯ߠ = ܿ.  ሶ൯ (2)ߠ൫݊݃ݏ

where, c is the coulomb-friction constant. Equation (1) can be written as: 

ሷߠ  = െିܯଵሺߠሻൣܸ൫ߠ, ሶ൯ߠ ൅ ሻߠሺܩ ൅ ,ߠ൫ܨ ሶ൯൧ߠ ൅  ሻ is symmetrical and positive definite. The generalߠሺܯ ሻ always exists sinceߠଵሺିܯ ሻ߬ (3)ߠଵሺିܯ
layout of the sliding mode control technique is depicted in Fig. 2.  

Fig. 2. Schematic diagram of SMC with boundary layer neighboring to the sliding surface 

The first step in the sliding mode control is to choose the sliding surface ܵ in terms 
of the tracking error. Let the tracking error for each joint be defined as:     ݁௜ = ௜ߠ െ ௜ௗ                     ሺ݅ߠ = 1, ڮ ,7ሻ (4) 

and the sliding surface as:  
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௜ܵ = ௜݁௜ߣ ൅ ݁పሶ                      ሺ݅ = 1, ڮ ,7ሻ (5) 

where, ߠ௜ௗ is the desired trajectory for joint ݅ , and ௜ܵ is the sliding surface of each 
DoF. Let, Σ = ሾ ଵܵ ܵଶ ڮ ܵ଻ሿ் be the sliding surface for the ETS-MARSE. 
Therefore, we have 

Σ = ൥ߣଵ݁ଵ ൅ ݁ଵሶߣڭ଻݁଻ ൅ ݁଻ሶ ൩ (6) 

Equation (5) is a first order differential equation, which implies that if the sliding 
surface is reached, the tracking error will converge to zero as long as the error vector 
stays on the surface. Considering the following Lyapunov function candidate: ܸ = 12 Σ்Σ (7) 

which is continuous and nonnegative. The derivative of V yields: ሶܸ = Σ்Σሶ  (8) 

By choosing Σሶ  as given in equation (9) relation (8) is ensured to be decreasing. Σሶ = െ݊݃݅ݏ ܭሺΣሻ , ,ݐ׊ ܭ ൐ 0   ֜ ሶܸ ൏ 0 (9) 

where, ݊݃݅ݏሺΣሻ = ቐ 1 ݎ݋݂ Σ ൐ 00 ݎ݋݂ Σ = 0െ1 ݎ݋݂ Σ ൏ 0  (10) 

Expression (9) is known as the reaching law. It is to be noted that the discontinuous 
term ܭ.  ሺΣሻ in (9) often leads to a high control activity, known as chattering݊݃݅ݏ
which can cause severe damage to the mechanical components. One of the well 
known approaches found in the literature is to smoothen the discontinuous term in the 
control input with the continuous term ܭ.  .ሺΣ/Ԅሻ [12]ݐܽݏ

where, ݐܽݏሺΣ/Ԅሻ = ۔ە
ۓ 1 ݎ݋݂ Σ ൒ ԄΣԄ ݎ݋݂  െ Ԅ ൑ Σ ൑ Ԅെ1 ݎ݋݂ Σ ൑ Ԅ ,ݐ׊    0 ൏ ߶ ا 1 (11) 

Using equation (11), the reaching law therefore becomes: Σሶ = െܭ . ሺΣ/Ԅሻݐܽݏ , ,ݐ׊ ܭ ൐ 0 (12) 

Therefore and considering:      

ሷߠ ௗ = ሾߠଵௗሷ ଶௗሷߠ … ሶܧ  ,ሷ଻ௗሿ்ߠ = ሾ݁ଵሶ ݁ଶሶ ڮ ݁଻ሶ ሿ், and Λ = ൥ߣଵ 0 00 ڰ 00 0  .଻൩ߣ
Σ =  Λܧ ൅ ሶܧ ֜ Σሶ = Λܧሶ ൅ ሷܧ  (13) 
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where, ܧሷ = ሷߠ െ ௗሷߠ . Thus, equation (13) can be written as:                Σሶ = Λܧሶ ൅ ሷߠ െ ௗሷߠ  (14) 

Substituting the value of ߠሷ   from equation (3) in equation (14) we obtain, Σሶ = Λܧሶ െ ௗሷߠ െ ,ߠሻൣܸ൫ߠଵሺିܯ ሶ൯ߠ ൅ ሻߠሺܩ ൅ ,ߠ൫ܨ ሶ൯൧ߠ ൅  ሻ߬ (15)ߠଵሺିܯ

Replacing Σ ሶ by its value given in equation (12) െܭ. ሺΣ/Ԅሻݐܽݏ = Λܧሶ െ ௗሷߠ െ ,ߠሻൣܸ൫ߠଵሺିܯ ሶ൯ߠ ൅ ሻߠሺܩ ൅ ,ߠ൫ܨ ሶ൯ߠ െ ߬൧ (16)

The torque ߬ can be isolated and thus yields: ߬ = െܯሺߠሻ ቀΛܧሶ െ ሷߠ ௗ ൅ .ܭ ሺΣ/Ԅሻቁݐܽݏ ൅ ൣܸ൫ߠ, ሶ൯ߠ ൅ ሻߠሺܩ ൅ ,ߠ൫ܨ ሶ൯൧ (17)ߠ

where, K and Λ are diagonal positive definite matrices. Therefore the control law 
given in equation (17) ensures that the control system is stable. 

Note that the same SMC approach can be used to track both Cartesian and joint 
space trajectories. It can be seen from the Fig. 2, that the controller inputs are the joint 
space variables (ߠௗ, ௗ,ሶߠ ௗሷߠ ), therefore an inverse kinematic solution is required to 
convert Cartesian variables (ܺௗ,  ሶܺௗ , ሷܺௗ) to joint space variables. The inverse 
kinematic solution of a redundant manipulator (DoFs >7) can be obtained by using the 
pseudo inverse of Jacobian matrix ܬሺߠሻ [16] as: ߠሶ = றܬ ሶܺ  (18)

where, ܬற =  .ሻିଵ is the pseudo inverse generalized்ܬܬሺ்ܬ

5 Experiments and Results 

Experimental set up of the ETS-MARSE system is depicted in Fig. 3. The control 
algorithm is executed in NI-PXI-8108 [17]. The outputs of the controller are the joints 
torque commands. However, the torque commands are converted to motor currents, 
and finally, to reference voltage as the voltage value is the drive command for the 
motor drivers. The motor driver cards which carry the motor drivers were custom-
designed to fit in the slots of the main board. 
 

 

Fig. 3. Experimental setup of ETS-MARSE system. It consists of a CPU processor (NI PXI-
8108) with a reconfigurable FPGA (field-programmable gate array), a main board, seven motor 
driver cards, and a PC. 
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In experiments, the trajectory tracking performance of the ETS-MARSE was 
evaluated with the SMC. Figure 4 shows the experimental results of shoulder joint 
vertical flexion/extension motion (00-900). The exercise also known as pointing 
movement exercise. The topmost plot of Fig. 4 compares the reference trajectories 
(desired joint angles, dotted line) to measured trajectories (or measured joint angles, 
solid line). The 2nd row of the plots shows the error as a function of time i.e., 
deviation between desired and measured trajectories. It is obvious from the figure that 
the tracking performance of the controller was excellent as it is found that the 
measured trajectories overlapped with the desired trajectories with tracking error less 
than 0.70. The generated joint torques corresponding to the trajectory is plotted in the 
bottom row. 

Further, to evaluate the robustness as well as the tracking performance of the 
controller, another experiment demonstrating a co-operative and simultaneous 
movement of both elbow and forearm was performed with a healthy human subject. 
Note that an elastic rubber band was tied-up (as seen in Fig. 5) in between the end-
effector and a diagonal overhead support to realize spasticity on arm movement while 
performing this trial. 

Experimental results of this trial are depicted in Fig. 6. The objective of this task 
was to pronate the forearm (up to -750) from a neutral position (00), while 
simultaneously extending the elbow (up to  300) from its initial position (900) and then 
reversing the movement (i.e., supinate the forearm (+750) from the pronated position 
while simultaneously flexing the elbow (up to 1180) from its extension position. It can 
be seen from the force plots (Fig. 6a) that the maximum resistive forces/perturbations 
exerted by the elastic rubber band were Fx=5.86N, Fy=11.6N, and Fz=45.2N. As in 
previous exercises, the tracking error was found to be very small which was below 20. 

Fig. 4. Pointing movement exercise (performed with healthy human subject having body
weight 65kg and height 165 cm) 
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Fig. 5. Schematic diagram of a spastic arm movement exercise that involves simultaneous 
movement of elbow and forearm 

The schematic diagram of the Cartesian trajectory tracking (reaching) exercises is 
shown in Fig. 7. This exercise began at point-X with the elbow joint at 900 and then 
followed path XY to reach Target-A. The objective of this exercise is to reach 
different targets (in 3D plane) one after another, which involves movement of the 
entire upper limb’s joints. As shown in this figure, to reach two targets in 3D plane, 
the exercise follows the path XY-YX-XZ-ZX. 

Figure 8 shows the experimental results of reaching movement exercises which 
were performed with a healthy human subject in seated position where initial position 
of shoulder joint vertical flexion was at 50, and that for elbow joint was at 900. It can 
be seen from the plots that the measured (solid line) and desired (dotted line) end 
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point trajectories matched each other. The end-point tracking was found to be quite 
small in this case, which was below 1cm. The SMC thus showed good tracking 
performance in tracking also Cartesian trajectories.  

 

Finally, to realize the spasticity on multi-joints arm movements, the same 
(Cartesian trajectory tracking) reaching exercise was performed again but by adding 
artificial resistance to arm movements using an elastic rubber band as depicted in Fig. 
7. The trial was carried out with the same subject (weight: 65kg, height: 165cm) of 
previous trial. The maximum resistive forces/perturbations exerted by the elastic 
rubber band in this case were Fx=22.9N, Fy=9.8N, and Fz=34.67N. Also in this case, 
the end-point tracking error was found to be small (below 2.5cm). 
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Fig. 7. Schematic diagram of a reaching movement exercise 
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From these experimental results, it can be concluded that the SMC is quite robust 
and can effectively maneuver the ETS-MARSE to perform passive rehabilitation 
therapy.  

6 Conclusion 

A nonlinear sliding mode control technique was employed in maneuvering the ETS-
MARSE (a 7doFs exoskeleton robot) in trajectories tracking representing passive 
rehabilitation exercises. The SMC was found to be quite robust to deal with different 
types and conditions of exercises; e.g., single and multi-joint movement exercises; 
joint based and Cartesian based exercises that also include specific case of arm 
impairment where subjects show spasticity on arm movements. A brief discussion on 
passive rehabilitation therapy is given. The technical requirements of robot-assisted 
therapy are presented. A brief description of the ETS-MARSE is also presented. 
Experimental results demonstrate the efficient performance of the SMC in driving the 
ETS-MARSE to provide passive arm movement therapy. 

It is to be noted that once resistance to passive arm movements in individuals has 
diminished it is essential that they practice active movements Future works therefore 
include in developing a control strategy to provide active arm movement therapy. 
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Abstract. This paper investigates the processing of surface electromyo-
graphic (sEMG) signals collected from the forearm of a human subject
and, based on which, a control strategy is developed for an exoskeleton
arm. In this study, we map the motion of elbow and wrist to the cor-
responding joints of an exoskeleton arm. Linear Discriminant Analysis
(LDA) based classifiers are introduced as the indicator of the motion type
of the joints, and then with the force of corresponding agonist muscles
the control signal is produced. In the strategy, which is different from the
conventional method, we assign one classifier for each joint, decomposing
the motion of the two joints into independent parts, making the recog-
nition of the forearm motion a combination of the results of different
joints. In addition, training time is reduced and recognition of motion is
simplified.

Keywords: sEMG, LDA, exoskeleton, force estimation.

1 Introduction

Myoelectric signals (MES) can be used to detect a human user’s motion inten-
tion. The information extracted from MES, recognized as patterns, can be used
in a control system, known as a myoelectric control system (MCS), to control
rehabilitation devices or assistive robots. The most important advantage of myo-
electric control is hands free control compared with other types of control system,
such as body-powered mechanical systems (e.g. joysticks and keyboards), which
are based on the user’s motion.

The research community has focused on the use of some signal-processing
techniques to achieve accurate decoding of the MES. Using off-line approaches,
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the accuracy of MES pattern recognition can be greater than 90%, through the
use of various classifiers, such as linear discriminant analysis [1], time-delayed
artificial neural networks [2], Gaussian mixture models [3], and Support Vector
Machines (SVM) [4]. The above mentioned studies show a promising future in
estimating motion intention utilizing complicated but powerful classifiers; how-
ever, the ease of use of such strategies have been left open because, in most
cases, the output of the classifier is categorical and discrete. For example, in
[5], P. Shenoy et al. implemented SVM to recognize eight patterns of human
forearm movement for online control of a manipulator, where the only function
of MES is to indicate the motion direction of corresponding joints; however, the
velocity and torque of the motors are predefined. To overcome the shortcomings
mentioned above, more sophisticated approaches have been proposed in the lit-
erature. P. K. Artemiadis et al. [6] exploited force and position tracking sensors
to establish a state space model to produce a continuous output (including posi-
tion and force) after training. In [7], J. Kuan et al. employed linear regression to
fit EMG signals, with the torque measured by force sensors during the training
stage. Many researchers [6][7] utilized force and position tracking sensors to es-
tablish the relationship between sEMG and force or position during the training
phase, and employ only sEMG in online control. Since the force and position
tracking sensors are necessary in these works, control with only sEMG during
training and testing phases is not investigated.

Without using expensive force and position tracking sensors, we propose a
control strategy based on sEMG and validate it in real-time online control. Two
LDA based classifiers are assigned for the two joints and, combined with the
estimated force from the EMG signals collected on the dominating muscles of
relevant joints, are utilized to produce the control signal. Only sEMG signals
are utilized in the whole process. The output of the classifier is the direction of
the joint motion, and the estimated force is the force that the robot will exert in
that direction. Since the recognition of joint motion is independent, the training
can proceed one joint after another instead of the whole forearm and as a result
of this the motion of the forearm can be more flexible.

The rest of this paper is organized as follows: in the next section a general view
of the structure of the robot arm is presented. In section 3 the strategy mentioned
above will be discussed in detail. Section 4 presents methodologies used for data
acquisition and the experiments. Section 5 provides the experimental study and
analysis of the results. Finally, in section 6 conclusions are presented.

2 Structure of The Robot Arm

The developed upper limb rehabilitation exoskeleton robot is a 5 degree-of-
freedom wearable robot with an open-control architecture, developed by our lab-
oratory for human movement and manipulation exercises. The developed robot
is shown in Fig. 1(a). The wrist actuator can apply a maximum of 2.4Nm and
the elbow 3.4Nm. Every joint is equipped with a Harmonic Drive Transmission
(HDT), the inherent zero backlash of which is essential for the exoskeleton.
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The robot joints are actuated by Maxon DC brushless servo motors and har-
monic gear transmissions. The harmonic drive built into the exoskeleton robot
are manufactured by Harmonic Drive Systems Inc. (model SHD-17-100-2SH for
joints 1 and 2, model SHD-14-100-2SH for joints 3 and 4, and CSF-32- 50-2A-GR
for joints 5). Joint positions are measured through resolvers at the joint output
axis, with a resolution of 1000 pulse/cycle output revolutions.

All the motors are controlled in torque mode. The calculated joint torque is
directly sent to the servo driver. The calculated torque can be transferred as the
current of motors by the servo driver, which can be described by Tm = KT · Tc

where Tm is the motor torque, KT is the motor torque constant, and Tc is the
desired current sent to the servo driver in the form of a two-byte floating-point
number.

Fig. 1. Configuration of the system

3 sEMG-Based Control Method

3.1 Classifier Based Control

Suppose that the relation of motion between the elbow and wrist is small. The
potential motion state of each joint is yi ∈ Y 4 with

Y = {0 (Rest), 1 (Flexion), 2 (Extension),−1 (Non−Determined)} (1)

If all the kinds of motion (i.e. Rest, Flexion, and Extension) are required to be
classified by only one classifier, the total number of classes (9) would be the
square of a single joint’s motion classes(3), which will increase according to the
class numbers of each joint exponentially. It would be time consuming for train-
ing so many classes, and the performance of the classifier may be degenerated
without enough samples in each class. As a result we can assign each joint with
a classifier. For example, the input of the classifier assigned to the elbow is a
feature vector xi extracted only from the sEMG signals controlling the elbow,
and the output is yi. The total number of classes (6) is reduced to the sum of
the joints’ motion classes (3). The control diagram is shown in Fig. 2. It is well
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Fig. 2. The control flow of classifier based control

known that in the classification of EMG signals, the LDA classifier has a pretty
good performance compared with more sophisticated classifiers such as Artificial
Neural Networks (ANN) and SVM [4] [14]. The classifier developed in this work
is constructed based on Uncorrelated Linear Discriminant Analysis (ULDA) [13].
As a dimensionality reduction method, ULDA can reduce class-pair specific deci-
sion boundaries to a simple 1-D threshold. Using 1-vs-1 technology and majority
votes, it can be used for the multi-class classification problem [15]. The class as-
sociation of a feature vector N for a given binary classifier can be assigned as
follows:

CAB =

⎧⎨
⎩

CA, (DAN < DBN ) ∩ (DAN < τA)
CB, (DBN < DAN ) ∩ (DBN < τB)

CNM , else
(2)

where CAB is the class output for the binary classifier;CA, CB,, and CNM denote
membership to class A, B, or neither; τA and τB are adjustable thresholds; and
DAN and DBN are the normalized distance between N and class A and B. The
decision maker in Fig. 2 is applied to make the decision of the current motion
intention estimation more robust. We assume that the user holds his/her motion
for a period of time TM . If the following condition is met, the decision will change.
c(t) is the class label at time t (see Fig. 2); c(t − 1) is the previous label; TS is
the sampling time.

c(t) �= c(t− 1), c(t− 1) = · · · = c(t− TM/TS) (3)

The decision maker can select the produced reference force based on the rules
illustrated in Table 1. When the output of the decision maker is 0 (relaxed state),
the output force of the controller would be a predefined value, which denotes the
force that the robot needs to produce when the user is relaxing (to counteract the
weight of the exoskeleton). On the other hand, the corresponding surface EMG is
inevitably less constrained in online control than in the training phase, and can
be representative of contractions that are unknown to the controlling classifier.
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In this case there is no unanimous selection among the binary classifiers, and
the output is defaulted to the −1 (Non-Determined) class. In order to maintain
the continuity of the motion, the control signal does not change.

Table 1. The reference force’s source

yi Source of Reference Force

1 Agonist Muscle

2 Antagonist Muscle

0 Hold Force

−1 Last Source

3.2 Force Estimation

In general, the approach of estimating force from EMG signals can be sorted into
two categories; muscle-model based and model-free. In the former, a Hill-type
muscle model with a calibration process can be used to calculate muscle forces
using activation and muscle tendon lengths as the input [8] [9]. A model-free
approach avoids the modelling process and adopts regression techniques [10]
[11]. In order to obtain the accurate torque of relevant muscles, force sensors
need to be attached to the human limb.

Since the interaction between human and robot is in real time, a human is
involved in the control loop naturally. Since the actuator is subjected to physical
constraints we transfer the percentage of maximum torque limit of human joints
to the torques of the corresponding robot joints. In order to obtain the true es-
timation force from the sEMG signals, a high pass filter, the cut-off frequency of
which is much larger than conventional 20Hz, is used to remove approximately
99% of the sEMG signal power, which is mainly due to fatigue, tissue filter-
ing properties and the differential amplification process [12]. The non-linearity
between the sEMG and force is also considered.

The Kalman filter is utilized as a post-process technique to reduce the esti-
mation noise. Following the approach proposed in [10], we see that:

x̂−
k = x̂k−1, P−

k = Pk−1 +Q, Kk = P−
k (P−

k +R)−1,

x̂k = x̂−
k +Kk(zk − x̂−

k ), Pk = (1−Kk)P
−1
k (4)

where x is the true value of the force; x̂−
k is estimated prior state; x̂k the estimated

posteriori state; P−
k the priori estimate error covariance; Pk−1 the posteriori

estimate error covariance; Q the process noise covariance;Kk Kalman filter gain;
R the measurement noise covariance; and zk the calculated force value.

The reference force (ri(t), see Fig. 2) is produced by the estimation of force
as shown in Eq. (5).

ri(t) = mi + (sgn(Fi) · Li −mi) · |Fi|/100 · p
|ri(t)| < Li, i = {0 (elbow), 1 (wrist)} (5)
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where mi is the hold force when the input force is zero; Fi the force of agonist or
antagonist muscle; p the proportional coefficient; and Li is the limit of the input
force. In the sense of proportional control, the user can obtain a much larger
force range compared with his/her own.

4 Process of sEMG Signals

4.1 Data Collection

A four-channel EMG signal was collected from four locations on the upper limb
(i.e. biceps-short head, triceps-long head, flexor carpi radialis, extensor carpi
radialis), using bipolar electrodes. For the elbow joint, we define the biceps as
the agonist muscle, and the triceps as the antagonist muscle. For the wrist, flexor
carpi radialis is defined as the agonist muscle, and extensor carpi radialis as the
antagonist. The raw signals were digitally sampled at 1024 Hz, band-pass filtered
from 10 to 500 Hz using a digital fourth-order Butterworth filter, and a notch
filter was used to remove unwanted line-frequency (50 Hz). In the training stage,
the user performed six joint motions (i.e. classes). The motions isometric and
consist of: elbow rest, elbow flexion, elbow extension, wrist rest, wrist flexion,
and wrist extension. Each contraction was held for 8s, with 3-5s rest between
adjacent contractions. The suite of six states was repeated 5 times in total.
A two-fold cross-validation was employed to evaluate the performance of the
classifier. Maximum force information has been included in the data, collected
in the above training process.

4.2 Data Analysis

The force signal is estimated from the filtered EMG signals. The whole proce-
dure of estimation is illustrated in Fig. 3. First, the EMG signal is high-pass
(cut-off frequency Fcut) filtered to remove most of the power energy in the low
frequency range. In larger muscles where motor unit recruitment continues into
the upper end of the force range and the firing rate has a lower dynamic range,
the relationship between force and the amplitude of EMG signal is relatively
non-linear. The non-linear relationship is described by Eq. 6 [16].

EMGN = 100
e(−EMGLξ) − 1

e(−100ξ) − 1
(6)

Fig. 3. The flow of force estimation
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where EMGL = EMG linearly normalized to 100% of maximum; EMGN =
EMG non-linearly normalized to 100% of maximum; and ξ = constant to define
exponential curvature. In the second strategy, the input of the classifier has to be
a feature vector extracted from the raw filtered EMG signals. First, the original
data needs to be segmented. A segment is a sequence of data limited in a time
slot, which is used to estimate signal features. Real-time constraints enforce a
delay time of less than 300 ms between the onset of muscle contraction made
by a user, and a corresponding motion in the device [17]. In order to achieve
real-time control, the segment we set is 100ms, which produces a 10Hz control
command flow. After segmentation the next important step is the feature ex-
traction, which reveals the underlying information between different patterns,
having a strong effect on the performance of the classifier. D. Tkach et al. [18]
conducted a study of many time-domain features, including the Autoregres-
sion Coefficient (AR) feature, although this is generally regarded as frequency
feature. They concluded that Mean Absolute Value (MAV), Waveform Length
(WL), and AR are the most insensitive features to three disturbances, including
EMG electrode location shift, variation in muscle contraction effort, and muscle
fatigue. Meanwhile, Farina and Merletti [19] have pointed out that a segment
length shorter than 125 ms are to be avoided for the extraction of AR feature,
because they lead to high variance and bias. For the above considerations, the
features we finally selected were MAV and WL, which produce 4-dimensional
feature vectors for the two classifiers respectively. The mathematical definition
of these features is described in Table 2.

Table 2. Mathematical Definition of Features, Given si as the i-th signal, and N the
number of samples in a segment

MAV = 1
N

N∑
i=1

|si|

WL =
N∑
i=1

|Δsi|; Δsi = si − si−1

5 Experiment and Analysis

The chosen values for the parameters mentioned above are: TM = 800ms,
Tresh = 1, ξ = 0.2, Fcut = 410Hz, Q = 5e − 3, R = 1e − 6. We conducted
the force estimation experiment, the result of which is shown in Fig. 4. Because
the Root Mean Square (RMS) of the original EMG signals has to be extracted in
a sampling time of 100ms both of the original EMG signals and force estimation
are down-sampled to show a comparison. The blue curve denotes the original
EMG signals, the green one denotes the force estimation, and the red one is the
RMS value. In the middle zone between of 10ms and 70ms, the RMS and the
estimated force is nearly identical, except that the RMS is a little larger than
the force. This is because of the filtered low frequency energy, which is mainly
the indicator of the fatigue of the muscle instead of its force. However, in the



70 B. Wang et al.

beginning, because the computation of the RMS has included the subsequent
information, it cannot initialize from zero. Similarly, the RMS cannot reflect the
change of EMG signals in the last sector.

An experiment using the selected feature set was carried out. The Principal
Components Analysis (PCA) technique was applied to reduce the 4-dimensional
original feature vector to a 2-dimensional one, which is easy to plot in a plane.
The processed feature vectors of EMG signals collected in the elbow and wrist
are shown in Fig. 5, which shows the distribution of 50 feature vectors, and the
red, green, and blue color denotes that yi = 0, 1, 2 respectively. From the figure,
the feature set we selected is suitable for the discrimination between patterns,
and in addition, the time-domain has little need for a long data segmentation;
it is well suited for the real-time control problem.

The recognition accuracy of the two classifiers was investigated using two-fold
cross-validation. The results of this test indicated that the classifiers perform
well on the sample data, with 90% for the elbow and 95% accuracy for the wrist.
Four kinds of rough trajectory of the elbow and wrist were predefined: flexion
and extension of elbow with resting wrist, flexion and extension of wrist with
resting elbow, flexion and extension of wrist with flexed elbow and flexion and
extension of both of wrist and elbow. The PID force controller must be properly
tuned before the online control process can be successfully carried out. In the
view of motors, force is realised with current. By using the driver’s self-contained
software, the motor winding is energized with a high-frequency current in order
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to identify the dynamic response for resistance and inductance. The result of the
test is a set of well-tuned current controller parameters, and the tuning process
is automatic without human intervention. This results in a root mean square
(RMS) error of 2.8.

The results of the control strategy are shown in Fig. 6. In the figures, the red line
denotes the force estimated from the agonist muscle, and the green line denotes
the force estimated from the antagonist muscle. From the difference of the two
kinds of force, we can distinguish which kind of motion the user is performing.
When the force of the agonist muscle is much larger than that from the antagonist
muscle, the motion is flexion; otherwise it is extension. If the two kinds of force
are almost the same and have small values, the user is resting the relevant joint.
The position of the joints is depicted in the blue curve, which is not the aim of our
control scheme. In the second strategy, the decision maker outputs the decision
as the extension motion, which is illustrated in black circles in Fig. 6. In addition
the right axis expresses the position of the relevant joints in degrees.

In Fig. 6, the intention of the first two trajectories is followed closely. How-
ever, in Fig. 6(c), almost all of the intention of rest of corresponding joints are
recognized as flexion, which indicates that the classifier has a poor online perfor-
mance. The poor performance of recognition is because of the transient signals of
on-line experiments, compared with the isometric contraction signals collected
for training. Even in this case the position of relevant joints still follows the
user’s intention due to the small amplitude of the flexion force, which makes
the strategy robust to the error of the recognition when performing online. The
results shown in other trajectory imply that the classifier performs especially
well in the flexion and extension movement. Fig .6(e) show that although the
force is fluctuating, the position of the joint remains stable.
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6 Conclusion

This paper has presented a control strategy based on upper limb sEMG signals.
The strategy is based on the ULDA classifier. Each joint’s motion is recognized
by one classifier. Using this approach –which may more meaningfully reflect
usability– the user can train each classifier by each joint’s motion, and in the
recognition phase the combined motion of many joints will be natural. In addition
to the indicator of the user’s motion, the force which the user exerted is also
estimated to control the robot, making the motion of the robot an amplifier of
the user’s force.
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Abstract. In the course of the demographic change companies will have to 
tackle the challenges of an ageing workforce. Since older employees, especially 
blue-collar workers are more likely to show an attrition of their working ability, 
manufacturers need to take preventive and compensative measures: first to 
maintain health and well being of their employees, second to integrate those 
with already reduced working ability and third to further increase productivity. 
On workplace level the concept of a production assistance robot offers a 
promising approach, combining support and relief for the worker with the 
benefits of automation directly in the value added chain. This paper summarizes 
several approaches, where adding simple low level intelligence to industrial 
robots results in economically and ergonomically effective assistance functions. 

Keywords: assembly, human-robot-interaction system, robot assistance. 

1 Introduction 

1.1 Demographic Change and Challenge 

Europe is undergoing a drastic demographic transformation: Driven by rising life 
expectancy, low fertility rate and limited immigration its populace is ageing (2004: 
39 yrs., 2050: 49 yrs.; median of EU 25). In consequence the workforce available will 
become older, but also will decline roughly 20 % in the next 40 years, shortening 
potential GDP-growth. While the aged society demands sustainable social protection, 
resulting in an increase of social expenditures, the effective rate of retirees to 
employees will double from 37 % to 70 % in 2050. Thus, fewer will have to support 
more, whilst still competing in a global and volatile market (Fig. 1). Facing this 
challenge the EU economy is vitally dependant on fostering the workforce of older 
people. It is necessary to increase that group’s participation on the labour market as 
well as to raise the effective retirement age, possibly beyond 65, being both 
productive and a relief to public finances [1]. Hence, accompanying social and 



 Approaches of Applying Human-Robot-Interaction-Technologies to Assist Workers 75 

 

political incentives, innovative production technologies are needed to enable 
employees to prolong their working life and to strongly increase the effective per 
capita productivity. 

 

Fig. 1. Left: Projected age cohorts, showing gain and loss of the EU 25 populace from 2004 to 
2050 [1]. Right: Incidence of constraints relevant to the assignment of production workers in % 
(regression) [2]. 

1.2 Effects of Age and Health on Working Capability 

Ageing is a strongly individual and partially reversible process. As a general trend 
certain attributes like dexterity, perception or strength decline progressively from the 
mid twenties on, contrariwise experience and related competences grow. Decay and 
development of the abilities are subjected to genetic disposition, environmental 
effects, health, training and disuse. Thus, age cannot be linked to a limited working 
capability, however, the acquisition of constraints is the more likely, the older the 
employee. According to [2] 5 % of blue collar workers show constraints relevant to 
their assignment at the age of 40, deteriorating to 47 % at 60. A major factor cutting 
the working capability is ill health, resulting in absenteeism and early retirement. 
Among the work related health problems and occupational diseases, musculoskeletal 
diseases are the most prevalent. Concerning manufacture, the main risk factors are 
handling of heavy loads, repetitive work or working at high speed and painful, tiring 
postures [3], [4]. 

1.3 Production Assistance Robots 

Production assistance robots feature both that is needed to tackle this challenge. 
Automation to increase productivity efficiently, supplemented by the flexibility of 
human cooperation combined with the most versatile ability to relief production 
employees from wearing, overstraining work. As a complement to the definition of 
service robots that exclude manufacturing applications [5], we define a production 
assistance robot as “a robot, that semi or fully autonomously supports humans in the 
process of creating added value, e.g. in manufacturing operations”. The state of the art 
of human-machine-cooperation is given in [6]. Further details on production 
assistance robots are provided by [7]. 
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The integration of robot assistance starts with planning of the workplace (re-) 
design, see Fig. 2. Considering the requirements of the assembly process and the  
(dis-) abilities of the worker assigned, each single process step is assessed if it best 
carried out automated, manually or in any hybrid or collaborative way. Following 
that, the complete process and equipment is being detailed. While there is an 
international classification of functioning, disability and health (ICF), it is not used 
for production planning - instead companies often describe the constraints of 
assignment, such as “the worker may not lift more than 8 kg” or “cannot work in a 
kneeling position”. To assist production engineering, it is proposed to describe assist 
functions in those categories of constraints of assignment. As depicted, the planner 
needs an overview of possible assistance functions and available safety equipment. 
This paper will propose several approaches, in parts supported by experiment, in both 
areas. 
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Fig. 2. Planning steps to design and integrate robot assistance on workplace level 

2 Alleviating Short Cycled, Repetitive Work 

With abating quickness ageing employees find it harder to perform in production lines 
with short working cycles and quick, repetitive handling processes. Due to the 
simplicity of the task, experience can hardly be used to compensate. The standard 
interventions are to either slow the production line, reduce the number of tasks by 
moving a part to another working place up- or downstream or lastly to assign the 
worker to a less demanding working place. In contrast, the applied robot assistance 
aims to keep the worker at the current assignment without need of further personnel. 
The basic approach is to relief the worker of a part of his tasks, which a robot can 
safely and timely execute in parallel, providing the worker with more time to finish 
the remaining task. Based on the estimated loss of productivity; it was assumed, that 
an improvement of 10 % would be adequate. Fig. 3 depicts the selected pick and place 
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operation of a module from a container to an assembly rack. To ensure safe 
interaction a robot with intrinsic safety features (light-weight, elastic joints, collision 
detection) was chosen [8]. To keep a low-cost profile, it was aimed to omit additional 
sensors to precisely track and pick parts or to detect previously emptied slots in the 
container. Fig. 3 illustrates the targeted process. To cope with already opened batches 
with an unknown number of missing parts, the robot moves the end-effector through a 
slit in the container until a collision is detected (a), which stops the robot. Analyzing 
the direction of the impact, e.g. using the residual, allows differentiating between 
expected and unexpected collision along the path of (a). In the former case the robot 
would stop and then start the gripping process, in the latter case it would stop, drive 
back and restart process (a). This differentiation, which was tested separately with a 
force-sensor, is not failsafe. However it is assumed to only occur rarely, resulting in a 
false pick, which the human at the workplace easily can rectify. Closing the gripper 
(b), the robot centers and holds the module compliantly. It then lifts (c) and transports 
the part to an assembly rack. Using the chamfered surface of the rack, the robot pulls 
the part in the right position (e), allowing a pick of low precision in step (b). The 
desired contact forces were programmed exploiting the robot’s position control. Using 
an offset, the compliance can be used like a spring, as done in (e). Reducing the offset 
after insertion of the module averts the lashing movement of the robot when releasing 
the grasp under tension. The experimental setup demonstrated that a low-cost, retrofit 
robot assistance to alleviate demanding short cycled work is an applicable concept. 
The preparation including administration, engineering and programming took 53 h. 
The installation at the working place was done in 3 h. Given, system and a template of 
the desired function were available to the respective company a retrofit integration 
within a day seems feasible. Moreover, a temporary application in cases of reversible 
disabilities to accelerate resumption of work, e.g. after accidents, could be conceived. 

 

Fig. 3. Top: Robot integrated in a workplace scenario handling a module from a container to an 
assembly rack. Letters a-e show the steps of the process. Bottom: Details on the pick operation, 
which tolerates displacement and rotation of modules and container in the range of several cm. 
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3 Lighten Handling and Assembly of Heavy Parts Effectively 

The assembly of a counterweight in a dishwasher base part represents an archetype 
application suited for robot assistance. The worker has to lift a 7 kg counterweight out 
of a lattice box. After turning and stepping to the assembly line he moves the weight 
over the base part and sets it down in a cavity. Based on Methods Time Measurement 
(MTM) data, this process takes 6.15 s in a 37 s working cycle. To illustrate the strain: 
in a two hour shift the worker moves 1.4 tons. As aggravating factor, the distal 
location of the mounting area and of the parts in the lattice box require the worker to 
bend and lean over, stressing his back, while holding the weight stresses fingers, arms 
and shoulders.  

In the following for each of the three phases (pick up, transport, insertion) a 
specific problem and a solution will be discussed. 

3.1 Efficient Cooperative Pick Up 

To pick parts from the loose stack in the lattice box the robot needs precise data for 
localisation. This could be provided by machine vision or by a worker positioning the 
robot manually. Both alternatives can be comparatively costly, the first for its hard- 
and software, the second for its slow process speed, which safety restrictions would 
dictate. As a new approach, the worker is to manually fasten a gripping tool to  
the respective part and the robot then autonomously grabs the tool. Fig. 4 illustrates 
the concept proposed. In step (a) the robot automatically moves to a waiting position, 
while the worker is separated from the robot’s work space by a safety light curtain. 
Then the worker enters the area and grabs the end-effector, which is fastened to the 
flange with a spring loaded self retracting wire (b). The spring is adjusted to balance 
the weight of the end-effector. When pulled onto a stacked counterweight, the end-
effector centres the part using circumferential, chamfered metal sheets, and fixates the 
part with a standard vacuum gripper. When finished, the worker leaves the area which 
signals the robot to continue with next step (c). By detecting the angle of the wire 
between flange and tool, applying the control rule (angle → 0), the robot moves first 
horizontally until it is directly over the tool and then moves down, until a latch 
catches and fixates the tool to the flange. Finally, the robot lifts the counterweight and 
continues with the assembly operation (d). This design allows the worker to swiftly 
and safely use his haptic skills, reliefs him from handling the heavy part itself and 
renders complex machine vision unnecessary, offering cost-efficient yet effective 
assistance. Comparing to a quote for the realisation of the machine vision concept, the 
cooperative approach is estimated to cost only half to third, assuming 4 s of 
cooperation in a 37 s cycle, single shift and a five year deduction. 
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Fig. 4. Top left: Scheme of manual scenario assembling heavy parts. Top right: Scenario for 
hybrid pick up; a-d: Scheme of the hybrid pick up process. 

3.2 Speeding Up Cooperative Handling 

To allow manual guidance of a RV60 robot it was equipped with a safe control (ISO 
13849 Part I) and an input device featuring a force sensor, emergency switch and an 
enabling device (ISO 10218 Parts I-II). When not enabled, the robot carries out a stop 
category 2, permitting the resumption of guided operation within half a second - 
paramount for acceptance. As a comprehensible and common concept of interaction, a 
non linear control was implemented transforming the force applied by the worker into 
the tool’s velocity, see Fig. 5. To compensate for less strength in lateral directions, an 
anisotropic amplification of the force input has been found useful. The robots 
behaviour can be switched between fine motion for positioning and gross motion for 
transport just by exerting more or less force [9], [10]. The intermediate hysteresis 
stabilises the transition between the different amplification factors. The distance to 
obstacles limits the speed as shown in Fig. 5. Virtual walls are applied to avoid 
collisions or to guide the tool along a defined path by reducing only the orthogonal 
velocity to zero at the wall’s coordinates. If the tool penetrates the virtual barrier, it is 
being pushed back smoothly, using a spring-damper-transfer function [11]. In this 
setup, the stability of control is limited by delay, amplification and stiffness of the 
kinematic chain of user and robot. In consequence this impairs the potential 
cooperative working speed and thus the robot assistance’s economical value. 
Depending on the user, handling speeds between 200-500 mm/s were realised. The 
approach found to further increase handling speed was to decouple the resulting 
velocity from several sources of instability. This was put into practise using a “virtual 
conveyor”, which basically is adding a preset override of a tangential velocity output 
to a virtual wall. To speed up lateral movement, the worker drives the tool into the 
conveyor wall, where it is automatically being pulled sidewards, until it either reaches 
the end of the conveyor or the worker pulls the tool away from the wall. Using two 
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conveyors, as depicted in Fig. 5 a fast transition between left (e.g. pick) and right (e.g. 
place) can be realised, additionally decreasing strain for the worker, since forward 
pushing is easier than laterally shifting. Using the virtual conveyor, a stable speed of 
1 m/s could be confirmed in experiments.  

 

Fig. 5. Top left: Robot with virtual conveyors to ease and speed up transporting a weight 
between two virtually confined volumes; Top right: anisotropic amplification of input forces; 
Bottom left: Principle design of the applied control architecture. Bottom right: Non linear 
transformation of input force to output velocity.  

3.3 Assisting Positioning for Assembly 

Let it be assumed that the robot assistant has stopped at a waiting position holding the 
assembly part before this process starts. The insertion of the counterweight in the base 
part requires a positioning precision of ± 0.7 mm. If the base part is properly aligned 
and fixated, the robot could be used like a press. Activating the enabling device the 
part automatically is set down and the robot returns into waiting position. Given a 
starting distance of 250 mm between the assembly partners, adding the time to grasp 
the input device, this takes about 3 s. If the base part is only inaccurately positioned 
and the manual guidance described in 3.2 is being used, the process takes about 8-
11 s. The reason reckoned for this long duration is, that the user has no adequate 
reference point to control the movement due to the assembly part occluding the 
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relevant characteristics of the base part. Considering that the latter situation of the 
base part is a common case in manual assembly, a method that assists and thus 
quickens the positioning seems worthwhile. To tackle this, an approach baptized 
“feature fetching” is envisioned, that consists of three major steps. Before operation, a 
reference feature on the assembly part and a distinct structure element of the base part 
are chosen, both of which coincide when assembled. In this case, these are a rib of the 
base part fitting to a cavity of the assembly part, see Fig. 6. In the next step, the 
worker guides the robot over the base part while a sensor attached to the flange scans 
for features derived from said structure element. The rib is being detected e.g. 
searching for vertical edges with minimum length. When found, these features are 
mapped in base coordinates using the synchronised tool position. In a third step, areas 
of attraction are established on top of all localised features. When the worker guides 
the reference feature into the cone shaped attractor area, a virtual force is added to the 
user input and lightly pulls the tool to the centre. Below the tip of the cone, the lateral 
movement is inhibited, so the part can be moved precisely vertically, already aligned 
for assembly. The currently fetched feature can be highlighted in a display. This way 
the user can chose between several, even falsely identified features. A proof of 
concept is in development. 

 

Fig. 6. Targeted setup for feature fetching and details on the attractor area 

4 Assisting Complex Assembly Motion 

Inserting a driver seat in the auto-body demands a complex motion path. Passive 
handling devices can only deliver limited support, e.g. in terms of assisted degrees of 
freedom. The basic idea for a cooperative assembly was to let the worker control the 
assembly movement manually. This was dropped later on due to quality and ability 
reasons which an experiment revealed. A proband had to insert a lightweight 
cardboard double of the seat, collisions were listed and located. Even with training 
and optimal inserting method the incidence of collisions did not go below 3 % 
(N=90). The assessed reasons are seen in the limited space, occlusions as well as 
unrestraint degrees of freedom. It was concluded to assist the worker by providing a 
predefined insertion path. At a point of choice, the robot synchronizes with the 
assembly line motion. The worker then detaches the input device allowing him to 
control the insertion process by tilting the input device, as depicted in Fig. 7. The path 
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can be run for- and backwards and offsets can be added permitting corrections online. 
The mobile input device facilitates and securing the process. In case the worker 
releases the enabling device, it is supposed to stop the robot’s ideomotion, yet not the 
synchronized locomotion, as that would stop the whole assembly line. With this 
design, separating fences can be left aside increasing operational and planning 
flexibility. Process reliability will improve. The worker is unburdened of the wearing 
handling task and can continue with further assembly at the car body right after the 
robot assistant is finished, potentially saving throughput time. 

  

Fig. 7. Inserting a driver seat along a predefined path, using tilt control (realized in cooperation 
with the LRT of the University of Würzburg) 

5 Safe Automated Assembly Motion 

To achieve an economical optimal utilization of assistance robots a switching from 
cooperative to automated task execution is demanded. Whilst the handling of parts 
within scenarios without task sharing can be secured by existing contactless 
approaches [6], [7], [10], the automated assembly step itself cannot yet be executed 
safely in the presence of a human worker without enabling devices or tactile sensors. 
As a new approach a model-based safety concept is introduced and targets the design 
of an optoelectronic shield around the aimed assembly position detecting intrusions 
and thus preventing collisions. The core consists of three linked modules. First, a 
system model is designed using the real-time robot data providing its tool position and 
orientation. In combination with a mathematical pinhole model of a selected laser 
scanner [12] and a CAD-based virtual representation of the assembly base part, sensor 
distance measurement data can be simulated. 

The virtual data is being compared with the real measurement data of the assembly 
scenario where the laser scanner is attached to the robot tool. The real data is prone to 
four types of errors (noise, signal quality, e.g. diffuse reflectance, object 
displacements and sampling issues). The error handling is covered in an online 
matching module and aims at filtering false negatives with direct effect on the 
system’s robustness. This can be tackled by implementing a matching score, ray 
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aggregation, a Kalman filter, or error modeling [13], [14]. A negative result triggers 
the robot’s trajectory modification, e.g. a stop. It is assumed, that the likelihood of the 
virtual data creating false positives for a multitude of measurement points at the same 
time is close to zero and thus will have no safety impact. Ongoing work strives to 
prove the concept by experiment and calculation. 
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Fig. 8. System architecture of the safety concept 

6 Summary 

Due to the demographic shift, the value of manual workforces will increase 
continuously in the near future, The integration of human-robot-interaction 
technologies as simple and yet intelligent assistance systems within industrial 
assembly represents an effective method to tackle this challenge and enable the 
efficient task sharing with respect to both humans’ and robots’ abilities. Along the 
assembly steps gripping, handling, positioning and assembly, generic assistance 
approaches taking into account safety issues for cooperative task execution are 
presented and discussed.  
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Simulation Study of an FES-Involved Control
Strategy for Lower Limb Rehabilitation Robot

Yixiong Chen, Jin Hu, Feng Zhang, and Zengguang Hou

State Key Laboratory of Management and Control for Complex Systems Institute
of Automation, Chinese Academy of Sciences, Beijing 100190, China

Abstract. This paper proposes a functional electrical stimulation (FES)-involved
control strategy for self-made exoskeleton lower limb rehabilitation robot for
the training purpose of paraplegic patients caused by spinal cord injury (SCI)
or stroke. Two muscles (Vastus Medialis and Riceps Femoris) are stimulated to
produce active torque around knee joint which can be considered as a redun-
dant actuator besides electrical motor. During the predefined trajectory track-
ing task, electrical motors compensate for the gravitational torque of the entire
human-robot system, while the muscles provide torque calculated by a PD posi-
tion/velocity controller based on the tracking error. The FES-induced torque con-
trol is accomplished with combination of feedforward and feedback controller,
former of which is obtained by applying off-line trained neural networks to map
the relationship between desired active torque and FES parameters. Simulation
results obtained by using Simulink toolboxes in Matlab verify the feasibility of
this control strategy.

Keywords: Rehabilitation robot, FES, torque control, muscle model.

1 Introduction

Patients who have spinal cord injury (SCI) or stroke always suffer from motor disorder,
poor blood circulation on the affected limbs as well as psychological problems. Rehabil-
itation exercises are required to restore the lost movement function of paralyzed limbs
which will help the patients out of the predicament physiologically and psychologically.
Traditional rehabilitation method is executed by moving the paralyzed limbs repeatedly
with the help of physical therapist, and is time-consuming and laborious [1], [2]. Due
to the rapid development of robotics, this manual treatment is gradually replaced by
rehabilitation robot designed for active training and repetitive movement exercise for
paraplegic or hemiplegic patients [3]. This advanced rehabilitation technique enhances
the effect of rehabilitation and also decreases the economical cost.

Functional electrical stimulation (FES) involves artificially inducing a current in spe-
cific motor neurons to generate muscle contractions [4]. Many FES based studies, both
open loop and closed loop control have shown satisfactory results in movement restora-
tion [3], [5]. Since the significant meaning of the FES in rehabilitation, it has been
combined with robot for better rehabilitation effect in recent years. A critical factor to
be considered during FES-involved training is the timing and intensify of FES which
determine the participation of the stimulated muscle, and another factor is what role
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the rehabilitation robot plays during the training. There are basically two types of so-
lution to these problems. The first one is by setting a desired interaction force/torque
between human and rehabilitation robot during certain training task such as leg pressing
and cycling motion. Timing and intensity of FES are controlled based on the measured
force/torqe, and the rehabilitation robot is used to support the gravity of the limb as
well as to provide assistant or active resistent during the training [1]. Another solution
is by detecting the patients’ intention of motion, either by means of force/torque sensor
or electromyography (EMG). Then the FES, whose intensity depends on the measured
voluntary force/torque or EMG, “gives a hand” to the relative muscle to help the limb
completing certain motion [6].

In this paper, we propose an FES-involved control strategy for self-made exoskele-
ton lower limb rehabilitation robot for the training purpose of completely paraplegic
patients. These patients have no voluntary control of there lower muscles which can
only be activated by FES. This control strategy is based on the concept of “soft robot”,
in which the FES-stimulated muscles are considered as another type of motor. Our con-
trol strategy is inspired by an assumption that the limb motion caused by stimulating
relative muscles in a controllable manner is likely to enhance the rehabilitation effect
compared with purely passive limb motion. In this control strategy, the rehabilitation
robot and human lower limb are assigned with a predefined trajectory tracking task,
and electrical motors of the rehabilitation robot compensate for the gravitational torque
of the entire human-robot system, while the stimulated muscles provide the torque cal-
culated by a PD position/velocity controller according to the tracking error. This paper
is organized as follows. In Section II, the simplified system model and its dynamic anal-
ysis will be introduce; the FES-stimulated muscle model as well as the approach to its
inverse model will be given; also, the control strategy will be depicted in detail. Section
III represents the Matlab simulation results which can demonstrate the feasibility and
effectiveness of this control strategy. The last section comes up with conclusion and
future work.

2 Methods

2.1 Simplified Model of Human Leg and Robot

The plant to be simulated is based on a self-made exoskeleton lower limb rehabilitation
robot which have 3-DOF corresponding to hip, knee and ankle joint, respectively. All
three joints are driven by electrical motors, and equipped with encoders and torque
sensors to get angle position, angular velocity and torque of each joint. Link length of
the robot can be adjusted to ensure perfect alignment of the robot joints and human
joints. During training, the patient’s leg is attached to the robot links by straps, with feet
fastened to the pedal. For simplification, it is assumed that the mass of the system is
evenly distributed and the ankle joint is maintained at a fixed angle so that the human
leg together with robot can be considered as an evenly distributed two-link system.
Picture of the real robot and its simplified model are shown in Fig.1.

To get the dynamic of the system, Lagrange-Euler method is employed, and is de-
fined as

d
dt
∂L
∂q̇i
− ∂L
∂qi
= τi (1)
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Fig. 1. Picture of the rehabilitation robot and its simplified model. qi, mi, and li represent joint
angle, mass of link and length of link for joint i, respectively. F is the interaction force between
the robot and human leg at end-effector.

where L is the Lagrange function which is the difference between kinetic energy K and
potential energy P of the entire system. qi q̇i and τi are joint angles, angular velocities
and joint torques of the i-th joint, respectively.

By computing formula (1), dynamic of the system can be written in the following
form

M(q)q̈ +C(q, q̇)q̇ +G(q) = τ (2)

where M(q) is the 2 × 2 inertia matrix; C(q, q̇) is the 2 × 2 Coriolis/centripetal matrix;
G(q) is the 2 × 1 gravity vector. They are given as

M =

⎡
⎢⎢⎢⎢⎣

( 1
3 m1 + m2)l21 +

1
3 m2l22 + m2l1l2 cos q2

1
3 m2l22 +

1
2 m2l1l2 cos q2

1
3 m2l22 +

1
2 m2l1l2 cos q2

1
3 m2l22

⎤
⎥⎥⎥⎥⎦

C =

⎡
⎢⎢⎢⎢⎣
− 1

2 m2l1l2q̇2 sin q2 − 1
2 m2l1l2(q̇1 + q̇2) sin q2

1
2 m2l1l2q̇1 sin q2 0

⎤
⎥⎥⎥⎥⎦ (3)

G =

⎡
⎢⎢⎢⎢⎣
( 1

2 m1 + m2)gl1 cos q1 +
1
2 m2gl2 cos(q1 + q2)

1
2 m2gl2 cos(q1 + q2)

⎤
⎥⎥⎥⎥⎦

where mi, li represent the mass and the length of link i, respectively.
Since the system has redundant driven actuators (motors and muscles), the joint torque

τ in equation (2) can be divided into two parts, namely τr which is generated by electrical
motor and τm which is generated by the FES-induced contraction of relative muscles.
There are several methods to detect muscle-produced torque, one of which is by using
the force sensor attached on the end-effector where the foot is fastened to the pedal.
Similar to the entire system’s dynamic, human leg dynamic can be described as [7]

Mh(q)q̈ +Ch(q, q̇)q̇ +Gh(q) = J(q)T F (4)

where Mh(q), Ch(q, q̇) and Gh(q) are the inertia matrix, the Coriolis/centripetal matrix
and the gravity vector of human leg, respectively. J(q) is the 2 × 2 Jacobian matrix
represented as
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J =

[−l1 sin q1 − l2 sin(q1 + q2) −l2 sin(q1 + q2)
l1 cos q1 + l2 cos(q1 + q2) l2 cos(q1 + q2)

]

(5)

F is the force imposed to the leg at end-effector detected by the force sensor. Define
Fs(q) to be the measured interaction force when human muscles are kept relaxed at po-
sition q, which is collected in the pre-trainning stage as the robot running in predefined
trajectory. In the training stage, if the muscle is active by FES, there will be a differ-
ence between the measured force F and Fs(q). That is ΔF = F − Fs(q), from which
muscle-produced torque can be calculated: τm = J(q)TΔF.

2.2 FES-Stimulated Muscle Model and Its Inverse Model

During the training stage, two human muscles (Vastus Medialis and Riceps Femoris)
will be stimulated to produce partial torque around knee joint. A biological model de-
veloped by Riener is employed to simulate the muscle response to FES. The active mo-
ment of FES-induced muscle contraction is described as two parts, namely activation
dynamics and contraction dynamics, while the passive torque of the muscle is described
as passive elastic and passive viscous properties [8]. The original model has two inputs
for activation dynamics which are stimulation pulse width and frequency, however, in
this simulation study, stimulation frequency for each muscle is fixed constantly at 50Hz,
resulting in a simplified model shown in Fig.2.

Recruitment 
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d
Ca2+ Dynamics Fatigue Time Delay

Max Muscle 
Force

Force-Velocity 
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Force-Length 
Relation Moment Arm

ra a fata acta

maxF

fvf
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q
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Activation Dynamics

Contraction Dynamics

Active Moments
X

Fig. 2. Activation dynamics and contraction dynamics of the muslce

In the activation dynamics, four components are used to calculate the activation of
muscle. They are the recruitment characteristic, calcium dynamics, muscle fatigue and a
time delay. The recruitment characteristic shows the relationship between the FES pulse
width and the percentage of motor unit activated by FES. The recruitment characteristic
ar is given as

ar = af{c1{(d − dthr) arctan[kthr(d − dthr)] − (d − dsat) arctan[ksat(d − dsat)]} + c2 (6)

where d is the pulse width of FES, dthr and dsat denote pulse width values corresponding
to threshold and saturation. The shape of the recruitment curve is describe using c1, c2,
kthr and ksat. af is introduced to represent the frequency characteristic and is a function of
the stimulation frequency in [8]. Since the stimulation frequency is fixed at 50Hz, here
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af is a constant. Calcium dynamics presents the mechanism that calcium ion released
from sarcoplasmic reticulum, and is expressed using the following two-order linear
relation

T 2
caä + 2Tcaȧ + a = ar (7)

where Tca is the time constant, and a denotes non-fatigue muscle activation. Fitness
function is introduced to depict the effect of muscle fatigue and recovery phenomenon
using the following first-order relation

d f it
dt
=

0.55a( f itmin − f it)
Tfat

+
(1 − f it)(1 − 0.55a)

Trec
(8)

where f it is the fitness of the muscle, while f itmin is the minimum fitness. Time con-
stants for fatigue and recovery are given as Tfat and Trec. Final activation aact is the
product of fitness f it and non-fatigue activation a with a constant time delay Tdel.

In the contraction dynamics, three parts are involved, i.e., maximum isometric force
Fmax, force-length relation ffl and force-velocity relation ffv. Product of these three
parts denotes the maximum force Fm which can be produced by the stimulated muscle
at certain joint angle and angular velocity. After Fm being scaled by the activation aact

calculated in the activation dynamics, the active force of the stimulated muscle can be
obtained. The final active moment is the product of active force and moment arm of the
muscle. The force-length relation is given as

ffl = exp{−[(l̄ − 1)/ε]
2} (9)

where l̄ is the muscle length normalized with respect to the optimal muscle length łopt,
and ε is a shape factor. The force-velocity relation is given as

ffv = 0.54 arctan(5.69v̄ + 0.51) + 0.745 (10)

where v̄ is the muscle velocity normalized with respect to the maximum contraction
velocity vm of the muscle. The muscle length and velocity can be calculated using joint
angle, angular velocity and moment arm of the muscle described in detail in [8].

Unlike active moments which are calculated separately for each muscle, the passive
joint moments of all the muscles are assigned to the joints. Passive joint moments are
considered as the sum of two components: passive viscous moment mvis and passive
elasitic moment mela. The former has a linear relation with angular velocity, while the
latter is a function of the joint angle described in detail in [9].

For the FES-induced torque control, a inverse model of the stimulated muscle is
usually implemented as a feedforward controller [10]. To get the inverse model, there
are basically two methods, first of which is by calculating the inversion of the direct
model, and second of which is by considering the muscle as a black box and identifying
the input-output relation using experiment data. In this paper, the second method is
utilized to obtain the inverse model of the stimulated muscle.

Since neural network has been the most commonly used in modeling and control
[11], a three layer neural network is constructed and trained to be the inverse model
of muscle using sampling data collected in the pre-training stage. As mentioned above,
the direct muscle model contains dynamic items such as calcium dynamics and fatigue
dynamics which requires the past input and output to be feedback into the network
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otherwise the dynamics characteristic of the system can not be represented. However,
the delay due to calcium dynamics is tiny compared to the change rate of the input,
so the error caused by ignoring this item is in acceptable range. As for the fatigue
dynamics, error resulting from ignoring this item can be eliminated by the feedback
controller (described in the following part). Therefore, for the sake of simplicity, a static
neural network is constructed whose structure is shown in Fig.3.
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Fig. 3. Neural network structure of the inverse model for the stimulated muscle

The Input layer of the network has three nodes for three inputs: the desired torque
to be induced by FES, the joint angle and the angular velocity. The hidden layer has
50 neurons based on former experience whose transfer function is tan-sigmoid func-
tion. The output layer has only one neuron from which the pulse width of the FES is
calculated. The transfer function of the neuron in output layer is linear function. Note
that there are two independent neural networks for two muscles (Vastus Medialis and
Riceps Femoris).

2.3 Control Strategy

The general idea of FES-involved control strategy can be easily understood by compar-
ing purely passive control strategy, in which the end-effector of the human-robot system
is required to track predefined trajectory. The position/velocity control loop is accom-
plished by PD feedback controller with gravitational and elastic torque compensated
using a feedforward controller. Taking passive joint moments into account, the system
dynamics expressed in (2) can be rewritten as

M(q)q̈+C(q, q̇)q̇+τvis(q̇)+G(q)+τela(q)= τ̂g+ela(q)+τ (11)

where τvis and τela are passive viscous and elastic moments, while τ̂g+ela is the sum of
estimated gravitational torque of the entire system and the passive elastic moment of
muscles, both of which has a nonlinear relationship with joint angle q. Considering the
passive elastic moment as another kind of gravitational torque, gravity compensation
method described in [12] is employed to estimate τ̂g+ela. τ in equation (11) is calculated
using the following PD control law

τ = Kpe + Kvė (12)
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where e is the error between desired and actual joint angle; ė is the error between de-
sired and actual angular velocity. The derivative gain matrix Kv and the proportional
gain matrix Kp are selected positive definite. Note that in the case of purely passive
control strategy both τ and τ̂g+ela are produced by electrical motors of the rehabilitation
robot.
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Fig. 4. Control architecture for FES-involved training strategy

As shown in Fig.4, in the FES-involved control strategy, τ is partially produced by
FES-induced muscle contraction which is denoted as τmd. Since the gravity and the
passive elastic of the entire system is compensated by motors, τ is relatively small, and
is mostly within the range that muscle can produced by means of FES. What’s more, a
limiter is employed to ensure that the desired muscle torque τmd won’t extend the ability
of muscle. And the exceeded torque will still be produced by motors. Since only Vastus
Medialis and Riceps Femoris are stimulated, redundancy just exist in knee joint (these
two muscles response for knee extension and flexion, respectively). The limiter for hip
joint is set at zero, which means all the computed torque for hip joint is still generated
by motor.

The rehabilitation robot should have a damping behavior to the human leg, which
is embodied using active damping τdamping produced by motors. To counterweight the
damping torque, desired muscle torque τmd is increased through the feedback mecha-
nism. The active damping torque is expressed as

τdamping = −JT (q)KDJ(q)q̇ (13)

where KD is the damping matrix through which the strength of damping behavior of the
robot can be adjusted, while J is the Jacobian matrix given in (5).

To control the active muscle torque induced by FES, combination of feedforward
and feedback controller is employed. The neural network trained to obtain the inverse
muscle model serves as the feedforward controller, while a PD controller serves as the
feedback controller. The total pulse width d of the FES delivered to the muscle is the
sum of the pulse width predicted by the inverse model and the pulse width resulting
from the PD controller [10]. Since the actual active torque of the FES-induced muscle
τm can not be obtain directly, method to detect active muscle torque through force sen-
sor described in the former section is used to calculate the muscle torque τ̂m. In real
situation, error is inevitable between τm and τ̂m, however, for simplicity in simulation,
assumption has been made to consider them equal. Note that τmd is generated by two
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muscles (Vastus Medialis and Riceps Femoris), and which one to be stimulated is de-
termined by the sign of τmd. For a positive τmd, Vastus Medialis will be stimulated; on
the contrast, for a negative τmd, Riceps Femoris will be stimulated.

3 Simulation

To verify the feasibility of this control strategy, simulation is conducted using Simulink
toolboxes in Matlab. The dynamics of the system shown in (11) is adopted as the plant.
Link length and mass are chosen as l1 = 0.5m, l2 = 0.45m, m1 = 10+13kg and m2 =

3.5+12kg. Note that mass of the links are the sum of the human leg and the robot
links. The parameters to construct the simulation models of Vastus Medialis and Riceps
Femoris are chosen according to [8], [13] with the maximum isometric force reduced
to 45 percent to reflect strength loss of paraplegic patients.

The predefined trajectory of the end-effector is chosen as a circle, expressed in the
Cartesian space coordinates as x=0.73−0.1 cos(0.5πt), y=0.1 sin(0.5πt). Desired joint
angle qd and desired angular velocity q̇d can be derived from the inverse kinematics and
Jacobian matrix.
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Fig. 5. Validation result of neural network-based inverse muscle model

To train the networks used as inverse muscle models for Vastus Medialis and Riceps
Femoris, sampling points are collected separately at pre-training stage which last 60
seconds in total for each muscle. During the robot running in the predefined trajectory,
FES with random pulse width d uniformly distributed on the interval [0 400] μs is de-
livered to the muscle, and each random pulse width last 2 seconds. The active torque
produced by FES, the knee angle and angular velocity construct a three dimension in-
put vector for the neural network, while the pulse width forms the output. The whole
procedure is divided into six fractions, inserted with rest time of 30 seconds, aiming to
ensure that the fatigue effect of stimulated muscle can be ignored. There are 6227 sam-
pling points collected during the whole procedure, and Levenberg-Marquardt algorithm
is utilized to train the neural network. Both neural networks for Vastus Medialis and Ri-
ceps Femoris are trained for 300 iterations. The final mean square error of the network
for Vastus Medialis is 1.54μs and 2.88μs for the Riceps Femoris network. To validate
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the networks, they are input with random desired active torque (0 to 3Nm for Vastus
Medialis and -3 to 0Nm for Riceps Femoris) during the robot running in the predefined
trajectory, and the outputs of the networks (estimated FES pulse width corresponding
to the desired active torque) are delivered to the direct muscle models. If the trained
networks are precise inversion of the direct muscle models, there should be slight errors
between the desired active torque and actual active torque. Fig.5 shows the validation
results, from which the effectiveness of the networks can be clearly verified.

0 4 8 12 16
0.4

0.6

0.8

1

Time (s)

A
ng

le
 (r

ad
)

 

 

0
−0.2

0

0.2

0.4
Actual Trajectory

Desird Trajectory

tracking error

(a) Trajectory of joint 1

0 4 8 12 16
−1.8

−1.6

−1.4

−1.2

−1

−0.8

Time (s)

A
ng

le
 (r

ad
)

 

 

0
−0.6

−0.4

−0.2

0

0.2

0.4
Actual Trajectory

Desired Trajectory

tracking error

(b) Trajectory of joint 2

Fig. 6. Tracking performance of the human-robot system
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Fig. 7. Results of the FES-induced active torque

During the training stage, the initial joint angles are chosen as q0= [0.4 − 1.2]T , and
the initial joint angular velocities are chosen as q̇0 = [0 0]T . The damping matrix KD

is set as KD = diag(20, 20). Torque limiter for the desired active muscle torque in knee
joint is set at ±3Nm. Fig.6 shows the tracking performance of the human-robot system.
The tracking errors are almost less than 0.01 rad (0.574 deg) after 2 seconds for both
joints. Fig.7 shows the computed torque τmd and the actual active torque produced of the
relative muscle, which proves the effectiveness of the FES feedforward and feedback
controller. All these simulation results demonstrate the feasibility of this FES-involved
control strategy which require the relative muscle to be stimulated in a controllable
manner, and the controller developed in section II is capable to achieve this goal.
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4 Conclusion

In this paper, a FES-involved control strategy for a lower limb rehabilitation robot is pre-
sented and the controller used to accomplished this task is developed. The human-robot
model is simplified as a two-link system. A mathematical model of muscle response
to FES developed by Riener is employed for simulation. To get the inverse model of
the stimulated muscle for the control purpose, neural networks are constructed and
trained. Predefined trajectory tracking of the end-effector is well achieved by torque
PD controller, the output of which is the desired active muscle torque. A feedforward
and feedback controller is sufficient to control the stimulated muscle to produce desired
active torque by means of FES. The feasibility of this control strategy is proven by the
simulation results.

In the future, voluntary muscle contraction in incomplete paralyzed patients will be
taken into account apart from FES-induced muscle contraction. Hip-related muscles
will also be involved in the control strategy to achieve better rehabilitation effect. And
experiment based on this control strategy will be executed in practice to verify the
effectiveness.
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Abstract. This paper analyzes the kinematics of human upper-arm and 
develops a 6DOF exoskeleton upper-limb hemiplegic rehabilitation training 
robot. It describes the mechanical structure and implementation function of 
each module of the robot system, and it also describes a design for the 
movement data collection. The robot can assist the patient’s upper-limb to do 
active movement training which simultaneously involves multiple joints and a 
total of 7DOF of human upper-limb, that is, shoulder flexion/extension, 
shoulder abduction/adduction, shoulder internal rotation/external rotation, 
elbow flexion/extension, forearm supination/pronation, wrist extension/flexion 
and wrist ulnar deviation/radial deviation 

Keywords: Robot, Rehabilitation, Upper-limb. 

1 Introduction 

Rehabilitation process can help hemiplegic patients get rid of learned non-use atrophy 
of muscle, and, more important, have a positive effect on neurological restoration of 
the limb function [1]. 

Traditional human-assisted therapy for mobility impairments is labor-intensive and 
inefficient. Robotics technology can transform the rehabilitation clinics from 
primitive manual operations to more technology-rich operations. They may be used to 
assist the movements of the disabled limbs, improve training quality, quantify healing 
effect, optimize training scheme, increase productivity and reduce cost [2]. 

According to different supporting and guiding ways of the robots on the limb, the 
existing rehabilitation robots can be divided into two types: end-effector-based robots 
and exoskeleton robots. 

When training on an end-effector-based robot system, only a few parts of the 
upper-limb, usually hand or wrist, are attached to the robot; movements are guided by 
the end-effector. There’s no direct relationship between the robot's joints and the 
human body joints. 

                                                           
* Corresponding author. 
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However, when using an exoskeleton robot, which is a wearable bionic device 
originally used for military to enhance strength and endurance of soldiers, every 
active parts of the upper-limb, such as hand, forearm and upper-arm, can be attached 
to the robot. The exoskeleton robot can guide movements of all these parts thus 
providing determined and comfortable assistance to every segment of the upper-
limb[3][4].  

In this paper, an exoskeleton robot for upper-limb rehabilitation is developed. 

2 Design of the Mechanical Structure of an Exoskeleton 
Rehabilitation Robot 

The human upper limb has numbers of different joints, and its physical movement is very 
flexible. All these bring considerable difficulties for the design of the exoskeleton robot. 

Hocoma, a Swiss company, has developed an exoskeleton robot named ArmeoSpring, 
which can assist human upper-limb for 5 degrees of freedom of movement: shoulder 
flexion/extension, shoulder abduction/adduction, shoulder internal rotation/external 
rotation, elbow flexion/extension and forearm supination/pronation. The system also has 
gravity compensation, could be used by patients with incomplete paralysis or paresis for 
active motion training [5]. 

This paper has developed an exoskeleton rehabilitation robot to assist human upper-
limb for 7 degrees of freedom of movement: shoulder flexion/extension, shoulder 
abduction/adduction, shoulder internal rotation/external rotation, elbow flexion/extension, 
forearm supination/pronation, wrist extension/flexion and wrist ulnar deviation/radial 
deviation. And all these anatomical axes are aligned with robot axes. 

During the design of the exoskeleton, firstly, a certain degree of simplification is made 
to the model of every joint. 

The shoulder joint is modeled as a center fixed ball-and-socket joint which has 3DOF. 
The elbow is modeled as a compound joint which allows 1DOF of the elbow and 1DOF 
of the forearm. The wrist joint is modeled as an elliptic joint which possesses 2DOF; the 
slight offset of the rotational axes of the flexion/extension and the radial/ulnar deviation 
is ignored. 

 

Fig. 1. Human upper-limb joints model 
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We followed the idea that the robot axes coaxial with the anatomical axes to design 
the robot. So as long as we modeled the human upper-limb joints, we can determine 
the robot's joints model. Take the right arm as an example, we can see the model we 
built in Fig. 1. The correspondences between model DOF and human upper-limb 
DOF are showed in TABLE I. 

Table 1. The correspondences between model DOF and human upper-limb DOF 

Joints Human upper-limb DOF Model DOF 
 flexion/extension J2 

Shoulder abduction/adduction J2’ 
  internal rotation/external rotation J3 
Elbow flexion/extension J4 
Forearm supination/pronation J5 

Wrist 
extension/flexion 
ulnar deviation/radial deviation 

J6 
J6’ 

In the model, J2 and J2’ are two forms of one same axis. That is to say, axis J2 and 
J2’ can convert to each other when axis J1 rotates to different angles,. The shoulder 
joint can perform flexion/extension around axis J2, and abduction/adduction around 
axis J2’. Similarly, J6 and J6’ are two forms of one axis when axis J5 rotates to 
different angles. 

In addition, there are three length adjustable to meet specific parts of different limb 
sizes: upper-arm length adjustment (L1), forearm length adjustment (L2) and palm 
length adjustment (L3). 

3 Development of Exoskeleton Rehabilitation Robot 

Following the design idea in Section 2, we developed a rehabilitation robot which 
includes exoskeleton, chassis and seat, gravity compensation and data acquisition. 
The following will be the design and implementation of these parts described in 
detail. 

3.1 The Exoskeleton 

Exoskeleton in Fig. 2, has six rotational degrees of freedom and three adjustable 
length dimensions. 

When wearing it, the shoulder joint center of the human upper-limb positions to the 
intersection of axis J1, J2 and J3; the elbow joint coaxial with J4; the wrist joint 
coaxial with J5; hand grasps the handle. For different upper-arm, forearm and palm 
size, adjust the length of the L1, L2, and L3 to a comfortable position. After fastening 
the straps, the patient can start training. 

Human shoulder joint can rotate around axis J1, J2 and J3, three mutually 
perpendicular axes. In this way, the shoulder would perform flexion/extension around 
axis J2, and, after rotating appropriate degrees around axis J1, would also perform 
abduction/adduction around axis J2. Moreover, it can rotate around axis J3 to perform 
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internal rotation/external rotation. Human elbow joint can rotate around axis J4 to 
perform flexion/extension. Human forearm can rotate around axis J6 to perform 
supination/pronation. When forearm rotate around axis J6 to appropriate positions, the 
wrist joint would rotate around axis J5 to perform flexion/extension or ulnar 
deviation/radial deviation separately. The structure axis J6 can finish the extension 
and flexion movement in the wrist, so the data acquisition card can gain the data from 
the wrist and it also can train the wrist of the patients. 

 

Fig. 2. Schematic diagram of exoskeleton 

 

Fig. 3. Shoulder part of the exoskeleton. 10 base board, 11 shaft A, 12 bending bar, 13 shaft B, 
14 guide rods, 15 fix block, 16 clamp block, 17 outer ring, 18 inner ring, 19 side bars. 
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The shoulder part (Fig. 3) of the exoskeleton will be given a detailed description 
now. 

The shaft A 11 links with the base board 10 through a thrust bearing and a deep 
groove ball bearings, and can rotate around the axis J1. The two bearings withstand 
the axial load and radial load respectively. The bending bar 12 rigidly connects to the 
bottom of shaft A 11 and can be rotated with the shaft A 11 around the J1 axis. The 
shaft B 13 links with bending bar 12 by a pair of deep groove ball bearings and can 
rotate around the J2 axis. A pair of guide rods 14 rigidly connects to the shaft B 13 at 
one end, and fixed by the fix block 15 at the other end. It can be rotated with the shaft 
B 13 around the J2 axis. The outer ring 17 and clamp block 16 are fixed on the guide 
rods by screws. They can slide along the guide rods and be locked at any desired 
position to adjust the length of the corresponding part of the upper-arm. The inner 
ring 18 placed in the outer ring 17 through a needle bearing with small radial 
thickness, and can rotate around the axis J3. The side bars 19 rigidly connect to the 
inner ring 18 for the use of connecting other parts of the exoskeleton. 

Thus, the shoulder part of the exoskeleton can assist human shoulder joint to 
perform 3DOF movement described above. 

3.2 The Gravity Compensation 

Patients with incomplete paralysis or paresis, can perform upper-limb movement in 
the horizontal plane, but could not overcome the gravity of the upper extremity, so we 
designed gravity compensation for the robot arm and human upper extremity. 

A long bolt threaded in the bending bar 12, and pulls the fix block 15 through a 
tension spring, by stretching the spring to compensate gravity of the robot arm and 
human upper extremity. The elongation of the spring can be adjusted by the bolt, in 
order to provide a range of stretch force to meet different training requirements. The 
proposed design is an actual useful design because the position of the spring is always 
offside from the patients. Chassis and seat 

Exoskeleton requires a solid frame as support. Patients accept rehabilitation 
training by sitting position, so chassis and rack locations need to have a stable 
relationship with each other. We made the seat and chassis structure as a whole to 
ensure the stability of the chassis, and the mutual position of chassis and seat. Base 
board 10 rigidly connects to the chassis by bolts to support the whole exoskeleton. 
Just sit on the seat in appropriate location to make the shoulder joint center of the 
human position to the intersection of axis J1, J2 and J3, and then wearing the 
exoskeleton robot, a patient can perform training. 

3.3 Data Acquisition 

During the training process, we need to obtain the robot posture information of each 
joint in order to know the state of human upper-limb motion, so each rotation axis 
equipped with an angular displacement transducer. 

A special structure is designed to install the angular displacement transducer for 
Axis J3, shown in Figure 4. The gear shaft 20 links with the outer ring 17 through a 
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pair of deep groove ball bearings, one end of it rigidly connects to the shaft of the 
transducer 21 and the other end of it rigidly connects to the small gear 23 which 
meshes with the large gear 24. The large gear 24 rigidly connects to the inner ring 18 
by screws. The shell of the transducer 22 is rigidly connected to the transducer 
installation base 21 which rigidly connects to the outer ring 17 by screws. Thus, the 
rotational angle of inner ring 18 will be passed to the gear shaft 20, in order to 
measure the rotational angle information of inner ring 18 relative to outer ring 17. 

 
Fig. 4. Transducer installation for axis J3. 20 gear shaft, 21 transducer installation base, 22 
transducer, 23 small gear, 24 large gear. 

Fig. 5 shows the schematic diagram of the robot and Fig. 6 shows the robot 
prototype. 

 

Fig. 5. A shematic diagram of the robot 
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Fig. 6. Robot prototype 

4 Conclusion 

The aim of this article is to provide an upper-limb rehabilitation robot with gravity 
compensation for patients with incomplete paralysis or paresis to perform active 
movement training. We developed a 6DOF exoskeleton upper-limb hemiplegic 
rehabilitation training robot. The robot can assist the patient’s upper-limb to do active 
movement training which simultaneously involves multiple joints and a total of 7DOF 
of human upper-limb. The robot can enrich rehabilitation means and improve the 
efficiency of training. 

Furthermore, software with the virtual reality training system can be combined to 
enhance paralysis rehabilitation. 
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Abstract. The dynamic analysis and optimization problem of a 2-DoF 
Translational Parallel Manipulator (TPM) is addressed in this paper. Based on 
the principle of virtual work and the concept of link Jacobian matrix, the 
explicit expressions of the dynamic model of the 2-DoF TPM in the global task 
space are derived. Using the dynamic model, a global and comprehensive 
dynamic performance index (GCDPI) is proposed to evaluate the manipulator 
capabilities in terms of dynamic manipulability and dexterity in the prescribed 
task space. The dynamic optimization problem, which aims at providing the 
largest, the most isotropic and the most uniform dynamic manipulability of the 
2-DoF TPM in the task space, is formulated as the minimization of GCDPI 
subjected to a set of appropriate constraints. Optimization results showed that 
the dynamic manipulability of the 2-DoF TPM with optimized kinematic and 
inertial parameters improves greatly in the prescribed task space. The dynamic 
equations are also incorporated in the hardware in the loop simulation of the 2-
DoF TPM and experimental results show the tracking errors of the linear motor 
can be improved greatly when a nonlinear computed torque feedforward 
controller is implemented in addition to the cascade position controller. 

Keywords: translational parallel manipulator, operational space formulation, 
global and comprehensive dynamic performance index (GCDPI), hardware in 
the loop simulation (HILS). 

1 Introduction 

Dynamic analysis plays an important role in the control and simulation of parallel 
manipulators. In the literature, there are mainly three formulations used in the 
dynamic analysis of parallel manipulators: Newton-Euler (N-E) formulation, 
Lagrangian formulation and the principle of virtual work. The N-E formulation [1], 
requiring the equations of motion to be written once for each body of a manipulator, 
leads to a relatively large system of equations expressed in terms of the constraint 
forces, resulting poor computational efficiency. Lagrangian formulation [2-3] 
provides a well analytical and orderly structure, which is better for the derivation of 
closed-loop dynamic equations used for control purpose. However, due to the 
presence of passive and non-actuated joints in parallel manipulators, explicit relations 
between these coordinates have to be calculated, leading to complex dynamic 
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equations. Unlike the traditional N-E and Lagrangian formulation, the principle of 
virtual work [4-5], which does not require considering the constraint forces, have 
been used to systematically derive a minimum set of equations of motion for parallel 
manipulators. 

Dynamic performance is one of the most significant factors in the development of 
fast and accurate robotic manipulators. Several dynamic performance indices have 
been presented for dynamic optimization of robotic manipulators. Asada [6] proposed 
the concept of “generalized inertia ellipsoid” (GIE) to represent the capability of 
velocity change of the end-effector. However, the GIE did not relate actual actuator 
force input to end-effector accelerations. Yoshikawa [7] extended the concept of 
kinematic manipulability and defined “dynamic manipulability ellipsoid” (DME) on 
the basis of the relationship between joint driving force and acceleration of the end-
effector to quantify the arbitrariness of changing the acceleration under the constraint 
of the joint driving force. Khatib and Burdick [8] defined the “isotropic acceleration”, 
which is the largest, most isotropic and most uniform bounds on the magnitude of 
end-effector acceleration at both low and high velocities. Ding et al. [9] proposed 
“comprehensive dynamic performance index” (CDPI) for evaluating dynamic merit 
and developed a procedure for the optimization of dynamic performance for 
redundant manipulators in the worse case. Ma and Angeles [10] defined the “dynamic 
isotropy” and proposed the “dynamic condition index” to measure the dynamic 
coupling and numerical stability of the generalized inertia matrix of manipulators. 
Doty et al. [11] proposed the wretch ellipsoid, the twist ellipsoid and the dynamics 
frame-acceleration ellipsoid to deal with the non-homogeneity issues between 
properties governing linear and angular motions. All these tools developed in 
previous works are based on the choice of kinematic and inertial parameters of 
manipulators to meet the proposed dynamic performance indices. 

In this paper, the dynamic analysis and optimization problem of a 2-DoF 
translational parallel manipulator[12] is investigated. Firstly, the geometric 
description of the 2-DoF TPM is given in Section 2. Then, the dynamic analysis of the 
2-DoF TPM is performed and explicit expressions of the dynamic model in the global 
task workspace are derived in section 3. Moreover, based on the dynamic model in 
the operational space, a global and comprehensive dynamic performance index 
(GCDPI) is proposed in section 4 to evaluate the manipulator capabilities in terms of 
dynamic manipulability, dexterity and isotropy in the prescribed task workspace. The 
dynamic optimization problem is then formulated as the minimization of the GCDPI 
subjected to a set of appropriate constraints. Afterwards, optimization results are 
presented and hardware in the loop simulation results are given to validate the derived 
dynamic model in Section 5. Conclusions are drawn in section 6. 

2 System Description of the 2-DoF TPM 

The 2-DoF translational parallel manipulator investigated in this paper is shown in 
Figs.1. It is composed of a moving platform, a fixed base, two sliders and two 
kinematic chains. The two sliders are parallel configured and horizontally mounted on 
the fixed base. The moving platform is connected to the sliders by two identical 
kinematic chains, each containing a parallelogram linkage ( 1 2 2 1PP S S  and 3 4 4 3P P S S ). 
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Since the parallelogram linkage can keep the moving platform parallel to the slider, 
the output motion of the TPM is a 2-DoF rigid translation of the moving platform 
with respect to the fixed base. As a result, the 2-DoF TPM can be denoted as 2- P(Pa), 
where P is the actuated prismatic joint and Pa stands for the planar parallelogram 
linkage. From Fig.1, it can be seen that the 2-DoF TPM is over-constrained since only 
one parallelogram is sufficient to keep the moving platform parallel to the fixed base. 
The adoption of over-constrained mechanism is to enable the static and dynamic 
symmetry and improve the stiffness in the direction normal to the plane of motion. In 
order to improve the dynamic performance and positioning precision of the 2-DoF 
TPM, each slider is directly driven by a permanent magnet synchronous linear motor 
(PMSLM), in which the coil windings are mounted on the slider and the permanent 
magnets are fixed horizontally on the fixed base as a stator. Each PMSLM is equipped 
with an optical linear scale of sub-micrometer resolution for displacement 
measurement. By integrating the advantages of parallel mechanisms and direct drive 
technology, the over-constrained 2-DoF TPM can provide high-speed and high-
precision 2-DoF translational motions in a plane. 
 

 

(a) Schematics of the 2-DoF TPM,             (b) Prototype of the 2-DoF TPM 

Fig. 1. Schematic model and prototype of the 2-DoF translational parallel manipulator 

3 Dynamic Analysis 

In this section, the principle of virtual work is applied to derive the governing 
equation in the task workspace for the 2-DoF TPM. First, the kinematic equations of 
the 2-DoF TPM are derived. Based on the principle of virtual work and the concept of 
link Jacobian matrix, the dynamic equations of the 2-DoF TPM in the global task 
workspace are derived. 

3.1 Kinematic Equations of the 2-DoF TPM 

As shown in Figs.1, a reference coordinate system O-XY is fixed on the fixed base and 
a body coordinate system 1 1 1O X Y−  is rigidly attached to the geometric center of the 

moving platform. The distance between the two parallel configured sliders is 2H, the 
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dimension of the moving platform is 2w×2h and the length of links of the 
parallelogram is L. 1 2[ , ]Tq q q=  is the vector of joint space coordinates, where q1 and 

q2 are the displacements of linear motors. [ , ]TX x y=  is chosen as the generalized 

coordinates of the 2-DoF TPM, where ( , )x y  is the coordinates of the origin O1 with 

respect to the reference coordinate system O-XY. 1 2 3 4[ , , , ]Tθ θ θ θ θ=  is the vector of 

passive joint angles of the link with 1 2θ θ=  and 3 4θ θ= . 

If 1x q≠  and 2 ,x q≠  the inverse kinematics can be written as 
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 is the Jacobian matrix of the 2-DoF TPM. 

From Equations(1), the angular velocities of the passive joint can be written as 
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If the inverse Jacobian matrix J is non-singular, Equation can be differentiated to 
obtain the joint space acceleration, i.e., 

 0q JX C= +  (3) 

where 2 3 2 3
0 3[ / cos , / cos ]TC y L y Lθ θ=    is the acceleration coupling component 

expressed in terms of generalized velocities and passive joint angles. 

3.2 Computation of the Virtual Displacements 

Let ( , )TX x yδ δ δ=  be the virtual displacements of the generalized coordinates. 

From Equation(1), the virtual displacements of the actuated joints and the links of the 
parallelogram can be computed, i.e., 
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where 1 2( , )Tq q qδ δ δ= , 0 1E =  and 1 2 3 4( , , , )Tδθ δθ δθ δθ δθ= . 

Assuming that the links of the parallelogram are straight beams with the same cross 
section and the mass center of the link is at the midpoint of the link, from Fig. 1 (a), 
the coordinates of the mass center of link i iS P  can be easily calculated, 

( 1) cos ( 1) cos
2 2, 1,2; , 3,4.
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  (5) 

The virtual displacement of the center of mass of link i iS P  is related to the virtual 

displacements of the generalized coordinates by the link Jacobian matrix iJ , i.e., 
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where [ , , ]T
i i i iX x yδ δ δ δθ= , iJ  is the link Jacobian matrix of i-th link. 

3.3 Applied and Inertial Wrenches 

From Equation(6), the acceleration of the mass center of link ( 1, ,4)i iS P i = ⋅ ⋅ ⋅  can be 

easily computed,  

 , 1, ,4i i iX J X C i= + = ⋅ ⋅ ⋅ 
                      (7) 
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Thus, the resultant of applied and inertial forces exerted at the center of mass of the 
link can be obtained as 
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
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  (8) 

where îf  and ˆin  are the inertial forces and torques acting at the center of mass of 

link i iS P , im  is the mass of the i-th link and T
oi i i iI R I R= , iI is the inertia tensor of 

i-th link with the axis normal to the plane of motion about its center of mass, Ri is the 
rotation matrix of the i-th ( 1, ,4)i = ⋅ ⋅ ⋅ link. 

Since the gravitational force is applied normally to the plane of motions and the 
moving platform has no rotational movement, the resultant applied and inertial forces 
exerted at the center of mass of the moving platform can be obtained as 

 
ˆ
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P PP

P
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nn
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                    (9) 

where Pm is the mass of the moving platform, Pf , Pn are the external forces and 

moments exerted at the center of mass of the moving platform. 

3.4 Dynamic Equations of Motion in the Global Task Space 

Let ( 1,2)i iτ =  be the actuating forces of the linear motors, the principle of virtual 

work can be stated as  

2 4

1 1

T T T T T
P P i S i i i

i i

q X f X m X q m q X Fδ τ δ δ δ δ
= =

+ = + +             (10) 
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where ms is the mass of the slider, which includes the mass of the coil winding on the 
linear motors. Note that the input forces and inertial forces have been isolated applied 
at the center of the moving platform for the convenience of dynamic analysis. 

Substituting Equations(6) and (7) into Equation(10), one can yield 

,T
PJ f MX Cτ + = +                               (11) 
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If the Jacobian matrix J is nonsingular, the dynamic equations of motion in the 
operational space can be determined by the inverse transpose of the Jacobian matrix 

( ).T
PJ MX C fτ −= + −                           (12) 

4 Dynamic Optimization 

The objective of dynamic optimization is to determine a set of geometric and inertial 
parameters of the 2-DoF TPM with respect to desired dynamic performance indices. 
In this section, a global and comprehensive dynamic performance index (GCDPI) is 
proposed and the dynamic optimization problem is formulated as the minimization of 
the GCDPI subjected to a set of appropriate constraints.  

4.1 Dynamic Performance Analysis 

The dynamic performance of a parallel manipulator is strongly dependent on the 
inertial and acceleration characteristics of the mechanism. Since both GIE [6] and 
DME [7] are based on the relationship between the accelerations of the end-effector in 
the task workspace and the generalized input forces/torques in the joint space, the 
input force of the linear motors in Equations (12) can be simplified by neglecting the 
nonlinear inertial and Coriolis forces, 

TJ MXτ −≈ 
                                  (13) 

where TJ M− is the generalized inertia matrix of the 2-DoF TPM. 
The dynamic manipulability measure, which is the product of the singular values of 

the generalized mass matrix, is proportional to the volume of the dynamic 
manipulability ellipsoid in the task workspace. It is an effective tool to measure the 
maximum and minimum accelerations of the 2-DoF TPM, which is defined as [7] 

 
1

det

det

J

M
η =  (14) 
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where det() is the determinant of matrix. The smaller the dynamic manipulability 
measure, the higher the end-effector’s acceleration in the task workspace. The 
distribution of dynamic manipulability measure of the 2-DoF TPM is symmetrical 
with the X-Axis and the end-effector has higher acceleration and better dynamic 
performance if the moving platform is close to the X-Axis in the task workspace. 

When the dynamic manipulability performance in different directions of the task 
workspace is considered, the condition number of the generalized mass matrix should 
be considered. The dynamic dexterity index ( Dκ ), which is configuration dependent, 

is defined on the basis of the condition number of the generalized inertia matrix [11], 

 max

min

1 ,D

σκ
σ

≤ = ≤ ∞  (15) 

where maxσ and minσ are the maximum and minimum singular values of the generalized 

inertia matrix and 1,∞ correspond to the isotropic and singular configuration, 
respectively. In order to obtain global dynamic performance measure of the parallel 
manipulator, global conditioning index (GCI) [13] should be used to assess the 
distribution of dynamic dexterity index over the whole workspace. Similar to the 
global dexterity measure proposed in [14], a global dynamic conditioning index 
(GDDI) is defined to describe the isotropy of the dynamic manipulability in the 
prescribed task workspace , which is defined as 

 
21 t

t

D tw

tw

dw

dw

κ
η≤ = ≤ ∞




 (16) 

where tw is the prescribed task workspace of the 2-DoF TPM in which the dynamic 

performance is evaluated. Since GDCI is incapable of describing the deviation of the 
maximum and minimum conditioning number of the generalized mass matrix, another 
dynamic conditioning index, denoted by 3η , is defined to describe the uniformity of 

the dynamic manipulability in the prescribed task workspace of the 2-DoF TPM, 

 
3

max( )
1

min( )
D

D

κη
κ

≤ = ≤ ∞       (17) 

where max( )Dκ  and min( )Dκ  represent the maximum and minimum value of Dκ  

in the task workspace. Thus, the global and comprehensive dynamic performance 
index (GCDPI) can be defined as 

 2 2 2
1 1 2 2 3 3( ) ( ) ( )D w w wη η η η= + +  (18) 

where 0, ( 1, ,3)iw i≠ =   are the weights being placed upon different performance 

indices. This dynamic performance index aims at providing the largest, most isotropic 
and most uniform dynamic manipulability capacity of the 2-DoF TPM in the 
prescribed task workspace.  
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4.2 Constraints 

To avoid singularity and get better force transmission behaviors, the workspace index 
(WI) used in the kinematic optimization [12] is adopted as the constraint in the 
dynamic optimization, which is stated as 

 max1
w

y
WI

y
≤ = ≤ ∞   (19) 

As illustrated in Fig.2, maxy and wy  represent the reachable workspace and the 

prescribed task workspace along the Y -axis. 
In order to keep high stiffness and acceptable positioning accuracy, the static 

deflection Zδ  of the link due to the weight of the links in the parallelogram and 

moving platform should be smaller than maxδ . Using the method of superposition, the 

deflection of the link at the point of iP  can be calculated as 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Reachable workspace and prescribed task workspace of the 2-DoF TPM 
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δ = +   (20) 

where g is the Gravitational acceleration, E and I are the Young’s Modulus and 
Moment of Inertia of the link i iS P . 

From the above discussion, the dynamic optimization problem of the 2-DoF TPM 
can be generalized as the minimization of an objective function under nonlinear 
equality and inequality constraints. It can be formulated as follows: 

To find a set of design variables 5
1 2 3 4 5[ , , , , ]Tx x x x x ∈  such that  

             min Dη   
Subject to 

          15 ( , ) 75 1, , 4i X q iθ≤ ≤ =    
          1 1.5WI≤ ≤  
          maxzδ δ≤  

          ,min ,max[ , ] 1, ,5i i ix x x i∈ =   

          ( , ) ( , )w wx y x y∀ ∈  
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5 Simulation and Experimental Results 

5.1 Optimization Results 

Based on the dynamic model derived in the above sections, a computer program is 
developed in MATLAB/Simulink®. The nonlinear dynamic optimization is solved by 
the Sequential Quadratic Programming (SQP) algorithm available in the MATLAB® 
Optimization toolbox with iη calculated by 

 , ,
1 2 , 3

1 1, ,

max( ) max( )1
, , ,

min( ) min( )

M N
D ij D ij

D ij
i jD ij D ij

w

w M N

κ
η η κ η

κ= =

= = =
×   (21) 

where wD,ij and KD,ij are the values of dynamic manipulability measure and condition 
number of the generalized mass matrix calculated at node (i,j) of M 1 1N  
equally meshed task workspace. Note that in Equation (21), the dynamic 
manipulability measure has been normalized and the ratio between the maximum and 
minimum value of the dynamic manipulability measure has been used in the process 
of dynamic optimization.  

Since all the dynamic performance indices have the same optimum value of 1, 
which corresponds to isotropic and uniform dynamic manipulability of the 2-DoF 
TPM, the weights placed upon different performance indices in Eq.(21) are all set to 
unity in the process of dynamic optimization. 

The investigated 2-DoF TPM is designed to have a prescribed task workspace 
70 70w wx y mm mm× = × with submicron accuracy. The design variables of the 

dynamic optimization problem and the optimization results are listed in Table.2. In 
order to avoid local optimization values, a set of original values has been used in the 
optimization process and the maximum number of the iterations taken is set to 1000, 
the termination tolerance on the design variables x are all set to 1exp(-12). 

Table 1. Original values and optimized results of parameter variables of the 2-DoF TPM 

Design variables Content Unit Original values Optimized results 

x1 H-h m 0.100 0.0785 
x2 L m 0.141 0.1679 

x3 mS kg 1.5 1.3175 
x4 mP kg 1.2 1.3175 
x5 mi kg 0.5 0.3646 

 
Fig.3(a) shows the dynamic manipulability ellipsoids (DME) of the 2-DoF TPM 

with original geometric and inertial values. It can be seen that the DME is symmetric 
about the X-Axis and the shape of the DME changes rapidly from a perfect circle to a 
long and narrow ellipsoid when the platform moves away from the X-Axis. 
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(a) original values                          (b) optimized values 

Fig. 3. Distribution of DME with original and optimized geometric and inertial values 

Fig.3(b) shows the dynamic manipulability ellipsoid of the 2-DoF TPM with 
optimized geometric and inertial values. It can be seen that the area of the DME is 
larger than the one with original values. The DME is uniform even at the boundary of 
the prescribed task workspace, that is, the dynamic manipulability of the optimized 
mechanism is more isotropic and more uniform than the one with original geometric 
and inertial values. 

The optimized geometric and inertial results have been applied to the development 
of a 2-DoF TPM (Fig.1 b) in the laboratory of Shanghai Jiaotong University for the 
industrial applications requiring high-speed and high-precision motions. 

5.2 Hardware in the Loop Simulation 

Base on the kinematic and dynamic equations of the 2-DoF TPM, a cascade PI/PI 
controller with velocity/acceleration feedforward compensation and its combination 
with computed torque feedforward compensation has been developed. The block 
diagram of the controller is shown in Figure.4, in which KVF is the velocity 

feedforward gain, ffcτ is the feedforward computed torques and KE is the force 

constant of linear motors. 
The primary structure of the PI/PI cascade position controller is simple tuning. The 

PI/PI cascade controller is augmented by velocity (VFC) feedforward compensation, 
which is used to improve the command response of the velocity without producing 
stability problems. The gains of velocity feedforward controller are typically values of 
0.8-0.95, which can be tuned experimentally. 

Because of the direct drive nature of the 2-DoF TPM, the robot nonlinear dynamic 
cannot be neglected for controller design purpose. This is particularly true in the case 
where high speed and high precision motions are requested. Based on the estimated 
dynamic model in the global task workspace, a feedforward of computed torques 
controller (CTC) can be used to compensate for the nonlinear dynamic forces  
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Fig. 4. PI/PI+VFC/AFC controller with computed feedforward compensation 

(including Coriolos and centrifugal) along the prescribed trajectory in the task space, 
the computed forces of the linear motors can be stated as 

 ˆˆˆ ˆ( ).T
ffc PJ MX C fτ −= + −  (22) 

where the caret (^) refers to the estimated values for the inverse dynamic equations. 
The controller is implemented on the dSPACE real-time control platform, a 

suitable platform for the hardware in the loop simulation (HILS) [15]. All the 
parameters in the proposed controllers can be tuned experimentally. The prescribed 
trajectory in the simulation is that the moving platform translates along a circle of 
radius 30mm in the task space with predefined speed. The trajectory in the hardware 
in the loop simulation can be expressed as 

 2 2( ) 0.03cos , 0.03sin , (0 2 ).x L H h t y t tω ω ω π= − − + = < <  (23) 

The trajectory is chosen to be simple and relatively slow but capable of providing 
insight into the effect of dynamic compensation. The generalized input forces of the 
linear motors are plotted in Fig.5, where iτ  represent the driving forces of linear 
motor respectively. 

 
 
 
 
 
 
 
 
 

 
 

Fig. 5. The generalized input forces of linear motors versus time in HILS 
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The tracking errors obtained with two controllers: PI/PI+VFC, PI/PI +VFC+CTC 
feedforward compensation are depicted in Fig.6. Compared with independent joint 
PI/PI+VFC position controller, the computed torque controller can compensate for the 
impacts induced from nonlinear centrifugal and Coriolos forces, thus improve the 
disturbance injection capacity and tracking accuracy of the feedback controller. 

 
 
 
 
 
 
 
 
 
 
 
 

 (a) tracking errors of the first linear motor,     (b) tracking errors of the second linear motor 

Fig. 6. Tracking errors of the linear motors with different controllers 

6 Conclusions 

In this paper, the dynamic analysis and optimization problem of a 2-DoF TPM is 
investigated. The following conclusions can be drawn:  

(1)Based on kinematic analysis and the principle of virtual work, explicit 
expressions of the dynamics for the 2-DoF TPM in the global task space were 
derived. 

(2)A global and comprehensive dynamic performance index was proposed and a 
dynamic optimization problem was formulated, simulation results show that the 2-
DoF TPM with optimized kinematic and inertial parameters has larger, more isotropic 
and more uniform dynamic manipulability in the prescribed task space.  

(3)Experimental results of hardware in the loop simulation showed that the tracking 
errors of the linear motors can be greatly improved along a prescribed trajectory when 
a nonlinear computed feedforward controller is implemented parallel to the cascade 
position controller. 
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Research of Piezoelectric Printing Actuator  
for High-Power White LED Phosphor Coating 
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of Education, College of Automation, Science and Engineering,  
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Abstract. Phosphor coating is one of the key steps in high-power LED packag-
ing processes, among which the design of phosphor droplet jetting actuator is the 
pivotal technology. In this paper, the forming process of the phosphor droplets 
will be described, and a piezoelectric droplet printing actuator model about the 
phosphor fluid movement in the nozzle and the pressure cabin is used to define 
two criterions for producing phosphor droplets. These criterions can be used to 
design the piezoelectric actuator, the cabin structure and to select the piezoelec-
tric actuator material. And all these developed models will help to understand the 
phosphor drop formation process and can be applied in phosphor jetting actuator 
designs. 

Keywords: High-power LED, phosphor coating, piezoelectric printing actuator, 
phosphor droplet. 

1 Introduction 

It has been widely accepted that high-power light-emitting diodes (LEDs) will substi-
tute the traditional light sources due to its capability of energy saving and high lu-
minous efficiency. The phosphor powder which makes the blue LED generate white 
light is general used with the silica gel, in the reason of the density of phosphor powder 
far more outweigh than the silica gel. If it cannot be coating on the surface of the LED 
chip symmetrically, the mixed phosphor glue will have slow precipitation problems, 
which will lead to some precipitation or concentration appear in phosphor layer, and the 
quality of the LED will be degraded.  

Therefore, in high-power white LED the packaging process, the phosphor coating 
technology is considered to be the key process which can highly affect the quality of 
white LED luminous efficiency.  

So far, there are several methods to coat phosphor power on the surface of the LED 
chip. They all have their own advantages and disadvantages. However, none of them 
can coat the phosphor symmetrically on LED chip surface and get a flat phosphor layer. 
Recently, a new coating technology has been brought into LED phosphor coating 
process. It can coat the phosphor symmetrically and rapidly around the LED chip by 
using a piezoelectric inkjet printing head. Compared with the conventional methods, 
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Phosphor Printing Actuator 
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this new technology has the benefits of low cost, simpler processing, and a high rate of 
material utilization. However, there are still many obstacles in front of this new tech-
nology, such as the absence of the reliable piezoelectric inkjet head for phosphor so-
lution prevents the application on the manufacturing electronic products due to the 
difficulty of the precise control of droplet size and elimination of the satellite droplet.  
 

 

 

Fig. 1. Schematic of Phosphor Droplet ejection 

 

Fig. 2. Schematic of Phosphor Droplet Deposition on LED Chip 

Dispensing droplets from a piezoelectric inkjet print head, which contains an array 
of 64 to 256 nozzles (Fig. 1), is the state-of-the-art of phosphor coating technology. 
Each nozzle responds very quickly and jets out the phosphor droplets with a volume of 
several picoliters, generally ranging from 80 down to 14 pl. The droplets with 
micrometer sizes of 30 to 220 µm are subsequently directed onto LED chip surface. 
Some manufacturing and fluidic issues have been encountered. The first one is the 
alignment and eccentricity of nozzles. The accuracy of the phosphor droplet deposition 
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location could suffer from very small angular deviation. Second, the jetting speed is 
another decisive issue. Large jetting speed could lead to the splash phenomena causing 
nonuniformity of the phosphor layer on the LED chip surface. Third, improper fluid 
viscosity is liable to generate an undesired phosphor layer formation. Among the three 
issues, the first one has been documented in detail by previous researchers. For in-
stance, the precision of the droplet deposition location needs to be well under ±20 µm 
for a 1500-µm gap between the nozzle and the LED chip surface. Thus, the present 
investigation focuses on the last two issues. 

In this paper, the models of a single phosphor droplet jetting from piezoelectric 
actuator and the equilibrium characteristic of the droplet on the LED chip surface will 
be given. Furthermore, two criterions of the piezoelectric phosphor actuator will be 
defined to use to design the piezoelectric actuator and pressure cabin structure, in-
cluding the selection of the piezoelectric actuator form and materials. The influence of 
the phosphor supply parameters on the jetting is also described. 

2 Theoretical Formulation 

The modeling is based on a finite volume discretization to solve the transient phosphor 
jet flow and a finite element method to compute the piezoelectric jetting process. Base 
on the basic principle of piezoelectric jetting the micro-droplet, the piezoelectric actu-
ator is connecting with micro-pipeline, using a converse piezoelectric effect and the 
periodic electric field which is provided to the piezoelectric actuator, in order to force 
the piezoelectric actuator produce periodic elongation or contraction deformation 
displacement. This displacement will push the fluid out of the micro-pipeline into 
micro-droplet. 

The equations governing the phosphor droplet evolution and deposition are the 
continuity equation and Navier-Stokes equation which can be expressed in the fol-
lowing from, respectively: ߩ ቀడ௨డ௧ ൅ ݑ డ௨డ௭ቁ = ߩ ௫݂ െ డ௣డ௭ ൅ ߤ ቀడమ௨డ௥మ ൅ ଵ௥ డ௨డ௥ቁ             (1) 

The micro-pipeline only has one flow velocity component of one direction, conti-
nuous equation is shown as follows: 

డ௨డ௭ = 0                            (2) 

If not considering external pressure difference and volume force, equations (1) can be 
simplified as: ߩ డ௨డ௧ = ߤ ቀడమ௨డ௥మ ൅ ଵ௥ డ௨డ௥ቁ                       (3) 

Where ݑ is the fluid axial velocity，ߤ is the fluid viscosity, ߩ is the fluid density, 
and ݎ is the micro-pipeline diameter coordinate. 



 Research of Piezoelectric Printing Actuator 119 

 

According to a smooth micro-pipeline with its radius ܴ and the diameter ܦ, the 
boundary conditions is shown as follows: ݑ|௧ୀ଴ = ௥ୀோ|ݑ ,0 = ܷ௪ሺݐሻ, 

డ௨డ௥ |௥ୀ଴ = 0               (4) 

Where ܷ௪ሺݐሻ is piezoelectric actuator movement speed, because of the periodic 
motion of the actuator, according to Fourier's law, the pulse can be considered the 
sum of the component which changes base on the sine regular, the plural from of the 
periodic speed is formulated as: 

 ܷ௪ሺݐሻ = ଴ܷ݁௜ఠ௧                         (5) 

Where ଴ܷ is the amplitude, ߱ is the pulse circular frequencies，߱ = ݂ߨ2 = ଶగ்
，݂ 

is the pulse frequencies, ܶ is the pulse cycle. 
If we make these physical quantities dimensionless as follows: 

തݑ  = ௨௎బ, ݐҧ = ఓఘோమ ҧݎ ,ݐ = ௥ோ                     (6) 

Then the equation (3) can be computed as: 

 
డ௨ഥడ௧ҧ = ቀడమ௨ഥడோതమ ൅ ଵ௥ҧ డ௨ഥడ௥ҧቁ                       (7) 

The boundary conditions of (7) are shown as follows: 

ҧݐ  = 0, തݑ = ҧݎ ;0 = 0, డ௨ഥడ௥ҧ = ҧݎ ;0 = 1, തݑ = ݁௜ఉమ௧          (8) 

Where ߚ is the dimensionless radian frequency, ߚ = ܴටఠఊ -is fluid motion vis ߛ ,

cosity. 

By using separation variable method to solve the equations (7), and satisfy the 
boundary conditions, we can get: ݑതሺݎ,ഥ ҧሻݐ = ܴ݁ሺூబሺ√௜ఉ௥ҧሻூబሺ√௜ఉሻ ݁௜ఉమ௧ҧሻ                   (9) 

Where ܫ଴ is the zero order deformation Bessel function. 
After integrating equation (9) along the pipeline radius, the dimensionless the av-

erage speed can be calculated as follow: 

ҧሻݐത௠ሺݑ  = 2 ׬ ഥ,ݎതሺݑҧݎ ҧሻ݀ଵ௥ҧୀ଴ݐ  ҧ                   (10)ݎ

from equation (5), (6), (9) and the definition of ߚ, under the periodic piezoelectric 
actuator, according to the certain types of micro pipeline, the fluid velocity amplitudes 
depends on the driving voltage, the higher the driving voltage, the greater the velocity 
amplitude, and the distribution of the fluid velocity is determined by the driving  
frequency. 
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Fig. 3. Section distribution of different pulse frequency velocity along with the micro pipeline 

Fig. 3 is the section distribution of the velocity ݑതሺݎ,ഥ  ҧሻ in different pulse frequencyݐ
ߚ) = 1,5,10) with the micro pipeline, while the corresponding moment ߱ݐ =  of ,4/ߨ
which the abscissa denotes is the pipeline’s radius, value between 0~1. In the lower 
frequency, the pipeline internal velocity is even, its profile similar with the piston type; 
While the increase of the frequency, the pipeline internal velocity will decrease, its 
profile similar with wavy; The higher the frequency, the slower of the fluid motion 
response, and leave the increasing distance of the solid wall, the velocity attenuation 
will become more serious, in the center micro channel has the minimum velocity, 
which is almost zero. 

3 Two Criterions of the Production of Phosphor Droplet  
in Piezoelectric Printing Actuator 

Fig. 4 shows a typical structure of piezoelectric printing head, which including the 
piezoelectric actuators (built by a thin metal film and piezoelectric ceramic together), 
pressure cabin, fluid channel and nozzle. (The following discussions all assume in a 
vacuum device, and not consider the impact of the atmospheric pressure.) 

According to the observation of the experiment phenomenon, we can divide the 
injection of phosphor droplet process into four stages: 

1) The internal fluid in the pressure cabin state kinetic equilibrium, the fluid surface 
near the nozzle concave into shape of crescent, as shown in fig. 5 fluid surface at 
time ݐ =  ;଴ݐ

2) Piezoelectric actuators will have deformation in the influence of voltage pulse, 
extruding the internal fluid of the pressure cabin, which will cause the internal 
fluid pressure ݌ሺݐሻ rise, the velocity of the fluid at the nozzle will be accele-
rated to ଴ܷሺݐሻ; 

3) When the pressure arrive maximum in the nozzle, as shown in fig 5, ݐ =  the ,∗ݐ
surface convex of fluid become a largest spherical, and a grain of phosphor 
droplet jets from the nozzle, as shown in fig. 5, ݐ ൐  ;∗ݐ

Dimensionless Radius ݎҧ =  ܴ/ݎ

D
im

en
si

on
le

ss
 v

el
oc

ity
തሺݑ  ҧݐഥ,ݎ ሻ
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4) The piezoelectric actuator recovery to the original shape, the internal cabin will 
produce negative pressure, and the fluid surface near the nozzle place will con-
cave into a crescent shape again. 

 

 
Fig. 4. The structure of the piezoelectric printing head 

 

Fig. 5. The diagram of the fluid surface near the nozzle at different jetting moments 

From formula (11) we can get, 

ܹ݁ = ఘ௎బమሺ௧∗ሻ௔బఙ ൐ 4                      (12) 

Where ܹ݁ is the Webber value, which stands for the specific value of the phosphor 
fluid inertia and its surface tension. The formula (12) is the first criterion of the phos-
phor droplet production. 

From the second condition we can get 

௘ܸ௝௘௖௧ = ׬ ଴ܷሺݐሻܽߨ଴ଶ݀ݐ ൒ ସଷ௧∗଴  ଴ଷ                (13)ܽߨ

  (a) ݐ = ݐ ଴;                (b)ݐ = ݐ (c)            ∗ݐ > ∗ݐ

2ܽ଴
଴ܮ
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According to the cabin internal fluid motion situation and the finite element analysis 
results, it can be seen that when cabin internal pressure rises, the internal fluid move-
ment velocity is very small, and the fluid movement velocity is much higher at the 
nozzle, so the velocity changes drastically from cabin to nozzle joints. Approximately, 
we can consider the cabin internal fluid velocity is static, and the velocity at the nozzle 
can be considered as the same. So, the internal pressure ݌ሺݐሻ only force to the fluid 
near nozzle. 

We use Newton's laws of motion to calculate internal fluid of nozzle, 

ሻݐሺܨ = ଴ܮ଴ଶܽߨߩ ௗ௎బሺ௧ሻௗ௧                     (14) 

Where ܮ଴ is the nozzle length, so the internal fluid pressure is shown as follow. 

ሻݐሺ݌ = ଴ܮߩ ௗ௎బሺ௧ሻௗ௧                       (15) 

Assume the internal fluid pressure is constant in accelerating process, then 

଴ܷሺݐሻ = ௣ఘ௅బ  (16)                        ݐ

According to the formulas (13), (14) and (16) 

ܹ݁ ൒ ଷ଼ ௣௔బమఙ௅బ                         (17) 

The second criterion represents the value ܹ݁, cabin size, cabin pressure and the rela-
tionship between the fluid property. Formulas (13), (17) are the two criterion of 
phosphor droplets injection. The production of the phosphor droplets must satisfy 
these two conditions. 

4 The Design of Piezoelectric Printing Actuator 

The design process of the piezoelectric printing actuator is basically according to the 
application requirements, determining the diameter of the phosphor droplet size, ini-
tial velocity, and working frequency, then referring the criterions of droplets produc-
ing process to design the piezoelectric actuator, pressure cabin structure. Hence the 
working state of the piezoelectric actuator is closely related to its structure, so the 
design process of the piezoelectric printing actuator should also include the design of 
the pressure cabin structure. 
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4.1 The Design of Piezoelectric Material  

The selection of piezoelectric ceramic material requires a big reaction displacement. 
Because so far the modified PZT (zirconium lead titanate) has the most number of 
applications in micro displacement field, among which PZT-5 has a very low ܳ௠, a 
large ܭ௣, a medium ܦଷଷ, a large reaction displacement which under in 90 kV/cm can 
produce 0.6% reaction displacement. When under low voltage, it basically has a linear 
relationship between reaction displacement and electric field, and it has a stable per-
formance and widely used in the production of converse piezoelectric effect of elec-
tronic components. So the piezoelectric ceramic material should choose PZT-5. 

The metal film material should choose brass, because brass has a good corrosion 
resistance, and the second is that the elastic modulus is small in commonly metal, 
which is easy to bend. 

4.2 The Design of the Piezoelectric Actuator Size 

The design of the piezoelectric actuator size includes the diameter and thickness. The 
piezoelectric actuator requires two conditions, one is the resonant frequency, and the 
other is the vibration amplitude. 

The resonance frequency of the piezoelectric actuator general is selected according 
to the request of application, and then uses this resonance frequency to calculate the 
size of the actuator. The relationship between the resonance frequency and the pie-
zoelectric will be given in following pages. 

Because the thickness of the piezoelectric actuator is far less than its diameter, the 
piezoelectric actuators can be simplified to the round thin with uniform thickness; the 
circular plate thickness ݐ is equal to the piezoelectric actuator total thickness. Equiv-
alent of circular plate density  , the elastic modulus ܧ , Poisson's ratio ݒ and di-
ameter D can use the average values of brass and the piezoelectric ceramics. 

According to the thin circular plate vibration theory, in the vacuum, the difference 
equation of the vibration displacement is presented below: 

ఘௐ డమకడ௧మ = 0                            (18) 

Where ߩ is the density of circular plate, and the variable = ா௧మଵଶሺଵି௩మሻ , we can get the 

resonant frequency: 

௔݂ = గ௧ସ√ଷ஽మ ට ாఘሺଵି௩మሻ ௠௡ଶߚ                       (19) 

When piezoelectric actuators vibrating under first order frequency, ߚ௠௡ = ଴ଵߚ =1.015. 
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Formula (19) indicates that the resonance frequency of the piezoelectric actuator is 
proportional to the circular plate thickness ݐ, inverse ratio to the diameter square of 
the piezoelectric actuator; After the selection of piezoelectric actuator materials, For-
mula (19) can be simplified as: 

௔݂ = ܭ ௧஽మ                            (20) 

Where ܭ is constant. In actual application, while internal cabin filled with fluid, the 
frequency of piezoelectric actuator can make the following fixed: 

௪݂ = ௙ೌඥଵାక௰                            (21) 

Where ߦ =  ߁ ;௪ is the liquid densityߩ ,௠ is the circular plate densityߩ ,ݐ௠ߩ/ܦ௪ߩ
is the dimensional 1 correction factors, for phosphor fluid in a resonant frequency 
vibration. 

According to the general engineering design, formulas (19)-(21) can satisfy the de-
sign accuracy requirement, we can use formulas (19)-(21) to design the piezoelectric 
actuator size. In order to design more precise for piezoelectric actuator frequency, first, 
we can use Rayleigh-Ritz method to calculate the free vibration frequency of piezoe-
lectric actuator, and then use formula (21). 

The vibration amplitude of piezoelectric actuator is the premise of phosphor drop-
lets creation. Based on the discussion of the droplet criterions, according to the appli-
cation requirements, the fluid pressure to jetting phosphor droplets can be roughly 
defined, and the piezoelectric actuator deformation value can also be calculated.  

Fig. 4 shows structure: when piezoelectric actuators vibrating, ignore the loss at the 
entrance, the internal pressure can be shown as: ݌ = ௩ܭ ୼௛௄ೞ௛೎                            (22) 

Where Δ݄ is the piezoelectric actuator vibration amplitude, ܭ௦ is the fluid volume 
compression coefficient, ݄௖ is the pressure cabin depth; ܭ௩ = Δܸ/ గସ  ଶ∆݄ is theܦ

volume coefficient, ܦ is the pressure cabin diameter. When piezoelectric actuator is 
in the small amplitude vibration, ܭ௩ can be approximately considered as a constant. 
According to phosphor fluid criterion 2 is stricter; we can substitute formula (22) into 
(17) and gain the criterion: ∆݄ = ଷ଼ ௐ௘௄ೡ ቚ௅బ௔బቚ ቚ௛೎ఙ௔బ  ௦ቚ                     (23)ܭ

In the actual design we usually consider the entrance loss [7], the piezoelectric actua-
tor Δ݄ often takes 2 ~ 5 times to the calculated value. In the calculation above, we do 
not consider the influence of the internal bubble, but if the internal pressure cabin 
mixes with bubbles, which will lead to the practical value of Δ݄ dozens of times 
larger than the calculation value. So in the actual design, we should avoid to have 
bubbles in the pressure cabin. 

The vibration amplitude and actuator size have the following relation: ݄߂ = ௣ܭ ௩ܷ ஽௧                          (24) 
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Where ܭ௣ is the structure coefficient, ௩ܷ is the power supply voltage. When the 
voltage is invariant, we can use formulas (21), (23), (24) to design actuator size. 

4.3 The Design of Pressure Cabin Structure Parameter 

Because the cabin diameter is approximately equal to the diameter of the piezoelectric 
actuators, the selection of nozzle diameter must according to the application request, 
so the pressure cabin structure parameters design indicates the cabin depth design, the 
cabin entrance diameter size design and the nozzle diameter design.When piezoelec-
tric actuator vibrating, the fluid inside cabin will flow from the entrance to the nozzle 
at the same time. Consider the viscosity of phosphor fluid, the boundary layer thick-
ness can be calculated according to the formula: ߜ = ඥ߰ݐ௪                          (25) 

where ߰ is the phosphor fluid viscosity. When nozzle diameter above 50 μm, we can 
consider the boundary layer thickness is far less than the entrance and nozzle radius, 
then can consider the fluid velocity at the entrance and nozzle are the same, so the 
fluid loss at the entrance can be calculated as: 

௟ܳ௢௦௦ = ௥೔೙మ௥೔೙మ ା௔బమ                         (26) 

Where r୧୬ is the entrance radius. In order to reduce the entrance flow loss, the value 
of r୧୬ is generally small, r୧୬/a଴ can be about 0.5.According to the formula (23), it 
is known that the cabin depth ݄௖ is proportional with the piezoelectric actuator am-
plitude Δ݄, so we should try to reduce the value of the cabin depth ݄௖ in the piezoe-
lectric actuator design . 

5 Conclusion 

For the discussions above, we can have the following conclusions. First, the Navi-
er-Stokes models based on the analysis of phosphor droplets jetting process are  
proposed, which proves that the increase of the actuator frequency will cause the de-
crease of the fluid velocity in the internal pipeline, and the higher the frequency, the 
slower of the fluid motion response. Second, The two performance criterions of  
producing phosphor droplets are proposed, which is believed to provide a useful im-
proving for designing the piezoelectric printing actuator. Third, in this paper, we also 
propose many formulas to design the piezoelectric printing actuator according to the 
application requirements, including determining the diameter of the phosphor droplet 
size, initial velocity, working frequency and most importantly the pressure cabin 
structure of piezoelectric printing actuator. 
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Abstract. OLED (Organic light-emitting) displays have been called the next 
generation of display devices for their unique properties: colorful images, large 
viewing angle, light weight and power efficiency. Complex manufacture 
processing makes the screen have some defects. Detecting the defects will help to 
improve the quality. In this paper we concentrate on detecting these defects and 
proposed a corner-points based method, where the corner-points are extracted 
from the skeleton image and used as the control points for the subtract operation. 
We proposed an improved Otsu method to determine the image segmentation 
threshold by recursive process. Based on the algorithm proposed, a system for 
OLED screen defect detection was developed. The test result shows that the 
developed system can detect most of the defects on the panel. 

Keywords: OLED Panel; Defect Detection, Image Segmentation, Otsu Method, 
Subtraction Operation. 

1 Introduction 

OLED（Organic Light-Emitting Diode）screen has gradually become a new generation 
of display device. They have the advantage of wide view angle, uniform display, 
quickly reaction, can be made into a flexible panel and are energy efficient. They are 
widely used in MP3, MP4, mobile phone, digital camera and mobile terminal field. 
Complex manufacturing processes inevitable introduce a variety of panel defects, for 
example, blemish defect, line defect and Mura defect [1-3]. These defects influence the 
OLED’s luminescence uniformity, image clarity and operation life. So that develops a 
high speed and high precision testing system for OLED display defect detection 
becomes important to guarantee the OLED display screen quality. 

In recent years, optical detection technology based on machine vision has received 
a lot of attention in the field of electronics equipment. Image segmentation and 
band-pass filtering technology has been used in surface defect detection, such as 
printed circuit board surface detection, thin film transistor liquid crystal display 
(TFT-LCD) defect detection [4-5]. TFT-LCD defect detection algorithms are mainly 
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implemented in spatial domain or frequency domain. Seong Hoon Kim showed the 
OLED screens that contain defect (include blemish defects and Mura defects) 
compose of defects and periodic texture background. In frequency domain, defects 
correspond to high frequency components and periodic texture backgrounds 
correspond to low frequency component. A high frequency filter can filter periodic 
texture background and leaving only defects information [6]. The novelty of this 
method is it uses a window function to smooth the image instead of filtering it in the 
frequency domain. The smoothed image is subtracted from the original image, and 
image of the defect is obtained. But the problem is that: due to the periodic texture 
background boundary is also corresponded to the high frequency component, after 
filtering and subtraction operation they will still remain. They are treated as defects, 
which make the results not accurate. 

 
 

   

Fig. 1. Typcal OLED screen defect 

S.Fan use a regression diagnostic method to detect the defects of a TFT-LCD. 
They assumed that a panel without defects is light consistent and uniform brightness, 
while a panel with defects exhibits local brightness, contrast and background 
inconsistencies [7]. This method first breaks the image into sub-blocks and calculated 
the average gray for each block. This average value substitutes the gray of the entire 
region. A defect-free image is used to reconstruct the background, and then the 
background is subtracted from the original image. Judge the existence of defects 
according to a pre-set evaluation function to see whether the gray level residuals fall 
within a range. This method can achieve the purpose of automatic detection, but the 
processing is complicacy and the parameters of the function should be calibrated 
manually. TSAI developed an image reconstruction algorithm which is based on a 
one-dimensional Fourier transform; this method has a good effect for obvious texture 
picture [8]. Lu proposed a detection algorithm based on independent component 
analysis [9]. Zhang et al. developed an algorithm based on polynomial surface fitting, 
which can detect blemish defects from complex backgrounds [10-11]. In the feature 
extraction field, the methods considers the contrast, area, size, location, contour, 
shape and brightness uniformity of the target and then establish the blemish defects 
model. However, this method has a certain ambiguity, the weight of each factor is 
difficult to determine, and the test results demonstrated a degree of uncertainty. 
Therefore, in the field of TFT-LCD screen defect detection there are exist some useful 
algorithms, but exist a general method that can solve the identification for all types of 
defects[12]. These algorithms are not suitable for rapid industrial production, due to 
the long processing time. 
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 OLED displays have some differences from TFT-LCD screens at the micro level, 
mainly in: OLED pixel consists of three separate sub-pixels; the three sub-pixels are 
the same in appearance except for the luminescent materials. Sub-pixel and wires are 
neatly arranged on the panel. OLED displays are not the same with TFT-LCD on the 
microstructure, so it has some special features on the image display. Complex 
manufacturing processes make the panel contain defects which result in pixel 
light-emitting abnormal. These defects are come from environment or operating 
process including dust and foreign matter. Aiming at a variety of defects on OLED 
panel, this paper presents a block scan detection system. 

2 Detection System Descriptions 

The system structure used for OLED display defect detection is shown in Fig.2. The 
detection system includes a CCD camera, motion control card, frame grabbers, XY 
motion platform, light and other peripheral equipment. The motion control card drivers 
the XY platform so that the lens scans the OLED capturing different images. The 
images collected by CCD camera are transformed by the image acquisition card to the 
PC where the image processing and defect recognition is completed. A representative 
sample of the captured OLED display pixel image is shown in Fig.3. 

 
            

Fig. 2. Display detection platform structure  Fig. 3. A captured OLED display pixel image 

The basic methodology of the detection system is: extract the OLED display 
skeleton from captured image based on thinning technology, and create an ideal 
template which is then subtracted from the original image; determine the image 
segmentation threshold by a improved Otsu algorithm; and identify defects by image 
binarization.  

3 OLED Display Defect Detection Algorithm 

3.1 Extracted Skeleton Template by Thinning Technology 

In this paper, the skeleton information of the OLED display image is extracted by 
image thinning technology, the initial corner information can be extracted based on the 
"+" mask. A complete control point map needs to be generated through the procedure 
of projecting the skeleton images to determine the distribution of the initial corner, 
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finding the right distance and adding missing points. This map is used for standard 
templates creation and subtraction computation. The skeleton is a topological 
description of the graphical geometry. It is a linear geometry and is placed at the center 
of symmetry of the graphics, with the same topology as the original graphics, and 
retains the original shape. The method has been widely used in computer vision, 
biological shape description, and pattern recognition, industrial inspection, and image 
compression fields. 

Generally, image objects maintain the 8-neighborhood connectivity, the 
background maintain 4-neighborhood connectivity, it is often used a 3 × 3 template. 
The relationship between pixel and its eight neighborhoods used as criterion for join 
or not. Image thinning method is applicable for skeleton extraction in the discrete 
space. It should be set standards based on the pixel neighborhood information to 
maintain the original shape of the topology, connectivity, and single-pixel width, 
while retain some of the abnormal area (the defects area). The thinning algorithm 
used in this paper does a statistical discrimination on every region of the image, if the 
statistical results meet the criterion, its center pixel of this region is simply deleted. 
Repeat the procedure and delete the pixels conform the conditions until the results no 
longer change. The skeleton of the original OLED panel image can be obtained as 
shown in Fig.4 (corresponding to the image of Fig.3). 

 

 

Fig. 4. Skeleton extracted by image thinning algorithm  

3.2 Skeleton-Based Corner-Points Extraction  

In computer vision, contour feature points (for example, the corner points, the cut point 
and inflection point) are the basic characterization of the target shape primitives, which 
plays a decisive role on the target shape. This paper presents an effective characteristics 
corner extraction method: using a standard “+”mask to loop through the OLED 
skeleton images, the points matching skeleton mask and in the intersection is the 
corner, the flowchart of the algorithm is shown in Fig.5. The corner detection result for 
the image skeleton in Fig.4 is shown in Fig.7(a). Due to defects, the distribution of 
corner points is not uniform and some corner points are not accurately determined. 
Therefore, a completion procedure for corner picture is needed. 

Through computing the distance and difference between the two control points, the 
missing control points can be added. Gray value of pixels in a straight line were 
accumulated and projected along X and Y-direction were shown in Fig.6. Projection 
along X-direction creates peaks which correspond to vertical segment line; similarly,  
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Fig. 5. Flowchart of control points extraction 

 

   
(a) X-direction projection                      (b) Y-direction projection 

Fig. 6. Skeleton projection image along the X and Y-directions  

 

  
(a) The distribution of initial corner points.     (b) The distribution of corrected corner points  

Fig. 7. Distribution maps of corner points for the OLED display images 
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projection along Y-direction, the peaks due to the presence of horizontal lines. 
Calculateing the average distance of the vertical and horizontal direction，the missing 
control points can be added through adjacent points information，and the ideal corner 
points can then be obtained based on the skeleton image(shown in Fig.7(b)).  

3.3 Improved Otsu-Based Image Segmentation and Defect Identification 

The basic concept of the Otsu method is: The image is divided into two groups by a 
setting threshold, a group corresponds to the target, and another group corresponds to 
the background. Make Variance minimum within each group and maximum between 
the groups [14-16]. The basic description of the algorithm as follows: 

Denoted ),( jif the gray value at coordinates ),( ji in an MN × image, the total 

average is μ . The range of ),( jif is [ ]1,0 −m , and assuming that the threshold 

t segment the image into target and background: 

( ){ }tjif ≤, and ( ){ }tjif >, . ( )kP  is the frequency of gray value k, so: 
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The best threshold value g can get form Otsu formula:  
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In this formula, threshold divides the whole image into two parts: the target and 
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The processing of Otsu's threshold determination is looped through 256 gray levels, 
and finds which value makes variance maximum between classes; this gray value is the 
optimal threshold (T). However, it is necessary to recalculate the mean and the number 
of pixels on both sides when looping through every gray level and the computation is 
very large. So, this paper presents an improved Otsu method, which loops through the 
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entire image in a recursive way, and greatly reduces the computational load. The 
methodology of the recursive algorithm described as follows: 

Assume the total number of pixels in an image is n , the total average is μ , gray 

histogram is h . s1 s2, s3 is the sum gray value for total image, target part and 
background part. Set the initial conditions: 
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and 0=t (the range of t is [0,254]), the recursive expression for the variance between 
their classes is: 
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maximum, threshold 1+= tT . 

In recursive call processing, 1tt +=  until the recursion end, 254=t .The 
improved algorithm can improve the computational efficiency by 80%. 

Integrating the various algorithms proposed above, such as: thinning method to 
extract the skeleton, completion of control points and the improved Otsu image 
segmentation algorithm. This paper develops an OLED-oriented defect detection 
system through Visual Studio 2008 and VC++ 6.0 programming language. The system 
is validated through several OLED image examples, and the testing results show that 
the developed system can detect most of the defects on the panel. The original image in 
Fig.3 was analyzed by this system developed and the results were shown in Fig.8. It is 
found that the system can efficiently identify the defects from OLED image. 

 

 

Fig. 8. OLED display defect detection result 

4 Conclusions 

Various types of defects accurse during the manufacture of OLED display screen. This 
paper focuses on an automatic defect detection system. It proposed a subtraction 
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method based on the skeleton template to detect defects. It described an improved Otsu 
method in image segmentation, and determines the threshold by a recursive algorithm. 
To show the effectiveness of the OLED defect detection system, the system is tested by 
some image samples. The results show the developed system can detect the defects 
accurately. Further research work will focus on improving the accuracy for completing 
skeleton control point, and enhance the robustness of the system. This paper improves 
the automatic detection and quantification of defect on the OLED screen and will be of 
great use to OLED screen manufactory an similar industries.    
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Abstract. The fluid dispensing technology has been widely used to deliver all 
kinds of fluids in electronic industry. This paper first put forward an initial 
approach based on the direct driving principle to dispense the liquid with a high 
consistency and precision. According to the direct driving principle, the gas-
liquid slug flow should be formed as a stable pattern in the micro-channel while 
the flow rate ratio between the gas and liquid is in an appropriate range. The 
linkage control strategy had been done to realize the two-phase flow during the 
dispensing process. The two-phase flow dispensing system had seven sub-
systems for integration to achieve the multi-functions. The control sub-system 
is the most important unit applying the industry personal computer to connect 
and control other sub-systems. It undertakes three main tasks, communication, 
data processing and feed-back control. As a result, the stream of compressed air 
injected into the continuous liquid stream controlled by the peristaltic pump, the 
bubbles and droplets appeared in the micro-channel separately and uniformly. 

Keywords: linkage control, dispensing system, direct driving principle, two-
phase flow. 

1 Introduction 

The fluid dispensing becomes one of the key technologies in electronic industry due 
to all kinds of fluids widely application, e.g. chip placement, thermal silica filling, 
chip and substrate interconnection, et al. The fluid dispensing technology implements 
an accurate process for fluid distribution instead of a controllable way [1].  

With the dispensing technology experienced several stages of development, the 
non-contact jetting dispensing technology has been proved to be predominate [1]. 
Compared with the contact dispensing technology, the non-contact dispensing 
technology has a higher working efficiency without the Z axis movement. Taking 
great progress, a lot of dispensing technologies have been developed and promoted to 
the market. The typical applications of the non-contact fluid dispensing technology 
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can be divided into the two sorts according to the driving methods of the mechanical 
needle and the compressed air.  

For the mechanical dispensing system, it often has a mechanical needle and a metal 
body, and the mechanical needle can realize a reciprocating motion in the chamber of 
body to siphon in and spray out the liquid [2]. When the mechanical needle reaches 
the bottom of the chamber, it stops on the in-wall of the body and separates the liquid 
stream into two parts. This is a process to cut off the continuous liquid and transfers 
the kinetic energy from the needle to the liquid, so that the impact exists in the region 
between the outlet of the nozzle and the front of the needle [3, 4]. The front part of the 
liquid can spray out of the nozzle to the substrate. During the process of the liquid 
dispensing, the moving needle impacts on the in-wall of the body periodically to 
induce wear. It will degrade the lifetime of the mechanical dispensing system. 

Another typical technology is time-pressure dispensing system driven by the 
compressed air [5, 6]. The driving medium is the gas acting on the back of liquid to 
squeeze it out of the syringe from the nozzle. The complex control of the compressed 
air by time and pressure regulates the dispensing volume preciously, as the 
electromagnetic valve works in a high frequency. The time-pressure dispensing is 
widely used due to its flexible operation and simple structure. While the liquid surface 
falls down of after dispensing, the compressed air in the syringe takes a larger space. 
This increases the control difficulty of compressed air and also generates a potential 
problem of the liquid volume consistency [7].  

As mentioned above, the two dominant dispensing technologies have advantages 
and disadvantages based on the different driving mediums. In the view of engineering 
fluid dynamics, all the common dispensing technologies are the fluid motion of 
single-phase flow referring to the indirect driving principle. Under this driving 
principle, the driving force comes from the mechanical or gas medium to act on the 
back of the liquid and transfer the kinetic energy from the moving medium to the 
static liquid. As a result, the liquid are crushed and separated into some droplets 
spraying out of the nozzle onto the substrate (Fig.1). 

 
 

 

Fig. 1. The diagram of the indirect driving principle for the fluid dispensing technology 

2 Direct Driving Principle 

This paper first put forward an initial approach, the direct driving principle, to apply 
the linkage control strategy achieving the liquid dispensing based on the gas-liquid 
two-phase flow theory. 
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2.1 Two-Phase Flow Theory 

In view of engineering fluid dynamics, the direct driving principle used for the liquid 
dispensing can be considered to obey the gas-liquid two-phase flow dynamics. 
Hereby, the gas and liquid are the two kinds of fluids, which present a hydro-flow 
pattern in the mixing micro-channel simultaneously. 

The gas-liquid two-phase flow theory indicates that when the gas and liquid 
streams have been induced from the two tubes with different flow rates, there is a 
special flow pattern of the hydro-flow existing in the mixing micro-channel. The 
common flow patterns, such as bubble, slug, churn, slug-annular, annular et al. had 
been found in the micro-channel with a diameter for 1.45mm [8]. The transformation 
of the different flow patterns from each other is depended on the flow rate ratio 
between the gas flow rate and the liquid flow rate. Figure 2 shows the flow pattern has 
a high relevance with the gas and liquid superficial velocities. It is interesting that the 
slug flow pattern takes a large area in the flow pattern map with a widely range of the 
flow rate ratio. This means that the gas-liquid slug flow is a stable pattern and easy to 
be obtained with the appropriate flow rate ratio. 

 

   

Fig. 2. Flow pattern map as observed for a 1.45mm diameter circular test section [8] 

The different morphologies of flow patterns are shown in figure 3. Referring to the 
slug flow, the gas and liquid streams are totally separated to be bubbles and droplets 
with uniform volume and interval in micro-channel. This stable flow pattern can be 
adopted to dispense liquid droplet due to no bubble and droplet mixing each other. 

The basic theory to form the gas-liquid slug flow in micro-channel is the instability 
mechanism of the gas stream flowing with the liquid stream. These phenomena 
appear not only in the horizontal micro-channels with the cross-section of circle, 
triangle, rectangle and square [9-14], but also in the vertical micro-channels with the 
cross-section of circle and square [15-18]. The boundary conditions also have the 
significant effects on the pattern shift, e.g. the micro-channel shape, micro-channel 
length, micro-channel diameter, convergence angle, wetting angle [19] et al. 
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Fig. 3. The morphologies of different flow patterns in the micro-channel [8] 

2.2 Advantages of Direct Driving Principle 

In comparison with the indirect driving principle, the direct driving principle has a 
predominant feature which is no driving medium and no driving force. The liquid 
stream dispensing does not need any extra kinetic energy transferring from the gas 
stream, though this often takes place in the indirect driving principle. The liquid 
stream in the micro-channel will form droplets separately and uniformly driven by the 
gas stream spontaneously based on the two-phase flow theory. It is true the gas-liquid 
slug flow has some merits, which are the stability of slug flow, the consistency of 
droplet size, the minimization of droplet volume, the uniformity of interval between 
bubble and droplet and the high frequency of droplet dispensing. 

As mentioned above, the creative dispensing technology has been first proposed 
according to the direct driving principle. The gas and liquid streams inject into a 
mixing chamber from two tubes with different flow rates at the same time. Changing 
the flow rate ratio of the two streams to be an appropriate value, the gas-liquid slug 
flow will appear in the micro-channel stably and continuously. During the dispensing 
procedure, bubbles will disappear in the air alternatively and droplets will spray on 
the substrate and periodically (Fig. 4).  

 

 

Fig. 4. The diagram of the direct driving principle for the fluid dispensing technology 
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The direct driving principle has the unique property is that the gas-liquid slug flow 
in the micro-channel generates the “switch effect”. This means if one phase enters the 
micro-channel, another phase should be blocked not to enter it. Thus, it can meet the 
requirements of the dispensing technology on the micro volume, good consistency, 
high controllability, accuracy and frequency and without any back haul. 

Table 1. The advantages of the direct driving principle for the fluid dispensing technology 

Flow 
Property 

Driving 
Medium 

Gas 
Control 

Liquid 
Control 

Dispenser Droplet 
Volume 

Accuracy & 
Frequency 

Back 
Haul 

Slug Flow No Simple Simple Simple ≤ Nano Liter High No 

3 Linkage Control Strategy 

The direct driving principle has some advantages for its application on the fluid 
dispensing technology. However, how to establish a liable and reliable system is still 
a great challenge since there is no existing apparatus for reference.  

3.1 Design Scheme 

For the design tasks from the customer requirements, the design scheme of the two-
phase flow dispensing system was presented including seven sub-systems. After sub-
system integration, the two-phase flow dispensing system should achieve the multi-
functions (Fig. 5). 
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Fig. 5. The schematic of design scheme for the two-phase flow dispensing system 

The relationship among different sub-systems is shown in figure 6. In it, the 
control sub-system is the most important unit to connect and control other sub-
systems. It undertakes three main tasks, communication, data processing and feed-
back control, to perform the two-phase flow dispensing. 
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Fig. 6. The relationship among different sub-systems for the two-phase flow dispensing system 

3.2 Implementation Scheme 

Industry personal computer (IPC) was the core unit for communication, analysis, 
calculation and display during the linkage control strategy for the integrated system. 

After the system starting and initialization, CCD camera captured the trace images 
of the dispensing region on substrate, and it recognized and transformed the trajectory 
coordinates to IPC real-time. IPC calculated the motion compensation data and then 
sent the commands to the motion controller. The platform was driven to move 
following the coordinates, while the two-phase flow dispenser was automatically 
positioned to the dispensing region on substrate (Fig. 7).  

 

 

Fig. 7. The schematic of the linkage control strategy for the motion platform 
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Figure 8 plots the linkage control strategy for the gas and liquid sub-systems. 

 

 

Fig. 8. The schematic of the linkage control strategy for the gas and liquid sub-systems 

Compressed Air Source (10), Air Dryer (11), Universal triple Collector (12), Air-pressure 
Control Unit (13), Air-flow Control Unit (14), Gas Electromagnetic Valve (15), Liquid 
Electromagnetic Valve (21), Micro-flow Control Unit (22), Peristaltic Pump (23), Liquid 
Container (24), Operation sub-system (31), Control & Communication Unit (32), Gas Control 
Unit (33), Liquid Control Unit (34), Substrate (35), Two-phase Flow Dispenser (4). 

Both of the gas and liquid control sub-system have to connect the two-phase flow 
dispenser by hard and soft tubes with the quick connectors, respectively. In detail, the 
gas inlet was located on the top of the dispenser and the liquid inlet was installed at 
the side of the dispenser, however they were above the mixing chamber with a 
convergence angle (<35°). This structure design benefited for the slug flow formation 
when the two streams entered and mixed in the micro-chamber. 

According to the direct driving principle, the gas stream was introduced into the 
liquid stream at the micro-chamber. After that, a gas-liquid two-phase flow was 
formed in the micro-channel of the nozzle and the liquid stream was cut by gas 
bubbles to be uniform and micro-volume droplets spraying out of the nozzle  
(Fig. 9).  

In the implementation scheme, to ensure the system achieving the two-phase flow 
dispensing, the gas and liquid control sub-systems had been automatically controlled 
by PID circuits. The gas pressure was maintained as a constant by the high precision  
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Fig. 9. The work flow chart for the two-phase flow dispensing system 

pressure controller and the liquid flow rate was adjusted by the high precision and 
double-head peristaltic pump. This minimized the pulse effects of the gas and liquid 
during the dispensing process. The input of the gas and liquid were governed by the 
electromagnetic valve with a high frequency. After the peristaltic pump input a 
continuous liquid stream into the chamber of dispenser, the compressed air stream 
was also introduced into it with an appropriate flow rate ratio. Due to the instability 
mechanism, the gas stream was crushed to be lots of bubbles, which cut and separated 
the liquid stream to be uniform droplets periodically.  

It took 15 months to fabricate the prototype machine of the two-phase flow 
dispensing system (Fig. 10).  
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Fig. 10. The picture of the two-phase flow dispensing system 

4 Conclusions 

This paper first put forward an initial approach based on the direct driving principle to 
dispense the liquid consistently and preciously. The gas-liquid slug flow in the micro-
channel was a stable pattern to form uniform bubbles and droplets periodically, when 
the gas and liquid streams had an appropriate flow rate ratio. Based on the design 
scheme, the linkage control strategy had been done in the two main aspects to realize 
the slug flow during the dispensing process. After manufacturing and integration, the 
prototype machine of the two-phase flow dispensing system had been established. 
This is the first dispensing system adopted the direct driving principle in the world. 
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Abstract. Laser bonding technology is widely used in encapsulation field. 
However, the uneven temperature field in the laser bonding influences the 
bonding quality. This paper is to study the effect of temperature on the laser 
bonding quality. The designed system has a human-machine interface and its 
measurement accuracy reach±1oC. The multiple temperature measurement 
system is developed for laser bonding process based on K-type thermocouple. 
This system is composed of a host computer by PC software Visual Basic 6.0 
and a lower controller whose core is MSP430F149. The host computer is used 
for human-machine interface interaction, controlling the lower controller 
through serial communication protocol. According to the instructions from the 
host computer, the lower controller executes the corresponding temperature 
measurement action, and then survey data from multi-channel thermocouples is 
transferred to the host computer through a serial port. The temperature can be 
displayed curves and saved. This system has wider measuring temperature 
range, higher temperature measurement precision and high sensitivity and can 
meet the transient temperature field measurement need of laser bonding. The 
temperature measurement range of the system is 0 to 1000 oC and the 
measurement accuracy of the system reaches±1oC using the single chip 
MSP430F149 with 12-bit ADC module.    

Keywords: Transient temperature measurement system, K type thermocouples, 
SCM, Visual Basic 6.0.  

1 Introduction 

Recently, laser bonding technology as one of localized heating methods becomes the 
hotspot of encapsulation researches and has been widely used in the encapsulation of 
different substrates such as OLED, LED and MEMS encapsulation. However, the 
laser bonding quality, including air tightness and connection strength is influenced 
greatly by the transient temperature field in the laser bonding process. The laser 
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bonding temperature distribution in the process is highly heterogeneous, therefore, the 
temperature control in the laser bonding process is very important [1-4]. A 
temperature measurement system is firstly developed according to the future 
application in the laser bonding temperature control to reduce its nonuniformity. The 
transient temperature field measurement system not only can be used for laser 
bonding process but also other related occasions which are sensitive to temperature.  
The contact temperature measurement system for laser bonding process is proposed 
based on K-type thermocouple. A friendly human-machine interface by visual basic 
6.0 is designed for the application on laser bonding. The laser bonding temperature 
field measurement system has a good measurement accuracy and real-time display 
function. The system keeps a high measurement accuracy ±1 oC in a wide range of 0 
to 1000 oC using the single chip MSP430F149 with 12-bit ADC module. 

2 System Design  

A multiple temperature measurement system is developed for laser bonding process 
based on K-type thermocouple. The K-type thermocouple is widely used in industry 
due to its fast response time, high measurement temperature, simple structure and low 
cost. The temperature collection system using K-type thermocouple is suitable on a 
wider range than the system using other thermocouple [5, 6]. 8-channel K-type 
thermocouples are installed in the fixture below bonding area, shown in Fig.2. 
Temperature conversion chip AD595 is a complete instrumentation amplifier and 
thermocouple cold junction compensator used with K-type thermocouple. This system 
is composed of a host computer by PC software Visual Basic 6.0 and a lower 
controller whose core is MSP430F149.   

2.1 The Thermometry Principle of K-Type Thermocouple 

A thermocouple is a device consisting of two different conductors (usually metal 
alloys) that produce a voltage proportional to a temperature difference, between either 
ends of the two conductors. The contact of two different conductors produces contact 
electromotive force and a kind of conductor with different temperature applying for 
its two ends produces thermoelectromotive force. Their addition is the total 
electromotive force of thermocouple loop, 

0( , )ABE T T , which is shown in formula (1). 

                 
0

0( , )
T

AB ABT
E T T S dT=                              (1) 

               o
0(41 V / C) ( )outV T Tμ= × −                        (2) 

In above formula, T and 0T represent the temperature of hot junction and cold 

junction respectively; ABS  represents seebeck coefficient, and its value depends on 

the relative property of electrode material.  
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Fig. 1. The position distribution of 8-channel thermocouples 

The voltage change of K-type thermocouple is 41 Vμ with the temperature change 
of 1 oC. Therefore, a corresponding relationship of voltage to temperature for K-type 
thermocouple is shown as formula (2). T is obtained by the computation of formula 
(2) when 0T  is definite value. In general, working end of the thermalcouple is placed 

in the temperature field and free end is connected to measuring circuit. The 
temperature conversion chip AD595 is integrated with the function of measurement of 

0T , simplifying the measurement circuit. 

2.2 System Composing 

A single chip MSP430F149 is applied in this temperature field measurement system 
due to its high performance and low power consumption. The MSP430F149 
incorporates a 16-bit RISC CPU, a flexible clock system and peripherals such as 12-
bit ADC and serial port. The thermometry circuit has one 8-channel analog 
multiplexers CD4051 with three binary control inputs and temperature conversion 
chip AD595. The visual interface built in host computer Dell has the function to send 
collection command and display the temperature figure. The block diagram of the 
whole system structure is shown in Fig.2.  
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Fig. 2. The block diagram of the proposed system 

3 Thermometry Circuit Design 

3.1 The Application of Analog Multiplexers  

Each channel of thermometry circuit using each temperature conversion chip 
increases the cost, system volume and the debugging difficulty brought by the analog 
devices and RC components. So the analog multiplexers are used to process the input 
signals, instead of directly connecting to the input terminal of temperature conversion 
chip. The selection of analog multiplexers is crucial to ensure the measurement 
accuracy, as the seebeck coefficient of K-type thermocouple is only 41 oV / Cμ . 

Several main parameters of this system are considered to choose the multiplexers, 
such as number of channels N, leakage current Is and on-resistance Ron. The 8-
channel analog multiplexers CD4051 is selected due to its low channel leakage of 
10pA and low on-resistance of 80Ω. 

3.2 The Application of Temperature Conversion Chip 

Temperature conversion chip AD595 is widely used in temperature measurement 
field. It simplifies thermometry circuit due to the functions of instrumentation 
amplifier and thermocouple cold junction compensator. Low power design is 
employed in AD595 to minimize measurement error caused by self-heating. An 
unload AD595 operates with a total supply current 160 μ A, but it is also capable of 

delivering in excess of 5mA to a load. The AD595 can be powered from a single 
ended supply and temperature below 0 oC can be measured by including a negative 
supply. The AD595 is calibrated by laser wafer trimming to match the characteristic 
of type-K thermocouple inputs. It combines an ice reference with a calibrated 
amplifier to produce a high level (10mV/ oC) output directly from thermocouple 
signal. The AD595 is gain trimmed to match the transfer characteristic of K-type 
thermocouples at 25 oC, to achieve a temperature proportional output of 10mV/oC and 
accurately compensate for the reference junction over the rated operating range of the 
circuit. The seebeck coefficient of K-type thermocouple is 41 oV / Cμ , and the gain for 

AD595 is 247.3 (10mV/ oC divided by 41 oV / Cμ ). An adjusted value 11 Vμ for 

AD595 is considered to calculate the output voltages in order to ensure 250mV output 
at 25 oC. The actual output voltage is determined by the transfer functions (3). 
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               ( 11 V) 247.3out KV V μ= + ×                         (3) 

According to the characteristics of AD595, the output voltage of AD595 is not 
completely proportional to temperature difference between the hot end and cold end 
of thermocouples. Output values for intermediate temperatures are interpolated to 
achieve accurate temperature values. The temperature from 0oC to 1000 oC is divided 
into 51 parts by 20oC every interval. Linear interpolation is carried out in host 
computer to obtain the temperature of measurement terminal based on output voltage 
of AD595. The schematic diagram of temperature measurement circuit is shown as 
Fig.3. Eight thermocouples are placed in the laser bonding field sequentially. All the 
grounding terminals of the thermocouples are connected to the IN+ terminal of 
AD595AD. The terminals 0T to 7T of the thermocouples are respectively connected to 

the terminals 0X to 7X of CD4051BCM. One of the thermocouple signals is selected 

to be to the terminal IN- of AD595AD from the terminal X of  CD4051BCM, 
following the control signals of CA, CB and CC from the single chip MSP430F149. 

 
Fig. 3. The position distribution of 8-channel thermocouples 

Eight output terminals of K-type thermocouples are respectively connected to the 
input terminal of analog multiplexers CD4051 and the input terminal 1 of AD595. 
The output terminal of CD4051 is connected to the input terminal 14 of AD595. The 
output voltage of AD595 is enlarged twice by operational amplifier, and then input to 
the terminal P60 of single chip MSP430F149. The analog value is converted to the 
digital signals by the 12-bit ADC function of MSP430F149, and then the digital 
signals are transferred to the PC by serial port.  
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4 Software Design 

In this temperature measurement system, a standard serial communication interface 
RS232 is used to transfer signals. The development environment of PC software is 
Visual Basic. The software realizes the functions of sending the collection command, 
converting temperature data, displaying the temperature figure, achieving eight 
channels’ maximum temperature value and storing all the temperature data. 
Thermocouples have nonlinear outputs related to temperature and linearization 
techniques are necessary. To solve the problem of linearizing the sensor, the reference 
table of the AD595 is established in the Visual Basic. The Celsius can be searched 
through the table correlating with the sampled data, and the problem of linearization will 
be solved easily. The final measurement accuracy of the system reaches±1 oC. The 
program flow of the PC software is shown in Figure 4. The collection starts after 
sending collection command to the single chip MSP430F149. The data frames received 
by PC are separated and converted to eight channels of temperature values in Visual 
Basic 6.0. The instant temperature curves are displayed in different colors. Each 
maximum temperature value of eight channels is received by maximum comparison 
method. The data storage will execute automatically when the measurement stops.    

 
Fig. 4. The program flow of the PC software 

The main function of MSP430F149 is switching eight thermocouple inputs to 
execute ADC and sending the digital signals to PC based on the command of host 
computer. The programming is simplified due to the application of the ADC module. 
The flow charts of main program and subprogram are respectively shown in Figure 
5(a) and Figure 5(b). 
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          (a)                                   (b) 

Fig. 5. The single chip flow charts of main program (a) and subprogram (b)  

5 Conclusion  

A multiple temperature measurement system is designed to be applied to laser 
bonding temperature field measurement based on K-type thermocouple and AD595. 
The measurement accuracy of the system reaches±1 oC using the single chip 
MSP430F149 with 12-bit ADC module. The real-time temperature curves are 
displayed on PC and each maximum temperature value of eight channels is obtained. 
The operator interface programmed by Visual Basic is suitable for user’s operation. 
The system has a high accuracy in a wide range of 0 to 1000 oC and can be applied to 
the future temperature control of laser bonding.  
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Abstract. The magneto-rheological (MR) damper has been widely explored in 
the study of vibration suppression for vehicle suspension and constructional 
systems, etc. Aiming at semi-active controllable hysteretic nonlinear property of 
the MR damper depending on direct magnetic field, the generation mechanism 
of conducted and radiated electromagnetic interference (EMI) noises for 
intelligent vehicle system with MR dampers are initially proposed in this paper, 
which includes strong nonlinearities arisen from the semi-active control 
strategy, road surface shock excitations, high-frequency devices in control 
circuit, environmental electromagnetic (EM) field coupling to excitation coil, 
and excitation coil impedance mismatch of the MR damper. Upon above 
studies, both the conducted EMI noise model and the radiated EMI noise model 
are generally proposed for the MR damper and its control system, and the far 
field characteristic of radiated EM field generated from excitation coil of the 
MR damper is further analyzed. The results of simulation and experiment show 
correctness of the proposed EMI noise models, which will play an important 
role in future application study for the EMI noise suppression of intelligent 
vehicle suspension design with MR dampers. 

Keywords: magneto-rheological (MR) damper, electromagnetic interference 
(EMI), excitation coil, noise mechanism, model. 

1 Introduction 

The new magneto-rheological (MR) damper has been widely applied in vibration 
suppression studies of intelligent vehicle suspension and constructional systems, and 
the controllable MR damper depending on direct magnetic field and semi-active 
control strategy is an important way for realizing intelligent vehicle suspension, 
which can ideally improve the ride comfort, handling stability and safety of road 
vehicles [1-2]. Whereas, MR suspension system can yield a great amount of 
electromagnetic interference (EMI) noises, which are mainly divided into two 
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categories of conducted and radiated EMI noises, arising from the MR damper, 
controller, sensors and detection circuits, etc. On the one hand, the peculiar semi-
active control strategy, road surface shock excitations, and environmental 
electromagnetic (EM) field coupling to the excitation coil can generate serious EMI 
noises, due to the nonlinear hysteretic and saturation properties of the MR damper 
depending on direct magnetic field. On the other hand, the high-frequency electronic 
devices in controller of the MR damper and in the sensors and detection circuits can 
also generate such EMI noises. The above-mentioned EMI noises would bring about 
harmful effect on operation reliability for the MR damper control and other electronic 
equipments installed in the vehicle. 

In recent years, scientists have carried out a lot of researches on magnetic circuit 
design of excitation coil of the MR damper, by employing the finite element and 
numerical calculation methods and the EM field simulation software such as ANSYS, 
etc. [3-4]. However, few reports have been found about the EMI noise mechanism 
and modeling for the MR damper and its controller, while many application 
achievements have been obtained, aiming at the study on EMI noise mechanism and 
suppression for ordinary electronic equipments. Literatures [5-7] employ the artificial 
supply network and noise separation network to determine the conducted EMI noise 
mechanism by extracting the differential mode (DM) and common mode (CM) noises 
in the equipments under test, while literature [8] employs the near and far EM field 
impedances and literatures [9-10] apply the transformation between near and far EM 
fields, so as to determine the radiated EMI noise mechanism in the electronic 
equipments. Furthermore, literatures [11-13] propose reconstruction methods of the 
radiated EMI noise by utilizing the EM field analysis tool and the circuit parameter 
model. Above-mentioned methods are also suitable for studying the EMI noise 
generation mechanism of MR vehicle suspension system, which has significant 
theorem and application meaning in association with the particular properties, such as 
semi-active control strategy and strong hysteresis and saturation nonlinearity of the 
MR damper and shock excitations from road surface, etc. 

In view of above analysis and on basis of the acquired achievements about semi-
active control of MR vehicle suspension and EM compatibility of electronic 
equipments [8,14-18], the circuit and EM analysis methods are utilized initially to 
determine the EMI noise generation mechanism systematically for the MR vehicle 
suspension system. It is analyzed that such EMI noises arise from semi-active control 
strategy and road surface shock excitations, high-frequency devices in control circuit, 
environmental EM field coupling to excitation coil, and excitation coil impedance 
mismatch of the MR damper, and both the conducted and radiated EMI noise models 
are generally proposed for the MR damper and its control system, as well the far field 
characteristic of radiated EM field generated from excitation coil of the MR damper is 
further proposed, which are in keeping with the standards of ISO 11451 and ISO 
11452, and establishes an important theoretic foundation for the future EMI noise 
suppression study of intelligent vehicle suspension design with MR dampers. 
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2 Conducted EMI Noise of the MR Damper 

The MR intelligent vehicle suspension system consists of MR damper, controller, 
sensors and detection circuits, etc., wherein a great amount of radiated EMI noises 
can be yielded due to the high-frequency electronic devices such as single-chip 
microcomputer (SCM), DSP, A/D converter and crystal oscillator in the control 
circuit. Such EMI noises can form the conducted EMI noise in power supply through 
transmission line and form the radiated EMI noise spreading to space through 
excitation coil of the MR damper. In addition, the radiated EMI noise can be further 
enhanced by environmental EM field coupling to excitation coil of the MR damper, as 
shown in Fig.1. 

 

Fig. 1. EMI noise generation mechanism of the MR damper 

It is not difficult to find that the conducted EMI noise comes from the following 
three sources, as shown in Fig.1. 

(1) The first source yielding conducted EMI noise is the nonlinear high-frequency 
electronic devices in the MR damper controller, such as SCM, DSP and crystal 
oscillator. It can be analyzed through the artificial supply network and noise 
separation network, and suppressed by synthesizing a proper EMI filter. 

(2) The second source yielding conducted EMI noise is the environmental EM field 
coupling to excitation coil of the MR damper, as shown in Fig.2. The radio frequency 
(RF) EM field can be yielded in surrounding of the wire due to random change with 
time of the wire signal, by coupling the noise to other transmission lines. 

Employing the Maxwell’s equation, the conducted EMI noise current coupling to 
excitation coil of the MR damper can be expressed as [8] 

14
2

2.632 10
nEr

I
Af

= ´  (1) 

Where, I and f denote current and frequency of the conducted EMI noise, 
respectively. E expresses intensity of the environmental EM field, and r, A and n 
represent the measurement distance, equivalent area and coil turns of the excitation 
coil, respectively. 
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Fig. 2. Conducted EMI noise generated by the environmental EM field 

(3) The third source yielding conducted EMI noise is the strong nonlinear transient 
property of control signal in excitation coil of the MR damper, which is caused by the 
semi-active control strategy, road surface shock excitation, instantaneous excitation 
such as road roughness, and handling modes of vehicle turning, starting and braking. 
The control signal mainly includes the low-frequency and high-frequency parts. The 
low-frequency signal serves the function of yielding direct magnetic field in the MR 
fluid, while the high-frequency signal has strong nonlinear transient property. Due to 
parasitic parameter effect, the excitation coil can be regarded as a number of sections, 
and the impedance of every section is hence not 50Ω. Thus, such impedance 
mismatch can lead to the conducted EMI noise through the wave transmission and 
reflection yielded by the high-frequency control signal. Employing the scatter 
parameter and normalized EM field intensity analysis methods, the total transmission 
wave of the excitation coil can be derived as [18] 
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Where, Rij and Tij denote transmission and reflection coefficients of EM field from the 
section i to section j (i, j = 1, 2, 3, and i ≠ j). γ represents propagation constant of the 
coil material. 

3 Radiated EMI Noise of the MR Damper 

The radiated EMI noise comes from the following two sources, as shown in Fig.1. 

(1) The first source yielding radiated EMI noise is control circuit of the MR 
damper, such as the signal transmission line, crystal oscillator and not-well 
grounding, etc. The mechanism of such radiated EMI noise can be diagnosed by 
applying the near EM field measurements, and has relationship with radiation line 
impedance and length，because the signal transmission line can be considered as a 
radiation antenna. Furthermore, the antenna radiation impedance can be determined 
by establishing Helmholtz equation upon the electric dipole model and the antenna 
radiation model, and the retarded potential of the EM field can be resolved by 
employing Lorentz condition, as well the closed resolution function can be derived by 
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applying functions of current density, energy flux density and power of the radiation 
line. 

The radiation impedance of electric antenna can be expressed as [11] 
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Where, RE and P denote impedance and power of the electric antenna, respectively, I 
represents current in radiation line, μ0 and ε0 express vacuum permeability and 
permittivity, l and λ signify length of the radiation line and wavelength of the radiated 
EM field. 

The radiation impedance of half-wave rod-shaped antenna can be thus obtained as 
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Where, RHR denotes impedance of the half-wave rod-shaped antenna. 
Concerned with non-half-wave rod-shaped antenna, the radiation impedance can be 

derived through retarded potential of EM field, radiated EM field intensity, average 
energy flux density and total radiation power of radiation line. It is formulated as 
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(5) 

Where, RNHR denotes impedance of non-half-wave rod-shaped antenna, k is constant, 
Si(·) and Ci(·) are sine integral function and cosine integral function, formulated as 

( ) ( ) ( ) ( )
0 0

sin cosx xt t
Si x dt Ci x dt

t t
= =  , herein, x denotes independent variable of function, 

and t represents variable of the integration. 
Due to difference of radiation impedance between electric dipole and non-half-

wave rod-shaper antenna, the impedance of radiation line could be determined based 
on the length of radiation line and equivalent wavelength of noise current in radiation 
line. In practice, five steps are introduced as follows. 

Step 1: Determine the length of radiation line (l). Assuming the wavelength (λ) is 
quarter of l, the reference frequency (f) can be derived. 

Step 2: Divide noise spectrum into two ranges f1 and f2. f1 is lower than f , while f2 
is larger than f. 

Step 3: In frequency range f1, electric dipole model and Eq. (3) can be employed. 
Step 4: In frequency range f2, non-half-wave rod-shaped antenna model and f Eq. 

(5) can be applied. 
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Step 5: The radiated EMI noise generated from the MR damper can be calculated 
based on Step4 and Step 5, and intensity of radiated EM field can be thus derived as 
[11] 
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Where, P and E denote power and intensity of the radiated EM field, respectively, η0 
represents wave impedance in free space (120π Ω), R, r and I express impedance, 
measurement distance and noise current in the radiation line, respectively. 

(2) The second source yielding radiated EMI noise is excitation coil. According to 
operation and regulation principle of the MR damper, the magnetic intensity and shear 
force of MR fluid in piston region can be thus regulated by control current signal in 
the excitation coil. Based upon EM field analysis of the MR damper, the magnetic 
intensity around the MR damper piston can be formulated as [3] 

( )1 2mrf m

NI
H

l R R Rπμ
=

+ 
 (7) 

Where, H denotes magnetic intensity in the MR damper piston region, N and I 
represent coil turns and control current in excitation coil, respectively. μmrf expresses 
relative permeability of the MR fluid, ∑Rm expresses the total magnetic reluctance, 
and others are structure parameters of the MR damper. 

Furthermore, the high-frequency signal generated from control circuit of the MR 
damper can be regarded as N segments magnetic dipoles. It can generate radiated EMI 
noise seriously, and the intensity of radiated EM can be derived as [8] 

2
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f ANI
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Where, E denotes intensity of the radiated EM field, I expresses control current in the 
excitation coil, A represents equivalent loop area of the excitation coil, and r is the 
measurement distance. 

4 Simulation and Experiment Validation 

When the MR damper operates in normal function, the control current signal has 
strong transient characteristic due to the semi-active control strategy, road surface 
shock and instantaneous excitations such as road roughness and handling modes of 
vehicle turning, starting and braking. Without loss of generality, control signal of the 
MR damper is expressed as Gauss distribution in direct current, as shown in Fig.3. 
The radiated model of the MR damper can be established as shown in Fig.4. Where, 
copper is used as the material of excitation coil, the relative permeability is 1 and the 
relative dielectric constant of the total excitation coil is 2.5. 
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Fig. 3. Control signal in Gauss distribution   Fig. 4. Radiated model of the MR damper 

According to ISO 11451 and ISO 11452, the frequency of radiated EMI noise is 
suggested in range of 30MHz to 1GHz (up to 6GHz). Herein, a radiated EM filed at 
295MHz is taken as an example for analyzing the radiated EMI noise generated form 
the MR damper. Based on Eqs.(6) and (7), the EM field mode in excitation coil port 
of the MR damper is a transverse magnetic (TM) wave, and the normalized intensity 
of EM field in 3m, axial ratio, θ directivity pattern, φ directivity pattern, and φ/θ 
pattern can be obtained, as shown in Fig.5. The results illustrate that the intensity of 
normalized radiated EM field generated from the MR damper is uniform and non-
directivity in 3m, as well the vertical component is larger than the horizontal 
component. Moreover, it is easily seen from Eq. (8) that the intensity of radiated EM 
field generated from the MR damper is enhanced with the increasing of control 
current, signal frequency and equivalent loop area.  

Fig.6 shows a MTS for testing dynamic characteristic of the MR damper [14-17], 
in which one terminal of the MR damper is fixed on the frame and the other terminal 
is fixed on the hydraulic servo actuator. The MR damper is driven to take sinusoidal 
motion by the hydraulic servo actuator and its output instantaneous displacement and 
velocity can be measured by an acceleration sensor mounted on vibration exciter. 

A MR damper candidate of MagneShock for the vehicle suspension is employed, 
which is tested under harmonic excitation with amplitude is 12.5mm at frequency 
1.5Hz, and control current is in the range of 0A-0.4A. Fig.7 shows characteristics of 
the MR damper in function of damping force in relationship with displacement 
velocity of the damper piston and control direct current, which exhibits obvious 
hysteretic and saturation nonlinear properties. Besides, Figs.8 (a), (b) and (c) illustrate 
a set of smooth pulse excitations under different parameters of pulse stiffness, 
fundamental frequency and road surface roughness, which can reasonably emulate the 
road surface shock excitations, and Fig.8 (d) shows a typical control current signal of 
the MR damper, which has heavy transient sharp variations due to such road surface 
shock excitations and the semi-active control strategy [14-17]. 
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(a) Normalized intensity of EM field in 3m              (b) Axial ratio 

   
(c) θ directivity pattern (amplitude)          (d) θ directivity pattern (phase) 

   
(e) φ directivity pattern (amplitude)           (f) φ directivity pattern (phase) 

 
(g) φ/θ pattern 

Fig. 5. Far EM field characteristics of the MR damper 
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      Fig. 6. MTS for MR damper test          Fig. 7. Characteristics of tested MR damper 
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(a) Different amplitude              (b) Different stiffness 

     
(c) Different fundamental frequency    (d) Typical control current signal 

Fig. 8. Smooth pulse signals emulating road shock excitation 

5 Conclusion 

In this paper, the EMI mechanism generated from MR intelligence suspension system 
is analyzed, and the conducted and radiated EMI models of the MR damper are 
proposed, which establishes an important theoretic foundation for the future EMI 
noise suppression study of intelligent vehicle suspension design with MR dampers. 
Following conclusions are obtained. 

(1) The EMI noise generation mechanism is systematically studied for the MR 
vehicle suspension system. It is analyzed that such EMI noises arise from semi-active 
control strategy and road surface shock excitations, high-frequency devices in control 
circuit, environmental EM field coupling to excitation coil, and excitation coil 
impedance mismatch of the MR damper. 

(2) The conducted and radiated EMI noise models are generally proposed for the 
MR damper and its control system. 

(3) The far EM field characteristic of the radiated EMI noise generated from 
excitation coil of the MR damper is further proposed, in which the normalized EM 
field intensity is uniform and non-directivity, and its vertical component is larger than 
its horizontal component. 

 
 



162 W. Yan et al. 

 

Acknowledgments. This paper is supported by Project Supported by National Natural 
Science Foundation of China (51075215); Natural Science Foundation of Jiangsu 
Province (BK2011789); Foundation of State Key Lab of Millimeter Waves 
(K201106); High-tech Industry and Science Funds of Education Department of 
Jiangsu Province (JHB2011-20); Graduate Education Innovation Project of Jiangsu 
Province(CXZZ12_0404). 

References 

1. Daniel, F., Rolf, I.: Mechatronic semi-active and active vehicle suspension. Control 
Engineering Practice 12(11), 1353–1367 (2004) 

2. Privandoko, G., Mailah, M.: Vehicle active suspension system using Skyhook adaptive 
neuro active force control. Mechanical System and Signal Processing 23(3), 855–868 
(2009) 

3. Tadisina, Z.R., Natarajarathinam, A., Gupta, S.: Magnetic tunnel junctions with Co-based 
perpendicular magnetic anisotropy multilayers. Journal of Vacuum Science & Technology 
A: Vacuum, Surfaces, and Films 28(4), 973–978 (2010) 

4. Ala, G., Di Piazza, M.C., Tine, G., et al.: Evaluation of radiated EMI in 42-V vehicle 
electrical systems by FDTD simulation. IEEE Transactions on Vehicular 
Technology 56(4), 1477–1484 (2007) 

5. See, K.Y.: Network for conducted EMI diagnosis. Electronics Letters 35(17), 1446–1447 
(2002) 

6. Wang, S., van Wyk, J.D., Lee, F.C.: Effects of interactions between filter parasitics and 
power interconnects on EMI filter performance. IEEE Transactions on Industrial 
Electronics 54(6), 3344–3352 (2007) 

7. Jin, M., Weiming, M., Lei, Z., et al.: High Frequency Model of Conducted EMI for PWM 
Variable-speed Drive Systems. Proceedings of the CSEE 28(15), 141–146 (2008) 

8. Wei, Y., Yang, Z., Enrong, W., et al.: Analysis and Suppression on Radiated EMI Noise 
for Radio Frequency Identification System. Proceedings of the CSEE 32(9), 161–166 
(2012) 

9. Zhang, W., Xing, Y., Cui, X.: Measurement system for near field electromagnetic radiation 
of power line communication networks. Proceedings of the CSEE 30(12), 117–121 (2010) 

10. Hua, X., Jiang, J.: Study on novel numerical analysis of coupling electromagnetic 
inference. Process of the CSEE 27(30), 108–112 (2007) 

11. Fu, Y., Hubing, T.H.: Analysis of Radiated Emissions From a Printed Circuit Board Using 
Expert System Algorithms. IEEE Transactions on Electromagnetic Compatibility 49(1), 
68–75 (2007) 

12. Manish, O., Kye-Yak, S., Weishan, S., et al.: Near-field to far-field prediction for high-
speed board using an empirical approach. In: 2010 IEEE Electrical Design of Advanced 
Packaging & Systems Symposium (EDAPS), pp. 1–4 (2010) 

13. Hernando, M.M., Fernandez, A., Arias, M., et al.: EMI Radiated Noise Measurement 
System Using the Source Reconstruction Technique. IEEE Transactions on Industrial 
Electronics 55(9), 3258–3265 (2008) 

14. Wang, E.R., et al.: Semi-active control of vehicle suspension with MR-Damper: Part I-
Controller Synthesis and Evaluation. Chinese J. of Mechanical Engineering 21(1), 13–19 
(2008) 



 Modeling of Electromagnetic Interference Noise Mechanism 163 

 

15. Wang, E.R., et al.: Semi-Active Control of Vehicle Suspension with MR-Damper: Part II-
Evaluation of Suspension Performance. Chinese J. of Mechanical Engineering 21(2), 52–59 
(2008) 

16. Wang, E., Ying, L., Wang, W.: Semi-Active Control of Vehicle Suspension with MR-
Damper: Part III-Experimental Validation. Chinese J. of Mechanical Engineering 21(4), 
93–100 (2008) 

17. Wang, W., Ying, L., Wang, E.: Comparison on Hysteresis Models of Controllable 
Magneto-rheological Damper. Journal of Mechanical Engineering 45(9), 100–108 (2009) 

18. Yan, W., Zhao, Y., Wang, E., et al.: Investigation and Reduction on Conducted 
Electromagnetic Interference Noise Mechanism for Complex Power Electronics Systems. 
Proceedings of the CSEE (in press, 2012) 



An Image Based Algorithm to Safely Locate

Human Extremities for Human-Robot
Collaboration
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Abstract. For safe human-robot collaboration a technologically diverse
and redundant sensor system is developed which comprises ultrasound
sensors and two monocular camera systems. The sensor system recog-
nizes human extremities in the collaboration area in which robot and
human shall work together interactively. The robot controller calculates
the shortest distance between the robot and a human operator. With
the fused sensor data the controller determines how to adapt the robot
behavior to avoid undesired physical contact with the human operator.

Keywords: functional safety, embedded systems, human-robot collab-
oration, monocular machine vision, infrared imaging, safe robotics.

1 Introduction

1.1 Project Framework and Related Work

The research project “ManuCyte” [1] focuses on the realization of an industrial
scale cultivation platform for human cells and tissues. Within the project the
team of the Laboratory for Material Handling Systems and Robotics realizes
human-robot collaboration in a common working area – the Hybrid Workplace –
by using a redundant sensor system consisting of cameras as well as ultrasound
sensors.Both sensor systems are applied to recognize objects in their working
area. The Machine Vision System (MV) is able to distinguish human extremities
(HE) from other objects. Using the position of the extremities it is possible to
calculate the distance between them and the robot. By making sure this distance
never falls below a certain threshold value – combined with a fault-proof system
architecture – collisions can safely be avoided. The software realization of the
Machine Vision System will be discussed in detail within the scope of this paper.
KUKA has developed the robots KR 3 SI and KR 5 SI [2] which can be used for
human-robot collaboration. Compared to the comprised sensor system, however,
the robot evasion strategy of KUKA is less flexible, since its path planning is
based on ultrasound sensors only. On the other hand, the sensor system discussed
in this paper applies the fused information from a machine vision and ultrasound

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 164–175, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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sensor system to realize the same task. To form a collaborative environment, Pilz
has developed a sensor system which can be combined with robots fulfilling the
norms DIN ISO 10218-1 and 10218-2 as well as DIN EN ISO 13849. The system,
called SafetyEye consists of several cameras which work together to form the
necessary information [3]. This, however, is a static variant of collaboration,
inasmuch as the robot is controlled/stopped by hand gestures or illegal area
violation. Furthermore, it cannot be used in small area environments and thus
it is not applicable here. Many other developments aim at potential analysis of
collaboration between robot and human, but not at applicability in an industrial
case. The SIMERO system [4], for example, is similar to the above one named
SafetyEye. Others like the GRACE system [5] target interaction between robot
and human, but not necessarily regarding a common working area. The approach
proposed in this paper, however, aims at real-time operation of a system which
is ready for industry.

1.2 Paper Organization

The paper is organized as follows. First, the hardware components are discussed,
beginning from the overall system design and subsequently moving on to the
Machine Vision part of the proposed sensor system in Section 2 in which the
software design is discussed briefly. Then, Section 3 discusses the detection of the
human extremities within images. Experimental results are shown and analyzed
in Section 4 and finally Section 5 concludes the article and gives an outlook on
future work.

2 System Design

The hardware and software design of the work is discussed in the following. To
understand the developed Machine Vision System it is first necessary to outline
the system enclosing it.

2.1 Hardware

Industrial PCs controlling the robot are situated inside of the robot’s switch-
ing cabinet. In Figure 1 the computer architecture is shown. A Camera PC is
gathering information from the camera via a CameraLink Base connection. The
processed data is sent to a Control PC, where it is fused with the data gathered
from the Ultrasound Sensor System connected to the Control PC. If necessary,
the planned trajectory of the robot is adapted. All safety-relevant calculations
are performed redundantly on both systems. In such a way, the Monitor PC
cross-checks the computation results of the Control PC exchanged via a shared
memory connection. If one of the systems identifies a difference between corre-
sponding calculation results, both of them are capable of interfering the robot
control up to bringing the robot to a safe halt. Figure 2 shows the Object Recog-
nition System consisting of 18 ultrasound sensors and two CMOS cameras. Like
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Camera PC

Control PC

Monitor PC

Cameras

Ultrasound 
Sensors

Robot 
(Actors)

Analog data

cross-checking

data communication

Analog/digital data

Analog/digital data

Shared Memory

Shared Memory

CameraLink

Fig. 1. Computer architecture for the Ob-
ject Recognition System

Fig. 2. Schematics of the Object Recogni-
tion System

[6] in the scope of this work monocular vision processing is used to realize human
robot collaboration. The figure shows how the two sensor systems are able to rec-
ognize objects in their sensing area. It is not possible to surveil the complete area
of the Hybrid Workplace at minimum working distance (with reference to the
camera), even if lenses with shortest available focal lengths are used. In order to
ensure safe collaboration in the complete working area under such circumstances,
the Machine Vision System is supported by laser scanners (not displayed) which
guard the working area not surveyed by the Machine Vision System.

2.2 Software

Figure 3 illustrates the flow chart of the image processing algorithm running
in part on the Camera PC and the Control PC in real-time. The algorithm is
developed using Simulink in combination with the toolboxes Simulink Coder,
xPC, Computer Vision System Toolbox and the third party programming li-
brary OpenCV. The image acquisition is done using two frame grabbers and
cameras supported by the development software. Subsequently, the images are
undistorted using OpenCV routines [12] and the human extremity is detected.
Since the Ultrasound Sensor System (USS) is not able to distinguish different
objects, it is necessary to provide the Control PC with the position of all ob-
jects, that is to say the human extremity and non-human objects (eliminated
objects). Using this data, a plausibility check will be able to test, if USS and
MV are referring to the same object. In case that both systems identify the same
object positions – in a certain tolerance margin – it is assumed that neither of
the two systems is malfunctioning. The depth determination computed next in
the sequence is able to determine the distance of the human extremity referring
to the camera using characteristic shape descriptors. This approach is similar to
the mentioned appearance based approaches described by Garg [7] or the single
frame pose estimation by Erol [8] respectively. If no hand is recognized, but still
there is an unknown object in the surveillance area, it is assumed to be of infinite
height. In such a way the algorithm obtains less precise, but safe results. After
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Fig. 3. Flow chart of image processing algorithm (HE detection in detail)

the isolation of significant points on the contour of the robot and human opera-
tor these candidates are transformed to the World Coordinate System, similar to
[11]. Subsequently, the Euclidean distances between the robot and HE points are
calculated. The shortest value is sent to the Control PC, where it is used to adapt
the robot behavior from slowing down up to an evasive motion, if necessary.

3 Detection of Human Extremities

The detection of human extremities is based on two different procedures: The
elimination of non-human objects (Elimination Method) and the differential
based movement extraction (Movement Extraction Method). Both techniques
are combined to achieve better and more stable results.

3.1 Elimination Method

At first, images of all objects utilized inside the Hybrid Workplace, e. g. tools,
have to be taken. Their features (area, center of mass, eccentricity etc.) are
extracted and stored for the usage in the algorithm. These first two steps are
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done off-line. The on-line part of the Elimination Method is displayed in Figure 3
on the right side, starting with the segmentation which is fed by the undistorted
image. The brightness threshold operator, which separates background (binary
0) and foreground (binary 1), yields good results since

– the HE and objects/tools are brighter than the background,
– the human operator is working with sterile gloves of a defined grey value,
– a strobed lighting omits changing lighting performance due to heating and
– constant illumination conditions (biological laboratory)

Subsequently, the foreground is processed by using the previously stored form
descriptors of the known and non-human objects to eliminate them. In other
words, the algorithm searches for all known objects by means of their morpho-
logical features and – upon detection – labels and subtracts them from the data
set. If, by end of this approach, there are still items present in the binary image,
then these must be human extremities (ImgElim). To realize additional speed-
up in the further processing steps, the remaining HE is enclosed by its smallest
rectangle (= Bounding Box BBoxElim).

3.2 Movement Extraction Method

The human extremity cannot be distinguished from non-human objects if both
are too close to each other or share a common area in the binary image. In
this case, the movement extraction method can yield good results. Differential
based methods calculate the velocity from spatiotemporal derivatives of intensity
I(x, t) at location x within the image at time t. Based on

I(x, t) = I(x− vt, 0) (1)

with v = (vx, vy)
T and with the assumption of temporally constant intensity

dI(x,t)
dt = 0 the gradient is defined by:

Ix · vx + Iy · vy + It = 0 (2)

Ix, Iy and It are spatial and temporal gradients respectively; vx and vy the
required horizontal and vertical velocity component. (2) is an under-determined
system of equations which can be solved using the Simulink block “Optical Flow”
of the Computer Vision System Toolbox incorporating the Horn-Schunk or the
Lucas-Kanade method [13]. The first one provides an iterative solution to the
optimization problem named in (2). However, the latter, implemented one solves
the problem in a closed form. Tests show that this method runs 50% faster
with the used setup. (1) shows that the actual image I(x, t) is related to an
older one, I(x, 0), using the implied movement vt. If the velocity vector for
every pixel has been calculated, that is to say (2) has been solved, the human
extremity can be extracted utilizing an adequate velocity threshold. This can be
done automatically (using a mean velocity threshold over time) or by applying
a defined threshold which needs to be determined empirically through tests.
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The latter one yields faster run-time characteristics accepting a possibly worse
result at very slow movements of the object. Finally, the human extremity is
also enclosed by a Bounding Box (BBoxOptFlow). The necessary steps of the
Movement Extraction Method are represented in Figure 3.

3.3 Combination of Both Methods

In the block “Decision Making Process” in Figure 3 BBoxElim and BBoxOptFlow

are compared with each other. If the latter one is a certain amount smaller than
the first one, the Movement Extraction data is used in the following processing
steps; otherwise the Elimination technique is applied to get the required results.
The stability of the Elimination Method is fused with the higher precision in
object overlapping cases of the Movement Extraction Method. By this means,
the positive factors of both methods are conflated, while the negative ones can
be omitted. After that, the binary image of the chosen method (ImgElim or
ImgOptFlow) is utilized to determine the distance between the Object Plane
and the human extremity in the block “Depth Determination”. The shortest
distance between object and imaging unit is 600mm, while the farthest one is
900mm, as can be seen in Figure 4. With the used optical system (data follows
in Section 4) the captured area at the nearest Object Plane is (712 x 587)mm,
while at farthest it is (1105 x 911)mm. When assuming that the human operator
is situated at the nearest Object Plane but in reality is at the farthest one, a
maximum scaling error of

δ =
1105mm

712mm
= 1.55 (3)

is committed, not taking into account the depth of the human extremity itself.
In the end this means, that in worst case the robot would stay 1.55 times farther
away from the HE than necessary which conforms to [6]. For safety issues this
is not critical. A problem arises due to the requested redundant system archi-
tecture. It is practically impossible to perform a plausibility check of ultrasound
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tively) for depth determination (similar to [9],[10])
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sensor and machine vision system if the latter one is allowed to have a maxi-
mum scaling error of 1.55. The plausibility check, however, is critical, since it
determines whether one of the sensor systems is malfunctioning by comparing
both with each other. Thus, three possibilities have been identified to ascertain
the distance between operator and imaging unit:

– Feature extraction: relating a significant feature of the HE to a taught one
at a known pose;

– Intensity values: relating the extracted intensity values of the human ex-
tremity to a predefined distance (similar to a lookup table);

– Depth of field blur: calculating distance using the amount of image blur;

The first one is tested and will be discussed subsequently. Similar to the ap-
proaches of Shimada [9] and Kölsch [10], the developed algorithm is deployed to
calculate required 3D information from the 2D appearance of the hand based
on extracted feature information. This algorithm is provided with the contour
of the human extremity by the object detection, with ImgElim or ImgOptFlow
representing them in Figure 3. In this detail, the comprised approach alters from
Shimada [9] and Kölsch [10], that is, the hand models are only used to extract
the distance between human operator and camera. It is not necessary to make an
estimation of the complete pose, since this is done by means of coordinate trans-
formation equations. So far, only a reduced set of three distinct hand models,
to be seen in Figure 5, has been introduced to evaluate this method. As every
operator has a specific hand size, it is required to capture and store an image of
every hand model prior to the algorithm at a certain, known distance referring
to the imaging unit, e. g. at the bottom plate of the Hybrid Workplace. In the
on-line application it is then necessary to relate the captured image (ImgElim
or ImgOptFlow) to one of the three predefined hand models. A defined, unique
feature, e. g. the diameter D of the captured hand DHEu is then extracted and
related to the same feature of the stored hand DHEk

. The ratio of both

sHE =
DHEu

DHEk

= 1 . . . δ = 1 . . . 1.55 (4)

can then be used to calculate the distance of the human extremity to the imaging
unit

dHEu =
dOPf

−Δd

sHE
+Δd =

(900− 56, 73)mm

1 . . . 1.55
+ 56, 73mm = (600 . . .900)mm.

(5)
The value Δd is actually not a constant value, but in the application an error of
only 7.404 ∗ 10−4 is committed if it is assumed to be constant. Since the value
between farthest Object Plane and human extremity is easier to measure, this
distance can be calculated using

dHEu

∗ = dOPf
− dHEu = (0 . . . 300)mm. (6)

After the depth determination using the data from the Movement Extraction
or the Elimination Method is finished, the related Bounding Box is scaled to
correct size and described in the vector
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hHE =
(
xHE yHE ΔxHE ΔyHE dHEu

∗ )T
=

= sHE ·
(
xHE0

yHE0
ΔxHE0

ΔyHE0

dHEu
∗

sHE

)T

, (7)

where xHE is the scaled (actual) position of the Bounding Box in x and xHE0

the unscaled value. Furthermore, ΔxHE is the extent of the Bounding Box in x.
The vector hHE can be converted to the four corner points of the Bounding Box
which can be transformed to the World Coordinate System.

4 Experimental Results

Since the facility makes use of an interactive monitor (changing background) and,
furthermore, of the sensor system PS1080, better known as “Microsoft Kinect”
system, the complete camera application is designed to work in the near in-
frared (IR) spectrum (740 nm). Table 1 shows all necessary information about
the setup of the system. The algorithm presented in Figure 3 has been tested
experimentally in the RTOS, except for the function “Depth Determination”.
This function, however, has already been tested in real-time independently of
the remaining algorithm. The software checks have been performed in an artifi-
cial environment, with no glare and only a reduced set of tools. In the described
setup, the HE has been recognized in all images. Further settings for the follow-
ing measurements can be seen in Table 2. Task execution times (TET) of the
algorithms are shown in Table 3. For a correct and precise representation of the

Table 1. Technical data for experimental results

CAE Mathworks Matlab 2011b
(32bit)

incl. toolboxes Simulink 7.8, Simulink
Coder 8.1, Computer Vision System 4.1,
DSP System 8.1, xPC 5.1, and third party
libraries OpenCV 2.1

real-time op-
erating system
(RTOS)

Mathworks xPC 5.1 provided by xPC Toolbox; sample time ad-
justable; multitasking possible

compiler Microsoft Visual Studio
C++ 2008 Pro

supported by Matlab 2011b

frame grabber BitFlow NEON CLB supported by RTOS xPC

camera Photonfocus MV1-
D1312i-80-CL-12

1312 x 1082 pixels; 55 fps; max. sensitivity
@ 740 nm; supported by frame grabber

camera trigger NI DAQ Board PCI-6221 supported by RTOS xPC; 5V I/O ports

lighting self-developed LEDs @ 740 nm; 9.24 W optical power

optics Goyo Optical
GMHR48014MCN-1

maximum distortion -1.6 %; transmission
factor @740 nm = 0.75; f = 8 mm

optical filter Midwest Optical Systems
BP735-55.0

bandpass filter; central wavelength 735
nm; transmission factor @740 nm = 0.9427
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Table 2. Settings of Vision System

exposure time 10ms

image resize factor 25%

⇒ effective resolution 328 x 271

Table 3. Execution times of image processing

TET undist. & detect. (1 cam.) 71.9ms

TET depth determ. (1 cam.) 50.0ms

estimated total TET (2 cam.) ≈ 250ms

human extremity in world coordinates the distance between Object Plane and
imaging unit has to be known. Since the depth determination has not yet been
incorporated in the presented algorithm, this value has been defined manually
through measuring. For this test the operator works on a determined Object
Plane with a known relation of pixel to metric units.Figure 6 illustrates the po-
sition of the human extremity measured with one ultrasound sensor (0yHE,USS)
and with one camera (0yHE,cam) in a common coordinate system (0). Test circum-
stances are that the position of the robot is fixed, whereas the human operator
is moving only one-dimensionally or perpendicularly to the robot respectively
(here in y-coordinates). The ultrasound sensor is also adjusted perpendicular to
the human extremity to be able to compare the results of both measurement
systems. The y-coordinate of the point, plotted in Figure 6 is the one with the
shortest distance between robot and human extremity over time. As the HE is
approximated by a non-rotated rectangle, 0yHE,cam is the nearest of the two y-
coordinates of its Bounding Box. The value of the ultrasound sensor, however, is
the direct measured one. Both of them still have to be transformed into one com-
mon coordinate system so that they can be compared. The difference between
the measurements of the Ultrasound Sensor and the Machine Vision System is
due to the prototypic implementation of the robot and the Hybrid Workplace.
Figure 7 illustrates the course of the shortest distance between robot and human
operator dRHE over time if both of them are allowed to move. Furthermore, the
course is only based on the measurements of the MV system combined with the
knowledge of the position of the robot. If the minimum distance dmin between
human and robot is underrun, the robot stops or starts an evasive movement.
The position of the robot is measured in a fast sample rate (1ms), thus pro-
ducing a smooth discrete course. The HE is measured by the Machine Vision
System with 200ms and therefore produces coarse discrete steps. As a result,
dRHE represented in Figure 7 shows a smooth course if only the robot is moving,
a coarse one if only the hand of the human operator is moving and a mixed
one if both of them are moving at the same time. The marked interval approxi-
mation/removal of the human extremity → avoiding movement in Figure 7 will
be discussed subsequently. In this sector, the minimum distance is underrun.
Immediately after this event, the robot starts an evasive movement. The course
of the figure shows big jumps towards shorter distances in the slow sample rate
and small ones towards longer distances in the fast sample rate, as anticipated.
According to the international standards, mentioned in Section 1, the robot is
only allowed to move with a maximum velocity of 0.250 m

s in a collaborative
environment. The human operator, however, is able to move with a maximum
of 2.0 m

s , according to Thiemermann [14]. If the human operator is moving fast
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towards the robot, the conclusion is that it cannot get beyond the minimum
distance threshold. Yet, if the human operator tries hard to catch the robot,
he/she will achieve it, since the robot is much slower. Figure 8 shows the results
of the evaluation algorithm for the depth determination. A maximum positive
uncertainty of 10mm and a negative one of 16mm is observed. With (6) and
(5) it is possible to calculate the scaling factors for the actual sHE and both
maximum error values (sHEneg

, sHEpos
). Thus a relative error of

δneg =
sHEneg

− sHE

sHE
=

1.125− 1.150

1.150
= −0.022 (8)

and

δpos =
sHEpos

− sHE

sHE
=

1.166− 1.150

1.150
= 0.014 (9)

can be calculated. The imaged area at dHEu

∗ = 110mm is (960.63 x 791.97)mm.
By this means, the distance between the image center and the farthest point on
the referred Object Plane is
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dfar =
√
(960.63mm/2)2 + (791.97mm/2)2 = 622.50mm. (10)

The maximum absolute error

Δmax = 622.50mm · (−0.022) = −13.70mm (11)

is committed in the farthest point from the optical center. In order to make the
plausibility check precise, it is required to gather accurate measurements. Since
the comprised depth determination method would add a maximum uncertainty
of almost 14mm, it is advisable to evaluate other approaches. Especially the
intensity values appears promising. The estimated total TET for the complete
system (using two cameras) is approx. 250ms without optimization steps, as can
be seen in Table 3.

5 Conclusions and Outlook

An algorithm for the detection of human extremities in monocular camera images
has been developed. Furthermore, this article introduces an algorithm for the
depth determination with a certain precision. The two discussed algorithms need
to be combined in one real-time application and optimized regarding their run-
time characteristics. Possible approaches are the usage of a region-of-interest
(ROI) on the complete image processing algorithm or on certain parts of it and
lookup tables for the image undistortion. For the determination of the ROI, the
past position of the human extremity could be used. The aim is to achieve a
total TET of under 50ms. As already mentioned, the actual approach of the
depth determination appears to be slow and rather imprecise. Therefore, the
method of intensity values will be pursued in order to get a desired maximum
position error of only 5mm in less operational time. The higher accuracy, in
particular, is required to increase the performance of the plausibility check. The
entire algorithm also has to be tested under the real conditions of the finalized
system. That is, the real environmental conditions must be applied, which will
increase glare due to the integrated high reflective metal surfaces. A possible 90◦

cross-polarization of lighting and camera has been tested (yet not documented
in the scope of this article) to get better image quality regarding reflections.
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Abstract. Robot assisted medical system has become one of the most important 
directions among robot studying field. This paper records a research on Multi-
DOF pathological sampling flexible robot system which can be used in 
minimally invasive surgery. The main work includes: Overall structure design 
based on some special requirements, mathematical modeling and analysis, 
system hardware and software building, movement experiment and simulation 
capture experiment. Result of the experiments shows that the Multi-DOF 
pathological sampling flexible robot can fulfill the prospective design 
requirements and be capable for sampling and detecting. 

Keywords: multiple degrees of freedom(multi-DOF), flexible robot, pathology, 
sampling. 

1 Introduction 

Technique of micro operating system is in widespread use in medical field. The most 
prospective application is intervened minimally invasive treatment, which has 
improved the health quality of patients because of its advantages: small-wound, 
shorter healing time, quicker recovery, shorter hospital stays and so on [1]. The 
existing catheter technique is not so suitable for sampling of pathological tissues in 
post-operation. Surgeons have to manually exteriorize the pathological tissues after 
the high-strung surgery; If a surgeon performs surgeries twice a day or more, he or 
she will be extremely tired, gaunt, even has a serious headache. Furthermore, manual 
operation has some disadvantages: big cuts and longer surgery time. So robots are 
necessary in surgery to assist or replace surgeons [4]. 

At present, many achievements on the intervene system for master-slave surgery 
are achieved [5-7]. Some catheters are installed SMA for servo actuator on the front, 
and some are installed sensors on account of catheter operating system [8-9]. But 
these projects may be expensive or encountered precision problems. This paper 
develops a new MDOF micro operating robot for automatic pathological tissue 
sampling. With this robot platform, surgeons can intuitively control the robot’s 
position, velocity and buckling according to prompt of the far-end. This robot 



 Research of a Multi-DOF Pathological Sampling Flexible Robot 177 

platform is suitable for minimally invasive surgery because it is capable to simplify 
the surgery operation and greatly shorten the sampling time. 

2 Operation Requirement and Ensemble Design 

Figure 1 shows the system structure of the MDOF pathological tissue sampling robot 
platform. It consists of nounmenon, control system, hand shank and sensor testing 
system. Control system collects information from the hand shank, controls the 
motions of motors by system internal arithmetic and then detects the actual running 
state by sensor testing system to perform closed-loop control and so the precise 
control of the robot achieves. 

 

 

Fig. 1. Flexible robot system chart 

 
Fig. 2. Mechanical diagram of the robotic system(5. multi-level flexible robot  4.  skeleton  3. 
the bottom assembly  2. the middle assembly  1. the upper assembly) 
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2.1 Operation Requirement 

Index of the MDOF flexible pathological tissue sampling robot: 

1) Diameter: Less than 12mm. 
2) Amount of DOFs: More than 6. 
3) Positioning precision: Less than 0.1mm. 

In addition, the robot system, which should be easily disinfected to ensure the 
operation safety, shall possess the function of off-line simulation. On the basis of 
requirements above, it is designed to be guided by neither outside magnetic field nor 
driving force from the robot head. Guided by driving force from the robot head the 
intervene device volume will be too big, while interference is hard to control if 
outside magnetic field guide is chosen. 

2.2 Ensemble Design 

In this paper we choose the project that flexible arms are driven by steel-wires and 
stepper motors. This project of which the key is reasonable layout of wires makes the 
robot response fast and easy to be controlled. Major mechanism of the robot system is 
shown in figure 2. The right side in figure 2 is the section view which shows layout of 
wires. The three wires in each section of the flexible robot arm are equally at the 
angle of 120°. All the groups of wires are also distributed uniformly to get better 
concordance. So each section of the robot arm joint can be driven by the three wires 
to complete omnibearing motion. Three stepper motors are needed for each section to 
drive the three wires. The motors are equipped on a rotatable flat and then DOFs of 
the mechanism increase although there are only two flexible joints. 

Composition of the flexible robot joints is rubber. Wires are connected through a 
head cover which can deliver the wire force to robot and lead to controllable 
deformation of the robot joint on each joint. By control of the traction length of wires, 
bending direction and curvature of the flexible robot arm can be controlled and the 2-
DOF-control is gained. Further on, if more of these flexible arms are in series, a robot 
arm with complex function shall be obtained. 

3 Mathematical Modeling of the Robot  

3.1 Position and Orientation Calculation of the Robot 

Traction length of the three wires in robot joint can lead to bend of the arm. Bottom of 
the fore joint and top of the latter joint are on the same plane. Identifiers of each joint 
and revolute pair expand from small to big from the basic joint. The foundation is 
numbered joint 0 and revolute pair 0, what border upon are numbered joint 1 and 
revolute pair 1, the rest can be done in the same manner. As shown in figure 2, the 
upper joint is joint 1 and revolute 1, transformation matrix from the upper joint to 
lower joint is numbered matrix 1.  
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Suppose base coordinate system of the first joint is o0x0y0, the after oixiyi means 
coordinate system of the joint i+1. Pi is pose matrix of joint i, transformation matrix 
from joint i-1 to joint i is Ai=Trans(l,0,0)Rot(y, φi)Rot(z, θi) which can be expressed 
as the fourth dimension matrix below: 
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Transformation matrix from point in joint i to the base coordinate system is Ti, which 
satisfy the equation below: 

Ti=A1A2···Ai . (2) 

It can be expressed as: 

Pi=Pi-1Ai .   (3) 

The total Transformation matrix is:                                   

Pi=P0Ti .   (4) 

If the tip coordinate of the last joint is Mi(li,0,0,0)T, while li is the length of tip sensor 
or other device, coordinate of the tip is: 

M=P0Ti Mi .   (5) 

3.2 Calculation of the Wire Length Alteration and Angle 

Suppose the wires are rigid, that is to say, elastic deformation in stretching is not 
considered. Alteration of wire length therefore correlate with rotation angle of joint. 

Suppose the length alteration of the three wires are |AA1|, |BB1|, |CC1|, 

which can be calculated by the method as follows. Take calculation of |AA1| for 
example: 

As it is shown in figure 3, location of A1 is A1
’ before the joint rotation, A1

’(d/2, 
rcosα, rsinα,0)T. 

d is the joint length, r is the joint radius. After the joint rotation, equations are 
gained as follows: 

T=Trans(l,0,0)Rot(y, φ)Rot(z, θ) .   (6) 

A1=TA1
’ .   (7) 

Δd =|AA1|-d .   (8) 
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Fig. 3. Flexible robot joint alternation 

Alteration of wire length is accumulation. So alteration summation of wire length in 
joint 1 is 

D=Δd1+Δd2+···+Δdi .   (9) 

Needed rotating angular of motors can be calculated through the alteration summation 
of wire length. So we can control the alteration of wire length to achieve accurate 
motion of flexible robot fingers by controlling rotating angular of motors. 

4 Control System Design of the Robot 

4.1 Hardware Structure Design of Control System 

In this research, two phase four wire 39 stepper motors of which the step angle 1.8 
and torque 0.21 are chosen to ensure that the robot has considerable accuracy and is 
easy to control. Furthermore, the resolution ratio of stepper motor should be 
magnified for controlling accuracy. In the design we choose the chip TB6560 as 
driver. With 16 subdivision capability of this chip, the actual step angle shall be 
transferred to be 0.1125 degrees and the resolution ratio of the robot is therefore 
greatly improved. 
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Joint advance 
and retreat

Joint rotation

Front-end 
grabbing

Front-end 
sorption

Joint bend

 

Fig. 4. Flexible robot control system chart 

The cybernetics core of the robot is motion control card DMC5480, which is on the 
basis of PCI. It has strong real-time processing ability because its specialized motion 
control chip ASIC, CPU and RAM. It is able to control up to 4 stepper motors. 16 
digital inputs and outputs enable it to read signals from sensors and feed it back to 
main controller which handled the signals and feed the force signals back to operating 
hand shank; then, graphic signals is fed back to operator by the displayer. 

In this research, 7 stepper motors that are able to control motions of robot in every 
direction and axis are provided to drive the flexible 6-DOF robot which is able to grab 
or absorb things extensively. 

4.2 Software Structure Design of Control System 

C# is used to design the control system programs. XNX platform which is helpful for 
intuitionistic debug work is used to debug the software. Control system that the 
prototype refers to mainly contains: main program module, pulse sending module, 
controlling module, force feedback and graphic feedback module. 

Figure 5 shows the system program tree. Motion of operating hand shank will 
change the coordinates in the virtual environment, meanwhile, virtual control system 
in computer will synchronously collect these data and feed it back to virtual 
environment established by XNA. Computer virtual environment will show the robot 
motions in actual environment according to the motion parameters of virtual 
telecontrol hand shank, then the motions of flexible robot in virtual environment are 
used to calculate distance-which each motor should rotate-by formulas deduced by the 
mathematic models before. Then relevant pulses are sent to actual flexible robot 
fingers controlling motors by motor driving board. By procedures above, data as 
virtual environment can be shown in actual environment. 
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Fig. 5. System program flow chart 

5 Experiment and Conclusion 

We carried out virtual experiment(figure 7) and grabbing experiments(figure 8) 
through the built system on the designed robot experiment platform(figure 6) with a 
ping pong which was used to imitate pathological tissue. Multi-axial linkage 
interpolation algorithm was used to achieve accurate motion control. In the 
experiments, the imitated pathological tissue was laid in the experiment platform 
randomly, then the flexible robot was operated by operating hand shank to move to 
the position of pathological tissue and grab it.  After that, the tissue was moved to a 
appointed position. In the procedure of repeated experiments, attitude of robot was 
changed by program control(figure 9) and was able to accurately complete grabbing 
mission in which the grabbing and reset time was controlled within 30 seconds each 
time. 
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Fig. 6. Micro operating robot system 

 

 

Fig. 7. All directions of motion of the robot in virtual environment 



184 H. Zhou et al. 

 

Fig. 8. Grabbing experiment 

 

 

Fig. 9. Simulation results of the joint angle and radius 

The MDOF minimally invasive surgery automatic sampling micro robot platform 
in this paper will greatly help surgeons to pick up pathological tissues and reduce the 
possibility of surgeons’ misoperation. Results of the experiment and simulation show 
that the platform which can be conveniently applied in observation and sampling of 
pathological tissues has considerable application value. 
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Abstract. This paper introduces new so-called control by 3D simula-
tion concepts which are the basis for the simulation based development of
complex control algorithms e. g. in the field of robotics and automation.
Now, a controller design can be developed, parameterized, tested and
verified using so called Virtual Testbeds until they perform adequately
in simulation. Then a stripped down version of the same simulation sys-
tem uses the same simulation model and the same simulation algorithms
on the real hardware implementing a real-time capable controller. This
results in an integrated development approach, which brings simulation
technology on the real hardware to bridge the gap between simulation
and real world operation. In this way, Virtual Testbeds and control by
3D simulation provide major building blocks in the emerging field of
eRobotics to keep manageable the ever increasing complexity of current
computer-aided solutions.

Keywords: Rapid Control Prototyping, Virtual Testbed, Multi Robot
Control.

1 Introduction

The research field of eRobotics is currently an active domain of interest for scien-
tists working in the area of ”eSystems engineering” [1]. The aim of the correspond-
ing developments is ”to bring robotics technology into the computer” providing
a comprehensive software environment to address various robotics-related issues.
Starting with user requirements analysis of system design, support for the devel-
opment and selection of appropriate hardware, the programming of algorithms
and mechanisms, system and process simulation, control design and implemen-
tation, and encompassing the validation of developed models and programs, eR-
obotics provides a continuous and systematic computer support throughout the
entire life-cycle of robotic systems. In this way, the ever increasing complexity of
current computer-aided robotic solutions will be kept manageable, and know-how
from completed work is electronically preserved and made available for further
applications.

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 186–197, 2012.
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The development of such complex systems usually can not be done individu-
ally for each subcomponent, but requires a holistic development approach, also
regarding their interplay under varying conditions and in changing target sce-
narios. That is why we developed the Virtual Testbed methodology, one of the
key concepts in the field of eRobotics. Virtual Testbeds provide an integrated
simulation framework (see Figure 1) comprising not only system, environment
and simulation models as well simulation methods, but also control and data
processing algorithms, the inner and outer dependencies of the digital proto-
type, as well as interfaces to real systems. This way, a Virtual Testbed contains
everything necessary to simulate a dynamic system, e. g. geometric models, ac-
tuator and sensor models, control algorithms, but also means for visualization
and interaction.

Fig. 1. The Virtual Crater Testbed ([2]), one example for various Virtual Testbeds re-
alized so far, integrates all aspects necessary for the development of mobile legged
robots like dynamics, actuators, sensors, terra-mechanics, hardware interfaces, etc.
(robot model c©DFKI Bremen)

The result is an integrated simulation based development process based on one
single comprehensive knowledge base, the simulation model. But what is missing
now is the step into reality. If it would now be possible to use the control and
data processing part of the simulation model to control or supervise the real
system directly, one could bridge the gap between developments for simulation
and real hardware resulting into one single, comprehensive and truly concurrent
development approach.

At first glance, the methods for this are well known. Concepts from the field of
”Computer Aided Control System Design” [3] are well established for enabling
simulation based control design in automation using ”hardware in the loop” or
”software in the loop” scenarios (see Figure 2). In this context ”Rapid Control
Prototyping” approaches first model, simulate and test a control design with a
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Fig. 2. Established concepts for Computer Aided Control System Design

dedicated simulation system [4]. In a second step, the resulting control algorithms
are transferred to the hardware platform by means of manual reimplementation
or automatic compilation (see Figure 3, A).

However, these concepts practically have specific drawbacks. They mainly fo-
cus the development of ”classical” control systems and therefore rely on block
oriented simulation systems. To use the models to control or supervise real sys-
tems, the models must be converted making on-line modifications as well as
visualization or debugging difficult. Because of the fact, that the target envi-
ronment greatly differs from the simulation environment, the integration of user
defined algorithms normally requires a lot of extra work. Also, these approaches
lack an overall semantic model of the environment, an important building block
for the development of complex algorithms, for use in simulation, as well as in
the real controller.

Fig. 3. Comparison of the ”classical” Rapid Control Prototyping and the Control-By-
Simulation approaches

One could overcome these limitations if it would be possible to directly use
the simulation framework in the real controller itself. The only necessary action
in this case would be to switch off the simulated sensors and actuators, connect
the real sensors and actuators to the control and data processing algorithms of
the overall simulation model and load the result into a real-time capable version
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of the simulation system. That is exactly the approach we will present in this
paper (see Figure 3, B).

The challenge now is to find a simulation system which could act as the
basis of the Virtual Testbed on the one hand and - at the same time - is able
to run under real-time restrictions to realize the real controller. To fulfill the
manifold requirements by Virtual Testbeds concerning simulation technology we
have already developed a new architecture for 3D simulation systems, which
is highly configurable for a large variety of different applications. This system
has been built on a real-time database and is modular enough to strip away
unnecessary parts, so it can be made real-time capable and can process selected
control algorithms in real-time. It is based on scalable approaches in distributed
simulation, concepts which can be used for the implementation of distributed
control, visualization and user interfaces and enable a bidirectional transfer of
functionality between simulation and real hardware control.

This way, this simulation system enables and supports the realization a new
simulation based control design paradigm for automated systems we named
”control-by-simulation”, a concept which is rooted in well established meth-
ods in control theory.

This contribution is organized as follows: In section 2, we give an overview of
the current developments in control system design and selected fields of applica-
tions. In section 3, we introduce the micro kernel architecture of our simulation
system. The resulting system is highly modular and scalable to support on the
one hand the Virtual Testbed concept as described in section 4, as well as the
new simulation based control design paradigm ”control-by-simulation” as intro-
duced in section 5. The validity of our concept is demonstrated for two scenarios
in section 6.

2 State of the Art

In the following paragraphs a few examples are given, which illustrate the many
development flows that are all categorized as rapid control prototyping. The
abbreviations used in this section are shown as yellow markers in Figure 2. In
general the aim of rapid prototyping is to develop a functioning hardware com-
ponent. Rapid prototyping is mostly done by using block oriented development
tools such as Matlab/Simulink [5]. Often third party solutions such as dSpace
[6] are used, which provide I/O hardware components that are connected to
the process hardware and are capable of running code compiled from the Mat-
lab/Simulink model.

In [7] a hardware in the loop prototyping using dSapce directly leads to a
hardware solution for the control (HIL - HW). [8] is concerned with the develop-
ment of power electronics controls using real time enabled hardware in the loop
solutions. He inserts an extra step in the development chain, by implementing
a Virtual Testbed, a pure software solution in which algorithms are developed
before they are transfered to the HIL stage (SW - HIL - HW). Others add a
further software in the loop step into the development chain. [9] develops a heli-
copter control using dSpace utilizing an integrated (SIL - HIL- HW) approach,
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while [10] adds a further simulation step (SW - SIL - HIL -HW). It is also possi-
ble to use rapid control prototyping without a intermediate ”in-the-loop” step,
as shown in the development of a robot control by [11] (SW - HW). Also the
development of a dedicated hardware controller is not always the goal of the
process. [12] uses SIL only, while [13] switches between pure simulation (SW)
and SIL to develop control algorithms for an automation system. [14] uses the
term ”control by simulation” for a similar scenario.

Virtual Testbeds are used in a variety of application areas like network simu-
lation [15] or building simulation [16]. They are also used for testing algorithms
for space robotics as described in [17], a Virtual Testbed for the development
of rovers used in extraterrestrial exploration. Virtual Testbeds do not necessar-
ily include a block oriented algorithm development. However the may benefit
from HIL or SIL capabilities, which are used to fine tune the simulation to give
realistic results.

What is still missing so far is a fully integrated approach using 3D simulation
technology even on the hardware controller to realize even complex controllers
e.g. in the field of robotics (see section 6). That is the focus of this paper.

3 The Real-Time Simulation Database

One key aspect of every simulation system is its internal (real-time) database,
which provides a certain data schema describing the data, contains the data itself
on which the simulation is performed and provides methods for data storage
and representation. For the simulation performance it is important how the
data can be accessed and manipulated by the simulation algorithms. Ideally
database management itself should be very time efficient and ready for real-time
operation, thus leaving computing power available to the simulation routines.
A general purpose simulation system should be able to flexibly adopt new data
scheme for its internal database, without additional programming. It must be
possible to easily add new simulation algorithms or enhance existing methods,
while guaranteeing stability and performance of the system.

To fulfill these requirements and to eliminate unnecessary dependencies we
developed a new architecture for 3D simulation systems, as shown in Figure 4.
It is based on a small kernel, the Versatile Simulation Database (VSD). The
VSD provides the essential data types and functionalities of the database, which
is enhanced by a system of numerous application specific simulation plugins.
The VSD is called active, since it is not only a static data container, but also
allows for containing, activating and connecting algorithms to process data di-
rectly in the database. In order to manage and maintain this integration of data
and algorithms, the VSD is an object oriented graph database (see [18]), con-
sisting of nodes and extensions. The nodes constitute the basic element of the
graph database and extensions can be attached to nodes in order to add new
functionalities or properties to existing types of nodes.

The VSD also provides essential functionalities for parallel and distributed
simulation. Depending on the application, the performance of the simulation or
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Fig. 4. The micro-kernel architecture of our simulation system

the controller can thus be enhanced by being parallelized on multi-core proces-
sors or distributed in a network of computers. In addition, the mechanisms for
distribution allow for separating real-time processes from graphical user inter-
faces and monitoring tools (see Figure 3, B).

4 Virtual Testbeds

Using the concepts illustrated above we are now able to simulate complex systems
with all relevant system components and their interdependencies. The result is a
comprehensive development and testing environment based on simulation tech-
nology, a Virtual Testbed, which acts as a central focal point in multi-disciplinary
development projects. Since Virtual Testbeds already offer a comprehensive set
of simulation methods to model e.g. kinematics and dynamics of automated
environments and systems, they can be interpreted as a virtual substitute for
physical testbeds which offers sophisticated tools for detailed monitoring, rapid
prototyping and control design.

For the development of various Virtual Testbeds in research and industry, our
simulation system has been extended by specific modules for 3D simulation and
rendering, dynamic [19], kinematic [20] and sensor simulation [21], but also State
Oriented Modeling techniques or Geo Information Systems.

5 Control by Simulation

The underlying simulation framework not only allows for the design, prototyp-
ing, test and verification of control algorithms using Virtual Testbeds up to the
point when the control is ready to be applied to real world applications, they also
support the application of 3D simulation techniques to control actual hardware
itself using control-by-simulation concepts. For this, only minor reconfigurations
of the simulation system are necessary ”to bring the simulation framework on
the real hardware”, because its micro kernel architecture allows for the detailed
selection of the active simulation modules. Thus, the system can be stripped
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down to the components which are essential to set up a desired control sys-
tem and which are implemented in a real-time capable manner. For example,
a typical selection of components exclude the graphical user interfaces and 3D
visualization. The stripped down simulation system can then be transferred to
real-time operating systems such as QNX Neutrino [22]. Based on the func-
tionalities for distributed simulation, stripped down real-time control systems
can communicate with other real-time control systems for distributed control or
with full-featured Virtual Testbeds for commanding and monitoring, but also
supportive simulations.

Because of the fact, that the same simulation system, the same real-time
database and the same algorithms are used for simulation in Virtual Testbeds,
as well as for real-time operation on the real hardware, identical models are the
basis for simulation as well as for the controller implementation. The transfer
of the controller design is carried out without the drawback of manual reimple-
mentation or automatic compilation. In addition, the transfer is bidirectional,
because the lossless transfer back to the simulation is also available.

In its final stage, a comprehensive Virtual Testbed models and simulates the
physical behavior of automated environments and systems and also incorporates
the necessary control algorithms to simulate the individual automated compo-
nents as well as their interdependencies. After the control algorithms perform
adequately in the simulation, the simulation model is simply enhanced by the
interfaces to the real automation components. The 3D simulation now acts on
real world data and is able to control the real hardware. In this manner simula-
tion and control can be developed in parallel without additional work, because
the interfaces, programs and control algorithms are all completely described in
the simulation model. An example will be given in section 6.1.

6 Applications

This section will show two examples of the integrated simulation based develop-
ment of control or supervisor design introduced in this paper.

6.1 Self Localization Of Mobile Robots

In the first example, the Virtual Testbed and control-by-simulation concepts are
used to develop new localization methods for mobile systems using fused sensor
data - on planetary surfaces as well as in the woods. Here, a Virtual Testbed
has been used to develop the localization algorithms at first. To parameterize,
test and verify the developments, the simulation model has been extended by a
virtual, fully operable and interactive forest harvester/exploration rover, which
is equipped e. g. with virtual laserscanners (the blue components in Figure 5)
and actuators. After having successfully verified the supervisor, interfaces to the
real sensors are added to the simulation model and connected to the supervisor
(the green components in Figure 5). At the end, the entire model is loaded into
the simulation system on the on-board computer of the harvester/exploration
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rover to localize the real machine. The resulting ”VisualGPS” framework not
only uses the control-by-simulation concepts, but also the simulation model for
environment modeling and map management, the user interface, the commu-
nication infrastructure, as well as manifold data processing algorithms for the
framework implementation.

Fig. 5. A block oriented view on an excerpt of the simulation model of a new localiza-
tion system integrating simulation, real world operation as well as playback mode into
one single simulation model [21]

The foundation of our self localization approach is the fusion of sensor data
with information of landmarks, calculated beforehand from aerial survey data.
In the 3D simulation control a local landmark map (tree map) is generated using
the data of the mounted laser scanners. Object extraction algorithms determine
relevant features in this sensor data, according to the position and orientation of
the laser scanners. With a correct parametrization of the object extraction algo-
rithms, trees are detected as landmarks. Using the collected information, a local
landmark map of trees can be generated. In [23] it is shown how this local map
is then matched to a global tree map of the area, which has previously been ex-
tracted from aerial survey data, thus localizing the forest harvester/exploration
rover.

6.2 Coordinated Robot Control

In the second example, these concepts are the basis for the development of the
overall control system of the multi-robot workcell depicted on the right of Figure
6 consisting of two redundant 8-axis robots (linear axis plus a 7-axis robot). For
robot control the database of our simulation system is extended with new types
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Fig. 6. Coordinated Robot Control System

of node extensions, able to model and control kinematic chains and kinematic
trees. The extension supports rotary and prismatic joints, as well as universal
joints and joints directly defined via their Denavit-Hartenberg parameters.

The control concept of the multi robot system is based on the Intelligent
Robot Control System (IRCS) structure, developed and introduced in the 1990s
by [24]. The IRCS addresses the main aspects of multi robot control by breaking
up given tasks into smaller, manageable pieces in a ”divide and conquer” fashion,
delegating control over several layers of abstraction and responsibility. Figure 6
shows on the left side a simplified structure for the robot controller which is based
on this concept. Here, the 3D simulation control (named ”Multi Robot Control”)
acts as a coordinator of the vendor specific robot control units by implementing
the control by simulation concept. To communicate with the physical devices,
the Ethernet based Fast-Research-Interface (FRI) is used for the KUKA Light-
Weight-Robots, while a Profibus-Interface is used for the linear axes.

The user interaction via a ”User Interface” and the real-time robot coordina-
tion ”Multi Robot Control” is performed on different computers, both running
the same simulation system, though with different configurations on different
operating systems (Windows and QNX). Both simulations use the same model,
which is kept in sync between the computers by distribution methods provided
by the core database. This demonstrates the coexistence of simulation and con-
trol in our approach. The 3D simulation normally controls the motions of a
simulated robot. In our kinematic robot control, the same controller now gener-
ates motion increments to command a physical robot. Thus, new motions can be
programmed and tested in simulation, before they are executed on the physical
robots, allowing for a faster and safer implementation of new tasks. Besides the
pure robot control, components for a so called ”Meta Control” layer (action gen-
eration and distributed using algorithms from the field of artificial intelligence)
as well as for on-line ”Collision Avoidance” will be implemented exactly the same
way using the same simulation framework and the same control-by-simulation
concepts, so that the entire IRCS is build on the simulation technology presented
in this paper.
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7 Conclusion

As the applications demonstrate, the concept of control-by-simulation is able to
offer new insights and new accesses to simulation based control design and con-
current engineering. While Virtual Testbed concepts focus on the holistic simu-
lation of complex systems, control-by-simulation provides the necessary concepts
for the transition between simulation and reality. Both concepts are major build-
ing blocks of the ”eRobotics” developments which now provide all the methods
necessary for the systematic development of simulations of robots resp. auto-
mated systems (which virtually cover every aspect of their functioning as well as
their environment ranging from kinematics and dynamics to sensors and control
systems), as well as for the control of such systems.

The technical realization of control-by-simulation is fully based on the capa-
bilities of our simulation system. The seamless direct transition from SW to SIL
is only possible because of the features of its highly modular and scalable, active
simulation database and its built-in support for distributed simulation and dis-
tributed control. Now, we carry out control design in a Virtual Testbed which
provides a comprehensive simulation of the individual automated components in
the context of their complex environment. To gain a real-time capable control
system, we strip the Virtual Testbed down to the most essential components.
The control system is then ready to be carried out in separate real-time tasks
or on dedicated real-time operating systems, while it is still fully based on the
identical simulation system, models and algorithms.

Based on the close coupling of control-by-simulation to Virtual Testbeds, we
are also able to address the most sensitive aspect of the whole concept which
is calibration. Of course, the validity of the transition between SW and SIL
is highly dependent on the accuracy of the representation of the automated
system in the simulation and the quality of the resulting control design is only
as good as the simulation of the process, too. Here, the structure of Virtual
Testbeds allows for calibrating subsystems step by step, using small, focused
and affordable physical testbeds for each group of component. In addition, the
modular approach of our simulation system enables us to systematically build
up libraries of reliable, calibrated components which will finally yield modeling
complex automated systems ”off-the-shelf”.

The described approach has been implemented and thoroughly tested within
the VEROSIM R© framework. VEROSIM R© is a commercial 3D virtual reality and
simulation system which, through its flexible architecture, served as an ideal basis
for the test and application of the presented concepts.

In the next step, we plan to extend the concept of control-by-simulation to
new applications and scenarios of control design. Beyond the further develop-
ment of the IRCS components like Meta Control or Collision Avoidance, one
major direction of our future developments will be to directly include predictive
3D simulations in robot controllers. The idea is sketched in Figure 7. Beyond
well established methods in motion control and path planning, here control-by-
simulation provides the basis to use of 3D dynamics simulations for the prediction
of physical consequences of robot motions, e.g. the reaction of objects to contact.
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Fig. 7. Predictive 3D Simulation

Such predictions and evaluations allow to tackle robotic problems similar to the
way a human handles interaction with his environment: Think, imagine different
alternatives, choose the best and act. Control-by-simulation provides the basis
to also develop and evaluate different alternatives in simulation before the best
solution is applied to the physical system. Thus the control-by-simulation ap-
proach has the potential to turn artificial intelligence know-how and software
into ”embodied artificial intelligence” [25] applications.
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Abstract. In this paper, we establish a time-varying fuzzy Markov
model to estimate human intention for natural non-verbal human robot
interface. Based on human posture information, we change the proba-
bility between states to improve the accuracy of estimation of human
intention. The advantages of the approach are three fold: i) non-verbal
information is core of natural interaction; ii) time-varying probability
improves estimation accuracy; and iii) fuzzy inference consider practical
human experience.

1 Introduction

The ultimate goal for human robot interface (HRI) design is to achieve natural
interactivity between the human and robot. In other words, the human must feel
as if they were interacting with an actual human being. Core to achieving natu-
ral interactivity is the ability to provide a response before the actual command
is given. To achieve this ability efficiently, we need to estimate human inten-
tion accurately. Conventional human intention research has focused on using: i)
image tracking of the human posture or gesture analysis, see the works [1–3] ap-
plied to smart homes [4–6]; ii) context awareness (CA) and belief-desire-intention
(BDI) inference system define the human intention [7,8]. Especially, the work [9]
proposes context-aware estimation using semantics to help the elderly lead in-
dependent lives; iii) human posture information to control the robot [10–12]; iv)
electromyography (EMG) sensor analysis to control a meal assistance robot [13];
v) analysis on human generated sounds to help people during internet commu-
nication [14, 15].

From the above, both verbal and non-verbal analysis was used to estimate hu-
man intention. From the works [16–18], we find that verbal content only accounts
for 7% of interaction information, while voice and facial expressions accordingly
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Fig. 1. Non-verbal system concept map

account for 38% and 55%, adding to a total of 93% for non-verbal communi-
cation. Therefore, we find the importance in researching the complex problem
of analyzing non-verbal interactions to construct an accurate human intention
model. The conceptual non-verbal model, from a human eye point of view, in-
cludes recognition of image, posture, gesture, face and auditory as shown in
Fig.1.

In this paper, we propose a time-varying fuzzy Markov model to estimate
human intention for natural non-verbal human robot interface. This model im-
proves on the conventional Markov model of human intention [19–22] where
probability is constant. We take into consideration that states of human behavior
varies with time. In addition, we introduce a In this paper, fuzzy inference sys-
tem to define the initial intention state, where fuzzy weights change the Markov
probability matrix. The final model generates an estimation of human intention
with the largest probability.

2 Methodology

The work [23] introduced the human decision mechanism and intention flow
chart. Based on a similar concept, we use the time-varying fuzzy Markov model
to estimate the meaning of human posture which leads to the actual inten-
tion. We define here the human posture as the hand to body distance range.
The overall intention estimation is carried out in three steps shown in Fig.
2. In details, we first define the body range and initial Markov probability
matrix of human intention, and use a fuzzy system to analyze the hand to
body distance to get the weights to adjust the probability of intention. In
the second step, we create the time-varying model by modifying intention prob-
ability during daytime. In the final step, we summate the first and second fuzzy
weights to adjust the Markov probability matrix of human intention.
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In the upcoming sections, we will compare and explain the differences between
the initial Markov probability model, fuzzy Markov model and time-varying
Markov model.

2.1 Initial Markov Probability Model

We use psychology statistics and human experience to define the initial proba-
bility. The target of is the achieve similarity between human thinking and ob-
servation. This model is shown in Fig. 3.

The initial Markov model of intention has ten states: thinking(S1),
headache(S2), suffocation(S3), wait(S4), asthma(S5), heart disease(S6), belly
ache(S7), repose(S8), need medication(S9) and cry for help(S10), etc. This model
then links the second model’s fuzzy system analysis with the body location and
the meaning of behavior. As a result, we can real-time get the weights of proba-
bility of intention state. For example, when both hands are placed on the head,
there is a probability of thinking and headache, which then defines the initial
probability.
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2.2 Fuzzy Markov Model

We use the feature points on the body location using fuzzy analysis to change
the probability as shown in Fig. 4. In this flow chart, we will classify the various
hand body coordinate. We then analyze the different body range using fuzzy
system, to obtain the fuzzy weights of intention probability.

Although the intention probability is obtained in real time, human behavior
varies in time. For example, the intention of hands placed near the heart location
varies over time. During night-time the probability of sickness or a cry for help
is more probable. Therefore, in the upcoming section, we propose time-varying
Markov model.
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2.3 Time-Varying Markov Model

We will now divide the 24hr day into morning, midday, afternoon, night and
midnight. Using this model, we add to the probability weights at the initial
intention Markov matrix, shown in Fig. 5. For example in the morning, if we feel
sick we should consume medicine. Otherwise, it may lead to worsening symptoms
(ex. heart disease and asthma), which in turn alters the probability between
states.

3 Simulations

We assume the human intention probability as shown in Fig. 3. Then we use a
fuzzy approach to change the weights of the initial intention Markov probability.
The time-varying Markov function modifies the weights of intention probability
for different periods in a day. We use an example of the human hands located
on the chest to compare the differences between fuzzy Markov model and time-
varying fuzzy Markov model.

3.1 Time-Varying Markov Model

We used the time-varying Markov model to modify the intention initial prob-
ability at time-varying life environment. In the light of [24], we now define the
Markov model shown in the following function:

Hj (t) =
s∑

i=1

Pij (t)Hi (t− 1) (1)

where Hj (t) is the adjust probability (j = 1, 2, 3, . . . , s) at time t, and Pij (t) is
the probability (i = 1, 2, 3, . . . , s) of changing from state i at time t− 1 to state
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Situation Time Weight / htState1-1 State1-2 State2-1 State2-2 State3-1 State3-2 State4-1 State4-2
0.4 0.6 0.6 0.4 0.6 0.4 0.5 0.4

05:00~09:00 0.28 0.72 0.48 0.52 0.48 0.52 0.38 0.52
09:00~12:00 0.4 0.6 0.58 0.42 0.58 0.42 0.48 0.42

Midday 12:00~14:00 0.4 0.6 0.52 0.48 0.52 0.48 0.42 0.48

Afternoon 14:00~17:00 0.4 0.6 0.62 0.38 0.62 0.38 0.52 0.38

17:00~21:00 0.4 0.6 0.56 0.44 0.56 0.44 0.46 0.44

21:00~00:00 0.4 0.6 0.66 0.34 0.66 0.34 0.56 0.34

Midnight 00:00~05:00 0.34 0.66 0.6 0.4 0.6 0.4 0.5 0.4

Morning

Night

0.02

Initial probability

Fig. 6. Numerical analysis using time-varying Markov model of intention probability

j at time t. This process of the element of Hj (t) and the rows of Pij (t) must
sum to 1 in every period:

s∑
i=1

Hj (t) = 1 (2)

s∑
i=1

Pij (t) = 1 (3)

From the above, we define the time-varying transition probability in the following
function:

Pij (t) = fij (z (t) , βij) (4)

where z (t) is the human experience variables at daily time t and βij is the human
hands waiting on the body location of time parameters (i, j = 1, 2, . . . , s). Then,
the time-varying fuzzy Markov calculation function:

Hj (t) =
s∑

i=1

fij (z (t) , βij)Hi (t− 1) (5)

We will use the above of function to adjust the human intention probability.
Then the variable z (t) will adjust according to fuzzy analysis, and βij will denote
the time the hands are on the body. In the upcoming Subsection 3.2, we will
simulate the human intention during the day. The calculation process generates
the time-varying Markov probability weights at t shown in Fig. 6.

3.2 Differences Between Fuzzy Markov Model and Time-Varying
Fuzzy Markov Model

In this simulation, in both Figs. 7 and 8, subfigure A is the human body range
with the asterisk symbol representing the human hands on the chest location.
The Figs. 7 and Fig. 8 subfigure B, represents the estimation of intention prob-
ability between state probability and waiting time(sec) of hands on the heart
location. The figure includes three states: i) the asterisk line represents the wait-
ing state; ii) the circle line represent the asthma state; iii) the fork symbol line
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B. Chest probability of the hands on the chest waiting of time

Fig. 7. Using fuzzy Markov model to simulation the human intention probability of
chest
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B. Chest probability of the hands on the chest waiting of time

Fig. 8. The initial intention probability of hands on the heart using time-varying fuzzy
Markov model at working time

represent the heart disease state. The Fig. 7 and Fig. 8 subfigure C, represent the
intention probability state moment, this picture have three probability states:
i) the left bar is the waiting state; ii) the middle bar is the asthma state; iii)
the right bar is the heart disease state. In the Fig. 7 subfigure D, represent two
intention probability: i) probability of human in thinking state is 40%; ii) prob-
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ability of human need in repose state is 60%. The Fig. 8 subfigure D, this result
represent the intention states: i) the human need medicine probability is 48%;
ii) represent the human have danger so need cry for help probability is 52%.
From these results, we can observe the difference between Figs. 7 subfigures B,
C, D and Fig. 8 subfigures B, C, D where the latter human intention probability
varies with time.

Through the time-varying fuzzy Markov model analysis and estimate the
meaning of the feature points of human hands location. We will used this model
at future understand the human intention probability then help people at real
time. As a result, the robot decision-making will be similarity the human
behavior.

4 Conclusions

We have proposed a time-varying fuzzy Markov model estimate the meaning
of nonverbal human intention. The main concept of this model is to modify
the probability of human intention at various periods in a day. As a result, the
intention probability is more accurate. The proposed estimation methodology
may be used as the core of human robot interfaces to achieve natural non-verbal
interactions.
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Abstract. This study aims to contribute to improved road safety through 
development of a directional driver model. A comprehensive driver model 
incorporating path preview, prediction, muscular system dynamic, neural 
process, processing and sensory time delay, is formulated and coupled with a 
yaw-plane vehicle model. The coupled driver/vehicle model is analyzed to 
investigate path tracking performance and steering effort of human driver 
through variation of driving characteristics. Thus, a composite performance 
index which closely describes the tracking performance of the vehicle and 
driver's steering effort has been formulated and minimized to obtain the control 
measures of human driver. The results illustrate that drivers with different 
driving skill could effectively reduce the path tracking error to a safe threshold 
level by minimizing the defined performance index. The results further suggest 
that drivers with higher level of driving skill employ less steering effort while 
performing a path tracking task.  

Keywords: Coupled vehicle/driver system, pursuit-compensatory control, 
muscular dynamic, human reaction time, perception time, path preview. 

1 Introduction 

Human driving characteristics are complex combinations of physical and mental 
processes in response to perceived motion, visual and acoustic cues. Using different 
motion perceptions, the driver performs as a controller to satisfy key guidance and 
control requirements for the vehicle system. It has been vastly reported that the 
human driver employs visual cues to look ahead and obtain path information [1]. It 
has been hypothesized that a small amount of visual information could effectively 
satisfy the guidance requirement of driving task [2,3]. Thus, a number of reported 
driver models employ a single preview point to obtain required path information 
[4,5]. However, recent driving simulator studies illustrate that the human driver 
benefits from more than a single preview point ahead of the vehicle [6-9]. It has been 
illustrated by Land and Horwood [3] that viewing the path through two horizontal 
apertures, defined as near and far preview points, would result in steering 
performance which is indistinguishable from unrestricted whole scene observation. 
The concept of two distinct preview points could be traced to Donges’ two-level 
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driver model [6], which constitutes: (i) an anticipatory level (far-range process); and 
(ii) a stabilization level (short-range process). The anticipatory level represents the 
guidance level of steering and involves the perception of the future path curvature in 
an open-loop manner. Further, the stabilization level attempts to compensate the 
instantaneous deviation from the intended path in a closed-loop manner. This steering 
concept, however, shows two main limitations: (i) using anticipatory control that aims 
to satisfy the guidance requirement in an open-loop manner; and (ii) using the 
curvature information of the previewed path. Two-level driver models is, in general, 
developed based on the hypothesis that the human driver has the capability to perform 
the driving task in an open-loop manner, quite literally with closed eyes, and employ 
the compensatory closed-loop control to correct the perceived errors. However, it has 
been experimentally illustrated that even skilled drivers have significant limitations to 
perform well-practiced steering tasks without any sensory feedback [10]. In addition, 
experimental studies have shown that human driver cannot accurately estimate the 
previewed path curvature [11]. Further, it has been suggested that the vehicle drivers 
effectively benefit from the perceived lateral position and orientation error of the 
vehicle, which is directly obtained through the visual cues information [12,13].  

In this study, a comprehensive driver model is described to assess the effect of 
variation of driving parameters on path tracking performance of the coupled 
driver/vehicle system and steering effort of human driver. The proposed driver model 
relies directly on the direct perceivable information of the preview path to satisfy the 
guidance requirement of the driving task. 

2 Mathematical Model of Human Driver 

The human driver attempts to minimize the perceived error between the predicted 
vehicle path and previewed path and also eliminate environmental disturbances to 
satisfy the control and guidance requirements of a driving task. The structure of a 
control driver model coupled with a vehicle has been achieved based on an extensive 
review of the literature on the steering task of driving. The overall structure of a 
control driver model involves various elements of the human driver, namely, 
perception, preview, prediction and neuromuscular dynamic system (Fig.1). 
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Fig. 1. The overall structure of coupled driver/vehicle system 



 Influence of Human Driving Characteristics on Path Tracking Performance of Vehicle 209 

 

With reference to Fig. 1, vehicle motion states are perceived by the driver with 
considerations of the sensory delays. This time delay varies with various 
environmental factors and sensory channels and ranges from 0.1 to 0.2 s [14,15]. The 
prediction process reflects the human driver capability of predicting future behavior 
of the vehicle on the basis of the instantaneous perceived vehicle motion, such as 
lateral position, forward speed and orientation of the vehicle. The path preview 
process represents the visual aspects of the human driving to obtain the path 
information. Using the previewed path and predicted behavior of the vehicle, the 
driver estimates the error between the previewed and predicted states of the vehicle. 
Further, the driver converts the perceived error into the vehicle's inputs such as 
steering wheel angle with consideration of the performance and control limits, 
processing time delay and muscular dynamic. 

The human driver capability to look ahead and obtain the path information has 
been referred as the driver preview process. The primary issue in the preview process 
is how far ahead of the vehicle the driver may look to obtain the path information. In 
general, the distance between the vehicle and the driver's preview point ahead of the 
vehicle is defined as the preview distance. It is widely accepted that the preview 
distance increases almost linearly with forward speed [5]. The high influence of 
forward speed on the preview distance has led to introduce the preview time, which 
defines the time interval between the vehicle and the preview point ranging from 0.5 
to 2 s [5]. In this study, the preview process of human driver to obtain the path 
information is characterized in two distinct processes: (i) near preview, which 
associates with the lateral position error to maintain the central lane position; and (ii) 
far preview process, which associates with the orientation error of the vehicle to 
account for the upcoming roadway. With reference to Fig. 2, the near preview point is 
obtained by intersecting a virtual circle with the radius of preview distance, Lp , which 
is centered at the c.g. of the vehicle, and the centerline of the path (Point A in Fig. 2). 
The vehicle driver has the capability to predict future behavior of the vehicle on the 
basis of the instantaneous motion states of the vehicle and thereby undertake desirable 
corrective actions to achieve minimal path tracking error [16-18]. Assuming constant 
forward speed and heading angle of the vehicle in the preview interval the predicted 
lateral position of the vehicle can be estimated by (Point B in Fig. 2): Y൫t ൅ T୮൯ = Yሺtሻ ൅ T୮V୶ sin ψሺtሻ (1) 

where Y൫t ൅ T୮൯ is the predicted lateral position of the vehicle. Preview time, T୮ , is 
the estimated time to traverse the preview distance with constant forward speed of V୶. Yሺtሻ and ψሺtሻ  are the instantaneous lateral position and orientation of the vehicle, 
respectively. Using the previewed path information, attained through visual 
perception of the driver, and predicted behavior of the vehicle, the driver estimates the 
lateral position error of the vehicle with the previewed path, which is referred as ε௬, is 
defined as (Fig. 2): ε௬ሺtሻ = Y൫t ൅ T୮൯ െ YPሺtሻ (2) 

where YPሺݐሻ is the lateral position of the near preview point and Y൫t൅Tp൯ is the 
predicted position of the vehicle.  
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A novel technique, inspired by experimental studies of Land et al. [3] and 
Robertshaw et al. [2], has been used to determine the position of the far preview 
point. In this technique the tangent point on the inside edge of the road ahead of the 
vehicle is determined and extended to intersect with the centreline of the path to 
obtain the far preview point of the vehicle driver (Point C in Fig. 2). The orientation 
error is defined as the angle between the direction of vehicle heading and the far 
preview point, given as: εటሺtሻ = ψ୴ሺtሻ ൅ ψሺݐሻ (3) 

where ψሺtሻ and ψ୴ሺtሻ are respectively the instantaneous orientation of the vehicle, 
and the angle between the far preview point and the reference horizontal line respect 
to the fixed coordinate (Fig. 2). 

 
Fig. 2. Estimation of the lateral position and orientation error 

The vehicle driver converts the estimated lateral position and orientation errors into 
the corrective control action with consideration of the control limits and muscular 
dynamic. The central nervous system thus aims to compensate the orientation and 
lateral position error of the vehicle in the following manner: Gଶሺݏሻ = ቀKଵ TLୱାଵTIୱାଵ ε௬ ൅ Kଶεటቁ eିTౚୱ  (4) 

where Kଵ and Kଶ are proportional gain constants associated with the lateral position 
and orientation error, respectively. TL and TI are respectively the lead and lag time 
constants. ௗܶ is the processing time delay of central nervous system. The processing 
time delay defines the interval between sensation of the path error and sending the 
control signal to the muscular system that vary with depth of required mental 
processing and decision-making abilities ranging from 0.1 to 1.5 s [5,14,16,19]. 

A systematic assessment of human driving behavior in path tracking task, 
necessitates understanding of the dynamic interaction between the vehicle's steering 
system and the driver's muscular system. The muscular system causes the limb motion 
in response to the actuation signal of the central nervous system. A number of early 
and recent studies attempts to simplify the muscles dynamic by pure time delay or 
first-order lag which denotes as movement time and ranges from 0.1 to 0.3 s [20,21]. 
However, simplified muscular dynamic models, which are primarily formulated for 
small magnitude of arm's movement, are not accurate for using in vehicle driver 
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steering control models [5]. Some recent studies thus aim to obtain the mathematical 
modeling of vehicle drivers' muscular dynamic through driving simulator 
measurements [22]. Based on these studies, the dynamic response of the coupled 
driver’s arms and steering dynamics can be represented by a second-order system 
dynamics, such that: Gୱሺsሻ = ஘౩౭ሺୱሻTౚ౛ౣ౗౤ౚሺୱሻ = ଵሺJౚ౨ାJ౩౪ሻୱమାሺBౚ౨ାB౩౪ሻୱାሺKౚ౨ାK౩౪ሻ  (5) 

where θୱ୵ is the steering wheel angle of the coupled arm-steering system to the 
driver's torque demand Tdemand. Jୢ୰ , Bୢ୰ and Kୢ୰ are respectively the inertia, damping 
and stiffness of the arm, and  Jୱ୲, Bୱ୲ and Kୱ୲ are those of the vehicle steering system, 
respectively. It has been suggested that two different commands are generally 
involved in the control of muscle's movements (Fig. 3). One is a position command 
through reflex system, which indicates the desired length of muscle, and a torque 
command through reference model [22]. The reflex dynamic system, H୰ሺsሻ, defines 
the demanded torque to minimize the difference between the desired and actual 
steering angle, such that: H୰ሺsሻ = னౙሺୱB౨ାK౨ሻୣష౩ಜ౨ୱାனౙ (6) 

where B୰, K୰ and ωୡ are respectively the damping and stiffness constants of the reflex 
system, and cut-off frequency which is set at 30 rad/s. τ୰ is the transport lag in 
sending messages to and from the spinal cord, which is approximated as 0.04s [22]. 
Further, the torque command of the reference model is an estimation of the demanded 
torque based on the learnt inverse internal model of the steering and arm dynamics.  

 

Fig. 3. The overall structure of muscles’ dynamic system 

3 Yaw-Plane Vehicle Model 

Existing vehicle analytical models vary from simplified constant speed linear yaw 
plane models to comprehensive three dimensional variable speed models. The choice 
of vehicle model relies mostly on the analysis objectives. In this study a simple model 
of the vehicle has been employed to facilitate its integration with the proposed driver 
model. Thus, a simplified directional vehicle model which incorporates lateral and 
yaw velocities of the vehicle, has been formulated with the following assumptions:  

• Small steering angle and small slip angles; 
• Neglecting longitudinal tire forces and variation of longitudinal velocity; 
• Neglecting roll, pitch and bounce motion of the vehicle; 
• Neglecting the lateral load transfer on the tires in the absence of roll motion; 
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Using the hypothetical model parameter of an SUV vehicle, the proposed model has 
been validated by comparing its directional response with measured data [23]. Open-
loop simulation of the proposed yaw-plane model illustrates that the directional 
responses are comparable with those observed from the measured data (Fig. 4). 

 
Fig. 4. Comparison of directional response of the vehicle model, subject to a step steer input at 
a constant speed of 43 km/h (solid line), with the measured data (dotted line) 

4 Coupled Driver/Vehicle System 

The human driver acts as a controller which attempts to compensate the path tracking 
error in a stable and well-damped manner. Although the mathematical representation 
of human driving behavior is quite complex, the control characteristics of the driver 
may be analyzed using a defined performance index which is described by the path 
tracking performance and driver's steering effort [19]. This performance index could 
serve as a qualification measure to determine the effectiveness of the proposed driver 
model strategy. A composite performance index has been formulated by integrating 
the normalized lateral deviation, orientation error, steering angle and steering wheel 
rate as a measure of the driver’s effort in the following manner: J୲ = J୷ ൅ Jந ൅ Jஔ ൅ Jஔሶ  (7) 

where J୷ and Jந are the weighted mean square value of lateral position and orientation 
error, respectively, given by:  J୷ = ଵT ׬ ቂሺ୷ሺ୲ሻି୷ౚሺ୲ሻሻ∆୷౪౞ ቃଶT଴ dt , Jந = ଵT ׬ ቂ൫நሺ୲ሻିநౚሺ୲ሻ൯∆ந౪౞ ቃଶT଴ dt   (8) 

where yd(t) and ψୢሺtሻ are the lateral coordinate and orientation of the desired path, 
respectively. y(t), ψሺtሻ and T are the instantaneous lateral position and orientation of 
the vehicle, and simulation time, respectively. ∆y୲୦ and ∆ψ୲୦, are defined as the 
maximum allowable deviation of the lateral position and orientation errors between 
the previewed and resulting paths, which is selected as 1 m and 5 deg, respectively. 
These have been selected on the basis of geometrical specification of the path and the 
vehicle to satisfy safe path tracking performance. The terms Jஔ and Jஔሶ  describe the 
magnitude and rate of steering and thus the driver's steering effort, given by:  Jஔ = ଵT ׬ ቂ ஔ∆ஔ౪౞ቃଶ dtT଴      , Jஔሶ = ଵT ׬ ቂ ஔሶ∆ஔሶ ౪౞ቃଶ dtT଴   (9) 
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where δ and δሶ  are steering angle and steering rate of the steering wheel. ∆δ୲୦ and ∆δሶ ୲୦ represent the maximum human capabilities of steering and rate of steering, 
which is selected as 187 deg and 746 deg/s. [24].  

It is assumed that the human driver determines the essential driver model 
parameters by minimizing the defined performance index such that these parameters 
lie within the specified ranges, which are reported in the literature (Table 1) 
[14,16,19,25]. It should be noted that the threshold values for the compensatory gains 
significantly depend upon the steering system and vehicle design characteristics.  

Table 1. Control performance limit of human driver 

Human driver parameter Range Unit 
Lead time constant 0.05 - 1.40 s 
Lag time constant 0.02 - 0.48 s 
Lateral position compensation gain 0.10 - 1.40 rad/m 
Orientation compensation gain 0.02 - 0.32 rad/rad 

The analysis of coupled driver/vehicle model is performed with three sets of driver 
parameters, which represent three different driving characteristics of vehicle driver. 
Human driving characteristics are simplified and expressed in terms of near preview 
distance and processing time delay (Table 2). The driver "A" exhibits a novice driver, 
as described by highest processing time and least preview time, while driver "C" 
represents a driver with superior driving skill. 

Table 2. Three driver model parameters representing different driving characteristics 

Driver Near preview time (s) Processing time (s) 
A 1.0 0.3 
B 1.2 0.2 
C 1.5 0.1 

In the coupled driver/vehicle simulation all the other driving parameters such as 
parameters associated with human arm and vehicle steering system are determined on 
the basis of the reported literature and held fixed through simulation (Table 3). 

Table 3. Driver model parameters which are held fix through simulation [14,22] 

Human driver parameter Value Unit 
Steering ratio of the vehicle 22  
Sensory time delay 0.1 s 
Steering stiffness, Kୱ୲ 1.0 N m/rad 
Steering damping, Bୱ୲ 0.9 N m s/rad 
Steering inertia, Jୱ୲ 0.17 Kg m2 
Arm stiffness, Kୢ୰ 5.0 N m/rad 
Arm damping, Bୢ୰ 0.9 N m s/rad 
Arm inertia, Jୢ୰ 0.104 Kg m2 
Reflex system stiffness, K୰ 10 N m/rad 
Reflex system damping, B୰ 1.0 N m s/rad 
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5 Results and Discussion 

The coupled driver/vehicle model adopted to perform a standard double lane change 
maneuver with a constant forward speed of 54 km/h. This maneuver necessitates a 
high demand on the driver’s abilities and steering effort. The performance index is 
minimized subject to limit constraints for the driver model parameters. Figure 5 
illustrates a comparison of path tracking and steering response of two drivers with 
different driving skill derived under a double lane change maneuver. The resulting 
values of desirable driver parameters, which are obtained for the three drivers, are 
shown in Table 4 and are discussed in the following subsections. 

 

 
Fig. 5. Path tracking and steering response of the coupled driver/vehicle system subject to a 
standard double lane change maneuver 

Table 4. Desirable driver parameters which are attained by minimizing the performance index 

Driver 
Desirable driver parameters 

K1 (rad/m) K2 (rad/rad) TL (sec) TI (sec) 
A 0.645 0.025 0.254 0.023 
B 0.514 0.051 0.106 0.034 
C 0.344 0.128 0.060 0.177 

 
The results show that different drivers with varying skill levels adopt their control 

measures to achieve best control performance. For instant, driver "A" with least skill 
level, exhibit highest lateral position compensatory gain and least orientation 
compensatory gain. It may thus be concluded that drivers with relatively poor driving 
skill more rely on lateral position feedback of the vehicle, while skilled drivers more 
benefit from orientation feedback. The results also illustrates that the driver "C" with 
higher level of driving skill obtained least lead time constant and highest lag time 
constant, which are translated as less mental workload during the path tracking task. 
The various component of driver's performance index are summarized in Table 5. 

Table 5. Various components of performance index 

Driver 
Performance Indices J୲ J୷ Jψ Jδ Jδሶ  

A 0.0241 0.0053 0.0099 0.0023 0.0066 
B 0.0316 0.0068 0.0199 0.0008 0.0041 
C 0.0558 0.0134 0.0389 0.0003 0.0031 
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The results reveal that driver "C" with relatively higher preview time can 
effectively minimize the steering effort at the expense of decreasing the path tracking 
performance. However, driver "A" attempts to follow the exact centerline of the path, 
which yields significant increase of the steering effort. The results of the analyses 
clearly demonstrate that variation of preview time and processing time could 
significantly affect dynamic performance of the coupled driver/vehicle system and 
steering effort of the driver. Thus, it has illustrated that higher preview time and lower 
processing time of human driver, which is generally translated to higher level of focus 
on driving task, could significantly decrease mental workload and steering effort of 
human driver. It should be emphasized that the human driver control measures and 
driving characteristics is strongly dependent upon the vehicle design characteristics, 
the forward speed of the vehicle and maneuver chosen. 

6 Conclusion 

A simplified vehicle model is developed, validated and coupled with a comprehensive 
model of the human driver. The proposed driver model incorporates the path preview, 
prediction, central nervous system, muscular dynamic, processing time and sensory 
time delays. Three sets of driving parameters, which represents different driving skill 
level of vehicle driver, have been defined. Subsequently, a performance index 
including the path deviation, orientation error and steering effort has been developed 
and minimized to obtain the control measures of the human driver. The closed-loop 
simulation results clearly demonstrate that drivers with superior driving skill could 
effectively minimize the steering effort while reducing the lateral deviation of the 
vehicle to a safe threshold level in a stable and well-damped manner. In addition, 
drivers with higher perception time and lower preview time, which generally translate 
to novice drivers, tend to minimize the path tracking performance at the expense of 
higher mental and steering effort. The results also illustrate that the proposed concept 
of coupled driver/vehicle system could effectively represent human driving behavior. 
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Abstract. Due to the high uncertainty of semiconductor manufacturing system, 
its rescheduling problems are extremely difficult to solve. In this paper, we 
investigate a novel single machine oriented match-up rescheduling (SMUR) 
method that implement the partial repair rescheduling in a dynamic 
manufacturing environment. Both of SMUR principle and algorithm are 
discussed. Its effectiveness has been verified by a simulation study. 
Computational results show that the proposed method has better stability and 
efficiency compared with the right-shift rescheduling method.  

Keywords: Match-up rescheduling, Right-shift rescheduling, Semiconductor 
manufacturing system, Rescheduling algorithm. 

1 Introduction 

Manufacturing scheduling has been extensively researched, and a great number of 
optimal scheduling methods have been proposed [1-2]. However, most practical 
manufacturing industry, especially semiconductor manufacturing systems operate in 
dynamic environments where unpredictable events usually occur. These uncertain 
disturbances may upset the pre-established schedule, and even cause previously 
feasible schedule infeasible. In this case, rescheduling is necessary to react to 
disturbances. That is to say, manufacturers should not only create the best schedules 
but also react quickly to disturbances and revise original schedules in small 
computational cost [3].  

According to static scheduling and dynamic scheduling categories of scheduling 
philosophy, rescheduling belongs to the dynamic scheduling, which pays more 
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attention to the needs of practical environments, and attempts to make a schedule 
more applicable. Dynamic scheduling has been defined under three categories: robust 
pro-active scheduling [4-5], completely reactive scheduling [6], and predictive-
reactive scheduling [1]. In this paper, we employ the predictive-reactive scheduling 
strategy and focus on its rescheduling method for dynamic manufacturing 
environments.  

Present researches on production rescheduling mainly consist of rescheduling 
determination, rescheduling implementation and rescheduling evaluation [7]. 
Rescheduling determination triggers rescheduling. Rescheduling implementation 
generates and/or updates production schedules in response to a disruption. 
Rescheduling evaluation analyzes both rescheduling performance and its impact on 
the original schedule.  

Based on the literature review [3, 8-9], the predictive-reactive rescheduling 
strategies can take account of both optimization and flexibility by a 
scheduling/rescheduling procedure. A partial repair rescheduling method is superior 
to generation rescheduling in its potential to maintain schedule stability with 
reasonable computational cost. Hence, we investigate a novel single machine oriented 
match-up rescheduling (SMUR) method that implements the partial repair 
rescheduling for semiconductor manufacturing system. 

First, the basic idea of SMUR approach is proposed compared with the classical 
right-shift rescheduling method in Section 2. Then the algorithm of SMUR method is 
discussed in Sections 3. Section 4 presents the simulation results, and Section 5 is the 
conclusion of whole paper. 

2 Single Machine Oriented Match-Up Rescheduling Principle 

2.1 Right-Shift Rescheduling 

Being a classical type of partial rescheduling method, right-shift rescheduling (RSR) 
updates the initial schedule by simply postponing each remaining operation by the 
repair duration [10]. Suppose an example production line, including two machines 
and four jobs, is running following a pre-generated schedule as shown in Fig. 1(a). At 
disturbing time Td, machine M1 breaks down while processing the first production 
step of job A. It is estimated to be fixed and back to work at time Tr. The repair 
duration is Tr-Td. The updated schedule according to RSR is given in Fig. 1(b). As 
shown, not only the completion time of operation A1 is delayed by Tr-Td, all 
remaining operations, of which start processing time is later than Td , are all delayed 
by Tr-Td.  

RSR repairs the disrupted initial schedule after a disturbance event occurs, while 
keeps the initial schedule as much as possible in terms of its order. RSR results in the 
delay of all operations which start after disturbing time Td. Actually there usually 
exists idle time in the schedule that comes from the waiting for an immediate 
predecessor production step’s completion or synchronization according to production 
flow. This work tries to find a mechanism to make use of these segments of idle time 
by proposing a new match-up rescheduling method. 
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2.2 Single Machine Oriented Match-Up Rescheduling 

The basic idea of the proposed single machine oriented match-up rescheduling 
(SMUR) is to make full use of the idle time in the original schedule of the breakdown 
machine to absorb the impact from unexpected disturbance and try to find a time 
point till which all impact has been absorbed and the original schedule can be 
followed again. We call this time point match-up point (Tp). 

To illustrate the procedure of SMUR approach, we divide a schedule scenario (S) 
into three phases as shown in Fig. 2. by the disturbing time point Td and the match-up 
point Tp. Obviously, the recovery time is later than the disturbing time and earlier than 
the match-up point Td < Tr <Tp. 

 
 

 

Fig. 2. Sketch map of the match-up rescheduling 

Pre-reschedule phase -- Before a disturbance event occurs, a production line runs 
according to the original schedule, denote as S0 ;  

T
d T pT

Sold =S0+Sd+Sr

SrSdS 0 

SrS’dS 0 
Snew =S0+S’d+Sr

(a) Pre-generated schedule

Fig. 1. Example of Right-shift Rescheduling 

(b) Updated schedule by RSR 
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Reschedule phase -- Between Td and Tp, the original schedule segment Sd is not 
feasible because of the disturbance and a new reschedule segment (S'd) should be 
generated to replace Sd; 

Post-reschedule phase -- After match-up point Tp, the original schedule segment 
(Sr) can be caught up, and followed by the production line. 

Consequently, the new schedule is: Snew =S0 +S'd +Sr. The basic hypotheses for 
SMUR method include: 
a) Machine breakdown occurs randomly. The repair duration after machine 

breakdown can be obtained by breakdown type detection and real-time 
information analysis; 

b) The original schedule is optimal and should be kept as much as possible so as to 
guarantee the stability of a production schedule. 

2.3 Procedure of Single Machine Oriented Match-up Rescheduling 

The emphasis of SMUR is how to build S'd considering both the original schedule Sold 
and the real-time status of a production line. It can be carried out in a two-stage 
procedure. 

Search match-up point is a determination stage to evaluate if the disturbance can 
be completely absorbed within a restricted time span. If so, the set of production tasks 
to be rescheduled, denoted as ζ, is defined simultaneously. If not, it implies that the 
match-up rescheduling cannot be adopted. In this case we can simply employ RSR 
method to adjust the disrupted schedule. 

Update schedule is to rearrange the tasks in ζ before Tp, and obtain a new schedule 
S'd. There are two kinds of tasks in set ζ. One is principal tasks related to the 
breakdown machine MK, denoted as ζK, which is directly impacted by the disturbance. 
Another is subordinate tasks related to other machines except for the breakdown one, 
denoted as ζk , k≠K. Thus, ζ=∪ζk, k=1,…,m. Here, m denotes the number of machines 
in system. 

3 Single Machine Oriented Match-Up Rescheduling Algorithm 

The basic element of a production schedule is a task, denoted as i. A task can be done 
by a production job of processing a production item (e.g. lot) by a production resource 
(e.g. machine). We use q(i, k) or q to express production job of task i processed by 
machine k.  

The implementation of q has to meet production constraints of (1) each production 
item must run through the production line according to its production flow. Each job 
of an item must be processed after its predecessor job and before the successor one; 
and (2) each machine in a production line has its own production capacity. Task i can 
be scheduled on machine k after and only after machine k finished its last production 
task. Fig. 3 gives the flowchart of SMUR. 

As shown in Fig. 3, the existence of a match-up point is the pre-condition to 
employ SMUR to rescheduling. Otherwise, only other rescheduling method such as 
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RSR fits (Fig. 3D). Next, the two parts of SMUR algorithm, determine match-up 
point and reschedule task set (Fig. 3A,B) and update start time of each task (Fig. 3C) 
will be discussed respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3.1 Determine Match-Up Point and Reschedule a Task Set 

To search Tp and to determine ζ can be implemented simultaneously after disturbance 
occurs. While system is running according to the original schedule, each task has its 
pre-scheduled start time Xi,k, and given process time pi,k. There are total m machines in 
the system: Mk, kϵ(1,…,m). Suppose machine MK breakdown at time Td, and its 
estimative repair time is Tr. The determination of Tp and ζK starts from evaluating each 
task with Xi,k ≥ Td. According to the above mentioned principal tasks and subordinate 
tasks classification. The evaluation can be executed separately: 

First, to determine match-up time point of the breakdown machine (TK
M) and the 

principal reschedule task set (ζK) of breakdown machine MK. 
 Selecting possible impacted tasks in the original schedule of MK; and 

sequence them in ascending order; 

   )(min ,,
]1[

dKiKii TXXO ≥= ∀        (1)  

 Searching the last task be impacted by MK breakdown. The serial number of 
such task q satisfies (2); 


=

+ ≤−+
q

i
KqKir XpT

1
,1, 0)(                 (2) 

 Defining TK
M and ζK as (3) and (4) 

    Tk
M = Xq+1,K      (3) 

Fig. 3. Flowchart of SMUR 

 



222 F. Qiao et al. 

 

{ }][]2[]1[ ,,, q
K OOO =ζ      (4) 

Second, to determine match-up point (Tk
M) and the set of subordinate tasks to be 

rescheduled (ζk) of other machines, Mk, k≠K, except for the breakdown machine MK.  

  KkmkpXT kikii
M

k K
≠∈+= = ),,,1(,max ,, ζ ,   (5) 

{ } ,),,,1(,),( , KkmkTXTki M
kkidk ≠∈≤≤= ζ   (6) 

Based on the above two steps, the system match-up point (Tp) and the set of tasks to 
be rescheduled (ζ) for SMUR are defined as (7) and (8). 

),,1(),max( mkTT M
kp ∈=     (7) 

mζζζζ ∪∪∪= 21
     (8) 

3.2 Update Task Start Time 

After the determination of Tp and ζ, the time scope (from Td to Tp) and the tasks set (ζ) 
to be updated are clear. Each element (q) of ζ, is specified with attributes that includes 
all task related information, such as production type, current process step, start time, 
and process time duration. By rescheduling, the attribute of its start time (Xi,k) is to be 
updated.  

According to production constraints, the earliest start time of the next task at a 
machine is the larger one of the following two values: (a) earliest available time of the 
machine; and (b) earliest arrival time of the item to the machine.  

The procedure of updating task start time is designed to be an iterative one as 
shown in Fig. 4. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. The procedure of updating task start time 
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4 Case Study 

In order to verify the proposed SMUR method, a case study based on a typical 
Minifab model with 5 machines (Fig. 5) that is derived from a semiconductor 
production line is given. There are 3 production types: A, B and C. They have the 
same production flows from Step 1 to Step 6, but different production parameters. 
Table 1 describes the detail of their production flows. 

Table 1. Production flows of Minifab (unit: minute) 

flow 
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 

Ma Mb Mc Md Me Mc Md Ma Mb Me 
A 225 240 30 35 55 50 55 255 250 10 
B 225 240 35 30 60 45 50 255 250 15 
C 225 240 32 25 65 55 40 255 250 12 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

4.1 Evaluation Index 

(a) Stability 
Stability is defined as the degree of similarity of a new schedule and the original one. 
In our research, the index of stability is defined based on the deviation of the start 
time of each task as given in (9). 

, 0,
1

0( , )

n

new i i
i

new

ST ST
Stab S S

n
=

−
=
           (9) 

Here, S0 and Snew are the original and new schedules respectively; n is the number of 
tasks in set ζ; ST0,i and STnew,i  are start time of task i in the original and new schedules 
respectively. The smaller the value Stab(S0, Snew) is, the better stability performance 
the new schedule has. 

(b) Efficiency 
Efficiency evaluates the effect of a selected objective function after rescheduling. This 
work selects the equipment utilization as the objective function, and defines 

Fig. 5. Minifab model 



224 F. Qiao et al. 

 

efficiency as the deviation of mean equipment utilizations under new and original 
schedules as (10).  


=

−
=

m

k k

kknew
knew p

pp
SSUtil

1 ,0

,0,
0 ),( λ                  (10) 

Here, P0,k and Pnew,k  are utilization of machine k under the original and new schedules 
respectively. λk is the weight coefficiency which can distinguish the importance of 
different machines. The bigger the value in (10) is, the better efficiency performance 
the reschedule has. 

4.2 Simulation and Analysis 

Each simulation running duration is set to be 24 hours. Suppose there are 8 
breakdowns at different machines at different disturbing time points as listed in Table 
2. The duration of each breakdown is also given. With different rescheduling methods, 
the RSR, and the proposed SMUR, simulation results are shown in Figs. 6. and 7. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 

 

Number of
breakdowns

Table 2. Test sample of production disturbance 

No Td Machine Duration (min) 

1 2008-1-1 3:13 Ma 55 

2 2008-1-1 5:13 Mc 34 

3 2008-1-1 7:13 Me 60 

4 2008-1-1 9:13 Mb 40 

5 2008-1-1 10:25 Md 40 

6 2008-1-1 12:51 Ma 68 

7 2008-1-1 14:21 Mc 68 

8 2008-1-1 18:04 Me 39 
 

Fig. 6. Comparison of rescheduling stability 
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Figs. 6. and 7. show that SMUR is prior to RSR in performance of both stability 
and efficiency. And with the increase of disturbance frequency, the improvement of 
SMUR than RSR becomes higher. 

5 Conclusion 

Rescheduling allows manufacturers to react to disturbances and revise schedules. In 
this paper, breakdown machine oriented match-up rescheduling approach is proposed. 
A representative semiconductor production example line, Minifab model, is used to 
validate the proposed methods by simulation. Comparison results show that the 
rescheduling stability and utilization performances can be improved. 
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Abstract. In the field of CNC machining, comparing with point milling, flank 
milling has a significant advantage in terms of processing efficiency. However, 
for machining of complex surfaces or large ruled surface, we have to divide the 
whole surface into different regions and then the flank milling is employed. 
With the method of sub-regional flank milling, we can achieve those goals. In 
this paper, iso-parametric method is used for dividing ruled surface into sub-
regions and the LBM method for the tool path generation. In order to test and 
verify the accuracy of the proposed method, the tool path error is calculated by 
comparing the nominal surface with the one enveloped by the tool movement. 
Envelope theory of two-parameter family of spheres was used to get the 
envelope surface. Tool path error can be calculated by signed distance between 
the ruled surface and the envelope surface. 

Keywords: ruled surface, flank milling, sub-regional, envelope surface, error 
analysis. 

1 Introduction 

Ruled surface machining has attracted interest due to the fact that complex surfaces 
can be approximated using piecewise ruled surface. Also, ruled surface is widely used 
in power-driven devices, such as impellers and blades. The quality of ruled surface 
plays an important role in the whole device, especially on the aerodynamic 
characteristics and operational reliability. 

Compared with traditional point milling, flank milling takes the advantages of its 
high material removal rates. Researchers have proposed many methods to tool path 
generation for flank milling of ruled surface. Liu[1] presented double point offset 
(DPO) method. Two points on a rule are offset by a distance, which equals to the tool 
radius. The tool axis orientation can be defined by joining the two points. Redonnet et 
al.[2] proposed a method in which they positioned a cylindrical cutter tangent to the 
ruled surface at three points: two points on two directrices, and one point on a ruling. 
The method is accurate but complex on computation and time consuming. Bedi[3] 
developed a method sliding the cutter along two rails, keeping the cutter tangent to 
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both curves at every parameter value. Chiou[4] proposed a swept envelope approach 
to determine tool position for five-axis ruled surface machining. The initial tool 
positional are located to contact with two directrices of a ruled surface. The swept 
profile of the tool is then determined based on the tool motion. By comparing the 
swept profile with the ruled surface, the tool positions are corrected to avoid 
machining errors. However, the method does not reduce the total machining error. 
Gone [5] proposed three points offset(TPO) strategy to approximate the offset 
surface. 

Generally speaking, flank milling cannot be employed directly to machining of 
complex surfaces. When finishing a complex surface or a large ruled surface, people 
have to divide the whole surface into different sub-regions. For these reasons, in this 
paper, we approach the problems of dividing the whole ruled surface into sub-regional 
with a new perspective. Iso-parametric method has been used for dividing ruled 
surface. 

We begin with dividing the whole surface into many sub-region surfaces by iso-
parametric method, then generate tool path for flank milling of sub-region surfaces by 
the LBM method[6]. Next, envelope theory of two-parameter family of spheres[7, 8] 
was used to obtain analytical expressions of envelope surfaces. Finally, the tooth path 
errors can be calculated by signed distance[9] between the ruled surface and the 
envelope surface. 

2 Generation of Tool Path and Envelope Surface 

2.1 The Generation of Tool Path 

In this section, we discuss the generation of tool path for ruled surface with the 
method of sub-regional in details. As shown in Fig. 1, the ruled surface can be 
described as: 

( , ) (1 ) ( ) ( )S u v v B u vT u= − +  (1) 

A conical tool is tangential to the two guiding rails ( )rT u (top rail) and ( )rB u (bottom 

rail), and the two tangency points are selected at the same parametric value u . The 
top circle center TC  and the bottom circle center BC  on the conical tool are 

calculated to determine the tool orientation and position. The radius of top and bottom 
circles are TR  and BR , respectively. An appropriate frame should be selected to 

develop the mathematical relationships between the ruled surface and the conical tool. 

As the conical cutter is tangential to ( )rT u  and ( )rB u , the axis tT


 , mT


 and bT


 in 

the frame at ( )rT u  is defined as follows: 
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Similarly, the frame tB


, bB


 and mB


 at ( )rB u  can also be determined. bT


 and  

mT


 is perpendicular to tT


. TC  lies in the plane spanned by ( )rT u , bT


 and mT


 , 

and ( ) TT u C−  is perpendicular to tT


. The angle between the vector from ( )rT u   to 

TC  and mT


 is θ , and the angle between the vector from ( )rB u  to BC  and   mB


 
is β . We can obtain the following equations by the geometric relationship in Fig.1. 

From Eqs.2-5, we can get the following equations: 

where: 

With the Eqs.6-7, the unknowns ,θ β  and TR  can be solved. TC  and BC  can be 

calculated with Eqs.2-3, and the tool position and orientation can be obtained. 
The simplest way to divide a surface is the iso-parametric method[10]. Specifically, 

when parameter v  equals 0.5, we can get a curve ( )rD u  (divided rail) in the middle 

of the whole surface. The curve ( )rD u  is bottom rail with curve ( )rT u  and top rail 

with curve ( )rB u . The whole ruled surface has been divided into two sub-regions. 

The tool path generation of each sub-regional is separated. To avoid interference we 
could machining the surface like Fig.2 shows. 

( ) cos( ) ( ) sin( ) ( )T r T m T bC T u R T u R T uθ θ− = +
 

 (2) 

( ) cos( ) ( ) sin( ) ( )B r B m B bC B u R B u R B uβ β− = +
 

 (3) 

( ) ( ( )) 0T B T rC C C T u− ⋅ − =  (4) 

( ) ( ( )) 0T B B rC C C B u− ⋅ − =  (5) 

(cos( ) sin( ) ) 0m b Tl T T Rθ θ⋅ + + =
  

 (6) 

(cos( ) sin( ) ) 0m b Bm B B Rβ θ⋅ + + =
  

 (7) 

( ) ( ) cos( ) sin( )r r B m B bl T u B u R B R Bβ β= − − −
  

 (8) 

( ) ( ) cos( ) sin( )r r T m T bm T u B u R T R Tβ β= − − −
  

 (9) 

 

Fig. 1. Example position of conical tool on 
ruled surface 

 

Fig. 2. Example position of conical tool of 
sub-regional flank milling method 
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2.2 The Generation of Cutter Envelope Surface 

Theoretically the cutting error is inevitable when machining a non-developable ruled 
surface using the flank milling method. So the crucial problem of flank milling is to 
calculate cutter error and analysis it on the whole ruled surface. In this section 
analytical expressions of envelope surface by movement of conical cutter can be 
obtained with the help of envelope theory of two-parameter family of spheres. So we 
can calculate cutter error by signed distance between the ruled surface and the 
envelope surface. Meanwhile, the relationship between envelope surface and cutter 
axis can be obtained. That means the envelope surface shape control can be 
transformed into the control of tool axis, thus providing the foundation for optimizing 
tool axis in the future work. 
 
 

 

Fig. 3. Envelope of the two-parameter family of spheres 

Consider a smooth two-parameter family of spheres, a congruence of spheres, in 
3D. Let the surface of sphere centers be given in a parametric form 

3{ ( , ) , ( , ) 0 }a t R r a t RΨ ∈ > ∈ , where ( , )a tΨ  is the surface of sphere centers, and R  

is radius of the sphere. In the tangency point, envelope surface and the sphere have 
the same normal vectors, and the normal vector of envelope surface is the radial 
direction of the sphere. Therefore, the ( , )a tΨ  is expressed as:  

where ( , )n a t  is the unit normal vector of the envelope in the direction of 

( , ) ( , )X a t a t− Ψ , as shown in Fig.2. In Eqs.10, calculating the partial derivatives to 

parameters a  and t  respectively, we have: 
 

( , ) ( , ) ( , ) ( , )X a t a t r a t n a t= Ψ +  (10) 
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aX , tX  is perpendicular to n , so 

The normal vector n  can be expressed in terms of the Gauss frame of the surface 
( , )a tΨ  as 

Taking the dot product of Eq.11 with aΨ  and tΨ , we have 

where, 
111 12

11 12

21 22
21 22

g gg g

g gg g

−
   

=   
  

. 

Substituting Eq.14 into Eq.10, and taking the dot product of the resultant equation 
with n , we have 

2 11 12 2 221 ( 2 )a a r tr g r r g r gγ = ± − + +  (15) 

Finally, analytical expressions of envelope surface ( , )X a t  can be obtained by 

substituting Eq.13 into Eq.10. 
For conical tool, the surface of sphere centers is ( , ) ( ) ( )a t al t p tΨ = + , the surface 

of sphere radius is ( , ) cos sinr a t R aϕ ϕ= + , where 3( )p t R∈  is the curve of tool tip 

point, 2( )l t S∈  is the direction curve of tool axis, ϕ  is the half cone angle of the 

tool, 0 1[ , ]t t t∈  , 2
0 1( , ) [ tan , / cos tan ] [ , ]a t R H R t tϕ ϕ ϕ∈ + × . 

Select the LBM paper’s data[6] to simulate the ruled surface, the two rail   
( )Tr u and ( )Br u  are Bezier curves, and the control points are demonstrated in Table 

1. The conical tool parameters are: tip radius 0 3.175R = mm, length of cut 

60L mm= , tool half angle 15° . 

Table 1. The control points of the two rails 

 0T  1T  2T 0B 1B 2B  
Concave (65,15,-5) (30,30,-5) (0,60,-5) (60,9,-35) (30,30,-35) (15,75,-35) 

Convex (60,9,-5) (45,45,-5) (15,75,-5) (65,15,35) (45,45,-35) (0,60,-35) 

We get 30 individual tool positions and orientations with the two-rail method. 
Envelope surface can be calculated with the tool positions and orientations. We pick 
up 100 100×  disperse points on the ruled surface. The envelope surfaces generated 
by whole surface and sub-regional are showed in fig.4. 

,a a a a t t t tX r n rn X r n rn= Ψ + + = Ψ + +  (11) 

,a a t tn r n rΨ ⋅ = − Ψ ⋅ = −  (12) 

s
a tn nα β γ= Ψ + Ψ +  (13) 

11 12 21 22,a tg g r g g rα β α β+ = − + = −  (14) 
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Fig. 4. The generation of tool path and envelope surface of whole surface and sub-regional.    
(a) Upper sub-regional. (b) Lower sub-regional. (c) The whole surface. 

3 Cutting Error Analysis 

For non-developable ruled surfaces, from mathematics point of view, it is impossible 
to flank milling of workpiece exactly, so the cutting error analysis is crucial. In this 
section, we calculate the cutter error by signed distance theory. 

 
Fig. 5. The function of signed distance 



 Sub-regional Flank Milling Method 233 

The only foot point of point p  is point q  which is on the surface ( )S w , signed 

distance from point p  to surface ( )S w  is defined as  

where point q  belongs to ( )S w , qn  is unit normal direction of point p , the 

positive and negative value represents whether it point to p  or the opposite, the 

normal direction of point q  pass through point p . Fig.5 gives an illustration.  

Positive and negative of the signed distance represents undercut and overcut, 
respectively. We calculate the cutter error and obtain the error distribution in the 
whole surface, as show in Fig.6, and we get maximum overcut, undercut and mean  
 

Table 2. Cutting errors of milling the whole surface and sub-regional(mm) 

Overcutmax Undercutmax Mean error 

Flank mill whole surface 0.8771 0.1115 0.1510 
Flank mill upper sub-regional 0.1282 0.0169 0.0213 
Flank mill lower sub-regional 0.1031 0.0373 0.0207 
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Fig. 6. The cutting error distributions of the whole surface and sub-regional. (a) Upper sub-
regional. (b) Lower sub-regional. (c) The whole surface. 

( , ) ( )s qd p w p q n= − ⋅  (16) 
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error as show in Table 2. It can be seen that the error is reduced by a great value with 
the sub-regional flank milling method. 

4 Conclusions and Future Work 

In this paper, sub-regional flank milling method has been preliminary studied. We 
propose an iso-parametric method to divided the rule surface. Tool path is generated, 
and envelope surface is generated by movement of the tool. The cutter error has been 
discussed. It can be seen the error is reduced greatly with the sub-regional flank 
milling method.  

The future work is to optimize the tool path and do further research about how to 
divided the ruled surface.  
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Abstract. This paper presents the initial results achieved by the ROBOFOOT 
project aimed at contributing to the introduction of robotics in the Footwear 
Manufacturing Industry. In particular, user requirements, operations selected 
and technical achievements reached so far are described. Visual servoing 
solution developed for shoe pose identification is described with deeper detail. 
The introduction of this technology allows the coexistence of current working 
practices and robotic solutions, with minor changes in the production means 
already existing in most companies. This has been identified as one of the 
requirements by the end-users taking part in the project.  

Keywords: Footwear, Force Control, Visual Servoing, Programming. 

1 Introduction 

With more than 26.000 companies and almost 400.000 employees footwear industry 
is still relevant in Europe [1]. However trend shows a clear decline on business 
figures; low cost countries are becoming an obvious threat for the future of the sector. 

Fashion Footwear production is currently mainly handcrafted. Some 
manufacturing processes are assisted by specialized machinery (last manufacture, 
cementing and cutting) and there exist highly automated lines in mass production of 
technical shoes (i.e. safety footwear). But most production is still handmade, being 
especially true in the case of high added value shoes production, where Europe 
maintains its leadership. 

The introduction of intelligent robotics may contribute to overcome the complexity 
in the automation of the processes of this industry that accounts for some of the 
shortest production runs to be found (eight pairs of shoes is the average order size). 
The main reasons that justify this lack of automation and extensive labor demand are: 

• High number of products variants. On the one hand, a minimum of two different 
collections (summer & winter) of shoes are developed to be presented to the 
customers every year. As an average, more than 200 different models are 
manufactured for the two seasons. On the other hand, it is necessary to adapt each 
model to at least six different sizes and two sides (left and right). 

Finally, we have to take into account that each model can be manufactured in 
different leather qualities and colors. 



236 I. Maurtua, A. Ibarguren, and A. Tellaeche 

• Complex manufacturing process. For each model it is necessary to develop and 
manufacture the last (the rough form of a human foot used in shoemaking to 
provide the fit and style of the shoe), to produce the list of components (sole, heel, 
sock, strap, inner parts, etc.), to cut the inner and outside parts, to stitch different 
part to form the upper. 

• Complex assembly process. The assembly process is very laborious (up to 25 
different operations) and especially complex in fitting operations due to the non 
uniformity and the different elasticity of the natural leather as well as the non-rigid 
nature of the components. Finally each pair of shoes requires a final inspection 
(small spots or color differences in the leather, correct alignment of parts, etc.) and 
they are packaged. 

 

Fig. 1. Semi-automatic assembly operation 

Although some companies in this sector tried to incorporate robotic solutions, they 
did not succeed in the objective except for the injection process. The EU co-funded 
ROBOFOOT project is developing different solutions to facilitate the introduction of 
robotics in traditional footwear industry. 

This paper presents some initial results, starting with the user requirements 
presented in Section 2 and the Operation selection in Section 3. First technical results 
are described in Section 4 with more detailed information on visual servoing 
achievements. Finally Section 5 summarizes the re-design of the manufacturing 
process. 

2 Robots in Footwear Industry: User Requirements 

The project consortium has done a deep analysis of current practices and main needs 
of Footwear Industry. The process has included reviewing several studies, the internal 
analysis of the two end-user partners, ROTTA and PIKOLINOS, and the contribution 
of the rest of partners that visited both manufacturing plants and participated in the 
decision making process providing their technical background. In summary, the main 
requirements identified are the following: 
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• Quality: introduction of robots shouldn´t increase the number of shoes that need 
some kind of retouching at the end of the line (currently an average of 80%). On 
the contrary, as most of these small faults are due to the low stability of some 
processes, it is expected that the use of robots will contribute to reduce these 
retouching operations. 

• Impact in current production process: A basic requirement is the possibility to 
combine current production procedures with the robotized solutions proposed by 
ROBOFOOT. This includes the coexistence of manual operations with robotized 
ones and the reuse of existing production means. 

• Efficiency: reduction of manufacturing time. It should be taken into account that 
the robotized production has to be integrated in current production. So, reduction 
of individual operation time cannot be considered an objective unless we consider 
combining two operations. 

• Production flexibility. Two business trends demand new and more flexible 
manufacturing technologies [2]: on the one hand, higher flexibility and adaptability 
at a process level: Due to changes in the habits and behaviours of (both industrial 
and private) consumers, product life cycles are getting shorter and more product 
variants have to be offered. On the other hand, demand for higher flexibility and 
adaptability at plant and supply chain level: Shoe manufacturing companies have 
to be able to shortly react on changes on the market. 

• ROBOFOOT has to guarantee the production flexibility, handling a wide variety of 
models/sizes coexisting in the production line and allowing frequent model 
changes 

• Reduction of costs. Although it is not the main reason for introduction of robotics 
in this sector, it will allow some workers to do tasks with higher added value and 
overcome the lack of skilled workers for some operations. 

• Working conditions. Currently there are several operations that involve potential 
risk for workers (dust, use of solvents, rotating parts, effort...). Introducing robots 
has to help in reducing the potential risk of those operations to the minimum. 

• Usability and maintainability. The system has to be easy to use and maintain by no 
specialists. 

3 Operation Selection 

The criteria used for operation selection have been: 

• Has it a positive impact on initial requirements? 
• Does it mean an innovation in the process? 
• Is the operation applied in most shoe types? 
• Are there many variants in the way of doing the process? Can we cope with most 

of them? 
• Is the solution proposed suitable to be used in other operations? 
• Does it seem feasible to be done in the timeframe of the project? 
• Is it suitable to be introduced in a demonstrator? 



238 I. Maurtua, A. Ibarguren, and A. Tellaeche 

According to the criteria established and the analysis of operations, it has been 
established a ranking of operations, grouped in three prototypes: 

• Basic prototype. It includes individual operations: Roughing, Gluing, Inking, 
Polishing, Last Manufacturing. 

• Intermediate prototype. They correspond to some operations that can be combined 
in the same robotic cell: Roughing+ Gluing; Inking+ polishing+ last removal. 
Inspection will be included as well, in order to detect the presence of nails, assess 
gluing and roughing processes and to identify defects on the shoe. 

• Final prototype: It corresponds to the most challenging operation, i.e. packaging. A 
complete robotized cell has been designed, although only some of the sub-
operations will be implemented in the context of ROBOFOOT. 

4 Technologies for Robotic Footwear Production 

4.1 Robot Programming and Controlling 

The general approach for robot programming and controlling is presented in the 
picture below.  The starting point is the 3D information of the shoe. It can be obtained 
from the CAD or from a digitalization of the shoe mounted on the Last (not all 
companies use 3D CAD system for shoe designing). 

Technicians define the trajectories for the different operations, including 
technological features (1). 

The resulting file is the input for the postprocessor that generates the robot 
program in PDL2 language, specific for the COMAU robots used in the project (2). 

To overcome the problem of minor misalignments between the Grasping Device 
and the last it is necessary the correction of the resulting program (3). Finally, real 
time adjustment of trajectories is needed for several operations, such as roughing (4). 

 

Fig. 2. General scheme for trajectory generation/control 
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Visual Servoing 

Shoes go from one working station to the next one on trolleys that are placed in the 
Manovia. For each shoe on the trolley, the robot has to take it, manipulate it in the 
workstation (roughing, gluing,...) and leave it back on the trolley. Due to the fact that 
we are combining manual and robotized operations, it is not guaranteed an accurate 
positioning of the shoe on the trolley by workers. 
Some colors show up very poorly when printed in black and white. 

To overcome this problem and achieve a precise shoe grasping, a visual servoing 
system has been developed. The system uses images to estimate the pose of the 
Grasping Device attached to the shoe (external metallic element that allows a reliable 
grasping) and based on those estimations the robot corrects its pose until the desired 
position is reached. It is necessary to perform the grasping task with a precision of 
around 1 millimetre and 1-2 degrees in each axis to avoid damages in the shoe. The 
manoeuvre should not take more than 5-6 seconds to maintain the production time 
cycle. 

The pose identification is difficult due to the industrial nature of the scenario; 
problems like the poor illumination of those environments, the metallic nature of the 
Grasping Device which makes difficult a proper illumination, as well as the wax and 
ink used during the shoe making process that can be adhered to the Grasping Device. 
All the above facts make it difficult to acquire good quality images to estimate the 
pose of the shoe. 

TEKNIKER has developed a 6DOF visual servoing system using a dynamic look-
and-move approach, including a particle filter to deal with the uncertainties 
(illumination, dirt in the Grasping Device…) of the image acquisition process. The 
process is as follows: 

 

Fig. 6. Visual servoing schema 

• Feature extraction from the image. In this step the image is analyzed, trying to find 
features of the Grasping Device, such as holes and edges. Even so, due to the 
uncertainties of the images it is difficult to determine exactly the position and 
dimensions of those features. To overcome this problem, different hypothesis have 
been extracted for each feature, determining possible positions and dimensions of 
the holes and edges.  
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• Pose estimation of all possible hypotheses. Based on the features extracted in the 
previous step, different poses are estimated, each of them related with a hypothesis. 

• Fusion of those hypotheses by means of the particle filter to get the final pose 
estimation. The particle filter uses the estimated poses to determine which of the 
particles (hypothesis) are the most suitable for the given state and uses this 
distribution to improve the estimations in further steps. 

• Robot movement based on the estimated pose. The robot moves in the workspace, 
trying to correct orientation and distance errors. 

Based on the described loop, the system corrects iteratively the robot position until 
the desired one is achieved, as shown in Fig. 5. The experiments show good 
performance of the system, reaching high success rate and fitting in the time 
constraints previously explained. 

4.2 Manipulation 

In ROBOFOOT two different problems are considered: manipulation with Last and 
manipulation without Last, just the shoe. 

In the first case it has been necessary to modify the current Lasts by introducing an 
external element, the Grasping Device (GD) that allows grasping the last with the 
required rigidity and repeatability. This modification has been done in such a way that 
Lasts are compatible with existing manufacturing machines at end-users facilities. 
Some colors show up very poorly when printed in black and white. 

The vision system makes possible the identification of the pose of the lasts both on 
the manovia and when they lie on the exit of a chiller. 

In the second scenario (shoes without Lasts) the deployment of a simple parallel 
gripper would damage the shoe and special grippers (for instance suction) would only 
be helpful for some shoe types and materials. To achieve this objective DFKI is 
developing a bimanual multifingered robotic approach based on the AILA [3] robot 
and the iCub hands [4]. 

5 Manufacturing Process Redesign  

5.1 Manufacturing Cells 

Three manufacturing robotic cells have been designed and implemented: 

• Roughing, gluing and last milling: A multifunctional robotized cell for bottom and 
side roughing, gluing and last milling has been conceived by QDESIGN. Attention 
has been paid on how the roughing and gluing activities are actually performed by 
ROTTA. 

• Polishing, inking and last removal: A robotic cell has been designed by AYCN. 
This cell integrates a robot that takes the shoes from the exit of the chiller, does the 
inking and polishing processes and, finally, opens the last for manual removal of 
the shoe by the operator. Inking is carried out in a conventional cabinet where 
painting guns are placed at fixed positions. Polishing operations are carried out 
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using a roller similar to those used in the conventional process, but the frame has 
been adapted to allow force monitoring. 

• Packaging: it includes all the phases needed to pack a pair the shoes. 

5.2 Quality Assessment 

Quality inspection is currently done by workers at the end of the manufacturing 
process, just before packaging. These operators are in charge of doing manual 
reworking of shoes to repair small defects (80% of shoes require this kind of task). 
Due to this fact, it was decided that quality assessment supported by robots had to be 
implemented to verify the goodness of intermediate operations to ensure the final 
quality of the shoe. Specifically it was decided implementing visual inspection 
techniques in roughing, gluing and nail removing steps. Surface defects (cuts, scars, 
colour irregularities, etc.) will be tackled as well. 

The robot manipulates the shoe inside inspection cabinet, where the following 
operations are verified: 

• Roughing: There are two different objectives: to control the boundaries of the 
roughed area and to verify that the leather has not been damaged due to over-
roughing. Different machine vision approaches, including thermography, are under 
dvelopment. 

• Nail removing: the aim is to detect that there are not nails left on the sole (their 
removal is done manually by an operator). The proposed approach is to search the 
position of nails initially (once they are hammered in the last, although not 
necessarily just after this operation) and restrict the search space to those locations 
after the nail removal operation to guarantee that all of them have been removed. 

• Gluing: To detect the excess (or lack) of glue in the shoe an additive sensible to 
ultraviolet light is added to the glue, making it easier to detect the presence of such 
excess or lack of glue. Using the correct lighting a simple threshold algorithm 
allows glue detection. 

• Texture analysis: 2D vision will be used to detect marks, patterns and color 
changes on the leather surface. 

6 Future Work and Acknowledgments  

The project will last until February 2013. The last months will be devoted to 
experimental validation of the robotic solutions for each operation and the 
implementation of the packaging system. 

Acknowledgments. This work has been performed within the scope of the project 
“ROBOFOOT: Smart robotics for high added value footwear industry “. 
ROBOFOOT is a Small or Medium- scale focused research project supported by the 
European Commission in the 7th Framework Programme (260159). For further 
information see http://www.robofoot.eu. 
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Abstract. A multi-objective optimization problem has been proposed and 
developed in determination of the optimal combination of end milling process 
parameters. Experiments have been designed with five input cutting process 
parameters at five different levels. The values of surface roughness in both 
down milling process and up milling process are the required objective 
parameters. The Taguchi optimization technology coupled with Grey relational 
analysis has been applied for solving the proposed multi-objective optimization 
problem to achieve the desired machined surface quality characteristics. 
Simulation experiments give the optimal parametric combination. Furthermore, 
the modeling of machined surface topography on the texture profiles along the 
feed direction is formulated as a nonlinear programming problem with 
constrained conditions. Simulation experiments for the machined surface 
topography with the initial and optimal combination of end milling process 
parameters are implemented and the simulation results verify the feasibility of 
the proposed model and method. 

Keywords: Process parameter optimization, Taguchi method, Grey relational 
analysis, Surface topography simulation. 

1 Introduction 

As a basic machining process, end milling is one of the most important and widely 
used metal removal processes in manufacturing and engineering industries. One of the 
essential criterions for selecting a proper manufacturing process is the functional 
performance of machined surface [1]. Surface topography of machined surface is 
significant for their functional performance. Three-dimensional topography of the 
machined surface is very important when surface functions are taken into 
consideration [2]. Among many parameters to characterize the surface topography, 
surface roughness is one of the most important parameters for evaluating the 
technological quality of a product. Accordingly, how to enhance the quality of the 
machined surface has been become an essential issue in the field of optimizing 
machining process parameters. 

The machined surface topography is one of the most important indexes for 
evaluation of machining quality. There are many research works on this topic. 
Elbestawi et al. [3] proposed a surface topography model to examine the surface 
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topography characteristics of steel workpieces in finish machining. Toh [4] evaluated 
cutter path orientations and provided an in-depth understanding on the surface texture, 
with conclusion that milling in a single direction vertical upward orientation gives the 
best workpiece surface texture. Antoniadis et al. [5] proposed a novel simulation 
model to determine the surface produced and the resulting surface roughness for ball-
end milling. Zhang et al. [6] developed a new and general iterative algorithm for 
simulating the machined surface topography in multi-axis ball-end milling. 

The common methods to tackle the problems of process parameter optimization in 
metal cutting processes include statistical regression analysis, artificial neural 
network, response surface methodology, mathematical programming, and Taguchi 
method [7]. Experiments designed by means of the Taguchi orthogonal array show 
great success in process optimization [8-12]. The Taguchi method is a very powerful 
tool for solving process parameters optimization problems in the field of 
manufacturing and engineering industries [9], which provides a simple and efficient 
approach to optimize the design parameters. However, the traditional Taguchi method 
cannot be used for solving multi-objective optimization problems. To overcome this 
problem, the Taguchi method coupled with Grey relational analysis [13] is adopted in 
this study. In addition, the topography of the machined surface is simulated to validate 
the effectiveness of the proposed method. 

2 End Milling Parameters Optimization 

2.1 End Milling Surface Topography Formulation 

As illustrated in Fig. 1 the frame configuration in the milling process, a set of 
coordinate frames are established to describe the relative motion relationship between 
the cutter edge and the workpiece. The Cartesian coordinate systems W W W WO X Y Z , 

A A A AO X Y Z , C C C CO X Y Z , j j j
E E ECO X Y Z , f f f

i i iFO X Y Z  represent the workpiece 
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Fig. 1. Frame configuration in the milling process 
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coordinate frame, the main shaft coordinate frame, the cutter coordinate frame, the 
local coordinate frame attached to the jth cutting edge, the local coordinate frame 
whose origin is located at a sample point ( , , )f f f f T

i ix iy izP p p p= , respectively. jϕ  is the 

angle between the axis C CO X  and axis j
ECO X . The vector ( ,0,0)T

xf=f  represents 

the feed rate vector. 
The coordinates of a given point ( , , )

ij ij ij

e P P P T
i E E EP x y z=  on the jth cutting edge with 

respect to the coordinate frame j j j
E E ECO X Y Z  can be formulated as 

cos( )
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/ tan
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P P
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ijE

x R
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=  (1) 

where R  represents the radius of the cutter, P
ijθ  is location angle of the jth cutting 

edge point in the ith cutter flute, and β  is the helix angle of the cutter. In order to 

transform the motion of points on the cutting edge with respect to the workpiece 
coordinate frame into the motion of points on the cutting edge with respect to the 
machining feature points, the transformation matrix can be constructed as follows: 

cos sin 0 0

sin cos 0 0( )
0 0 1 0
0 0 0 1

j j

C j j
jE

ϕ ϕ
ϕ ϕϕ

 
 
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where 0
2 ( 1)

j
t

j
N

πϕ ϕ −= +  represents the position angle of the jth cutting edge relative 

to the cutter coordinate frame with 0ϕ  the initial position angle and tN  the number 

of the cutter tooth. Analogously, the transformation matrix between the cutter 
coordinate frame and the main shaft coordinate frame can be constructed as follows: 

cos( ) sin( ) 0 cos( )
sin( ) cos( ) 0 sin( )( )

0 0 1 0
0 0 0 1

A
C

t t e t
t t e tt

ω λ ω λ ω λ
ω λ ω λ ω λ

 
 
 
 
 
  

+ − + − +
+ + − +=T  (3) 

where ω  represents the angular speed of the end mill, λ  represents the initial angle 
between the axis C CO Y  and axis C AO Y , t  is the time of cutter traveling the 

workpiece, and e  represents the run-out of the cutter body due to the misalignment 
between the cutter axis and the spindle axis. The transformation matrix of the main 
shaft coordinate frame with respect to the workpiece coordinate frame can be 
described as 
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where ( , , )yx z T
s s sS p p p=P  represents the initial position vector of the axis of the 

cutter. The workpiece coordinate frame with respect to the local coordinate frame 
whose origin is located at a sample point ( , , )f f f f T

i ix iy izP p p p=  can be expressed as 
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By combining Eqs. (1)-(5), an explicit, kinematical trajectory expression of cutting 
edge point with respect to machining feature point can be formulated as 

( , , , , , , , )
tan

( , , , , , , , ) cos( ) cos( )
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 (6) 

Since the cutting edge trajectories along the feed direction are cycloid as a result of 
the combination of both translational motion and rotational motion of the end mill, 
based on the geometrical characteristics of the cutting edge and the tool path, the 

surface topography corresponds to the values of AP

AP

F
Ez  with P

ijθ  and t  satisfying the 

condition that the cutting edge always contacts with the machined surface, then the 
contact constraint equation system can be derived. To find the minimum from a set of 
trochoidal motion of the cutter tooth with respect to the machining feature, the 
problem can be formulated as a nonlinear programming problem with constrained 
conditions as follows: 
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The initial values satisfy the following conditions： 
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By means of solving this nonlinear programming problem with constrained conditions 
described in Eq. (7), the values of P

ijθ  and t  during the milling process can be 

derived. By substituting the derived values of P
ijθ  and t  into the expression 

( , , , , , , , )AP

AP

F p
t j ijEz R N e tω λ ϕ θ , the corresponding minimal values can be extracted so as 

to construct the surface topography as well as the texture profile. 

2.2 Grey Based Taguchi Method for Optimization of End Milling Parameters 

Generally speaking, classical process parameters design [14] is complicated and not 
convenient to implement with increasing number of process parameters. In order to 
solve this problem, Taguchi [15] proposed a standard orthogonal array to reduce the 
time required for experimental investigation. A loss function is developed to measure 
the deviation of the performance characteristic from the desired value. The value of 
the loss function is then converted to the signal-to-noise ratio (S/N ratio). It is true 
that a larger S/N ratio means a better performance characteristic when optimize a 
single performance characteristic. However, when optimize multiple performance 
characteristics, there is a problem that the higher S/N ratio for one performance 
characteristic may be the lower S/N ratio for another performance characteristic. To 
overcome this problem, the Grey relational analysis is adopted in this study. 

In the Grey relational analysis, the first step is the generation of Grey relational, 
that is, normalize the S/N ratio ranging from zero to one and calculate the Grey 
relational coefficient to express the correlation between the desired and actual S/N 
ratios. In this study, the normalized values of surface roughness, corresponding to the 
lower-the-better characteristics criterion, can be expressed as 

max ( ) ( )
( )

max ( ) min ( )
i i

i
i i

y k y k
x k

y k y k
−= −  (9) 

where ( )ix k  is the value after the Grey relational generation, min ( )iy k  and 

max ( )iy k  are the smallest value and the largest value of ( )iy k  for the kth response, 

respectively. The Grey relational coefficient ( )i kξ  can be formulated as 
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ψξ ψ
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where 0 0( ) ( )ii x k x kΔ = −  is the absolute value of the difference between the ideal 

sequence 0( )x k  and ( )ix k , ψ  is the distinguishing coefficient satisfying 0 1ψ≤ ≤ . 

minΔ  and maxΔ  are the smallest value and the largest value of 0iΔ , respectively. By 

averaging the Grey relational coefficients, the Grey relational grade can be given as 
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1 ( )
n

i i
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k
n

γ ξ
=

=   (11) 

where n  is the number of process responses. The evaluation of overall performance 
characteristic depends on the Grey relational grade. Using this method, the 
optimization of multiple performance characteristics can be converted to optimize a 
single Grey relational grade, since the optimal combination of process parameters is 
achieved corresponding to the highest Grey relational grade. 

3 Verification 

3.1 Experimental Design and Simulation Result 

Various cutting process parameters affect the machined surface topography and the 
surface roughness, which are indexes of importance for evaluating the machining 
quality. In the experiment, five cutting process parameters at five different levels each 
have been taken into consideration, namely, the cutter diameter, the cutter helix angle, 
the feed per tooth, the axial depth of cut, and the spindle speed. Process parameters 
during the simulation experiment with their symbols and values at different levels are 
listed in Table 1. The initial cutting process parameter settings are marked with 
asterisks in Table 1. The setting values of the number of cutter tooth , the radial depth 
of cut and the spindle run-out error are 4, 0.5mm and 5μm, respectively. The spindle 
run-out error refers to the run-out of the cutter body due to the misalignment between 
the cutter axis and the spindle axis. The design matrix is selected according to the 
Taguchi’s orthogonal array design, which consists of 25 sets of coded conditions. 

The surface roughness is usually quantified by the vertical deviations of a real 
surface from its ideal form. The commonly used three surface roughness parameters 
are Ra, Ry and Rz. Ra represents the arithmetical mean deviation of the profile. Ry 
represents the maximum height of the profile. Rz represents the mean roughness 
depth. Here, only Ra and Ry are considered in both down milling process and up 
milling process. The mean Gray relational grade for each cutting process parameter at 
levels 1, 2, 3, 4 and 5 have been listed in Table 2. It can measure the effect of each 
cutting process parameter at different levels. Fig. 2 shows the graphical representation 
of the S/N ratio for the overall Gray relational grade, where the dashed line represents 
the value of the total mean S/N ratio. According to the large-the-better criterion and 
Fig. 2, the optimal combination of the cutting process parameters can be determined, 
that is A5 B3 C1 D5 E5, where A, B, C, D and E represent the corresponding cutting 
process parameters showed in Table 1. 
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Table 1. Cutting process parameters and their levels 

Symbol Cutting process parameters Level 1 Level 2 Level 3 Level 4 Level 5 

A cutter diameter (mm) 12* 14 16 18 20 
B cutter helix angle (degree) 30º* 32º 35º 40º 45º 
C feed per tooth (mm/tooth) 0.06 0.07 0.08* 0.09 0.10 
D axial depth of cut (mm) 6* 7 8 9 10 
E spindle speed (rpm) 2000* 3000 4000 5000 6000 

* represents the initial cutting process parameter settings. 

Table 2. Response table (mean) for overall Grey relational grade 

Process parameters Grey relational grade 
Level 1 Level 2 Level 3 Level 4 Level 5 Max-Min 

cutter diameter 0.45642 0.51756 0.56450 0.61894 0.69260 0.23618 
cutter helix angle 0.54738 0.57734 0.59788 0.56996 0.55746 0.05050 
feed per tooth 0.80970 0.66366 0.53388 0.44724 0.39554 0.41416 
axial depth of cut 0.58210 0.55702 0.55690 0.56504 0.58896 0.03206 
spindle speed 0.55200 0.56630 0.56088 0.58046 0.59038 0.03838 

Total mean Grey relational grade = 0.57000 
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Fig. 2. S/N ratio plot for overall Gray relational grade 

3.2 Simulation of End Milling Surface Topography 

With the derived optimal end milling parameters in section 3.1, this section mainly 
concentrates upon predicting the topography of the machined surface in the case of 
both optimal cutting process parameter settings and initial cutting process parameter 
settings for testing and verifying the evaluated optimal parameters. In each case, both 
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down milling process and up milling process are studied. The simulation results have 
been shown in Fig. 3 and Fig. 4, where ft  represents the parameter feed per tooth,  

e  represents the run-out of the cutter body due to the misalignment between the 
cutter axis and the spindle axis, and β  represents the cutter helix angle. Fig. 3(a) and 

Fig. 3(b) show the predicted surface topography of down milling process for initial 
and optimal cutting process parameter settings, respectively. Fig. 4(a) and Fig. 4(b) 
show the predicted surface topography of up milling process for initial and optimal 
cutting process parameter settings, respectively. 

Some conclusions can be drawn by comparing and analyzing Fig. 3 and Fig. 4. The 
results obviously show that the values of the machined surface roughness in the case 
of down milling process are much smaller than that of in the case of up milling 
process. Besides, Fig. 3 and Fig. 4 indicate that down milling take on convex ridge 
 

 

   

(a) (b) 

Fig. 3. Surface topography of down milling process. (a) Initial cutting process parameter 
settings. (b) Optimal cutting process parameter settings. 

 

 

(a)                                            (b) 

Fig. 4. Surface topography of up milling process. (a) Initial cutting process parameter settings. 
(b) Optimal cutting process parameter settings. 
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while up milling take on concave ridge. The quality characteristic of the machined 
surface with optimal combination of the cutting process parameters is better than that 
of the machined surface with initial cutting process parameter settings by comparing 
Fig. 3(a) and Fig. 3(b) as well as Fig. 4(a) and Fig. 4(b). Furthermore, the values of 
the machined surface roughness with optimal cutting process parameter settings are 
obviously smaller than that of with initial cutting process parameter settings. This 
further demonstrates the foregoing optimal combination of the cutting process 
parameters is reasonable. 

4 Conclusions 

The present study concentrates on the application of Taguchi optimization technology 
coupled with Grey relational analysis for solving the multi-objective optimization 
problem in the field of end milling process. The detailed methodology of Grey based 
Taguchi optimization technology is applied for evaluating the optimal combination of 
the cutting process parameters in end milling process so as to achieve the desired 
quality characteristics of the machined surface. Furthermore, the problem formulation 
for the topography of the machined surface is proposed and developed in detail. 
Simulation experiments of machined surface topography are implemented in the case 
of both down milling process and up milling process with the initial and optimal 
cutting process parameter settings. The experimental results indicate that the 
machined surface quality is improved after the optimization of the milling process 
parameters, which further verify the evaluated optimal parameters are reasonable and 
acceptable. 
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Abstract. In manufacturing, plunge milling is one of the most effective methods 
and widely used for material removal in rough and semi-rough machining while 
machining hard material. The cutting force in milling is very difficult and 
complex to predict, especially in plunge milling since there are many parameters 
acting as the design variables in the cutting force formulation. In this paper, an 
empirical formula is used for reference and a new cutting force model is 
developed in plunge milling of Inconel 718. The coefficients in the new formula 
are calibrated by the plunge milling cutting test, then an experiment is designed 
to confirm the new model. By using the proposed model, it’s easy to predict the 
cutting force in plunge milling with considerable accuracy. Furthermore, the new 
model provides advice for the selections of machining parameters, machine tools 
and cutters to ensure the safety and high-quality of manufacturing process. 

Keywords: plunge milling, average cutting force prediction, Inconel 718. 

1 Introduction 

Nickel-base alloy containing a niobium age-hardening addition takes advantages of 
very high strength, good ductility and anti-fatigue. The alloy can be used at 
temperatures from -217°to 700°with non-magnetic, oxidation- and corrosion-resistant 
[1]. It is called GH4169 in China and also known as Inconel 718 in US. The alloy is 
widely used in the manufacturing of components of liquid rockets parts, aircraft turbine 
engines, and cryogenic tankage. The challenges arise in the cutting of Nickel-base 
alloy, such as high cutting force, cutting tool abrasiveness, low thermal properties 
leading to high cutting temperatures, the surface of the workpiece is easy to damage, so 
the new approach to manufacturing Nickel-base alloy are needed. The chemical 
composition of this material is shown in table 1. The hardness of this workpiece is 412 
HBD [2,3]. 

Since the strategy is more vibration free than in plane milling operations, plunge 
milling operation is used for roughing cavities and walls in moulds and dies, also used 
in rough of hard material such as Inconel 718 for remove excess material rapidly. 
Sample plunge milling operation is illustrated in Fig. 1, and a 2D picture shows 
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different kinds of plunge milling operation in Fig. 2. Figs. 2(a)-(c) show that the plunge 
milling can be used in rough, slotting large hole and enlarging small holes, respectively. 

There are many difficulties in plunge milling operations that limits the use of this 
strategy. Most of the previous works concentrated on the design of cutter geometry and 
the chatter stability of the plunge milling. Wakaoka et al. [4] studied the intermittent 
plunge milling process to make vertical walls by focusing on the tool geometry and 
motion. Li et al. [5] presented a plunge milling method to create complex chamfer 
patterns and estimated cutting forces while neglecting the structural dynamics of the 
system. The remaining literatures belong to the commercial tool catalogs, which 
present only the dimensions and shape of the plunge milling cutters. Ahmed et al. has 
done some work in cutting Inconel 718 and the modeling of plunge milling operation. 
Ahmed and Mohamed Elbestawi et al. [6] proposed a horizontal approach to compute 
the chip area to consider the contribution of the main and  side edge in the cutting zone 
and to deal with any geometric shape of the insert. M. Al-Ahmad et al. [7] proposed a 
cutting model that included the determination of tool geometry (radial engagement, 
chip thickness) and the evaluation of the cutting forces. Yusuf Altintas et al. [8,9] has 
proposed time domain modeling of mechanics and dynamics of plunge milling, also he 
and his colleagues presented a frequency domain, chatter stability prediction theory for 
plunge milling by regenerative the chip thickness. But the previous papers did not take 
into account the role of cutting step and in experiments we found that this parameter 
plays an important role in the cutting force of plunge milling. 

In this paper a new force model is used with milling parameters which include 
cutting width, feed in axial position, cutting step and cutting velocity to predict the 
average cutting force in milling Inconel 718 with plunge milling method shown in Fig. 
2(a). With this new empirical formula, the average plunge milling force can be 
predicted with the known parameters, then a suitable machine as well as the plunge 
cutter for the strategy will be chosen. 

 
 
 
 
 
 

Nomenclature   

n spindle speed Vc speed of cut 

ae width of plunge milling K coefficient of the model 

as step of plunge milling Fi(i=x,y,z) force of plunge milling 

F federate of plunge milling Fia(i=x,y,z) average force of plunge 

milling 

fz feed per tooth KFi(i=x,y,z) Coefficient of average force 

model 
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Fig. 1. Plunge milling operation 

Tool

Y X

Z

N

Feed

Tool

Y X

Z

N

Feed

WorkpieceWorkpiece

Tool

Y X

Z

N

Feed

Workpiece

(a) (c)(b)  

Fig. 2. Plunge milling process configuration: (a) intermittent plunge milling process to make 
vertical wall or conduct rough cutting, (b) plunge milling process for making large hole, (c) 
plunge milling process to enlarge a hole 

2 Force in Plunge Milling 

2.1 Mechanics of Plunge Milling 

Fig. 3(a) shows the basic geometry of the plunge milling cutter, where axes X, Y are the 
horizontal coordinates, axis Z is the direction of the feed direction. For convenience of 
study, the cutting force is divided into lateral and feeding direction component. The 
lateral forces include Fx, Fy and feed direction force includes Fz. Fig. 3(b) shows the 
parameters that have influence on the cutting force prediction of plunge milling. Each 
factor in plunge milling has different influence on the cutting force, and to calculate the 
influences of different factors is an important work. The cutting force acting on the tool 
are shown in Fig.4, where Fx, Fy, Fz are the instantaneous cutting force in different 
directions of tool. 
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Fig. 3. (a)Plunge milling cutter, (b) Cutting parameters in plunge milling 

Although the average cutting force are not the maximum cutting force in a plunge 
milling operation, they are useful to engineers in designing machine tools and in setting 
up the cutting system, also can give advice to design the machine. Fxa, Fya, Fza is the 
average cutting force encountered in a plunge milling operation, Fxa, Fya, Fza is the 
important target that measured in this paper. In manufacture the feed cutting force and 
the lateral cutting force is limited because of the machine and the tool load limiter. In 
this paper a method with cutting parameters in plunge milling is proposed and with this 
formula the average cutting force can be predicted and to improve security of the 
machining. 

2.2 Experiment Design 

The material of this experiment is Inconel 718 that introduced in the introduction and 
the mechanical is shown in table 1. 

Table 1. The chemical composition of the workpiece 

C Mn Si P Ni Cr Mo Ti Nb Co B Mg Al Fe 
0.03 0.02 0.09 0.003 52.48 18.94 3.03 0.98 5.13 0.02 0.003 0.002 0.51 other 

 
 

The size of rectangle block is 83×76×30mm. The experiments were performed on a 
5-axis high speed milling machine and the type is MIKRON DURO UCP 800 milling 
machine with a Heidenhain numerical control system. Test cutter is SECO plunge 
milling cutter (brand: MM06-06004-R10 -PL-MD02 F30M) with tool holder 
(brand:MM06-12070.3-0005), as shown in Fig. 4. Coolant is used to decrease the 
temperature and to lubricate the plunge milling cutter. Cutting force in three directions 
(X, Y, Z) are measured by using a three component force measurement dynamometer 
whose type is Kistler 9253B23. The dynamometer is connected to a series of charge 
amplifiers type which in turn is connected to an industrial personal computer (IPC) to 
collect the signals of current. In the cutting tests the cutter runout and vibration are 
ignored. 
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Fig. 4. Cutting tool Fig. 5. Cutting force measurement 

 
It has been verified that feed rate [10-14] and spindle speed [10,11,15-16] have great 

effects on the cutting force in milling. To confirm that whether other cutting parameters 
in plunge milling operation have influence on cutting force or not, a single-factor 
experiment cutting test as shown in table 2 is conducted. When the parameters that have 
influence on the plunge milling cutting force are found, a new experimental frame 
shown in table 3 with the use of orthogonal test design to decrease the test group is used 
to measure the average cutting force in plunge milling of Inconel 718. 

Table 2. Single element cutting test & Verification tests form 

Run n(r/min) ae(mm) F(mm/min) as(mm) Fx(N) Fy(N) Fz(N) 
1 1200 0.50 120 3 167.9 110.3 201.7 
2 1200 0.75 120 3 196.9 129.5 216.8 
3 1200 1.00 120 3 212 154.5 220.3 
4 1200 1.25 120 3 212.6 180.5 232.7 
5 1200 1.50 120 3 223.1 195.5 244.9 
6 1200 1.75 120 3 230.9 221.5 237.4 
7 1200 2 120 1 173.5 122 234.6 
8 1200 2 120 2 258.5 188.7 230.8 
9 1200 2 120 3 318.4 216.4 234.8 

10 1200 2 120 4 378.9 246.9 251 

Table 3. Cutting test design with orthogonal test design 

Run n(r/min) F(mm/min) ae(mm) as(mm) Fx(N) Fy(N) Fz(N) 
1 800 80 0.5 1 109.9 51.0 131.3 
2 800 100 1 2 208.9 80.0 110.0 
3 800 120 1.5 3 371.3 223.8 142.2 
4 1000 80 1 3 246.4 139.2 157.8 
5 1000 100 1.5 1 105.0 54.4 168.1 
6 1000 120 0.5 2 156.7 60.0 102.2 
7 1250 80 1.5 2 211.6 166.1 237.9 
8 1250 100 0.5 3 305.5 201.2 219.9 
9 1250 120 1 2 193.3 106.0 246.4 
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3 Force Prediction and Model Analysis 

In the milling, predicting the cutting force is a difficult and complex work, Eq.(1) is a 
former of the empirical formula in index model to predict the average cutting force 
which was widely used in manufacturing. When the meaningful parameters in the 
plunge milling has been found thought the cutting test shown in table 2, a new empirical 
formula (the former shows in Eq.(2)) which adds the cutting step called as in this paper 
in plunge milling is proposed to predict the average cutting force in plunge milling. 

31 2 aa a
e z cF K a f v=  (1)

31 2( ) aa a
e s z cF K a a f v= (2)

With the empirical formula of the cutting force shown in Eq.(2), the average cutting 
force in plunge milling can be formulated as follows 

31 2( )
x

aa a
xa F e s z cF K a a f v=  

 (3) 31 2( )
y

bb b
ya F e s z cF K a a f v=  

31 2( )
z

cc c
za F e s z cF K a a f v=  

Eq.(2) is a nonlinear expression for predicting the average cutting force in plunge 
milling. To calculate the factors and coefficients of Eqs.(3), first linearization the 
expression is needed and then using linear regression analysis soft such as statistical 
product and service solutions (SPSS) in this paper to calculate the factors and 
coefficients in the Eqs.(3). In this paper, experiments were done as shown in table 2 to 
confirm the useful parameter in plunge milling. With the measured forces shown in 
table 2, cutting step in plunge milling is relevant to cutting force as well as cutting 
width in plunge milling. Then a new cutting test shown in table 3 with the use of 
orthogonal test design to decrease the test group is used to calibrate the coefficients of 
Eqs.(3), the formulas of the cutting force in plunge milling can be written as Eqs.(4), 
while only cutting width used to predict the cutting force, the formulas can be written 
as Eqs.(5).  

0.468 0.286 0.044292.415( ) ,xa e s z cF a a f v=  

   (4) 
0.647 0.223 0.6775.272( ) ,ya e s z cF a a f v−=

 

0.112 0.325 1.3141.285( ) ,za e s z cF a a f v−=  

0.155 0.542 0.285390.84 ,xa e z cF a f v=   
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0.356 0.132 1.0167.980 ,ya e z cF a f v=
 

(5) 

0.197 0.264 1.3721.340 ,za e z cF a f v−=  

A verification cutting test should be used to compare and analyze the given formulas. 
To reduce the test groups, experimental groups show in table 2 are used to verification 
this formula. With the average cutting forces that measured in table 2, the predicted 
cutting forces with Eqs.(4) and Eqs.(5) were plot in the Fig. 6. 
 

 

 
Fig. 6. Comparison of measured and predicted cutting forces for plunge milling 
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Fig. 6. (continued) 

The pictures show that the formulas(Eqs.(4)) using cutting step as well as cutting 
width is closer to the measured forces. From the formulas we know that the cutting 
force is increased by the cutting area in feed axis in plunge milling. This comparison 
also shows that the cutting forces predicted by the empirical formulas with cutting 
step in Eqs.(4) are closer to the measured value compare to Eqs.(5), so this method is 
meaningful in predict the average cutting force in plunge milling. 

4 Result and Discussion 

Predicting the cutting force in plunge milling is a critical work, which affects greatly on 
choosing milling parameters, the machining machine and the cutting tool. This paper 
provides an empirical formula in plunge milling and this formula can be used to predict 
the average of cutting force under the same conditions in plunge milling. Using the 
cutting step along with cutting width in plunge milling to predict the average cutting 
force is more accuracy than only the width was used. In this paper orthogonal test 
design was used to decrease the cutting test compare with the signal-factor experiment 
design. 

Since it is a complex and difficult work to predict the cutting force in plunge milling, 
the formulas given in this paper are empirical ones and not perfect. But the proposed 
model gives rise to the new approach to understand the mechanism of plunge milling 
process. It is shown that the average cutting forces have a closed form to the cutting 
step and cutting width. This paper makes it possible to identify the average cutting 
force of plunge milling. 
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Abstract. The cutter runout is very common in machine milling and has a great 
effect on the surface accuracy. In this paper, a measurement of radial cutter 
runout in revolving milling tool is proposed by using the laser sensor. A laser 
beam is projected onto the milling tool edge and subsequently reflected. The 
diffuse reflection is captured by the sensor and the displacement between  
the cutter and the laser sensor is obtained. Based on the dynamic displacement, 
the cutter runout is calculated. The experimental results show that the radial 
cutter runout is dynamically varying in the constant rotation speed and the runout 
fluctuation largens with the increasing speed. 

Keywords: dynamic cutter runout, milling tool, laser sensor, surface accuracy, 
high speed milling. 

1 Introduction  

The cutter radial runout is commonly encountered in the practice of milling. It occurs 
when the geometric axis of the milling cutter differs from the rotation axis and causes 
both the actual radius and feed to be distributed unequally among the cutting teeth, so 
the chip load and cutting force for each tooth is different. Preliminary analysis indicate 
that the cutter runout affects the cutting force [1], the vibrations frequencies during 
machine tool chatter [2], surface accuracy and surface location error of machined 
workpiece [3], the stability prediction of cutting processes [4], etc. Schmitz et al. [3] 
examined the effect of cutter runout on surface topography, surface location error and 
stability in end milling based on time-domain simulation. Insperger et al. [2] showed 
that the effect of the tool runout can sometimes prevent the proper determination of 
stability, and used the vibration signals and the corresponding Poincare section to 
determine whether chatter vibrations happened. Recently, Zhang et al. [4] discovered 
the milling stability lobes change greatly with the cutter runout variation by simulation, 
that the total trend of the milling stability domain is increasing, but some stable zone is 
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decresing with the increased runout offset. Plentiful works demonstrated that the cutter 
radial runout is an important factor for surface texture and stability prediction. 
Therefore, it is very necessary to measure the cutter runout with an accurate and 
efficient method in practice.  

The cutter runout can be obtained by different methods, such as measured by dial 
gauge offline, analyzed by surface topography of the machined workpiece [5], and 
mostly based on calibration procedures using the measurement of cutting forces [6-9] 
because the value of cutter offset in cutting is real and it may be different from the one 
measured off-line. However, such cutting force based methods also have following 
disadvantages: 

 The expensive dynamometer is essential for the cutting force measurement.  
 Such operation is difficult especially in an industrial environment.  
 The stiffness of the machining system is changed with the mounted 

dynamometer. 
 The cutting force signal is distorted in high speed spindle rotation due to the 

constraint of the sampling bandwidth of the dynamometer (2~3kHz). 

Since most modern machine tool is equipped with laser sensors, we propose an efficient 
method for the cutter runout measurement by using the laser beam. The cutter runout 
has two parts: the radial cutter runout and the axis tilt which are characterized by 

, , ,ρ θ τ φ . In this paper, only the radial runout is considered. 

In the previous researches, whether the cutter runout is measured offline or calibrated 
by the sampled cutting forces, or obtained by other methods, almost all the researchers 
assumed that the cutter runout is hold still whether the spindle is rotating or not. Herein, 
we abandon the assumption and assume that the radial cutter runout is not a constant, 
but dynamically varies with the spindle rotations. The remainder of this paper is 
detailed to verify such idea by the measurement with the contactless laser sensor. The 
experimental measuring configuration is described and the dynamic displacement 
signal between the revolving cutter and laser sensor is shown in Section 2. Then, the 
displacement data is optimized based on the linear search optimization model to obtain 
the dynamic cutter runout, which is detailed in Section 3. When the spindle revolving 
speed is varied, the runout fluctuation is given in Section 4, and some discussions are 
made. The conclusions are drawn in the last section. 

2   Experimental Setup and Measurement 

The laser sensing system configuration is shown in Fig.1. The setup briefly consists of 
the revolving spindle and the laser beam sensor supported by a stiffness clamping. 
Technique parameters of the sensor are 30 μm of spot size, 50 k Hz sampling rate and 
0.05 μm repeat displacement accuracy. The laser beam is projected onto the rotating 
center of the spindle and the laser spot is located on the bottom of the new cutter for 
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Fig. 1. Configuration of the laser sensing system 

testing cutter runout in free cutting, as shown in Fig.1. An Industrial Personal Computer 
(IPC) is connected to the laser sensor and simultaneously converts and saves the 
dynamic displacement signals. 

When the spindle is rotating, the profile of the cutter section with offset is measured 
and recorded, and the dynamic displacement measured is shown in Fig.2. When the 
local zone is magnified, the profile curve of the cutting tooth is conveniently 
distinguished. The displacement of the tooth point, which is usually the local highest 
point, is used to calculate the cutter runout.  

By using some filtering and signal extraction technique, the peaks of each tooth are 
easily obtained, which is shown in Fig.3. It is shown that the peaks are almost periodic 
and its period is equals to the spindle rotation period. In the next section, the peak 
difference of tooth points between the adjacent teeth is used for calculation of the 
runout. 
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Fig. 2. Cutter profile curve measured with laser sensor at spindle speed n=500 rpm 



268     X. Zhang, C. Xiong, and Y. Ding 

 

0 5 10 15 20 25 30 35
0.065

0.07

0.075

0.08

0.085

0.09

0.095

Revolving tooth number

C
ut

te
r 

to
ot

h 
w

av
e 

pe
ak

s 
[m

m
]

 

Fig. 3. Cutter tooth wave peaks 

3   Mathematical Model and Optimization Process 

Herein, a three-flute end-mill is illustrated as an example for mathematical modeling. 
The rotating cutter with runout is plotted in Fig.4 and the geometric relationship is 
given. The point ‘o’ is the milling tool section geometric center, and the point ‘o´’ is 
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Fig. 4. Milling model with radial runout 
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the rotational center of the tool. The displacement between the geometric center and the 
rotational center equals the cutter axis offset ρ. The runout angle is supposed to be the 
angle from the direction of the axis offset to the nearest tooth clockwise (tooth 1 in 
Fig.4), so the runout angle satisfies θ0∈[0, 2π/3]. 

The length differences of radius between the adjacent teeth are denoted as h1, h2, h3, 
respectively, which are equal to the height difference of cutter wave peaks in Fig.3. The 
actual cutting radii for each tooth are: 

2 2
1 02 cos( )R R Rρ ρ θ= + − , 

2 2
2 02 cos(2 / 3 )R R Rρ ρ π θ= + − − , 

2 2
3 02 cos(2 / 3 )R R Rρ ρ π θ= + − + , 

where the runout offset ρ∈[0,max(|h1|, |h2|, |h3|)], the diameter of the end-mill is 8 mm, 
so the radius R=4 mm. The cutter runout optimization solution is defined as the 
minimization of the following object function while respecting the limits of runout 
offset ρ and runout angle θ0. 

min 2 2 2
3 1 1 1 2 2 2 3 3( ) ( ) ( )f R R h R R h R R h= − − + − − + − −    

subject  to ρ∈[0,max(|h1|, |h2|, |h3|)], θ0∈[0,2π/3]. 

4   Experimental Results and Discussions 

After optimization, the cutter runout is obtained, as shown in Fig.5. It is shown that the 
cutter runout in practice fluctuates with the spindle rotating. When such variation is 
described in the polar coordinate, it is clearer.  

When the spindle revolving speed is changed from 500 rpm to 12000 rpm, the 
cutter runout in free cutting is also varying. It fluctuates around the initial geometrical 
runout, as shown in Fig.6. It is not a constant vector anymore even in the constant 
spindle rotation speed. In the low spindle speed (n<2000 rpm), the cutter runout may 
be still regarded as a constant, but in the higher spindle speed (n>2000 rpm), the 
fluctuation of the runout enlarges. In Fig.6, when n=12000 rpm, the dynamic range of 
runout offset is from 11.7 μm to 18.1 μm, and the dynamic range of runout angle is 
from 11.5 degree to 48.4 degree. As a whole, it can be seen that the trend of the 
distribution range of the runout value enlarges with the increasing speed.  

The enlarged dynamic range of the cutter runout will make the cutting process in 
high speed machining much more complicated, which maybe means that 1) the 
trajectory of the cutting tooth is not an cycloid curve or approximated as a circle any 
more, especially in high speed rotation, 2) the dynamic stiffness of the bearing is 
decreasing with the increasing speed, 3) the dynamic behavior of the 
cutter-holder-spindle system is more complex and the cutting process is more complex 
than in low spindle rotation speed. 
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Fig. 5. Cutter radial runout distribution at n=500rpm 

 

It’s hard to say the dynamic cutter runout in free cutting is almost same with that in 
cutting, which needs further experimental research, especially in the cutting process. 
When the cutting force has small effect on the cutter-holder-rotor dynamics, the 
measurement of cutter runout in free vibration can be used as a substitute for prediction 
of the surface feature and vibration stability. 
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Fig. 6. Cutter runout variation with increasing spindle speed 

5   Conclusions 

In this work, a laser sensor is adopted to measure the dynamic displacement to 
investigate the actual cutter radial runout in milling. The linear search optimization 
method is used to obtain the cutter runout. It is found that the previous assumption that 
the cutter runout is a constant fails, especially in high speed milling. The cutter runout 
is not a constant any more in spindle rotating. When the revolving speed increases, the 
dynamic range of fluctuation enlarges, which will make the cutting process in high 
speed milling more complicated.  
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Abstract. According to the feature of the magnetic actuation principle, now 
there are mainly three driving methods: one is alternating magnetic field, 
another is stationary gradient magnetic field and the last one is rotating 
magnetic field. This paper provides a detailed insight into the present-day state 
of microrobot technology and development on structure and electromagnetic 
actuation (EMA) systems. Firstly, the microrobot based on the three actuation 
methods is selectively elaborated respectively and the structure of EMA 
systems, microrobot characteristics and actuation principle are all analyzed and 
compared; finally some of the critical aspects of microrobot and EMA system 
design are considered. This paper shows that rotating magnetic field will be the 
most actuation promising method in the future biomedical application. 

Keywords: Electromagnetic Actuation Systems, Microrobot, Helmholtz coils, 
Maxwell coils. 

1 Introduction 

Microrobot is a kind of robot with overall dimension of range from 10 to 100μm, and 
it is fabricated with the bulk micromachining technology by assembling micro 
actuator, micro sensor and signal processing circuit into a silicon slice [1]. Because 
microrobot can work in a narrow space where people and macro robots cannot get, 
and MEMS technology, LIGA technology and micro fabrication technology have 
achieved great progress in recent years, microrobot is attracting more and more 
attention [2-3]. In order to accomplish some special task in some special 
environments, it is a key development direction recently that utilizing external field 
for supplying energy, achieving actuation and precise control of microrobot. 
Microrobot can get power and propulsion in no physical connection methods, such as 
light, microwave, magnetic field and ultrasonic field, etc. So once microrobot is 
driven wirelessly, the disadvantages of the power supply method of microrobot using 
cables or micro battery can be overcome [4]. Of these methods, magnetic field, as a 
novel method that has fewer side effects and harm to human being and has a large 
operating environment and applied range, has been a main research subject now. 

                                                           
* Corresponding author. 
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In a general way, external magnetic field can be divided into three kinds of 
magnetic field——alternating magnetic field, stationary gradient magnetic field and 
rotating magnetic field [5]. In fact, because of its widely biomedical application in the 
targeted diagnosis and therapy of cardiovascular disease, actuation and control of 
microrobot in external magnetic field has attracted great attention among research 
institutions and universities and some actuation systems for test have been designed 
and equipped out in some labs. This paper will discuss the present-day state of 
microrobot technology and development on structure and electromagnetic actuation 
(EMA) systems. 

2 Three Kinds of Electromagnetic Actuation Methods 

2.1 Microrobot Driven by Alternating Magnetic Field 

The direction of magnetic vector sum varies in a given angle range, and the angle 
generally is less than 180°. Flexible body begins to alternate motion under the 
actuation of the external ever-changing magnetic moment and microrobot will move 
forward in the liquid environment. This motion method is similar to fish swimming. 
In a word, the microrobot using this actuation method must have a fin-like mechanism 
and magnet, and complex structure will limit unavoidably the size decrease of 
microrobot, so the kind of robot generally reaches millimeter scale. 

S. Park et al designed and produced a tadpole type microrobot [6]. The microrobot 
consists of an acrylic body, rotating axis, a cylinder type magnet and a silicone fin; 
structure and motion principle diagram are shown in fig1.  

 

Fig. 1. Isometric view of microrobots motion 

The electromagnetic actuation (EMA) system, which mainly is used to control and 
navigate for microrobot, consists of two pairs of Helmholtz coils. Two pairs of 
Helmholtz coils generate uniform magnetic flux intensity respectively along the X-
axis and Y- axis between the coils and the vector sum of the magnetic fields can be 
adjusted by current flowing in the Helmholtz coils. With the direction of vector sum 
of the magnetic fields changing alternately at certain a frequency, the cylinder type 
magnet generates alternating motion at the same frequency, and that will push tail fin 
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swing back and forth, so the tadpole type microrobot can move forward smoothly. 
The experiment result has shown that the swing angle, the swing frequency, and the 
fin length have large effect on the swimming velocity of the microrobot, and the 
swing angle is the largest one. Meanwhile, the microrobot with about 12 mm of the 
fin length shows the best velocity and stable swimming motion. 

 

 

(a) Original microrobot 

 
(b) Modified microrobot 

Fig. 2. Microrobots based paddle motion 

Like S. Park, Guo et al was inspired by paddling motion and proposed a new 
paddling type of microrobot that can move in human organs such as intestines, even 
blood vessel [7]. As it is shown in fig2, the microrobot is 55mm in length, 40mm in 
width; head consists of styrol material and tail cylindrical body acrylic. To bend the 
legs in the microrobot, a cylindrical magnet with dimensions of φ4×2mm and 
magnetic flux density of 330mT is assembled. Encouraged by magnetic moment, the 
rotational oscillation of the permanent magnet induces the bending motion on the 
robot tail. And the fin is connected with the head, so it also starts doing the same 
movement. During bending motions of the tail film, the robot tail presses backwards 
against the water or glycerol, in this way, the propelling force can be generated, and 
the robot can move forward while adjusting the frequency of input current. The 
pushing force of the microrobot is easy to change by controlling the frequency of 
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inputted current. However, when the current signal is sine, triangle, and pulse, the 
relationship between input frequency and the force is not linear as we hope. Based 
these advantage and disadvantage, Guo improved the structure of the tail of the 
microrobot, as shown in fig 2(b). The fin of the improved microrobot is fastening to 
the end of the tail. Compared with the previous, and it has good balance with fin and 
legs and can generate more propulsion. 

2.2 Microrobot Driven by Stationary Gradient Magnetic Field 

The method of using stationary gradient magnetic field has little demand to 
microrobot. Generally, a permanent magnet with large intensity of magnetization is 
enough, and material usually choses NdFeB. So the key of the actuation method is 
EMA system design. 

S.Park et al had also some research to this driving method, and he proposed an 
EMA system for 2-D motion of microrobot [8]. The system consists of two pairs of 
Helmholtz coils and Maxwell coils. The microrobot is the cylindrical NdFeB magnet 
with 2mm diameter and 2mm height. Two pairs of Helmholtz coils generate uniform 
magnetic flux to control the direction and Maxwell coils generate uniform gradient 
magnetic flux to supply thrust for the microrobot.  

Considering that this proposed EMA system has too many coils and takes up too 
much space, especially its huge energy consume, S.Park began to transform to the 
structure, and put forward a novel stationary EMA system [9]. Compared to the 
previous one, the new one decrease by a pair of Maxwell coils and the coils are placed 
along with the z-axis. Its structure schematic diagram is shown in fig 3. As to the 
specific parameters in the experiment, the current flow in the Helmholtz coils is 
regulated from −2.8 to 2.8 A and Maxwell coils is 2A. Controlled microrobot can be 
easy to move at a constant and stable speed on the dish filled with silicone oil of high 
 

 

Fig. 3. The latest EMA system designed by S. Park team 
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viscosity (350 cp). The new EMA system will have remarkably less energy consume 
and the microrobot will be easier to be controlled. In their experiment, motion 
position of the microrobot can be measured in time through the CCD camera, and to 
ensure microrobot aligned in the desired direction, compiled program and manual 
operational joystick have been prepared. 

Metin Sitti et al also designed a microrobot based stick–slip motion [10]. The 
microrobot with dimensions of 250μm×130μm×100μm is made of NdFeB material 
and reaches to 5x105A/m magnetization. Metin Sitti used five coils to control the 
microrobot. The direction and gradient of the horizontal magnetic field are controlled 
by four coils placed upright, and the remanent is placed below the work plane for 
electromagnetic clamping. When steady current flow accesses to four upright coils 
and the clamping coil is pulsed with a sawtooth waveform, the microrobot begins to 
stick-slip motion. According to the difference of coils pulsed with sawtooth waveform 
current signal, Metin Sitti have two different methods, that is, In Plane Pulsing (IPP) 
and Out Plane Pulsing (OPP). The experiment has demonstrated that robot velocity 
seems to be linear at low frequencies for both IPP and OPP control, and compared to 
IPP control, the OPP control method has much higher linear velocities, exceeding 2.8 
mm/s with a 70 Hz drive signal. The result will have an important application, that is, 
OPP can be used for coarse robot motion and IPP can be used for fine adjustment in a 
particular possibility micro-manipulation task in future. Fig 4 is the Photograph of the 
EMA system designed and Fabricated by Metin Sitti. 

Magnetic medium is capable of getting magnetic force in a nonuniform external 
magnetic field. In order to make microrobot move steady and controlled easily, 
uniform gradient magnetic field will be the best choice for us. So Maxwell coils are 
came to because the coils can generate uniform gradient field in bigger space 
compared to other kinds of coils. As to the direction control of microrobot, scientists 
generally use Helmholtz coils. Helmholtz coils have same advantage with Maxwell 
coils, so in the actuation method using stationary gradient magnetic field, Helmholtz 
coils and Maxwell coils will be the most common combination way. Scientists have 
not much demand for microrobot; a magnet of large magnetization intensity can 
 

 

Fig. 4. Photograph of the EMA system 
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satisfy and it generally is cylinder. However, this method has too much energy 
consumption, furthermore, microrobot can generate fiction with human blood vessels 
and that will have seriously damage to human being. So this actuation needs to solve 
plentiful technique problems before true medical application 

2.3 Microrobot Driven by Rotating Magnetic Field 

There are two methods to generate rotating magnetic field: flowing in a certain 
wavelike current signal to magnet coils or directly rotating magnet. Magnet can get 
magnetic moment in a rotating magnetic field. Given an appropriate rotating 
frequency, microrobot will rotate at a certain angular velocity and that can generate 
propulsion force in liquid environment. The dimensions range of microrobot in liquid 
environment is up to dozens of micron, and it has some advantage, like simple 
structure, motion steady, high actuation efficiency and easy manipulation. So this 
method will be extremely promising and has huge application potential in medical 
diagnosis and biomedical engineering.   

K.Ishiyama et al proposed a microrobot based snake-like mechanism and 
locomotion [11]. Snake-like microrobot has eight sections, 85mm length in all and 
NdFeB magnet is used for the joint in between the two adjacent sections, silicone tube 
and acrylic fibers respectively are used for artificial backbones and ribs as shown in 
fig 5. In their experiment, three-axis Helmholtz coil system provides a simple 
structure and dynamic actuation of the magnetic robots, and robot velocity can reach 
to 57mm/s at a 4Hz rotating magnetic field frequency. K.Ishiyama also compared 
alternating and rotating magnetic field actuation ways and the latter will be more 
range of application.  

Bradley J. Nelson et al successfully designed a kind of microrobot assembling 
artificial bacterial flagella [12-13]. Entire robot has about 50μm length and can be 
divided into two parts: a helical nanobelt tail resembling the dimensions of a natural 
bacterial flagella and a thin soft-magnetic “head” on one end. The fabrication of the 
helical nanobelt tail is the key technology and that mainly is self-scrolling technique. 
The image of the microrobot is shown in fig 6(a) through electron microscope. Fig 6(b) 
 

 
Fig. 5. Snake-like microrobot 
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(a) Microrobot assembled ABF 

 

(b) EMA system 

Fig. 6. Microrobot and MEA system designed by ETH Zurich 

is the EMA system for the microrobot, which consist of three pair of orthometric 
electromagnetically coils. In liquid environment, microrobot can generate propulsion 
because of self-propelled structure using a low-strength rotating magnetic field. 
Through a series of experiments, Nelson found a linear relationship between the 
frequency of the applied field and the translational velocity when the frequency is lower 
than the step-out frequency of the artificial bacterial flagella. And when the rotating 
magnetic field strength is 2mT, microrobot has its maximum velocity 18μm/s. 

3   Issues about Microrobot and EMA System 

The microrobot driven by external magnetic field is still at laboratory research stage 
and lots of problems eagerly need to be solved. Of course, some research institutions 
and universities all over the world have fabricated some EMA systems for experiment 
test, and the microrobot scale is enough micro to apply in organism, but many work, 
such as feedback of microrobot location, turning performance of microrobot and 
structure optimize of microrobot, is still at the early stage or don’t begin to research. 

In detail, some key points must be considered as follow: firstly, in order to achieve 
high efficiency, more propulsion and easily control, novel coils distribution of EMA 
system should be designed. Nowadays, most research teams use circular coil like 
Helmholtz coils and Maxwell coils, but this type of coils must meet many problems in 
the future biomedical application. A new type of coils, which can be suit for 
application body parts, must be designed. Secondly, how to achieve 3-DOF motion of 
microrobot and accurately control is also required. The novel structure of microrobot 
is helpful to this and there are also a lot of works to do in electromagnetic actuation 
principle to achieve it. Thirdly, that is how to get accurate control to microrobot in the 
liquid environment. Turning performance is an essential evaluation index for 
microrobot motion and many researchers have much achievement about it. Other one 
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is feedback system. Visual feedback system and ultrasound positioning feedback 
system are applied in the lab and it achieved good performance in their experiment.  

4   Conclusions 

The wireless microrobot driven by external magnetic field will play a significant role 
in medical, biological engineering and industry. The methods using external magnetic 
field mainly has three categories: alternating magnetic field, stationary gradient 
magnetic field and rotating magnetic field, and the last one will be the most promising 
method. All kinds of microrobots are in research phase; there is still a great way to go 
for researchers to its real practical application, but fundamental researches are an 
essential process to come true. 
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Abstract. In this paper, a Hammerstein system is proposed to describe the rate-
dependent hysteresis nonlinearity of a piezoelectric actuator. In this system, a 
MPI model represents the nonlinear static block and a second order linear 
system represents the linear dynamic block. The parameters identification 
method for the system is given. Comparison between the outputs of the system 
and experiment shows that the system can describe the rate-dependent 
hysteresis nonlinearity of the piezoelectric actuator in a wide range. 

Keywords: piezoelectric actuator, rate-dependent hysteresis, MPI model, 
Hammerstein system. 

1 Introduction 

Piezoelectric actuators (PEAs) have nanometer resolution in displacement, high 
stiffness, and rapid response. They are widely used in the field of ultra-high-precision 
positioning [1-4], micro-manipulation [5], micro-robot arm [6], and vibration active 
control [7]. However, PEAs have inherent drawbacks, such as nonlinear hysteresis 
behavior, creep phenomena and high frequency vibration. As the uppermost nonlinear 
characteristics, hysteresis behavior could cause inaccuracy and oscillations in the 
system response, and could lead to instability of the closed system. So, the hysteresis 
limits the development of PEA applications. What’s more, the hysteresis nonlinearity 
is rate-dependent, that is, the output displacement of a PEA depends on the rate of the 
input signal, as depicted in Fig.1, which poses a significant challenge in analysis and 
design. 

Many models have been used to describe the nonlinear hysteresis of PEAs, such as 
Preisach model [8], Duhem model [9], Maxwell slip model [10], Bouc-Wen model 
[11-12], Prandtl-Ishlinskii model [13], intelligent modeling method [14-15], etc. On 
the modeling of rate-dependent hysteresis for the PEAs, Some researchers focused  
on the Preisach model by including the speed of the input in the density functions  
[16-17], some researchers developed rate-dependent Prandtl-Ishlinskii model through 
formulations of rate-dependent play operator and density functions [18], some 
researchers used neural networks [19-21]. 
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Fig. 1. Rate-dependent hysteresis loops of PEA 

A Hammerstein system is a block-oriented nonlinear system which was introduced in 
1930 by A. Hammerstein which involves a static nonlinear function ( )N ⋅  followed by a 

linear dynamic subsystem ( )G z , as depicted in Fig.2. The static nonlinear function 

block ( )N ⋅ can be in various forms such as polynomials, series expansion, piecewise 

linear mapping, neural network, Least Square-Support Vector Machine, fuzzy cluster 
method and so on. The Hammerstein system have proved to be able to describe a wide 
variety of nonlinear systems, e.g., chemical process, electrically stimulated muscles, 
power amplifiers, electrical drives, thermal micro-systems， physiological systems, 
sticky control valves, solid oxide fuel cells, and magneto-rheological dampers [22]. 
However, to the best of our knowledge, few researchers have used MPI model to 
estimate the nonlinear block of the Hammerstein system and few researchers have used 
the MPI model-based Hammerstein system to describe the rate-dependent hysteresis 
nonlinearity of a PEA. 

 

Fig. 2. The structure of a Hammerstein system 

In this paper, a Hammerstein system is proposed to describe the rate-dependent 
hysteresis nonlinearity of a piezoelectric actuator. In this system, a MPI model 
represents the nonlinear static block and a second order linear system represents the 
linear dynamic block. The parameters of the MPI model are determined by least 
squares method with constraints and those of the second order linear system are 
determined by least squares method. Comparison between the outputs of the system 
and experiment shows that the system can describe the rate-dependent hysteresis 
nonlinearity of the piezoelectric actuator in a wide range. 

The paper is organized as follows: Section 2 introduces the MPI model. In Section 
3, the Hammerstein system with MPI model is proposed to model the rate-dependent 
hysteresis of a PEA, parameters identification method for the Hammerstein system is 
proposed. In Section 4, modeling results are given. Section 5 concludes this paper.  
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2 MPI Model 

2.1 MPI Model Review 

The Modified Prandtl-Ishlinskii (MPI) model was presented in [23]. It consists of 
weighted superposition of inner operators and outer operators.  

The inner operators applies the weighted superposition of many play (or backlash) 

operators to model the real complex hysteresis nonlinearities. The play operator rH  is 

depicted in Fig.3 (a) and is defined as: 

 ( ) [ ]( ) max{ ( ) ,min{ ( ) , ( )}}rp h h p
y t H x t x t r x t r y t= = − +  (1) 

where ( )x t and ( )
p

y t are input and output of the play operator, 0h
r R+∈ is the 

threshold. Then the PI model can be defined as: 
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where vectors 0[ ]T

h h hnw w= w and 0[ ]T

h h hnr r= r  are the weights and thresholds of 

play operators respectively. 
The outer operators are one-sided dead-zone operators which are memory-free, 

non-convex and negatively odd symmetric as depicted in Fig.3 (b). It is defined as: 
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where ( )x t and ( )
d

y t  are the input and output of the one-sided dead-zone operator, 

0s
r R+∈  is the threshold. 

Consequently, the MPI model is expressed as: 
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Fig. 3. (a) The play operator (b) The one-sided dead-zone operator 
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2.2 Parameters Identification of MPI Model 

When the weights of the play and dead-zone operators satisfy some constraints, the 
inverse model of [ ]( )x tΓ  exists and is given by [23]: 

 1

0[ ]( ) [ [ , ]]( )
h s

T T

h sr rx t y t−
′ ′′ ′ ′Γ = ⋅ ⋅w H w S y  (5) 

where vector
h
′w and

h
r ′  are the weights and thresholds of the inverse play operators, 

vector
s
′w  and

s
r ′  are the weights and thresholds of the inverse one-sided dead-zone 

operators, vector 0
′y  is the initial states of the inverse play operator. The parameters 

of the MPI model and its inverse can be found by the following: 
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Equation (5) can be changed into 
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For simplicity, the initial states are initialized to zero, that is 

 0 0 0[ ] [0 0]T T

n= ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅y y y  (11) 

Then, the weight parameters T

hw and T

s
′w  can be found by least squares method with 

the following constrains: 
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where  
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Parameters sr and sw  can be found by the following (15)-(18): 
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3 Modeling Based on Hammerstein System 

The rate-dependent hysteresis model for a PEA has the same structure as depicted in 
Fig. 2. The static block is represented by a MPI model. ( )x k and ( )y k denote the 
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input and output of the PEA respectively at the kth sampling time. ( )v k is 

the corresponding unmeasured internal variable. The modeling steps of the 
PEA are as follows: 

Step 1: Given an input sinusoidal signal at low frequency (1Hz) to the PEA. With 
the input-output experimental data ( ( ), ( )),x k y k 1, 2, ... ,k M= the parameters of the 

MPI model can be identified through (6)-(18). Then the MPI model is fixed and used 
to approximate the nonlinearity part of Hammerstein system. 

Step 2: A sinusoidal scan signal is used to excite the PEA, and the corresponding 
input-output experimental data ( ( ), ( ))x k y k can be obtained. According to Step 1, the 
internal variable ( )v k  is the output of the MPI model. Then data ( ( ), ( ))v k y k is the 
input and output of the linear dynamic subsystem. The linear dynamic subsystem 
can be identified by the least squares method. 

Through above two steps, we could obtain the parameters of the Hammerstein system 
of the PEA.  

4 Model Validation 

4.1 Experimental Setup 

In the experiment, the hysteresis loops at different frequencies of the PEA will be 
measured by an experimental setup. The schematic diagram of experiment for data 
acquisition is shown in Fig.4 (a), while the photograph of the whole experimental 
setup is shown in Fig.4 (b). The whole experimental system includes a PEA produced 
by PIEZOMECHANIK GmbH, a piezoelectric ceramics power amplifier, an eddy 
current sensor (85745) and the DSPACE (DS1103) controller installed in an industrial 
control computer (IPC) which is used to realize the real-time input/output data 
acquisition with a sampling frequency 20 kHz. 

 

 
(a)                                            (b) 

Fig. 4. Experimental setup (a) The schematic diagram (b) photograph 
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4.2 Model Validation 

All the data used are from above experiments. Comparisons between the outputs of 
the MPI model and the experiment at 1Hz are depicted in Fig.5. The accuracy of the 
model is measured in terms of Root Mean Square Error (RMSE) and Relative Error 
(RE) defined as: 

 ( )2

1
ˆRMSE / ,

i

M i iy y M
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= − ( ) ( )2 2

1 1
ˆRE /

M Mi i i

i i
y y y

= =
− =  (19) 

where ˆ iy  is the output of the model, iy is the output of the PEA, M is the number 

of data pairs. According to (19), the RMSE and RE between MPI model output and 
experiment at 1Hz are 0.3056 and 0.0131. 
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Fig. 5. Outputs of MPI model and experiment at 1Hz 

The sinusoidal scan signal is generated with a MATLAB function “idinput” to 
identify the linear dynamic system.  A linear dynamic subsystem is identified as: 

 
1.1994(z 0.9569)

( )
0.966( )(7 8 )0.51 5z z

G z
−

+ −
=  (20) 

Then the modeling of the PEA based on Hammerstein system is complete. The block 
diagram is as shown in Fig. 6. 

 
1.1994(z 0.9569)

( )
0.966( )(7 8 )0.51 5z z

G z
−

+ −
=

 

Fig. 6. The Hammerstein system of the PEA 

The Hammerstein system of the PEA is tested with the input frequency at 1Hz, 
5Hz, 50Hz, 100Hz, 150Hz and 200Hz respectively. Comparisons between the rate-
dependent hysteresis loops simulated based on the Hammerstein system and those 
measured by experiments are depicted in Fig.7. The RMSE and RE are listed in Table 
1. As can be seen from Fig.7 and Table 1 that the MPI model itself can’t describe the 
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Fig. 7. Model Validation (dot blue: output of Hammerstein system; solid green: output of MPI 
model; dashed red: output of PEA) 

Table 1. RMSE and RE of Modeling 

 

Frequency (Hz) 1 5 50 100 150 200 
Hammerstein RMSE(μm)  0.4425 0.7579 0.8592 0.8712 0.7482 0.5991 
Hammerstein RE  0.0190 0.0326 0.0385 0.0380 0.0323 0.0258 
MPI RMSE(μm) 0.4802 0.6126 2.7688 1.7302 1.9141 2.3393 
MPI RE 0.0207 0.0263 0.1240 0.0755 0.0825 0.1009 



 Modeling of Rate-Dependent Hysteresis for Piezoelectric Actuator 289 

rate-dependent hysteresis because it is rate-independent, but the Hammerstein system 
proposed in this paper can describe the rate-dependent hysteresis from 1Hz to 200Hz 
well. 

5 Conclusions 

The main contribution of this paper is to propose a Hammerstein system with MPI 
model for the rate-dependent hysteresis modeling of a PEA. The MPI model is used to 
approximate the nonlinear part of the Hammerstein system. An identification method 
for the system is given. Comparison between the outputs of Hammerstein system and 
experiment shows that the system proposed in this paper can describe the rate-
dependent hysteresis of the PEA well in the range 1Hz-200Hz.  

Acknowledgement. This work is supported by the National Natural Science 
Foundation of P. R .China (91016006) and the Fundamental Research Funds for the 
Central Universities. 

Yufeng Wang contributed equally to this paper and she is the co-first author. 

References 

1. Lin, C.J., Yang, S.R.: Precise Positioning of Piezo-Actuated Stages using Hysteresis-
Observer Based Control. Mechatronics 16, 417–426 (2006) 

2. Chen, K.: A Novel Piezo-driven Micro-jet Injection System for Transdermal Drug 
Delivery. In: Proceedings of ASME 2009 4th Frontiers in Biomedical Devices Conference, 
BioMed 2009, Irvine, California, USA, June 8-9 (2009) 

3. Croft, D., Shed, G., Devasia, S.: Creep, Hysteresis, and Vibration Compensation for 
Piezoactuators: Atomic Force Microscopy Application. Journal of Dynamic Systems, 
Measurement and Control 123/35 (March 2001) 

4. Kobayashi, T., Tsaur, J., Maeda, R.: Development of 1D Optical Micro Scanner Driven by 
Piezoelectric Actuators. In: Proceedings of IPACK 2005 ASME Inter, PACK 2005, San 
Francisco, California, USA, July 17-22 (2005) 

5. Goldfarb, M., Celanovic, N.: Modeling Piezoelectric Stack Actuators for Control of 
Micromanipulation. IEEE Control Systems Magazine 17(3), 69–79 (1997) 

6. Simu, U., Johansson, S.: Evaluation of a Monolithic Piezoelectric Drive Unit for a 
Miniature Robot. Sensors and Actuators A: Physical 101, 175–184 (2002) 

7. Viswamurthy, S.R., Ganguli, R.: Modeling and Compensation of Piezoceramic Actuator 
Hysteresis for Helicopter Vibration Control. Sensors and Actuators A: Phys. 135(2), 801–810 
(2007) 

8. Ge, P., Jouaneh, M.: Generalized preisach model for hysteresis nonlinearity of 
piezoceramic actuators. Precision Engineering 20(2), 99–111 (1997) 

9. Xie, W., Fu, J., Yao, H., Su, C.Y.: Observer Based Control of Piezoelectric Actuators with 
Classical Duhem Modeled Hysteresis. In: 2009 American Control Conference Hyatt 
Regency Riverfront, St. Louis, MO, USA, June 10-12 (2009) 

10. Goldfarb, M., Celanovic, N.: Modeling Piezoelectric Stack Actuators for Control of 
Micromanipulation. In: International Conference on Robotics and Automation, Minneapolis, 
MN (April 1996) 



290 Y. Guo et al. 

11. Jouaneh, M., Tian, H.: Accuracy enhancement of a piezoelectric actuator with hysteresis. 
In: Japan/USA Symposium on Flexible Automation, vol. 1. ASME (1992) 

12. Gomis-Bellmunt, O., Ikhouane, F., Montesinos-Miracle, D.: Control of a piezoelectric 
actuator considering hysteresis. Journal of Sound and Vibration 326, 383–399 (2009) 

13. Ru, C., Sun, L.: Hysteresis and creep compensation for piezoelectric actuator in open-loop 
operation. Sensors and Actuators A: Physical 122(1), 124–130 (2005) 

14. Zhang, X., Tan, Y., Su, M.: Modeling of hysteresis in piezoelectric actuators using neural 
networks. Mechanical Systems and Signal Processing 23, 2699–2711 (2009) 

15. Wang, R., Mao, J.: Research and Application of Dynamic Hysteresis Modeling Based on 
LS-SVM. In: Proceedings of Chinese Intelligent Automation Conference 2009 (2009) 

16. Yu, Y., Xiao, Z., Naganathan, N.G., Dukkipati, R.V.: Dynamic Preisach modeling of 
hysteresis for the piezoceramic actuator system. Mech. Mach. Theory 37(1), 75–89 (2002) 

17. Ben Mrad, R., Hu, H.: A model for voltage-to-displacement dynamics in piezoceramic 
actuators subject to dynamic-voltage excitations. IEEE Trans. Mech. 7(4), 479–489 (2002) 

18. Al Janaideh, M., Rakheja, S., Su, C.-Y.: Experimental characterization and modeling of 
rate-dependent hysteresis of a piezoceramic actuator. Mechatronics 19, 656–670 (2009) 

19. Dong, R., Tan, Y., Chen, H., Xie, Y.: A neural networks based model for rate-dependent 
hysteresis for piezoceramic actuators. Sensors and Actuators A 143, 370–376 (2008) 

20. Zhang, X., Tan, Y., Su, M.: Modeling of hysteresis in piezoelectric actuators using neural 
networks. Mechanical Systems and Signal Processing 23, 2699–2711 (2009) 

21. Zhang, X., Tan, Y., Su, M., Xie, Y.: Neural networks based identification and 
compensation of rate-dependent hysteresis in piezoelectric actuators. Physica B 405, 
2687–2693 (2010) 

22. Giri, F., Bai, E.W. (eds.): Block-oriented Nonlinear Systems Identification. Springer (June 
2010) 

23. Kuhnen, K.: Modeling, Identification and Compensation of Complex Hysteresis 
Nonlinearities, a Modified Prandtl-Ishlinskii Approach. European Journal of Control 9(4), 
407–418 (2003) 



Identification of Prandtl-Ishlinskii Hysteresis

Models Using Modified Particle Swarm
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Abstract. A modified particle swarm optimization algorithm (MPSO)
is proposed in this paper. The algorithm is implemented to identify the
parameters of the hysteresis nonlinearity, which is described by a mod-
ified Prandtl-Ishlinskii model. This new algorithm redefines the global
best position and personal best position in the traditional PSO algorithm
by an effective informed strategy, in order to balance the exploitation and
exploration of the algorithm. Furthermore, a mutation operator is em-
ployed to increase the diversity of the particles and prevent premature
convergence. Experiments have been conducted to verify the effective-
ness of the proposed method. The comparisons with other variants of
the PSO demonstrate that the identification of hysteresis based on the
MPSO is effective and feasible.

Keywords: Identification, Particle Swarm Optimization, Hysteresis,
Prandtl-Ishlinskii Model.

1 Introduction

Piezoelectric actuators (PEA) have been widely used in a variety of applica-
tions such as scanning probe microscopes [1],atomic force microscopes [2], and
micromanipulation [3]. The advantages of piezoelectric actuators are fast fre-
quency response, high positioning precision, high electrical mechanical coupling
efficiency, small size and small thermal expansion during actuation. However,
the main drawback of the PEA is the hysteresis nonlinearity, which can cause
the positioning inaccuracy, even lead to instability of the closed system.

The direct solution to deal with the hysteresis effect is inverse compensation,
aiming to cancel the hysteresis effect by constructing the inverse of a hysteresis
model. To describe the hysteresis nonlinearity, a number of hysteresis models are
available in the literature [4–10]. However, no matter what kind of models, there
must be some errors between the simulated model and the actual model because
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of assumptions and approximations made in modeling [11]. In order to accu-
rately describe the hysteresis, parameter identification of the hysteresis model
is of great importance. For this purpose, many efforts have been made in the
literature. The least mean square algorithm [12] is a simple and robust algorithm
to identify hysteresis, however, it relies on the derivative of the object function.
The genetic algorithm was used to identify hysteresis in [4, 13, 14], however, it
usually caused premature convergence and low calculation efficiency. Recently,
the particle swarm optimization was proposed to improve the performance of
the hysteresis identification [5, 15].

Particle swarm optimization(PSO), developed by Eberhart and Kennedy in
1995 [16], is a swarm intelligence optimization algorithm according to the obser-
vations of the social behavior such as bird flocking and fish schooling. There are
many researches about improving the performance of PSO. In order to balance
the global and local search ability, a parameter called inertia weight was intro-
duced into the original PSO algorithm. A linear reduction strategy of inertia
weight (PSO-w) was designed by Shi and Eberhart [17]. By analyzing the con-
vergence behavior of the PSO, a PSO variant with a constriction factor (PSO-cf)
was introduced by Clerc and Kennedy [18]. Li et.al [11] proposed an effective in-
formed adaptive PSO algorithm (EIA-PSO), however, the adoption of the BFGS
local search strategy required derivative calculations of the objective function
and cost much more time for massive problems.

In this paper, a modified particle swarm optimization (MPSO) is proposed, on
the basis of PSO-cf because of its fast convergence rate. An effective informed
strategy is introduced to increase the diversity of the equilibrium points and
balance the exploration and exploitation of the algorithm. In order to prevent
premature convergence, the diversity of the particles is increased by a mutation
operator. Finally, the MPSO is implemented on the Matlab software to identify
the parameters of a Prandtl-Ishlinskii (PI) hysteresis model and experimental
results demonstrate the effectiveness of the proposed MPSO.

The rest of the paper is organized as follows: Section 2 describes the mod-
ified Prandtl-Ishlinskii hysteresis model and parameter identification problem;
Section 3 presents the proposed MPSO method; the experimental setup and
validation are presented in Section 4; and Section 5 concludes the paper.

2 Hysteresis Modeling and Parameter Identification

2.1 Hysteresis Modeling

In this paper, the Prandtl-Ishlinskii (PI) model is selected to describe the hys-
teresis nonlinearity due to its simple structure and analytical inverse. The play
operator is the primary operator in the PI model as follows [9]:

Fr[v](0) = max{v(0)− r,min{v(0), 0}}
Fr[v](t) = max{v(t)− r,min{v(t), Fr[v](t− T )}} (1)

where v(t) is the control input, Fr[v](t) is the operator output, r is the input
threshold of the play operator, and T is the sampling period.
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The loop generated by the classical PI model is symmetric, but in fact, most
of the real actuator hysteresis loops are not symmetric. In this paper, a modified
Prandtl-Ishlinskii (PI) model is employed to describe the hysteresis, which is
the combination of a weighted classical one-side play operator and a polynomial
input function as follows:

y(t) = g(v(t)) +

N∑
i=1

piFri [v](t) (2)

where g(v(t)) = a1v
3(t)+a2v(t) is a polynomial input function with constants a1

and a2, pi denotes the weighting value of the play operator with the threshold
value ri, satisfying pi > 0, i = 1, 2, ..., N , which is generally calculated from
the experimental data, N is the number of the play operator, and y(t) is the
displacement of the piezoelectric actuators.

Generally, the larger the number of play operators, the better the precision
of the model is. However, the expense is that much more effort must be made .
Therefore, the number of play operators N is set to 10 in this work. The fixed
thresholds are determined as:

rj =
j

N
‖v(t)‖∞, j = 0, 1, 2, ..., N − 1 (3)

with ‖v(t)‖∞ = 1 in the normalized case.

2.2 Parameter Identification

From the hysteresis model described in (2), it can be known that there are
12 parameters to be identified, that is: X = [p1, p2, ..., p10, a1, a2]. Since the PI
hysteresis model is nonlinear and non-differential, the gradient matrix can not be
formulated by explicit expressions. Therefore, the parameter identification can
be considered as a nonlinear discontinuous optimization problem. Although this
problem can be handled by the direct search algorithm, such as the Nelder-Mead
simplex algorithm, it relies on a good stating point heavily and may fall into a
local optimum solution. As a global search algorithm , the MPSO is proposed
in this paper to identify the parameters of the hysteresis. The key point in the
application of MPSO is the selection of the fitness function (or object function),
which has an important influence on the identified results [19]. In this paper, the
fitness function is chosen as follows:

F (X) =
1

n

n∑
i=1

(yi − yai )
2 (4)

where n denotes the total number of the experimental data, yi and yai are the
simulated data and the experimental data at the ith sampling time, respectively.
Therefore, the minimize optimization problem can be formulated as follows:
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min
X

F (X) = 1
n

n∑
i=1

(yi − yai )
2

s.t.⎧⎪⎪⎨
⎪⎪⎩

Fri [v](t) = max{v(t)− ri,min{v(t), Fri [v](t− T )}}

y(t) = a1v
3(t) + a2v(t) +

N∑
i=1

piFri [v](t)

pi ≥ 0, i = 1, 2, ..., N.

(5)

3 Modified Particle Swarm Optimization(MPSO)

3.1 PSO Algorithm

In PSO, a swarm is composed of m particles. Each particle i is associated with
two vectors: the position vector xi = [x1

i , x
2
i , ..., x

n
i ] and the velocity vector

vi = [v1i , v
2
i , ..., v

n
i ] , where n refers to the dimension of the search space. The

velocity and position of each particle are initialized by random vectors within the
corresponding ranges. All the particles are evaluated according to the predefined
fitness function. Comparing the fitness value, each particle records its personal
best experienced position as pbesti, and the global best experienced position
as gbest. Then the velocity and position of the ith particle on dimension d are
updated as [18]:{

vdi = χ(vdi + ϕ1r1(pbesti − xd
i ) + ϕ2r2(gbest− xd

i ))
xd
i = xd

i + vdi
(6)

where r1 and r2 are two random numbers in the range of [0,1], ϕ1 and ϕ2 are
acceleration coefficients. χ is a so-called constriction factor and is defined below:

χ =
2∣∣∣2− ϕ−
√
ϕ2 − 4ϕ

∣∣∣ (7)

where ϕ = ϕ1 + ϕ2, satisfying ϕ > 4. According to [18], the parameters are
chosen as χ = 0.7298, ϕ1 = ϕ2 = 2.05.

3.2 MPSO Algorithm

The MPSO is on the basis of the PSO-cf. The flowchart of the MPSO is given
in Fig. 1. In order to improve the performance of the PSO, two strategies are
proposed in the MPSO algorithm.

The first strategy is the effective informed strategy. As in the PSO algorithm,
the equilibrium point, which decides the accuracy of the algorithm, depends on
pbesti and gbest. Thus, bad choice of pbesti and gbest can result in the fast
convergence and make the particles trapped in the local optimum. In order to
solve this problem, an effective informed strategy [11] is employed to improve
the quality of the equilibrium point. Firstly, all of the particles are sorted in an
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YES

Start

Calculate fitness function of each particle.

Evaluate average personal best position and
average global best position

Update velocity and position of each particle

Stop condition

Return the best solution

End

NO

Mutation operator

Initialize parameters of PSO, and the velocity and
position of each particle.

Fig. 1. The flowchart of the MPSO

ascending order of fitness value. Then, gbest is replaced by the weighted average
pg of the top s particles. pbesti is replaced by the weighted average pa of pbesti−1

and pbesti. They are expressed as follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

pg =
s∑

j=1

μjpbestj

μj =
1
Fj

/
s∑

k=1

1
Fk

pa = (Fipbesti−1 + Fi−1pbesti)/(Fi + Fi−1)

(8)

where μj is the weighted constant and Fj is the fitness value corresponding to
the particle optimal location.

The second strategy is an introduction of the mutation operator. In the PSO
algorithm, the particles always easily converge to the local optimum solution
because of the lack of population diversity. Particularly, the global best solution
may remain unchanged with the generation increases during the later period
of the optimization. In order to solve this problem, a mutation operator [20]
is introduced here, which works as the mutation operator in the genetic algo-
rithm. If the global best solution is not improving when the generation increases,
a particle is selected randomly, and then a random perturbation is added to
the velocity vector of the selected particle by a predefined probability, called
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mutation probability. In this paper, the random perturbation is set proportion-
ally to the maximum allowable velocity.

4 Experiments

4.1 Experimental Setup

The experimental setup is shown in Fig. 2. The setup includes a preloaded
piezoelectric stack actuator (PPSA) (PSt 150/7/100 VS12, Piezomechanik, Ger-
many), a high-voltage amplifier (HVA), a high-resolution strain gauge position
sensor (SGPS), a position servo-control module (PSCM), a dSPACE-DS1103
rapid prototyping controller board and a one-dimensional flexure hinge guiding
nano-positioning stage. The PPSA is used to drive the stage with the maximum
displacement of 75 μm. It is driven by HVA with a fixed gain of 15, which pro-
vides excitation voltage to the actuator in the range of 0 − 150V . The SGPS
is used to measure the actual displacement. Then, the PSCM is used to trans-
fer the actual displacement to analogue voltage in the range of 0 − 10V . The
dSPACE board equipped with 16-bit D/A and 16-bit A/D is hosted by the per-
sonal computer. The D/A converter is used to send the excite signal generated
by the computer to the amplifier, and the A/D converter is used to sample the
displacement data.

PSCM HVA
ADC

Interface

dSPACE 

Interface
Computer

(dSPACE board)

Stage with 

PPSA

DAC

Interface

 
5eferenced
$ctual
&ompensation error

Fig. 2. The experiment platform

4.2 Experimental Validation

According to the experiment data, the identification algorithm is implemented
on the Matlab software. The input voltage is chosen as the complex harmonic
wave as shown in Fig. 3(a). Fig. 3(b) shows a comparison of the hysteresis loops
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Fig. 3. Identified results based on MPSO: (a)the input voltage; (b)comparison of hys-
teresis loops; (c)comparison of transient response; (d)comparison of transient errors

between the experimental results and the simulative results. Fig. 3(c) shows a
comparison of the transient response between the experimental results and the
simulative results. The transient error between them is shown in Fig. 3(d). The
maximum error is less than 1.35μm, 1.8% of the full range of the stage.

In order to further verify the superiority of the MPSO, the parameter iden-
tification of the PEA is also implemented by PSO-origin, PSO-w, PSO-cf and
EIA-PSO. In all experiments, the population size is set to 60, the maximum
number of the generation is 1000, and the run number is 5. All the algorithms
are run on the same computer with the same object function and the same
search ranges. The parameters of the PSO-origin are that c1 = c2 = 2. The
parameters of the PSO-w are that c1 = c2 = 2, and the inertia weight linearly
decreases from 0.9 to 0.4. The parameters of the PSO-cf are that the constriction
factor is 0.7298, and c1 = c2 = 2.05. The parameters of the EIA-PSO are that
E = 50, R = 100, s = 9, and the inertia weight is in the range of [0.4,0.9].

The identified results of all the algorithms are listed in Table 1. In the table,
Fop is the smallest optimum solution during the five tests, and Fav is the aver-
age optimum solution of the five tests. In order to compare the convergence rate,
the iteration time T is also recorded and listed in the table. From the table, it
is clearly observed that the MPSO is superior to the PSO-origin, the PSO-w,
and the PSO-cf in the aspects of convergence rate and identification accuracy.



298 M.-J. Yang, G.-Y. Gu, and L.-M. Zhu

Table 1. Identified results of the hysteresis based on different variants of PSO

Parameters PSO-origin PSO-w PSO-cf EIA-PSO MPSO

p1 0.3434 0.5162 0.5103 0.2675 0.4091
p2 0.3478 0.2368 0.2688 0.2767 0.2305
p3 0.0528 0.0980 0.0806 0.0580 0.1124
p4 0.0564 0.0305 0.0670 0.0642 0.0349
p5 0.0222 0.0525 0.0306 0.0529 0.0602
p6 0.0294 0.0613 0.0381 0.0405 0.0349
p7 0.0283 0.0046 0.0171 0.0089 0.0121
p8 0.0029 0.0124 0.0044 0.0114 0.0060
p9 0.0003 0.0030 0.0146 0.0062 0.0211
p10 0.1318 0.0198 0.0056 0.0002 0.0005
a1 -0.1859 -0.1723 -0.1740 -0.1783 -0.1733
a2 0.3217 0.2117 0.1959 0.4415 0.3150

Fop 3.5513e-05 2.3711e-005 2.3943e-005 2.2944e-005 2.3249e-005
Fav 4.1768e-05 2.4608e-005 2.5567e-005 2.3324e-005 2.3538e-005
T 684.5741 688.5517 688.3494 1.6856e+003 644.0789

The EIA-PSO and the MPSO are equally good in identification accuracy. How-
ever, the EIA-PSO costs much more computing time than the MPSO. Moreover,
the EIA-PSO has to calculate derivative of the objective function, which limits
applications of this algorithm. The convergence processes of the average opti-
mum value based on the five different algorithms are plotted in Fig. 4. It can be
observed that the MPSO and the EIA-PSO algorithm have better convergence
results than the other three methods after the 30th generation.
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5 Conclusion

The main objective of this paper is to propose a new identification method for
the hysteresis nonlinearity described by a modified Prandtl-Ishlinskii model. An
effective informed strategy and a mutation operator are incorporated with the
traditional particle swarm optimization in the MPSO algorithm. Then, a com-
plex harmonic wave is generated and input to the stage to drive the actuator.
Based on the experimental data, parameter identification of the PEA is imple-
mented by the the proposed MPSO algorithm as well as some other PSO algo-
rithms on the MATLAB software. The results demonstrate that the hysteresis
identification based on the MPSO method is feasible.
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Abstract. A sub-millimeter scale coil is investigated as an alternative means to 
power electronics for small-scale robots. The AC voltage is induced by time-
varying magnetic field. FEM analysis of employing magnetic field 
concentrators to increase the field density is carried out, concluding with their 
ineffectiveness to offset the occupied space. The choice of conductive versus 
non-conductive photoresist is investigated. The coil fabrication process is based 
upon three-dimensional, two-photon-absorption photolithography. Additional 
steps include metal sputtering, microlaser patterning and wire-bonding. The 
steps detailing the entire design process are described. With the coil occupying 
a volume of 0.45 pico m3, the maximum AC voltage of approximately 84 nV, 
with power density of about 1.96 mW per meter cube were measured. The study 
concludes with proposing ways to increase the induced voltage to a useable 
voltage of 2 V.  

Keywords: microfabrication, microrobotic manipulation, power generation. 

1 Introduction 

Currently most untethered, sub-millimeter scale robots do not possess any on-board 
information processing. A form of cognition is typically located external to the robot, 
on a full-scale computer. Commonly, in a system such as the microrobotic MagMite 
platform [1], or Magnetic Micro-Robot [2] the only form of control comes from 
visual feedback provided by the operator. These systems would benefit from the 
ability to process information locally, for instance from a sensor. Any proposed forms 
of on-board cognition, such as a Synthetic Neural Network [3], would rely on 
electrical elements to realize this functionality. 

1.1 Related Work 

Recently, a number of new technologies emerged that allow for power storage or 
power generation on a sub-millimeter scale. One example of the former is a thin-film 
battery. In this power storage technology, a device commonly consists of multiple, 
layered components, typically cathode, cathode current collector, anode, anode 

                                                           
* Corresponding author. 



302 R.A. Nawrocki et al. 

 

current collector, and electrolyte. The entire structure, normally less than 5 μm thick, 
is then encapsulated by a protective coating [4]. Voltages as high as 4 V have been 
reported [5]. A major advantage of such a solution to power on-board electronics is 
the fact that they can be formed or deposited on a flexible substrate and often stacked 
to multiple layers [6]. Their disadvantage lays in the need to have them periodically 
recharged. Also, their general dimensions are in the range of a few to a few tens of 
millimeters, which renders them impractical in microrobotic application. 

Radioisotope-powered generators have been recently reported in the literature. In 
one such example [7], a piezoelectric generator relies on the electrical charge 
generated by a mechanical beam from a radioactive thin film. The charge is then 
converted into electricity by a piezo element. An advantage of such technology is the 
exceedingly long lifetime of radioactive elements, such as nickel-63 or tritium. Its 
disadvantage, however, is due to relatively low power density and radioactivity of the 
electricity-generating layer. 

Another possibility for generating electrical power on the sub-millimeter scale is 
the use of piezo generators. For instance [8] proposed a design consisting of a flexible 
PET vibration substrate, piezoelectric zinc oxide thin film, design of lump structures, 
and electrodes. The piezoelectric thin film acts as a transducer and converts the 
mechanical energy stored in the spring into electrical energy. The generated voltage 
was reported as high as 2.25 V with power density of 0.276 W per centimeter square. 

Other, more conventional methods of on-board energy storage or generation, such 
as a solar cell [9] or a millimeter-scale capacitor [10], have been demonstrated as 
viable methods for millimeter-scale robots. However, scaling these technologies to 
the micrometer scale still remains several years away and is presently not a viable 
option. 

1.2 Coils and Solenoids 

An alternative for providing continuous electrical power is via electromagnetic 
induction. Faraday’s law states that a voltage can be induced in any conductive 
surface by a changing magnetic field. This can be accomplished by inserting a 
moveable magnetic rod inside a coil or by placing a stationary coil in a changing 
magnetic field. The latter is a more desirable solution to the problem as it would allow 
for continuous, wireless power delivery to sub-millimeter scale robots inside the 
magnetic field. 

On the sub-millimeter scale all forms of power generation or storage, including the 
thin-film battery and piezo generator, suffer from scaling effects [11]. The voltage 
and power density decreases dramatically on the micrometer scale. Electromagnetic 
induction, as outlined later, has several advantages over alternative solutions. 

Very few examples in which millimeter or sub-millimeter scale coils for generating 
energy have been demonstrated. In [12] a coil, assembled using a wire bonder, was 
demonstrated to generate an output voltage of 10.4 mV with an output power of 0.62 
µW. The coil occupied a large volume of 0.46 cm3, rendering it infeasible for sub-
millimeter scale robots. In another study an array of micro-coils with 0.2 mm 
diameters was shown to generate output of < 500 µV [13]. However, even though 
individual coils were of a micron size, the array occupied a much larger area. 
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Our intention is to deploy the microcoil demonstrated here on a surface of a 
MagMite [1], a micro robot, for the purposes of powering electronics located on the 
robot. This study focused on a new form of microfabrication which can lead to a 
better integration with micro robots. Fig. 1(a) shows a proposed concept of the coil. 

2 Theory and Simulation 

Faraday’s Law of Induction states that the electromotive force (EMF) produced by a 
changing magnetic field is proportional to the rate of change of the magnetic flux 
through any surface bounded by that path. The EMF is equal to the time rate of 
change of the magnetic flux perpendicular to the surface of the closed path [14], 
where V is the voltage generated, N is the number of loops, B is the strength of the 
magnetic field, A is the area perpendicular to the magnetic field, and f is the frequency 
of the changing magnetic field. 

V = –NfΔ(BA). (1) 

2.1 Helmholtz Coils 

A magnetic field density, produced by a single coil, is inversely proportional to the 
square root of the distance between the coil and the point of interest. A fairly uniform 
field can be achieved by a pair of coils assembled into a Helmholtz configuration. The 
arrangement is such that the centers of both of the coils, connected in series, are 
separated by the distance equal to their radii. This ensures a greater uniformity of the 
field density and simplifies the FEM analysis. 

2.2 Field Concentrators 

A field concentrator (FC) is a block of ferromagnetic material that diverts and 
concentrates the magnetic flux lines. Positioning two such bodies, for instance made 
from Ni or NiCo, with their shorter sides facing each other, results in a larger and 
more uniform magnetic field inside the gap. This, via Eq. 1, will result in a larger 
induced voltage. Fig. 1(a) demonstrates the basic setup of the FCs with the microcoil 
placed inside the gap. Fig. 1(b) shows an FEM snapshot indicating the increase in flux 
density around the ferromagnetic bodies. In the simulation, the bodies were modeled  
of Ni with a relative permeability of 600. 

Our intention is to deploy the microcoil on a micro robot. Hence, there is a 
constraint of maximum area that the setup, the microcoil and possibly FCs, can 
occupy. Therefore, given the finite amount of space, we needed to understand if the 
FCs would offset their required space that would otherwise be occupied by the 
microcoil. 

In order to elucidate the efficacy of the FCs, FE analysis was conducted in 
COMSOL Multiphysics. Table 1 shows the average increased strength of the 
magnetic field inside the FC gap for different gap sizes from 40 µm through 300 µm. 
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Field concentrators

(a) (b)
Microcoil

  

Fig. 1. Field concentrators used to increase the strength of the magnetic field. (a) Proposed 
design with microcoil placed inside the gap. (b) Snapshot from FEM (COMSOL Multiphysics). 

Table 1. Average magnetic flux density between concentrators (mT) 

  Gap (µm) 
  40 60 80 90 100 200 300 

B (mT) 

5 24.5 19.2 16.3 15.3 14.3 10.2 8.7 
10 48.3 38.4 32.8 30.4 28.6 20.4 17.4 
20 95.8 76.5 65.0 60.8 57.2 40.8 34.8 
40 194.4 154.7 130.1 121.2 114.4 81.6 69.6 

Magnification 4.9 3.8 3.3 3.0 2.9 2.0 1.7 

 
It can be seen that, for a given gap size, the increase of the flux density is linear (it 
does not factor the material’s saturation effect) and an average magnification factor 
can be extrapolated. For instance, for a 40 µm gap the factor is 4.9, while for a 300 
µm gap the factor is 1.7. Intuitively, this factor is going to approach the value of 1, 
implying no magnifying effect, at infinity. 

As seen in Fig. 2, with the increase of the gap inside the FCs the number of 
microcoil loops increases linearly, however, the beneficial effect of the FCs (termed 
magnification in Table 1) decreases logarithmically. Therefore, in Eq. 1, the leading 
factor is going to be N and the total number of loops is going to outgrow the benefits 
of the FCs. The conclusion is that it is better not to include the FCs but use all of that 
area for the largest microcoil (greatest number of loops). 

2.3 Flux Density 

Eq. 2 is used to compute the strength of a magnetic field produced by a Helmholtz 
coil [15], where µ0 is the permeability constant (equal to 1.257·10-6 T·m/A), n is the 
number of loops, I is the current through the coil, and R is the coil radius. It can be 
seen that, in a fixed setup (loop count and coil size), the field only depends on the 
current through the coil. 

B = (0.7155µ0nI)/R. (2) 
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Fig. 2. With the use of field concentrators, the number of microcoil loops that can fit inside the 
gap increases linearly while the flux density decreases exponentially, reaching the unmagnified 
value (in this case the value of 5 mT) at infinity. 

3 Fabrication 

3.1 Photolithography Process 

Fabricating a microcoil is a challenge. Planar coil, fabricated with a conventional two-
dimensional photolithography process, is relatively easy. However, the coil loops 
need to be positioned not horizontally but perpendicular to the surface (the voltage 
induced is proportional to the area perpendicular to the magnetic field). Therefore, a 
true three-dimensional photolithography process is desirable.  

3.1.1 Nanoscribe 
Nanoscribe (Nanoscribe GmbH, Germany) is a company that produces table-top laser 
lithography system that allows for creating three-dimensional micro structures in a 
wide variety of commercially available photoresists [16]. The system is based on 
direct laser writing with two-photon absorption. In this system a laser beam is split 
into two streams, each being at an energy level that does not result in photoresist 
being cross-linked. Photoresist is cross-linked at a point where the two streams cross 
each other. This point, known as voxel, is not a perfect sphere, but rather oblong (the 
height is about 3 times its width). This feature has an effect on the final product. All 
of the designs are patterned on a glass wafer 170 µm-thick. 

3.1.2 Photoresist 
Nanoscribe allows working with any positive or negative photoresists. From the 
process perspective, two possibilities exist for creating the induction microcoil. The 
first is the use of a conductive photoresist. The second option is a non-conductive 
photoresist that would then require covering it with conductive material. Because the 
use of a conductive photoresist is a single-step process and, hence, more 
straightforward, this choice was investigated first.  



306 R.A. Nawrocki et al. 

 

GCM3060 [17] is a commercial conductive photoresist. It is an SU-8–based 
photoresist containing silver nanoparticles (AgNP) that result in electrical 
conductivity of 103-106 (S·cm-2).  

When determining the concentration of AgNP in GCM3060, the trade-off is 
between the electrical conductivity and optical transparency; the most conductive 
design could be made using photoresist with the highest concentration of AgNP. 
However, increasing the AgNP concentration results in a decrease of UV exposure 
and eventual inability to cross-link.  

Nanoscribe had difficulty with properly cross-linking the 10% concentration 
photoresist. Increasing the laser power resulted in photoresist burning (possibly due to 
heat absorption by AgNP) even though only large features were properly made. 
Decreasing the concentration resulted in significantly decreasing the conductivity. A 
number of attempts aiming at patterning a microcoil were made. All of them, 
however, failed. As a result an alternative was investigated, that of creating the 
microcoil from a non-conductive photoresist followed by metal sputtering. 

Nanoscribe provides two proprietary, non-conductive photoresists, called IP-L 
(“L” stands for “liquid”) and IP-G (“G” stands for “gel”), both specifically formulated 
for three-dimensional photolithography. Compared to SU-8, both of these photoresists 
are easy to use and allow for very fine features to be made. Additionally, IP-L does 
not require pre- nor post-baking while IP-G only requires pre-baking. The 
disadvantage of this non-conductive photoresist is that it necessitates the addition of 
two extra steps. The first step is the need to cover the coil with a thin film of 
conductive material (i.e. copper). The second step is the need to pattern conductive 
pads around the support structures and the individual microcoil loops for the current 
to flow along the microcoil and not across the substrate. (Electroless plating was 
investigated. However, it did not result in a sufficiently thick layer of metal for a 
sufficiently small electrical resistance). 

3.1.3 Critical Point Dryer 
During the development, it became apparent that the surface tension during the drying 
process would become an issue. A common procedure used to partially or fully 
alleviate this effect is the use of a critical point dryer (CPD), which exploits the 
phenomenon known as supercritical region.  

 

   

Fig. 3. Two prototype coils used for testing the surface tension hypothesis. It can be seen that 
before (a) the development the coil is patterned correctly. However, after developing (b) the 
individual loops collapse together due to surface tension. (c) Coil dried using CPD. It can be 
seen that all of the coil loops are free standing and are not touching any of the adjacent loop. 

(a) (b) (c) 
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Fig. 3(a-b) show an example of a coil prepared without CPD. Before the 
development (a), it can be clearly seen that all of the microcoil loops are separated 
from one another. However, after the development (b), due to the surface tension 
during the drying process, the individual loops are attracted to loops immediately 
adjacent, resulting in structure collapse. 

CPD was subsequently used during the development process. While CPD does not 
alleviate all of the surface tension during the drying, it ensures a significantly greater 
success rate. All successful coils were fabricated using CPD (Fig 3(c)). 

3.2 Microcoil Process 

The following outlines the entire 9-step process needed to successfully create the coil.  

1. Create the design (microcoil) using CAD software, such as NX Unigraphics.  
2. Export the design into a STereoLithography (STL) file format. 
3. Converted file into a file format for use with 3D photolithography (General 

Writing Language, or GWL).  
4. Three-dimensional photolithography (i.e. Nanoscribe). 
5. Dry using Critical Point Dryer.  
6. Because the created microcoil is non-conductive, it needs to be covered by a 

layer of electrically conductive metal (0.5 µm of copper was used to bridge a 
gap between the glass substrate and supports).  

7. As sputtering indiscriminately covers the microcoil and the glass substrate, 
the individual loops and the connecting pads need to be separated (see Fig. 4 
and Fig. 5). This can be accomplished by micro-laser patterning. 

8. Glass wafer needs to be trimmed and glued to PCB.  
9. Finally, the conductive pads need to be connected to pads on PCB using a 

wire bonder. Such a chip can then be placed inside a Helmholtz coil and 
tested inside Faraday cage to avoid signal interference from external sources. 

4 Experiments and Results 

4.1 Induction Setup 

All of the measurements were performed using the following setup. The equipment 
used included a waveform generator (BK Precision 4070A), a current amplifier 
(Violin VIO-15/60), a pair of Helmholtz coils (R = 25 cm, N = 70), and a nanovolt 
meter (Lock-in amplifier, SRS830). The magnetic field was measured using a 
magnetometer from Metrolab (THM1176). 

4.2 Flux Density Measurements 

As previously stated, the strength of the magnetic field produced by the Helmholtz 
coils depends on the current flowing through the coils. Because of the physical 
characteristics of the current amplifier, for smaller frequencies (a few hundred Hz), 
the current produced was larger than for larger frequencies (greater that one kHz).  
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Table 2 shows measured magnetic field produced by the Helmholtz coils. Because 
the field depends on the current supplied, the measured values are significantly higher 
for lower frequencies than for higher frequencies.  

Table 2. Empirical magnetic field (mT) produced by Helmholtz coil 

  Frequency (Hz) 
  151 305 500 706 978 1208 1428 1821 

V (V) 

1 5.2 3.4 3.3 1.8 1.4 1.6 1.1 0.7 
1.5 7.6 6.6 4.7 2.6 1.7 1.4 1.7 0.8 
2 10.5 8.9 5.5 3.6 1.9 2.1 1.9 0.8 

2.5 12.4 10.5 6.5 4.3 2.3 2.5 2.5 0.8 
3 14.4 12.1 7.4 5.2 2.4 2.9 2.9 0.9 

3.5 14.9 13.9 7.9 6.0 2.4 3.3 3.3 0.9 

4.3 Induced Voltage Measurement 

In the initial attempt, the microcoil was positioned on a probe station with easy access 
to the connection pads. The probe station tips were then positioned to touch these 
pads (Fig. 4). The output of the coil was measured using a lock-in amplifier 
(measuring RMS values) that was externally synchronized to the sinusoidal signal 
sent to the Helmholtz coils. The output signal (the signal from the microcoil) was 
verified by observing a significant decrease in the strength at slightly different 
frequencies from the input signal (frequency shift was used as an indication of 
maximum amplitude). For example, the 151Hz signal was checked at 150.5Hz and 
151.5Hz). A significant decrease in signal strength was observed for the change in the 
frequency of the input signal. Additionally the noise level, also measured by the lock-
in amplifier, was observed as being less than 8% of the measured quantity.  

In this setup, the measured values were in the millivolt range, or several orders of 
magnitude stronger than the expected values. This significant variation was attributed 
to the electromagnetic interference from the setup. The power cables, measurement 
cables, along with other metal object contributed to the signal being measured. 

 

 

Fig. 4. Snapshot of the sub-millimeter coil with two probe tips connected to the supporting 
structures being shown 

Supporting blocks 

Connection pads 
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In order to measure the signal of interest and not the noise, it was necessary to 
eliminate any external interference. Therefore, it was necessary to completely isolate 
all of the components that were susceptible to electromagnetic interference. This 
included the Helmholtz coils, the microcoil and all of its connectors (previously 
micro-manipulators and probe tips), as well as all of the cables. Consequently the 
substrate with the microcoil was trimmed to a small chip that was subsequently glued 
onto a small printed circuit board (PCB). The coil pads were connected to PCB pins 
using wire bonder. A small box was turned into Faraday cage by lining it with 
multiple layers of industrial aluminum foil. The Helmholtz coils, along with the 
centrally placed chip and all of the wires, were then placed inside the box. The 
recorded values were in the nanovolt range, which was within the expected bounds.  
Table 3 lists the average of three voltage measurements. 

 

Fig. 5. Scanning-electron micrograph of a helical microcoil. It can be seen that the loops of the 
microcoil are stretched along the Z-axis. This is due to the shape of the voxel.  

In this study, the volume occupied by a coil can be considered to be a cylinder with 
R1 and R2 equal to 60 µm and 30 µm, respectively, and 80 µm in height, or 0.45 pm3 
(picometer cube). Its resistance was measured to be about 8 Ω. Based on the observed 
values of induced voltage, the coil achieved the maximum power density of about 
1.96 mW per meter cube. 

Table 3. Empirical induced voltage (nV) with insulation and chip on PCB 

  Frequency (Hz) 
  151 305 500 706 978 1208 1428 1821 

V (V) 

1 12.1 16.0 25.7 20.1 20.5 29.1 28.8 19.8 
1.5 17.9 32.2 36.6 29.1 26.2 26.7 36.5 21.7 
2 24.5 41.6 40.9 38.1 28.5 36.5 41.8 21.6 

2.5 29.3 49.2 50.2 45.4 29.7 46.0 53.5 23.8 
3 36.2 63.2 63.1 62.5 39.2 60.2 71.2 26.1 

3.5 41.1 79.4 74.5 78.7 45.1 75.1 83.9 28.7 

Micropatterning of connection pads 
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5 Discussion 

A number of successful three-dimensional helical microcoils with varying height, 
radius, pitch, and thickness were created. Fig. 5 shows one such example. It can be 
seen that individual loops are elongated along the Z-axis. This, as already discussed, 
is due to the shape of the voxel. This difference in shape, however, is not critical, as 
long as there is a looped path between two connection pads. Also, the micropatterning 
of the metallic surface can be seen on the surface of the chip.  

The general intention for this study was to provide electrical power for on-board 
information processing for sub-millimeter scale robots, in a form of electronic circuit. 
Such a circuitry would undoubtedly be created, either via printing [18] or some other 
photolithographic process, such as electron beam lithography, directly on the surface 
of the microrobots. The measured output voltages, shown Table 3, are currently too 
small to be used with commercial electronics components. Additionally, the power 
density generated is noticeably smaller compared to other methods, such as the thin 
film battery technology or the piezo generator. 

In one specific example, the millimeter-scale coil in [11] was demonstrated to 
provide voltage of 10.4 mV with 0.62 µW of power from volume of 0.46 cm3, which 
translates to about 1.35 W per meter cube. This is compared to the design presented in 
this study with 12.3 mW per meter cube, or about two orders of magnitude less. 
However, most of the published alternatives occupy volume of few tens or hundreds 
of millimeter cube and all of the alternative power generation or storage methods 
suffer from the scaling factor [11]. Compared with the aforementioned millimeter-
scale coil, our design occupies only 0.58 pm3 of space, or about six orders of 
magnitude less. 

5.1 Voltage Amplification 

Values displayed in Table 3 were obtained using standard equipment that was readily 
available in our laboratory. A number of changes to the demonstrated microcoil and 
the driving equipment should result in increasing the voltage, and the power density, 
to a level suitable to power currently available low-power electronics.  

These changes can be grouped into two categories: change in the driving setup, and 
change in the microcoil. Increase in the field density could be obtained by increasing 
the driving current and a change to the Helmholtz coils. The output voltage could also 
be boosted by patterning a larger coil with a greater number of loops. The limiting 
factors are the overall size of the microcoil, as it is intended to be on a sub-millimeter 
scale, as well as the increase in stress generated by the increased size of the microcoil. 
Proposed changes, outlined in Table 4, should result in increasing the maximum 
induced voltage, by a factor of 24·106, from 84 nV to about 2 V. 

One major advantage of the coil, compared to other solutions for power generation 
or power storage, is that it provides for a continuous voltage delivery without the need 
of recharging. Also, as indicated, the reported voltages and power densities can be 
increased without the change in the technology itself, but by modifying the driving 
setup (for instance with the use of stronger current amplifier). Its disadvantage is the 
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Table 4. Proposed method(s) to increase induced voltage 

 Present Proposed Increase 
Loop count1 5 15 3x 
Loop count2 70 350 5x 
Coil area2 4.8·10-9 m2 19.2·10-9 m2 4x 
Current1 3 A 6 A 2x 

Frequency1 1.5 kHz 300 MHz 2·105 
1 refers to Helmholtz coils 
2 refers to voltage-inducing microcoil 

 
fact that the generated voltage is AC and would have to be rectified as most of today’s 
electronics relies on DC voltage. It should also be noted that the voltage 
measurements were conducted with the microcoil being placed perpendicular to the 
magnetic field. However, a microrobot does not necessarily operate with a constant 
orientation. This would further decrease the induced voltage. 

Consideration also has to be given to the fact that, at present, the microcoil was 
assembled on a transparent glass wafer with a diameter of 3 cm (facilitated by the 
Nanoscribe system’s requirement). This necessitates additional steps needed to place 
the microcoil atop a microrobot. A possible workaround to this hindrance would be to 
directly pattern the micro coil on a chip precut to the dimensions comparable to that 
of the microrobot for a subsequent microassembly. 

6 Conclusion 

With the help of a new fabrication method called direct laser writing, we have been 
able to demonstrate a possible solution of generating electrical power on a sub-
millimeter scale via electromagnetic induction of voltage by a microcoil placed inside 
time-varying magnetic field. Magnetic field concentrators were shown as not viable to 
offset the space requirement. We described the investigation of the various conductive 
and non-conductive photoresists as possible materials as well as the experimental 
setup used for the testing. The size of the coil was about 60 µm in diameter with 5 
loops. Voltages as high as 84 nV were reported with a maximum power density of 
about 1.96 mW per meter cube. Possible solutions to increase the generated voltage 
were proposed. 
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Abstract. This paper presents a digital lock-in amplifier (DLIA) based 
technique to detect the template-substrate contact in electrochemical 
nanolithography. This technique is applied to a specially designed 
electrochemical nanolithography system for verification. The system adopts a 
macro-micro positioning setup consisting of a fine stepping motor to drive the 
macropositioning stage and a PZT(lead zirconate titanate,  Pb[ZrxTi1-x]O3) 
actuator to drive the micropositioning stage. The template is mounted on a 
force-displacement sensing module which is attached to the PZT actuated 
micropositioning stage and the substrate is mounted on a holder which is 
merged in the solution. When the template approaches the substrate, it is 
controlled to oscillate at a certain frequency. Two capacitive displacement 
sensors are used to measure the template oscillation. Afterwards, a digital lock-
in amplifier is adopted to separate the oscillation information from the raw 
signal. The contact is determined by monitoring the separated oscillation 
information. Finally, experiment tests are conducted to verify the effectiveness 
of the digital lock-in amplifier. Experimental results demonstrate that the 
developed DLIA technique makes the template-substrate contact to nanometer 
accuracy. 

Keywords: nanolithography, contact detection, force-displacement sensing 
module, digital lock-in amplifier. 

1 Introduction 

Recently, electrochemical lithography has become popular in the field of 
nanolithography due to its advantages of high efficiency, large processing area and 
high resolution [1], [2]. For electrochemical nanolithography, the most important 
problem that limits its extensive use is the fine determination and adjustment of the 
distance between the template and the substrate. This problem comprises two aspects, 
accurate determination of the initial template-substrate gap in the first place and fine 
adjustment of the displacement afterwards. Since micropositioning stages with high-
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resolution displacement sensors have been adopted to realize the fine adjustment of 
the displacement [3], [4], the poor accuracy of initial gap determination comes to be 
the major problem. Therefore, it is necessary to establish the template-surface contact 
within nanometer accuracy and determine the initial template-substrate gap accurately 
before the processing. 

Several methods have been proposed to solve this problem. Gao has employed a 
modulation technique to establish a tool-sample contact within a sub-nanometer range 
[5]. This technique needs the sample to be mounted on a capacitive displacement 
sensor. In electrochemical nanofabrication, the substrate should be merged in working 
solution where sensors like capacitive displacement sensor cannot be setup. For 
Randall’s nanoindentation tester [6], the slight change in the contact stiffness, which 
is the slope of the linear fit of the proceeding and succeeding 30 data points from the 
force sensor, is used to detect the contact of the indenter. In Ferreira’s paper [7], the 
force obtained by the deflection of the cantilevered stamp is used to detect the stamp-
substrate contact. 

In this paper, a digital lock-in amplifier (DLIA) is developed as an efficient 
technique to detect the template-substrate contact. This technique eliminates the 
thermal drift effect of the structure and performs much better than common filters in 
noise suppression. To apply this technique in electrochemical nanolithography, a 
compact design with a force-displacement sensing module attached to a PZT actuated 
micropositioning stage is developed. 

The remainder of the paper is organized as follows. The electrochemical 
nanofabricating system is introduced in Section 2. The principles of this technique, 
including the basic lock-in amplifier theory and the determination of the initial 
template-substrate gap, are addressed in Section 3. The experimental setup and the 
contact detection experiment are presented in Section 4 and Section 5 respectively. 
Finally, Section 6 concludes the paper. 

2 System Description 

The electrochemical nanofabrication system consists of a macro-micro dual driven 
positioning stage, a force-displacement sensing module and a visual sensing module. 
The overall schematic diagram is depicted in Fig. 1. The macro-micro dual driven 
positioning stage is comprised of a macropositioning stage driven by a fine stepping 
motor and a micropositioning stage driven by a PZT actuator. The micropositioning 
stage is composed of a PZT actuator, a double compound flexure mechanism and a 
high-resolution capacitive displacement sensor. The force-displacement sensing 
module fixed on the micropositioning stage consists of a double compound flexure 
mechanism and a capacitive sensor. The template is mounted on the moving platform 
of the sensing module and the substrate is fixed on the bottom of the electrolyzer. The 
contact force between the template and the substrate is obtained by detecting the 
elastic deformation of the flexure mechanism on the sensing module. The whole 
system is mounted on a granite bridge base. The granite is suitable for stable structure 
due to its low thermal expansion coefficient, high stiffness and damping ratio. 
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Fig. 1. Schematic diagram of the electrochemical nanolithography system 

The template-substrate contact is accomplished in two steps: the fast approaching 
step driven by the macro positioning stage with the visual feedback and the successive 
approaching step using macro-micro dual driven stage. In the successive approaching 
step, the micropositioning stage firstly moves the template towards the substrate for 6 
μm at a speed of 1 nm/ms. During this process, the force-displacement sensing 
module keeps monitoring if the contact happens. Once the module detects the contact, 
the stage stops moving. Otherwise, the micropositioning stage retracts 6 μm and the 
macro positioning stage extends 5 μm. This process is repeated until the contact is 
accomplished. 

When detecting the template-substrate contact, the accuracy is mainly determined 
by the sensitivity of the capacitive sensor. Although the employed sensor possesses 
sub-nanometer precision, the output is influenced by environmental mechanical 
vibrations, thermal drift and electronic noise. To reduce such influences, a digital 
lock-in amplifier (DLIA) based technique is proposed in this work. The schematic 
diagram is shown in Fig. 2. In the approaching process, the micropositioning stage 
drives the force-displacement sensing module towards the substrate surface while 
oscillating with amplitude of 1nm and frequency of 50 Hz. Since the force-
displacement sensing module is attached to the micropositioning stage, the output 
contains an AC component with the same frequency. This AC component can be 
detected by the lock-in amplifier. Once the tip of the template comes into contact with 
the substrate, the amplitude of the AC component will increase. When the amplitude 
increases beyond the threshold value, which is determined based on the statistical 
characteristics of the oscillation amplitude, the template-substrate contact is 
established. 
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Fig. 2. Schematic diagram for contact detection 

3 Principles of the Technique 

3.1 Basic Lock-In Amplifier Theory 

The lock-in amplifier is a useful instrument in research and development laboratories. 
It can be used to measure small sinusoidal signals, even when these signals are 
masked by noise [8], [9]. Fig. 3 shows the basic lock-in amplifier (LIA) configuration 
(internal source). It is composed of one internal source, one phase shifter, two 
multiplier stages and two low pass filters. 

 

Fig. 3. Basic lock-in amplifier 

For simplicity, quantization noise introduced by both ADC and DAC is not 
considered in the analysis. The reference signal generated by the LIA internal source is 

 
( )_ _ sin refv ref a n= Ω

                   
(1)

 

where refΩ is the discrete reference frequency, n  is the time. 
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The phase shifter adds a 
2

π
 phase difference to _ _v ref a , which yields 

 

_ _ sin
2refv ref b n
π = Ω + 

   

(2)

 

The system response signal is expressed as 

 
( )_ sinsig sig sig nv sig V n θ η= Ω + +

               
(3)

 

where sigV  is the amplitude response， sigΩ  is the frequency response, sigθ  is the 

phase response, nη  is the zero-mean additive discrete stochastic process (Gaussian) 

with noise power 2
nσ . 

The output of the two multiply stage is obtained as 

 _ _ _ _vp a v ref a v sig= ⋅  (4) 

 _ _ _ _vp b v ref b v sig= ⋅  (5) 
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2 2
sig sig

sig ref sig sig ref sig n ref

V V
vp a n n nθ θ η   = Ω − Ω + − Ω + Ω + + Ω      

(6)
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V V
vp b n n n

π π πθ θ η     = Ω − Ω + − − Ω + Ω + + + Ω +           
(7)

 

These signals are then applied to low pass filters. The cut off frequency is set by the 
user, aiming at removing higher frequencies components. The output of the low pass 
filters can be expressed as 

 
( )cos

2
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V
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Y n

πθ η  ′= Ω − Ω + − +    
(9)

 

The noise power is affected by the sinusoidal signals and the modulus of the filter 
response, and the noise mean remains unaffected. Thus, the noise can be replaced by a 

new random variable nη ′ . The frequencies of the system response and reference 

signals are equal. Hence the output signals can be expressed as 

 
cos

2
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sig n

V
X θ η ′= +

 
(10)

 

 

cos sin
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(11)
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In order to measure the amplitude response sigV  and the phase response sigθ  of the 

input signal, the equations (10) and (11) can be rewritten as 

 
( ) ( )2 2

2 2 22 2 2 2 2sig n n n n nV X Y X Y X Yη η η η σ ′ ′ ′ ′ ′= − + − = + − − +      
(12)

 

 

2
1 1tan tan 1n n n n

sig

n

Y Y

X X Y XYX

η η η ηθ
η

− −
    ′ ′ ′ ′−  =   =  + − + 

    ′−      
(13)

 

For simplicity, the cut off frequency of the low pass filter is chosen to be low enough 
to drive a severe attenuation of the noise interference. Hence the noise power can be 

neglected. Besides, the noise nη ′  is a zero-mean variable. Thus, the measured signal 

parameters can be expressed as functions of the output signals of the low pass filters. 

 
2 22sigV X Y= +
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1tansig

Y

X
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(15)

 

3.2 Determination of the Initial Gap 

Both the micropositioning stage and the template are kept oscillating in the 
approaching process. When the contact is detected, the system stops oscillating. In 
this case, there is still a gap between the template and the substrate. This initial gap 
should be determined. 

In practice, the micropositioning stage is controlled to oscillate at a certain 
frequency with a given amplitude. The oscillation with respect to the basement can be 
expressed as follows 

 
( )10 10 1X sinS t A tω= +

                        
(16)

 

where 1A  is the amplitude and ω  is determined by the frequency. ( )10S t   

represents the instantaneous position of the micropositioning stage with respect to the 
stage base, which can be captured by the capacitive displacement sensor. 

Since the force-displacement sensing module is attached to the micropositioning 
stage, its flexure platform should oscillate at the same frequency with respect to the 
stage. Hence, the oscillation of the template (mounted on the flexure platform) with 
respect to the micropositioning stage is obtained as 

 
( ) ( )21 21 2 sinX S t A tω φ= + +

                   
(17)

 

where 2A  is the oscillation amplitude and φ  is the phase difference between 10X  

and 21X . ( )21S t  is the position of the template with respect to the micropositioning 

stage when the system is not operating. 
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The oscillation of the template with respect to the stage base should be the 

summation of 10X  and 21X . Thus, it can be expressed as follows. 

 
( ) ( ) ( ) ( )20 10 21 10 21 1 2sin sinX X X S t S t A t A tω ω φ= + = + + + +

 
(18)

 

This equation (18) can be rewritten as 

 
( ) ( ) ( )20 10 21 sin 'templateX S t S t A tω φ= + + ⋅ +

      
(19)

 

 
2 2

1 2 1 22 costemplateA A A A A φ= + +
               

(20)
 

where templateA  is the oscillating amplitude of the template. Thus, when the system 

detects the contact, the instantaneous gap between template and substrate can be 

recorded as templateA , that is the initial gap. 

4 Experimental Setup 

To verify the developed technique, an experimental platform is built to detect the 
template-substrate contact. Fig. 4 shows the experimental setup. For the macro 
positioning stage: a motion control card (PCI-4P from HIWIN) is used to drive the 
stepping motor. For the micropositioning stage: A PZT (P-840.30 from PI) is adopted 
to drive the micropositioning stage through a corresponding PZT amplifier (E-503.00 
from PI); two capacitive displacement sensors (D-100.00 from PI) are used to 
measure the displacement of the micropositioning stage and the force-displacement 
sensing module respectively; a 16-bit data acquisition card (PCI-6221 from NI) is 
used to acquire the voltage of the capacitive sensors (0-10V) and to apply the control 
voltage (0-10V) to the PZT amplifier. The application of the experiment is developed 
in the environment of LabVIEW 2010. 

 

Fig. 4. Photograph of the experimental setup 
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5 Contact Detection Experiment 

In the contact detection experiment, the oscillation frequency is chosen as 50Hz to 
avoid resonance and the oscillation amplitude of the micropositioning stage is chosen 
as 5nm. The approaching speed is set to be 0.4 μm per second. Before the template 
contacts the substrate, it oscillates freely and stably. Fig. 5 shows the statistical 
characteristics of the amplitude. The mean value is 1.20 nm and the standard variance 
is 0.61 nm. Hence, the threshold value can be set as 3.10 nm( +3μ σ ). Fig. 6 depicts 

amplitude and phase of the oscillation during the contact detection. Before contact, 
the amplitude remains stable but the phase changes from 0 to π randomly . As the 
template comes into contact with the substrate, the amplitude increases rapidly and 
the phase becomes stable. After the amplitude increases beyond the threshold value, 
the system stops approaching and the initial gap can be determined by equation (20) . 

 
2 2

1 2 1 22 costemplateA A A A A φ= + +
               

(21)
 

where 1A  is 5 nm, 2A  is 1.20 nm and φ  is π. Thus, the initial gap is obtained as 

3.80nm. 

 

Fig. 5. Statistical characteristics of the amplitude 

This experiment verifies the proposed technique and demonstrates its ability to 
establish a contact in nanometer accuracy. 



 A Digital Lock-In Amplifier Based Contact Detection 321 

 

 

Fig. 6. Amplitude and phase during the contact detection 

6 Conclusions 

A new contact detection technique has been introduced and verified in this paper. 
This technique is applied to a specially designed electrochemical nanolithography 
system for verification. The system adopts a macro-micro positioning setup to realize 
the approaching process. During this process, the micropositioning stage is controlled 
to oscillate at a certain frequency and the oscillation of the template is measured by 
two capacitive displacement sensors. By utilizing a digital lock-in amplifier, the 
oscillation information is separated from the raw signal. Thus, the contact can be 
easily determined by monitoring the oscillation information. Finally, experiment tests 
are conducted to verify the effectiveness of the digital lock-in amplifier.  
Experimental results demonstrate that the developed DLIA technique makes the 
template-substrate contact to nanometer accuracy.  
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Abstract. When combined with a piezoelectric actuator, a mechanical amplifier 
can achieve high resolution and long range motion.  In this paper, a previously 
proposed compliant mechanical amplifier based on a symmetric five bar 
structure was studied for performance optimization. The amplifier was 
optimized based on its most significant design parameters with goals of large 
amplification ratio and high natural frequency.  The design was also optimized 
for various load cases and over a range of input displacements. The 
optimization procedure validated the variability of the amplification based both 
on applied load, structure, and input displacement. 

Keywords: Compliant Mechanism, Amplifier, Piezoelectric Actuator, 
Optimization, Finite Element Analysis. 

1 Introduction 

The combination of a mechanical displacement amplifier with a piezoelectric (PZT) 
actuator has great potential in various industrial and medical applications. PZT 
actuators feature small, efficient sizes and the ability to produce high displacement 
resolution with low strain and high-force output [1]. Unfortunately, their relatively 
small range of motion makes PZT actuators inadequate for most engineering 
applications. Displacement amplification mechanisms are employed to overcome that 
disadvantage.   

The idea of using compliant mechanical amplifiers (CMA) is not a new one [2-15]. 
Several designs of varying shapes and purposes have been proposed and analyzed [7-
17].The main design objective of a CMA is to achieve a large amplification ratio 
(AR). This, however, may compromise the structure’s generated force and natural 
frequency (NF) [12]. Nevertheless, the large force output of PZT actuators makes the 
generated force reduction tolerable. Xu et al. [9] have provided a good summary of 
existing designs and have drawn conclusions on the limitations of CMA’s such as low 
natural frequency and the presence of undesirable lateral displacement.  

Mottard et al. [13] suggests that aligned hinges provide better performance than 
simple parallel configurations, and Kim et al. [14] introduced multiple bridge 
configurations in order to achieve greater stiffness and tolerance to external static 
loads. In [15], an increase in flexural hinge thickness was found to decrease the 
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amplification ratio and increase the natural frequency. Additionally, the design of a 
CMA has to be a compromise between the conflicting objectives of the structure’s 
flexibility and stiffness [16]. Therefore, the two most important design goals of an 
amplification mechanism are large amplification ratio and high natural frequency. 

Ouyang et al. [17] introduced a CMA based on a symmetric five-bar topology and 
discussed some design parameters affecting the AR. In this paper, an optimization 
analysis was performed which includes all parameters found to significantly affect the 
performance of the CMA.  

2 Compliant Mechanical Amplifier 

2.1 Five-Bar Topology 

The CMA that will be optimized is based on the topology proposed in [17], shown in 
Fig. 1. This topology is designed to be symmetric in configuration with two driving 
links that simultaneously rotate in opposite directions. The input displacement is 
provided by a PZT such that the output displacement is constrained to only one 
direction. This topology can be viewed as a combination of a symmetric four-bar 
topology and a lever arm topology, which have been reported several times in 
literature and have been used extensively in industrial applications [7-17]. The 
advantages of this topology in comparison with a double symmetric four-bar topology 
are the high natural frequency and large amplification ratio while maintaining a 
compact size [17]. Fig. 1(a) shows the direction of displacements for the five-bar 
topology, while the pseudo-rigid body model (PRBM) [2] of this topology is shown in 
Fig. 1(b). 

 

Fig. 1. Symmetric five-bar topology 

2.2 Geometry and Design Parameters 

The schematic of the proposed geometry of the CMA, based on the five-bar topology, 
is shown in Fig. 2. A key parameter of this geometry is the initial height of the middle 
bar from the top of the two driving links, which corresponds to the parameter ݄ in 
Fig. 1(b). Some other key parameters include the thicknesses of the flexure hinges of 
the CMA. 
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Fig. 2. CMA based on symmetric five-bar topology 

The notation used in this paper to define the parameters for the proposed geometry 
is shown in Fig. 3. It should be noted that this figure shows only half of the actual 
geometry as the amplifier is symmetric about the vertical axis.  

 

Fig. 3. Notation used for CMA parameters 

Table 1. Dimensions of the initial geometry of the CMA 

L ሾ݉݉ሿ H ሾ݉݉ሿ h1 ሾ݉݉ሿ fb ሾ݉݉ሿ t2 ሾ݉݉ሿ t3 ሾ݉݉ሿ 32.2 22.5 1.0 0.6 0.5 0.5 
The notations for the shown parameters are among those that were used to define 

the geometry in ANSYS Mechanical APDL, a software that uses the finite element 
method (FEM) of analysis [18]. The initial parameters of the CMA are listed in Table 
1. It should also be noted that the CMA has a uniform thickness of 5 ሾ݉݉ሿ. 
3 Optimization 

3.1 Significant Parameters 

The ratio of the output displacement, ݕ, and the input displacement, ߜ, shown in Fig. 
1 (a), can be defined as the amplification ratio of this CMA: 
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ܴܣ = (1) ߜ/ݕ

Since the primary purpose of a CMA is to convert the small input displacement 
provided by an actuator into a larger, more useable displacement. Therefore, an 
appropriate objective for the optimization process is to maximize the AR. There are 
several parameters that can affect the AR that have been identified in [17]. From Fig. 
1(b), we can obtain the following equations: ݈ଷ sin ߚ = ݄ െ ଷ݈ ݕ cos ߚ = ݈଴ ൅  ߜ݇

(2)

where ݇ = ݈ଵ/݈ଶ. The output displacement can be written in terms of the dimensions 
of the PRBM of the amplifier and the input displacement as follows: ݕ = ݄ െ ඥ݄ଶ െ ሺ݇ߜ ൅ 2݈௢ሻ݇ߜ  (3)

The derivation of this formula can be found in [17]. From this formulation it can be 
seen that the amplification ratio will increase with a decrease in initial height, ݄, and 
an increase in the design parameter ݇. 

Another parameter that has a significant effect on the AR is the stiffness of the 
flexure hinges. The stiffness, ܭ, of the corner-filleted flexure hinges used in this CMA 
can be calculated using the formula given in [19]. This formula is given as follows: ܭ = ଷ12ሺ݈ݐܾܧ െ ݎ2 ൅ ሻሻ (4)ߛሺ݂ݎ2

where ߛ = ݐݎ2  (5)

and 

݂ሺߛሻ = ሺ2ߛ ൅ 1ሻሺ3ߛଶ ൅ ߛ2 ൅ 1ሻ ൅ ߛሺߛ3 ൅ 1ሻଶඥ2ߛ ൅ 1 tanିଵሺඥ2ߛ ൅ 1ሻሺߛ ൅ 1ሻሺ2ߛ ൅ 1ሻଷ  (6)

These formulas show that the parameter that has the greatest effect on the stiffness of 
a corner-filleted flexure hinge is the thickness of the hinge, ݐ. 

Table 2. Allowable ranges for design variables 

Design Parameter Range ݄1 3.0 ൈ 10ିସ ~ 2.25 ൈ 10ିଷ ሾ݉ሿ3.0 2ݐ ൈ 10ିସ ~ 6.0 ൈ 10ିସ ሾ݉ሿ3.0 3ݐ ൈ 10ିସ ~ 1.0 ൈ 10ିଷ ሾ݉ሿ ݂ܾ 5.0 ൈ 10ିସ ~ 2.25 ൈ 10ିଷ ሾ݉ሿ
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Examining Fig. 3, obvious selections for design variables are ݄1, 2ݐ, and ݂ܾ. These 
correspond to the parameters shown in the PRBM and those used in Equations (1 to 
(4) and are precisely the variables that were selected for the optimization process. 
Another parameter that affects the thicknesses of the upper flexure hinges is 3ݐ, and 
was also chosen as a design variable. The range of allowable values for the design 
variables can be found in Table 2. 

3.2 Optimization Setup and Constraints 

To optimize the proposed CMA, a number of scenarios were considered. Simulations 
were first run without applied loads while subsequent simulations had loads 
incorporated. To simulate the loads experienced by the CMA, two equal downward 
forces were applied at two points on the top surface of the middle bar. It is intuitive 
that applying such a load causes a downward displacement of the top surface. A static 
analysis with only this force applied was conducted where the negative displacement 
of the top surface was recorded and denoted as ݀ݕ଴. 

A static analysis was then performed which included the input displacements from 
the PZT actuator on the driving links. The displacement of the top surface was then 
recorded from which ݀ݕ଴ was subtracted. The difference in displacements was recorded 
as the total output displacement and its ratio with the input displacement was defined as 
the amplification ratio. For the cases without an applied load, ݀ݕ଴ was set to zero. 

For each scenario, a number of constraints were applied for the optimization 
process. A typical function for a CMA is to function as the base for each leg of a 
hybrid macro-micro system. As such, the base of the amplifier itself is constrained 
with no displacement being allowed in both the vertical and horizontal directions. In 
terms of the kinematics of the CMA, at the point where the axes of the coupler links 
and the center bar become aligned in space, there exists a singularity. For this reason, 
the coupler links were not allowed to reach a horizontal position.   

Another constraint applied on the proposed design was the maximum von Mises 
stress of the structure. This was not allowed to exceed 276 ሾܽܲܯሿ, the yield stress of 
Aluminum 6061-T6 alloy. The material properties of this alloy were used for the 
FEA. As the natural frequency of a structure has a significant effect on its fatigue 
performance, the natural frequency of the CMA was not allowed to fall 
below 450 ሾݖܪሿ. This value was deemed appropriate for this analysis based on results 
from literature [17]. 

Finally, the force required to produce the desired input displacement was not 
allowed to exceed the push load capacity of the PZT actuator. The PZT actuator to be 
used for the proposed CMA is the Newport NPA25-D, which has a maximum push 
load capacity of  1000 ሾܰሿ . The force required to produce a desired input 
displacement, including the inherent stiffness of the actuator, was subtracted from the 
push load capacity of the PZT actuator and the remaining available force (RAF) was 
not allowed to fall below zero. 

For each case (both with and without applied forces), ANSYS was used to perform 
a first-order optimization for a series of input displacements ranging from 5ሾ݉ߤሿ to 10ሾ݉ߤሿ  at each driving link. Each combination of applied force and input 
displacement produced a different set of optimized parameters. Although the ideal 
design would produce the largest displacement, a sufficient goal was to maximize the 
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amplification ratio of each case since the input displacement is held constant for each 
optimization. As the goal was to maximize the AR, the objective function was set to 
its inverse, 1/ܴܣ. By minimizing this parameter, the maximum AR may be obtained. 
As was previously mentioned, for the cases with an applied load, two static solutions 
were produced, one with and one without the input displacement, before the 
optimization was carried out.  

4 Results and Discussion 

Five different loading scenarios were employed: 0 ሾܰሿ , 2 ሾܰሿ , 4 ሾܰሿ , 6ሾܰሿ , 
and 8 ሾܰሿ, resulting in a total of 30 (6x5) designs. For each load case, the design that 
produced the largest output displacement was selected. Static analyses were then 
performed on each of the selected designs over the entire range of input displacements 
for their respective loading scenarios.  This way, the behavior of each design over the 
entire projected working range of the PZT actuator was observed. Furthermore, the 
selected designs were subjected to the entire range of applied loads while holding  
the input displacement at the maximum (10 ൈ 10ି଺ ሾ݉ሿ). Based on these results, an 
final optimal design was produced.    

4.1 Initial Optimizations 

For the sake of brevity, the notation used for the optimized design for each case refers to 
the applied load and input displacement combination for which it was optimized. For 
instance, the design resulting from an optimization with applied load of 8 ሾܰሿ and input 
displacement of 6 ൈ 10ି଺ ሾ݉ሿ  is referred to as design 8.6. Several significant 
parameters of the design for each of the optimization cases are shown in Fig. 4. 

  

Fig. 4. Several key parameters of the optimized designs for each case 

As expected, the results of the optimizations with no applied loads did not produce 
significant changes in the design. This was mostly due to the low values of the 
maximum stress experienced by the structure, which was the factor with the greatest 
effect on the optimization procedure. The AR was kept relatively constant, as shown 
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by the slope of the input output displacement. Similarly, the NF, the decrease of the 
RAF and the optimization variables kept relatively constant values. The last 
optimization showed a considerable change, which corresponds to the case with the 
maximum input displacement. Although the difference in results is not large, design 
0.10, which produced an output displacement of 215.06 ൈ 10ି଺ ሾ݉ሿ and had a NF of 1190.32 ሾݖܪሿ, was chosen as the best one from this scenario. 

The results of the optimization scenario for 2 [N] loads show that with an 
increasing flexural hinge thickness, 2ݐ, the AR decreases while the NF increases. This 
is in agreement with the analysis from Section 3. The best design, 2.9 had an output 
displacement of 342.98 ൈ 10ି଺ ሾ݉ሿ ሺܴܣ = 38.1ሻ   and a NF of 1119.74 ሾݖܪሿ . 
Although the stress experienced by this design was one of the highest seen, it is still 
far below the yield stress of the material. Under 4 [N], the changes in the optimization 
variables became more visible and significant. The increase in AR and NF is larger 
than those of the previous load cases. Design 4.10 produced an output of  522.46 ൈ10ି଺ ሾ݉ሿ ሺܴܣ = 52.25ሻ  and a NF of 1036.97ሾݖܪሿ. Although, its frequency is the 
lowest of this load case, it is still far above 450 ሾݖܪሿ. 

The optimal design for the 6 [N] load case was found to be design 6.9 which 
featured an output of 526.48 ൈ 10ି଺ ሾ݉ሿ ሺܴܣ = 58.5ሻ  and a NF of 1226.17ሾݖܪሿ.In 
the 8 [N] load scenario, the optimization for an input of 10 ሾ݉ߤሿ did not produce a 
feasible result. As it is also shown in Figure 8, this scenario was the only one that 
reached the limits of allowable stress and it showcased the effect of the optimization 
variables on the amplifier clearly. The best design was found to be 8.9 with an output 
of 686.02 ൈ 10ି଺ ሾ݉ሿ ሺܴܣ = 76.22ሻ  and a NF of 1132.07ሾݖܪሿ. The dimensions of 
the designs that produced the largest output displacements are summarized in Table 3. 

Table 3. Optimized parameters for varying loadings 

Design h1 ሾ݉݉ሿ fb ሾ݉݉ሿ t2 ሾ݉݉ሿ t3 ሾ݉݉ሿ NF ሾݖܪሿ Output Displacement ሾ݉ߤሿ 0.10 1.654 0.5444 0.4576 0.5005 1190.32 215.0594 2.9 1.770 0.6521 0.3002 0.4896 1119.74 342.9809 4.10 1.610 0.5422 0.3002 0.5679 1036.97 522.4753 6.9 1.984 0.6101 0.3003 0.5016 1226.17 526.4849 8.9 1.831 0.5004 0.3052 0.4761 1132.07 686.0241 
4.2 Input Displacement Variation 

In this stage, the selected designs were subjected to the full spectrum of the input 
displacements. The applied load for each design was kept the same as the case for 
which it was optimized. The results indicate that design 8.9 consistently featured the 
largest output displacement and therefore the largest AR. 

As seen in Fig. 5(a), the average amplification ratio changed depending on the 
loads applied on the structure. In fact, the AR increased with an increase in load. This 
can be explained by Equations (2) and (3). Large applied loads cause greater ߚ 
angles that leads to a greater output displacements for the amplifier. Additionally, the 
average amplification ratio for the optimized design is slightly larger than the AR 
given by the optimization without applied load. This is justified by the non-linear 
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relationship that exists between the input and output displacements as indicated by 
Equation (3). Therefore, the amplification ratio of the amplifier changes in value 
depending on applied loads as well as the input displacement of the actuator. 
Interestingly, the RAFs for each load case were quite similar in value, with the 
exception of the zero load case. This can be explained by the relatively small 
differences between the optimization variables of the selected designs. Having similar 
geometries, all the designs exhibited similar reaction forces under the same inputs. 

 

Fig. 5. (a) Results from varying input displacement (b) Results from varying applied load 

4.3 Varying Loads 

In this section the selected designs were subjected to the maximum input 
displacement (10 ሾ݉ߤሿ) and under various loads from 0 ሾܰሿ to 8 ሾܰሿ. The AR and 
RAF results followed the expected trend, with AR increasing as the load increased 
and RAF decreasing. Although design 8.9 was optimized for the highest loads, design 
6.9 has a greater safety factor, and therefore a better structural behavior than 8.9. This 
can be explained by looking at the ݂ܾ parameter for both designs. The base fillets in 
the amplifier always exhibit the highest stresses in the structure along with the hinge 
thickness 2ݐ.  Design 6.9 features a thicker base fillet (݂ܾ = 0.61 ሾ݉݉ሿሻ than design 
8.9 (݂ܾ = 0.50 ሾ݉݉ሿሻ and therefore in this case experiences lower stresses in that 
region. The rest of the designs, behaved in as expected with 2.10 having a better 
safety factor that 2.9 and 0.10.The best design was considered to be 6.9 since it 
exhibited the largest AR values for every load case. 

Looking at the performance of each design, 4.10 was the one with the largest AR. 
This is due to its more flexible structure having been optimized for lower loads that 
6.9 or 8.9. However, the stresses experienced by the design were too high, as seen by 
its safety factor, and in fact its structure failed to support 8 [N] loads. Therefore, the 
best design is considered to be 8.9. 
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4.4 Optimal Design 

Having been considered the best design for both scenarios, 8.9 is chosen the optimal 
design for the CMA.  The following table summarizes its structural properties. 

Table 4. Optimal design parameters 

Natural Frequency 
[Hz] 

h1ሾ݉݉ሿ fbሾ݉݉ሿ t2ሾ݉݉ሿ t3 ሾ݉݉ሿ 1132.7 1.831111 0.500457 0.305195 0.476068 

 
Fig. 6. Performance of optimal design over a range of input displacements and applied forces 

As seen in Fig. 6, the amplification ratio changed depending on the loads applied on 
the structure. In fact, the AR increased with an increase in load. This can be explained 
by Equations (2 and (3. High applied loads cause greater ߚ angles which lead to a 
greater output displacements for the amplifier. Additionally, the average amplification 
ratio for the optimized design is slightly larger than the AR given by the optimization. 
This is justified by the non-linear relationship that exists between the input and output 
displacements as indicated by Equation (3. Therefore, the amplification ratio of the 
amplifier changes in value depending on applied loads as well as the input displacement 
of the actuator. It is interesting to note that for all designs, if the applied forces are 
removed, the relationship between the input and output displacements is roughly linear. 
This leads to a near-constant AR for all input displacements.  

5 Conclusion 

In this paper, the symmetric five-bar compliant mechanical amplifier introduced in 
[17] was studied and a new optimized design was found. First-order FEM 
optimization was performed for various loading scenarios over a range of input 
displacements. The optimal design was found based on its combination of average 
amplification ratio, natural frequency, and maximum experienced stress. It was 
concluded that the pre-load has a significant effect on the amplification ratio. Finally, 
further FEA simulations on the optimal design validated the nonlinearity between the 
input and output displacements of the amplifier. 
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Abstract. While treating the disease using the targeted drug delivery method, 
the effectiveness of a drug primarily depends on the disease affected area, 
targeted particles and drug control release of the drug. In this paper, an 
optimum or near optimum real time targeted drug delivery system is proposed. 
Targeted path planning algorithm for ferromagnetic nano particles based on 
particle swarm optimization approach and artificial magnetic field concepts 
used as virtual MRI (magnetic resonance Imaging) is proposed to solve the 
obstacle free targeted drug delivery process in a 3d virtual environment. At first 
stage 3d path planning scheme based on attractive and repulsive artificial 
potential field for obstacle free path in certain blood vessels is used. Later, an 
optimization process for all the discovered trajectories by combining particle 
swarm optimization algorithm is performed to generate an optimal path. 
Simulation results showed that proposed algorithm has higher success rate in 
targeting the drugs with a faster convergence rate towards the optimal solution.  

Keywords: PSO, Virtual Reality, Nano particles, Targeted drug delivery. 

1 Introduction 

The nano particles (NP’s) are very small objects, less that 1/1,000 the width of an 
average human hair, which can interact with individual human cells, proteins and even 
single molecules. Nano particles (NP’s) can also be modified in their shape, size and 
surface properties to remain in the bloodstream long enough to accumulate mostly in 
tumor tissues, which have leakier blood vessels than normal tissues. NP’s are thus 
excellent candidates for the transport of drugs to sites of disease. [1]. Magnetic NP’s 
have been investigated for biomedical applications for more than 30 years. In medicine 
they are used for several approaches such as magnetic cell separation or magnetic 
resonance imaging (MRI). Goya et al. [2] mentioned that the common feature of all NP 
based cancer therapies is the need of specific NPs for achieving the desired therapeutic 
effect. They emphasized that the NP function is activated using an external agent 
(magnetic fields, light, radiation, etc) that interacts with the NPs. 

NP’s can offer several advantages over more traditional drug delivery methods, 
including improved drug solubility, stability, and the ability to simultaneously target 
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multiple different molecules to particular cell or tissue types. Kovochich et al. 
experimentally demonstrated the ability of nano-technological approaches to provide 
improved methods for activating latent HIV and provide key proof-of-principle 
experiments showing how novel delivery systems may enhance future HIV therapy. 
[3]. Jurgons et al. [4] ,in an experimental cancer model, performed targeted drug 
delivery and used magnetic iron oxide nano particles, bound to a chemotherapeutic 
agent, which were attracted to an experimental tumor in rabbits by an external 
magnetic field (magnetic drug targeting). Complete tumor remission is claimed to be 
achieved. 

Wang et al. [5] commented that the power of nano-medicine, a subfield of 
nanotechnology that uses nano-materials for the diagnosis and treatment of diseases, 
stems from ability to tailor the properties of materials. They mentioned that the promise 
of nano-medicine is unlikely to arrive until we can selectively deliver nano-materials to 
particular sites of interest, with minimal accumulation in off-target regions. Von 
Maltzahn et al. [6] report a giant leap forward with their development of NP’s that can 
communicate to enhance cancer targeting. Nano-materials can be directed to the tumor 
through both passive- and active-targeting mechanisms [7] Wang et al.  presented a 
system comprising ‘signalling’ and ‘receiving’ modules, where the receiving module 
circulating in the bloodstream is directed to the tumor by a cascade triggered by the 
signaling module, improves the targeting effect of a nano-medicine.  

Particle swarm optimization (PSO) is an artificial intelligence (AI) technique that 
can be used to find approximate solutions to extremely difficult or impossible 
numeric maximization and minimization problems. Particle Swarm Optimization 
(PSO) algorithm was proposed by James Kennedy and R. C. Eberhart in 1995, 
motivated by social behavior of organisms such as bird flocking and fish schooling. 
PSO algorithm is not only a tool for optimization, but also a tool for representing 
socio-cognition of human and artificial agents, on principles of social psychology [8]. 
Cancer chemotherapy is a complex treatment mode that requires balancing the 
benefits of treating tumors using anti-cancer drugs with the adverse toxic side-effects 
caused by these drugs. Some methods of computational optimization, genetic 
algorithms in particular, have proven to be useful in helping to strike the right balance 
[9]. Petrovski et al. In their study compared three algorithms - Genetic Algorithms, 
global best PSO, and local best PSO. The comparison was done on the problem of 
multi-drug cancer chemotherapy optimization. In their experiment, they showed that 
the PSO algorithms find the feasible region in the solution space of chemotherapeutic 
treatments faster than Genetic Algorithms. 

Similarly Petrovski et al [10] comment that the problem of chemotherapy 
optimization necessitates the use of multi-objective optimization methods. The 
techniques based on swarm intelligence have certain features that make them 
applicable and effective in addressing multiple treatment objectives of cancer 
chemotherapy. [11] Demonstrated the adaptive capabilities of particle swarm 
optimization (PSO) that enables this bio-inspired meta-heuristic to carry out an 
efficient search for both effective and versatile chemotherapy treatments. Zhang et al. 
[12] proposed a new global path planning approach based on particle swarm 
optimization (PSO) for a mobile robot in a static environment. Simulation results 
were provided to verify the effectiveness and practicability of this approach. 
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Our prior work has focused on combined genetic algorithm (CGA) and ant colony 
algorithm (ACO) for path planning simulations in virtual environment frameworks 
[13-15]. However, when performing simulation for medical engineering a real time 
environment is required to perform the simulation process, especially in case of 
targeted drug delivery system the highest priority of the researchers is to well target 
the doze towards the affected cell. Hence, an urge for improvement in optimal path 
planning algorithm utilizing magnetic potential field scheme as virtual MRI (magnetic 
resonance Imaging) concept was required. A process that can adequately perform 
quick optimization in complex swarms to get real time path deflection result.  

In response to the above problem, this paper proposes distinct intelligent targeted 
drug delivery method based on the advantages of artificial potential field (APF) and 
particle swarm optimization (PSO) combined to find the optimal drug delivery path in 
a 3d virtual environment. The proposed method supports the PSO swarm population 
directing towards the goal using the attractive forces, whereas, to avoid collision of 
NP’s with obstacles the artificial magnetic repulsive forces are used. Evaluation 
between the proposed nano particle swarm optimization algorithm (NAPSO) and 
existing traditional PSO in a similar 3d environment showed a higher performance in 
terms of convergence rate and time for the proposed approach. 

2 Preparation and Characterization of Nano-carriers 

The drug loaded NP’s used in this study were prepared using biopolymer method in 
spherical shape followed by CAD modeling of the particles. In order to investigate the 
morphology of the prepared NPs, AFM observations were conducted. Fig. 1(a) and 
1(b) shows typical non-contact AFM images of the P(3HV-co- 4HB)-b–mPEG NPs, 
respectively. The AFM images show that the NPs formed as a result of solvent 
evaporation were discrete amorphous shaped and smooth in surface morphology, in 
the range with an average 100 to 200 nm in the diameter. Using the AFM (Atomic 
force Microscopy) images, CAD models for the nano particles were developed with 
similar physical appearance to perform studies in virtual environment as shown in fig. 
2 (spherical x particle). 

  

Fig. 1. Morphology of the copolymer NPs, AFM images of P(3HV-co- 4HB)-b–mPEG with a 
scan size of 4μm x 4μm 

3 Artificial Potential Field 

Artificial potential field [14] is a path planning technique based on obstacles as 
repelling force sources, and goals as attracting force sources. Potential field approach 
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obstacle avoiding collision of particle and obstacle. As the particle reaches its final 
position from initial to final a 3d trajectory is formed.  

The attractive and repulsive forces are represented as: 
If  ρ(oi(q)) ൑ ρ0        ࢖ࢋ࢘ࡲሺࢗሻ =  െߟ ൤ ଵఘ൫୭୧ሺ୯ሻ൯ െ ଵఘబ൨ ߜ (2)                                           ߜ = ଵఘమ൫௢೔ሺ௤ሻ൯    ൫o୧ሺqሻ൯ߩ׏

                                                       If ρ(oi (q)) > ρ0 

ሻࢗሺ࢖ࢋ࢘ࡲ                                                         = ሻݍ௜ሺ݋ห ݂ܫ                                                   0 െ ݋௜ሺݍ௙ሻห ൑ ࢚࢚ࢇࡲ  ݀ =  െ ߞ ሺ݋௜ሺݍሻ െ ሻݍ௜ሺ݋ห ݂ܫ                                                 ௙൯ሻ                                           (3)ݍ௜൫݋  െ ௙ሻหݍ௜ሺ݋  ൐ ݀ 

࢚࢚ࢇࡲ                                                =  െ ݀ߞ ቀ௢೔ሺ௤ሻି ௢೔൫௤೑൯ቁห௢೔ሺ௤ሻି ௢೔൫௤೑൯ห                                                      (4) 

Where qf is final configuration of a particle at its final position, d is evaluation value 
of distance from the current position to the final position, ζ is scale factor, Fatt is 
attractive forces, q is configuration of the particles, Frep is repulsive forces, ρo is 
repulsive force radius, oi(q) is point on the workspace, ηi is scale factor, I is index of 
the ith particle. The repulsive force has a provisional value ρ(oi(q)), which is the 
distance from the center of a particle to the center of an obstacle. The summation of 
the attractive and repulsive forces gives the direction for movement as a normalized 
vector as follows: 
q = [ qx , qy, qz  θ] Ԧ݂  = ிೌ ݍ∆  ೟೟ା ிೝ೐೛ቚหிೌ ೟೟ା ிೝ೐೛หቚ  S                                                                     (5) 

Where q is coordinates of the NP’s, force applied to move the particle, S is step size 
between path points. This 3d path planning process based on 3d potential field 
method is further assisted by the PSO for optimization process in finding optimal 
path. Within the context of path planning via APF, the avoidance of local minima has 
been addressed in many different ways; in particular, dynamic search characteristics 
are employed to avoid local minima by various researchers. One of the finest 
techniques having swarm behavior was proposed by researchers [16-17-18].  

In potential field scheme only valid path is planned and it is not considered as 
optimal as in an environment there can be many paths from initial to final position. 
Therefore, in order to deal with this scenario swarm optimization as suggested by 
many scientists [4-6] is opted to perform optimization among all available valid paths 
resultant by applying potential field concepts. 
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Fig. 3. The orientation & configuration of a drug loaded particles q = [dxi dyi dzi Өi] and the 
bounding box calculation  

4 Particle Swarm Optimization 

PSO algorithm was introduced by Kennedy and Eberhart in 1995 [19]. Since then, 
PSO algorithm has been successfully applied to many optimization problems, such as 
learning of artificial neural networks (ANN) model predictive control [20]. The 
traditional PSO algorithm [10] comes from the simulation of the social behavior of 
the birds seeking for food. The best strategy for one bird to reach the destination is to 
pursue the bird that is nearest to the food. The solutions of the optimization problems 
are viewed as the birds which are called particles. The optimization process of the 
problems is regarded as the progressive paths of the particles seeking for the food. 
Each particle has a fitness computed by the fitness function.  

The particle direction and distance of each particle are subject to its velocity. All 
the particles are pursuing the best particle owning the optimum fitness until the 
optimal or near-optimal solutions are obtained. The particles are commenced with 
stochastic initializations and the optimal or near-optimal solutions are generated by 
iterative computations. Each particle renews its own solution based upon two best 
solutions in each computation time step, i.e. the current individual best solution 
searched by it and the global best solution searched by the particle colonies, which are 
represented as pbest and gbest, respectively. To improve the computation efficiency, a 
portion of the whole particles are selected for comparison and the global best solution 
can be replaced by the local best solution if the population size of the particles is too 
large. For multivariable optimization problems, the best solutions pbest and gbest will 
be substituted with the vectors pbest and gbest respectively as shown in fig 4. The 
next velocity vector and solution vector of each particle are updated according to 
formulae (4) and (5) [19] after the two current best solution vectors are calculated. 
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6 Results and Discussion 

The simulator (targeted drug delivery Path Planner) is based on two aspects first the 
APF based obstacle free path generating of the NP’s and second optimizing the 
obstacle free path. The virtual targeted drug delivery path planner system reported in 
this paper as shown in Fig. 6(a) the complete view of virtual blood vessel and heart 
model and (b) virtual blood vessel model with particle swarm flow inside, utilizes a 
pc based application and general-purpose hardware for interaction. The graphical 
interface was designed in C++ to let the user interact with the virtual environment. 
The presented experiment was done using the C++ platform and Open Inventor for 3d 
virtual environment. A single computer with a Pentium (2.14 GHz-D’Core) CPU and 
2 GB ram is used to run the simulations NP’s and blood vessels with a total weight of 
644627 faces. The computed workspace was (4.0x4.0x4.0 cm) environment as it can 
be seen in fig. 6.  Once the optimal path for the single NP is obtained the swarm 
algorithm builds the swarm and searched for the optimal path as shown in fig. 6(b). 

 

Fig. 6. The virtual targeted drug delivery path planner system 

Two different experiments were performed with similar parameters. In the first 
environment normal flow blood vessels were considered with a blood flow velocity 
with no blockage in the vessels. In second experiment the velocity parameter was 
lowered down for the blood flow imitating blockage in the blood vessels caused due 
to blood clots present inside vessel. It was observed that the environment in the 
second environment became more complex and ideal for the swarm searching because 
of slow velocity and complex obstacle presence (blood clot). The comparative 
experiment and its convergence result are detailed in table 1. 

Table 1. Results comparison between two experiments 

Experiment Fitness value Success rate CPU Time Targeted particles 

A normal flow 0.881 100% 1200 min 12 NP’s 

B obstacle flow 0.512 100% 2600 min 24 NP’s 

A B
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7 Conclusion 

In this paper, a novel targeted drug delivery path planning optimization framework is 
developed and tested that allows operators to determine an optimal or near optimal 
path planning solution for targeted drug delivery towards the affected cells. The 
proposed algorithm is based on improved particle swarm optimization using potential 
field concepts for path planning. For comparison with existing traditional PSO, the 
path planning parameters were measured in terms of convergence rate and 
computation time. The results obtained from the virtual simulation demonstrated that 
the proposed algorithm converges faster to the optimal or near optimal path having 
low cost and consumes less computation Our proposed future work will consist of 
utilizing the path trajectory results as guidance to real-time MRI based Invivo targeted 
drug delivery process. 
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The CSUF Unmanned Utility Ground Robotic Vehicle 

Jidong Huang and Michael Yeh 

California State University Fullerton, Fullerton, California, USA 

Abstract. The goal for the California State University, Fullerton (CSUF) Un-
manned Utility Ground Robotic Vehicle (UUGRV) project is to create a fully 
autonomous multi-functional modular robotic platform to experiment various 
possible applications in the area of ground based robotics. To achieve full au-
tomation in both indoor and outdoor environment, the robot is equipped with 
Differential Global Positioning System, Inertial Measurement Unit, Laser Mea-
surement Scanner, and a X-box Kinect for indoor application. The robot’s me-
chanical design features two independently driven wheels and pivoting casters 
to achieve differential drive. Speed reduction is achieved by using chain drives 
to allow flexibility in gear ratio for different applications. Currently, the robot is 
being constructed as an autonomous lawn mower and has won the 2012 ION 
(Institute of Navigation) robotic lawn mower competition in the static category. 
In the future, more hardware and software for different applications will be de-
veloped on this platform. 

Keywords: Ground Robot, Unmanned Vehicle, Autonomous Robot, Robot  
Navigation. 

1 Introduction  

Today, robots are assigned to perform many different tasks that are dangerous or 
repetitive to human beings. There are large amounts of robots used in factory 
assembly line and military applications. However, a lot more possible robotic 
applications for daily use are yet to be discovered. With the Unmanned Utility 
Ground Robot Vehicle (UUGRV) at California State University, Fullerton (CSUF), 
students can experiment and design many applications for the robot to provide daily 
convenience. Currently the robot is being designed as an autonomous lawn mower as 
shown in figure 1; therefore this paper will focus the robot’s design as a lawn mower.  

Our team has studied works from universities with successful autonomous lawn 
mower, such as Ohio University, Case Western Reserve University and Wright State 
University [1][2][3][4]. The main difference between our design and designs by other 
universities is that our robot is designed to have a wide range of applications with 
add-on modules. The figures below show some other application that we are planning 
to develop: a robotic street cleaner and a robotic personal transport for hospital use. 

This Paper is divided into five sections, with each section describing the subsys-
tems or features of the robot. Section two gives an overview on the robot’s design 
which includes mechanical design, electric machine and electronic integration.  
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wheel for precision speed control. The blade module on the robot to cut grass is an 
off-the-shelf electric motor-and-blade assembly from a battery powered push mower; 
and it is controlled by a 24v speed controller.  

 

Fig. 3. Electronic hardware block diagram 

 

Fig. 4. Reduction gear and driver motor 

To control these motor controllers, we are using a versatile microcontroller called 
BL4S200 Rabbit board [6]. The rabbit board consists of 32 digital interfaces which 
can be used for serial interface; or pulse width signal outputs. The rabbit board also 
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receives signals from a radio controlled receiver which changes the inputs and output 
of the microcontroller. The microcontroller is then connected to a single-board biscuit 
computer via serial port. The single-board biscuit computer receives outputs from the 
sensors and sends out command signals to the microcontroller. 

2.2 Safety 

Due to the weight and power of the robot, safety is one of our main design concerns. 
There are three ways to trigger emergency stop to the robot during a hazardous event. 
Firstly, the software on the computer can be interrupted by sending stop command to 
motion control through Wi-Fi using a remote laptop. Secondly, a radio transmitter can 
send out a logic-level signal to the microcontroller for issuing stop command to the 
motor controllers. Lastly, a mushroom switch on the top of the robot serves as a cir-
cuit breaker to all the motors, once pressed, all circuits with direct connection to the 
motor will be opened from their power supplies.   

3 Software Design 

The robot consists of multiple software algorithms to perform various tasks. The three 
main functions included in our software design are: Navigation, Path Planning, and 
Obstacle Avoidance, which are all executed on the biscuit computer. The biscuit 
computer integrates the data from several sensors and takes appropriate action in ap-
propriate condition. As shown in figure 5, the autonomous operation of the robot pri-
marily relies on the use of three sensors, GPS, Inertial Measurement Unit (IMU) and 
Laser Measurement Scanner (LMS).  

 

Fig. 5. Sensor integration block diagram 
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3.1 Navigation 

GPS. The GPS outputs position and velocity data in geographical frame, which our 
computer transforms and maps into a local frame in terms of X and Y coordinates on 
the field. The heading (yaw) of the robot can be derived from position and velocity in 
the local frame in terms of degrees.  These position and velocity data are then taken 
into consideration by the position control algorithm to ensure the robot is inside the 
field boundary and on track per path planning requirements. The GPS set we used on 
the robot are manufactured by Navcom Technology, a John-deere company [7]. It is 
able to provide centimeter-level positioning accuracy under the Real-Time Kinematic 
(RTK) mode. 

IMU. The IMU outputs data in the form of angular velocity. Through integration, the 
heading of the robot can be obtained from the IMU at a high rate of 76 Hz. However, 
there are two major disadvantages when a system uses IMU alone for navigation. 
First, the initial heading of the mower has to be known precisely in order to obtain an 
accurate heading data for successive accumulations in the local frame. For instance, if 
the initial heading is not parallel to the Y axis, the IMU will assume the wrong head-
ing as zero degree, which will negatively affect the navigation algorithm due to this 
misalignment error. Second, the IMU yaw is obtained from cumulated yaw rate, thus 
errors in the yaw reading will cumulate over time, which will also provide the mower 
with wrong heading information.  

Kalman Filter. To reduce these negative effects, a Kalman filter is used to take the 
readings from IMU and combine it with the GPS heading to form an integrated yaw. 
The Kalman filter allows the GPS and IMU to compensate both of their weaknesses, 
reducing drift effect from IMU over time, while avoiding the noisy characteristic of 
GPS readings [8]. Thus, the integrated yaw provides a better reference for heading 
control.  

3.2 Path Planning 

Path planning allows our lawnmower to perform grass cutting over the whole field 
without going to a destination twice, thus saving energy, time and increasing effec-
tiveness. The computer onboard generates a path, as shown in figure 6, when the 
coordinates of the four corners of a rectangle cutting field are surveyed. The robot 
would then follow the path when no obstacle is present. The circle represents the 
blade coverage area on the mower. 
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Fig. 6. Path generated after surveying the 4 corners of a rectangle field 

3.3 Obstacle Avoidance 

To detect and avoid obstacles, a Laser Measurement Scanner is used on the robot [9]. 
When an obstacle is detected, the predefined path will be modified based on the GPS 
coordinates at the moment the robot detects the obstacle. The robot will then perform 
a three step move to navigate away from the obstacle, drive past the obstacle from the 
side and return to designated path as shown below in figure 7. The current obstacle 
algorithm is done by adding a few additional motion command based on the GPS 
coordinates received during an event of obstacle detection. This method is dynamic 
since obstacle avoidance can be achieved without knowing the location of the ob-
stacle. However, it is not intelligent since the robot does not avoid obstacle based on 
its shape and size, so the dimension of the obstacle has to be known in order to per-
form obstacle avoidance successfully.  

 

Fig. 7. Three step obstacle avoidance 

3.4 Navigation Algorithm 

The figure below shows the navigation software process when the robot is moving at 
an outdoor environment. During initialization, the robot calibrates IMU and waits for 
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valid readings from the LMS and GPS.  When valid readings from all sensors are 
obtained, the robot then perform the heading control for maintaining on the prede-
fined path, while at the same time checking for obstacles. If an obstacle is present, the 
robot will modify its path based on the last valid GPS coordinates. When the current 
destination waypoint is reached, the robot will update its path to the next one. In that 
case, a new destination waypoint with a new desired heading will be loaded; and the 
entire process repeats until the final destination is reached.  

 

Fig. 8. Outdoor navigation algorithm 
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4 Results 

The CSUF UUGRV has been tested for its robotic functions at different occasions, for 
both indoor and outdoor. The following shows the outdoor testing result as an  
autonomous lawnmower from the 9th Institution of Navigation (ION) Robotic Lawn-
mower Competition (RLC) held in June 2012 at Dayton, Ohio [10].  

 

Fig. 9. The photograph of running CSUF UUGRV from 2012 ION RLC 

 

Fig. 10. Ground Track from GPS data during the competition run 
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Shown in figure 10 is the ground track recorded by the GPS onboard the robot for 
the competition run. The blue lines represent the path taken by the robot; and the red 
circle represents the approximate location of the obstacle. There is a two-meter buffer 
zone outside of the cutting zone to allow some error tolerance. As seen in the graph, 
the mower performed consistently throughout the entire run within the given boarder. 
The centimeter-level positioning accuracy from Differential GPS has given the robot 
very precise positioning information to follow its desired path. The obstacle avoid-
ance maneuver also appeared consistent every time the robot saw the obstacle, al-
though the avoidance maneuver appeared on the bottom left of the graph is the result 
of the laser scanner detecting an object from the ground. For readers who are interest-
ed, please refer to http://www.youtube.com/watch?v=p2OMPVi-e2o&feature=plcp 

5 Conclusion 

This project is still at its early state since we have now only developed and tested our 
lawnmower module. However, through this module, we have successfully integrated 
multiple sensors on board the robot to achieve autonomous guidance, path planning 
and obstacle avoidance capabilities with respectable precision.  

5.1 Future Development 

A tight integration of GPS and Inertial Navigation System (INS) is desired for obtain-
ing more accurate information regarding the robot's position, velocity and heading. 
This will increase the rigidity of the navigation system since the robot will decrease 
its reliance on GPS, especially for indoor applications or places where GPS signals 
may be blocked, for instance by trees or buildings.  

We have also performed research on integrating the X-box Kinect onto the robot; 
and have successfully performed obstacle detection and avoidance using Kinect for 
running the robot indoor [11]. Compared to the laser measurement scanner, the X-box 
Kinect is a much cheaper substitution, which still gives relatively accurate depth in-
formation for objects in front of the robot. However, due to its sensitivity to ambient 
infrared rays from the Sun, the Kinect is not suitable for most outdoor applications 
during the daytime. Therefore, it is not utilized on the lawn mower. Nevertheless, for 
indoor robotic applications, it is expected that Kinect can be utilized as an alternative 
choice for the laser scanner to generate a local map. 
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Abstract. The paper presents an approach for localizing a mobile robot
in a feature-based map using a 2D laser rangefinder and wheel odome-
try. As the presented approach is based on set membership methods, the
localization result consists of sets instead of points, and is guaranteed
to contain the true robot position as long as the sensor errors are abso-
lutely bounded and a maximum number of measurement outliers can be
assumed. It is able to cope with a multitude of measurement per time
step compared to previous approaches. Moreover, the approach is capa-
ble of identifying and marking outlier points in the laser range scan. A
real world experiment, where a mobile robot is moving in a structured
indoor environment with previously unmapped static and dynamic ob-
stacles shows the feasibility of the approach. It is shown that the true
robot pose is always included in the solution set, which is computed in
real time.

Keywords: Mobile robot localization, tracking, set membership, con-
straint propagation, outlier detection.

1 Introduction

To localize a mobile robot, a combination of proprioceptive and exteroceptive
sensors can be used. Proprioceptive sensors, like wheel odometry or gyrometers,
induce cumulative errors when estimating the robot pose. Therefore, exterocep-
tive sensors, like radar or laser rangefinders, can be used to correct and improve
the estimation, when a map of the environment is known.

Sensor data are always influenced by measurement errors, resulting from im-
precision on the hardware layer and possible occlusions or dynamic objects in
the environment. This results in an uncertain measurement of the real value to
be measured. Algorithms trying to localize a mobile robot in a map have to
model this induced uncertainty. When the error around the actual value can
be assumed to be absolutely bounded, an attractive alternative class of meth-
ods can be applied: the bounded-error, or set-membership approaches [1][2]. As
the calculation is done with absolute and guaranteed values, the result is also
guaranteed and consistent.

Conventional approaches for modelling the uncertainty in sensor measure-
ments handle the measurement as a stochastic distribution around the actual
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value, usually normally distributed. See the sensor beam model in [3] for ex-
ample. Well-known solutions based on the (Extended) Kalman Filter [4] have
very few memory and runtime requirements. They apply linearizations in case of
non-linear system equations and assume the sensor noise to be Gaussian. This
can lead to divergence in the localization result. Moreover, these approaches are
not capable of calculating with multiple localization hypotheses, and result in
one (possibly divergent) single distribution. Particle filtering techniques like the
Monte Carlo Localization [5] overcome these drawbacks by avoiding linearization
and by calculating with multiple solutions (samples) in parallel. The outcome of
each localization step is the single position estimate with the highest probability,
or a weighted mean over all samples (or a subset), without any measure on the
quality of the result. There is no guarantee that this estimate is correct or at
least near the true position. The results of current set membership approaches
are guaranteed in that way, that the true position is, by all means, included in
the computed sets.

When possible sets are aligned along the axes of a coordinate system, the
combined sets result in boxes [6]. Various approaches deal with the localization
of mobile robots based on sensor uncertainty modelling with sets and boxes. In [7]
the authors use algorithms called SIVIA and ImageSP [8] to localize a mobile
outdoor vehicle. The results are position estimates that are more pessimistic
than the results of an applied particle filter, but are, in contrast to the latter,
guaranteed to contain the true position during the whole test run.

To localize a mobile robot in a known (feature-based) map, Seignez et al. [9]
use SIVIA applied to ultrasonic sensor measurements. Their approach is robust
to a certain number of outliers, but deals with only a small number of measure-
ments (ten) at each time step. [10] applies a version of SIVIA based on constraint
propagation that is robust against outliers, called RSIVIA, to the localization
of an underwater robot equipped with a sonar sensor. The sonar sensor rotates
and measures one distance value per time step. Both approaches were not tested
explicitly in case of static or dynamic obstacles in the environment.

In this paper, we present an approach for mobile robot tracking (localization)
in a known (structured) indoor environment using wheel odometry and a rotat-
ing laser rangefinder. The main contribution of our work is to apply RSIVIA
based on constraint propagation when a feature-based map of the environment
is available, and a rotating laser rangefinder with a multitude of measurements
per time step is used. The increase in the number of measurements compared to
existing approaches results in a potentially more segmented solution space, rep-
resenting a guaranteed position estimation set. To overcome a possibly heavily
segmented solution space, we suggest several filters for use in a post-processing
step. Finally, our approach is capable of detecting and marking outliers in the
laser rangefinder scan in real time. A real world experiment will show the applica-
bility in structured environments with previously unmapped static and dynamic
obstacles.

The paper is organized as follows. The following chapter will introduce the
concept of intervals and some basic notions. In Sec. 3, the applied models are
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explained. The implementation of prediction and correction steps, and the main
localization algorithm are introduced in Sec. 4. Experimental results will be
presented in Sec. 5. This paper ends with a conclusion and an outlook on
future work.

2 Interval Analysis

In this section, we will briefly recapitulate the basics of interval analysis and
some techniques based on it and used in this paper.

2.1 Basic Notions

A closed and connected subset of R is an interval

[x] = [x−, x+] = {x ∈ R|x− ≤ x ≤ x+}. (1)

The width of an interval is w([x]) = x+−x−. A scalar a ∈ R can be seen as point
interval [a] = [a, a]. The set of all intervals is denoted as IR. A box [x] ∈ IR

n is
the cartesian product of n intervals: [x] = [x1]× [x2]× . . .× [xn]. The width of
this box is w([x]) = max1≤i≤n w([xi]).

As the image of an interval by a function is not necessarily again an inter-
val, the notion of inclusion function has been introduced. The interval function
[f ] : IRn → IR

m for a real-valued function f : Rn → R
m is an inclusion function

for f if f([x]) ⊂ [f ]([x]), ∀[x] ∈ IR
n. Basic elementary arithmetic operations like

+, −, ∗ and ÷, functions like sin, tan or exp, and common operations on sets
like ⊂, ∩ or ∪ are easily extended to the interval domain (see [8]).

A set of non-overlapping interval boxes, also called subpaving [8], is
defined as

X = {[x1], [x2], . . . }. (2)

Xi is the ith interval box [xi] of X.

2.2 Interval Constraint Propagation

A Constraint Satisfaction Problem (CSP) is a system of m equations (con-
straints) linking n variables. Each variable belongs to a finite domain. The equa-
tions have the form fj(x1, . . . , xn) = 0, j = 1, . . . ,m, rewritten in a vectorized
form f(x) = 0. A possible solution to the CSP C satisfies all constraints and is
an assignment of values from its domains to each variable. If the domains of the
variables are intervals [11], the CSP C can be noted as

C : (f(x) = 0|x ∈ [x]). (3)

The solution set of C is

S := {x ∈ [x]|f(x) = 0}. (4)
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To gain a box containing the solution set, contractors are applied to the CSP.
A contractor is defined as an operator that contracts the prior domain [x] to a
new box [x′] ⊂ [x] such that S ⊂ [x′].

Different contractors exist. Taking advantage of the redundancy existing in
the sensor data, an adaption of Waltz’s contractor [12] to real interval domains
[11] has been used. The idea of this contractor is to decompose all constraints in
primitive constraints, and to propagate changes in the interval domains forward
and backward until no contraction is gained any more. This Forward Backward
Propagation (FBP) results in locally consistent solution sets [13]. A detailed
overview can be found in [8]. See [14] for an illustrating example.

Please note, that the order of the constraints may contain cycles and thus
may not be optimal [13]. According to Waltz [12], FBP can be iterated until no
more contraction is obtained. If the domain of any variable gets empty during
calculation, the CSP has no solution.

3 Models

Our approach considers the localization of a mobile robot in a two-dimensional
environment. Therefore, a robot pose is represented as an interval vector, or
interval box respectively, [x] = ([x], [y], [θ])T . The width of this box represents
the uncertainty in the pose. A set of pose boxes is defined as X = {[x1], [x2], . . . }.
This set is guaranteed to contain the true location of the robot.

State estimation for robot localization usually consists of two steps, prediction
and measurement update. In terms of set membership, the prediction equation
can be defined as follows:

[xk] = f([xk−1], [uk−1]), (5)

where [u] is the control vector, deduced from the proprioceptive sensor data. f
will be derived in the following section. The measurement update equation

[yk] = g([xk]) (6)

will be defined in Sec. 3.4. y is the measurement vector. As described in the
following sections, process and measurement noise are modelled implicitly by
interval uncertainty.

3.1 Kinematic Model

The mobile robot is equipped with wheel odometry measuring the revolutions
per minute (rpm) for each of the two driving wheels. It has a differential drive,
steering by differential revolutions on both wheels. The origin of the robot pose
is located in the middle of the driving wheel axis. The time-discrete kinematic
model of the vehicle displacement can be formulated as

[xk] =

⎛
⎜⎜⎝

[xk−1] + [
x] · cos
(
[θk−1] +

[�θ]
2

)
[yk−1] + [
x] · sin

(
[θk−1] +

[�θ]
2

)
[θk−1] + [
θ]

⎞
⎟⎟⎠ . (7)
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Fig. 1. Sensor and map model

As the wheel odometry measures the revolutions per minute, the actual left
and right rpm measurements v̂L and v̂R with their maximal error errv calculate
to [vL] = [v̂L − errv, v̂L + errv] and [vR] = [v̂R − errv, v̂R + errv], respectively.
The longitudinal [
x] and rotational motion [
θ] are calculated as follows:

[
x] = 
tπ ([vL][rL] + [vR][rR]) and

[
θ] = 
t
2π

[w]
([vL][rL]− [vR][rR]) ,

(8)

where [rL] and [rR] are the left and right wheel radii, and [w] is the wheel base.
Wheel radii und wheel base are assumed to be not perfectly known, hence having
a small interval-modelled error.

3.2 Laser Rangefinder Model

The sensor model of the laser rangefinder has to cover several possible sources
of imprecision induced during the measurement process. In this work, errors
induced by the hardware, uncertainties due to unexpected and missed objects,
and random measurements are modelled. Unexpected objects, missed objects,
and random measurements are referred to as outliers. Section 4.2 covers the
consideration of outliers.

It is assumed that the uncertainties of the laser rangefinder hardware can be
covered by two modelled sensor errors, longitudinal and angular imprecision.
Furthermore, it is assumed that these errors are absolutely bounded, and that
these boundaries can be determined. The sensor model is drawn in Fig. 1.

If d̂i is the distance reading and ω̂i is the angle of sensor reading i, the cor-
responding interval domains calculate to [di] = [d̂i − errd, d̂i + errd], and [ωi] =
[ω̂i − errω, ω̂i+ errω] respectively, having errd and errω as the maximum longi-
tudinal and angular fault. The sensor is located relative to the robot coordinate
system, with offsets xs, ys and θs. These offsets are assumed to be exactly known
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and hence represented as scalars. With [x], [di], [ωi], xs, ys and θs, the interval
box of a sensor measurement in global coordinates calculates to

[pi] =

(
[x] + (xs · [cos]([θ])) − (ys · [sin]([θ])) + ([di] · [cos]([θ] + θs + [ωi]))
[y] + (xs · [sin]([θ])) + (ys · [cos]([θ])) + ([di] · [sin]([θ] + θs + [ωi]))

)
.

(9)
The correct values for errd and errω are taken from the technical specification
of the sensor, or have to be measured in advance.

3.3 Map Model

A map consists of m simple line features. Each line feature consists of two co-
ordinates a and b that are connected and thus build the start and end point of
the feature:

a = (ax, ay)
T and

b = (bx, by)
T

(10)

(see Fig. 1). As the correctness of the map is assumed, the coordinates are
represented as pairs of real scalars. Here, a map feature will be represented by
its conxev hull

[m] =

(
[min(ax, bx),max(ax, bx)]
[min(ay , by),max(ay, by)]

)
. (11)

A map M consists of m features:

M = {[m1], [m2], . . . , [mm]}. (12)

3.4 Measurement Update

The measurement update equation for sensor reading i can be defined as follows:

[di] = g(M, [ωi], [x]). (13)

g calculates the distance, given the map features, the sensor reading angle and
the current position of the robot. As the map can be assumed as static, and
the sensor reading angle is independent of the actual measurement process, (13)
simplifies to

[di] = gi([x]). (14)

4 Mobile Robot Tracking

To implement the mobile robot localization algorithm, we adapted the ImageSp
and Relaxed Set Inverter Via Interval Analysis (RSIVIA) algorithms. The fol-
lowing sections present the realization of prediction and update steps, including
the dealing with outliers. Sec. 4.3 describes the complete relaxed set inversion
localization algorithm. The subsequent sections explain the suggested filters and
the detection and marking of outliers in the laser scan.
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4.1 Prediction Step

The purpose of the prediction step is to predict the current robot pose based
on a previous robot pose, here a set of poses. Therefore, the prediction equation
(7) is applied to all boxes of the current pose set. Because the computed boxes
might be overlapping, a subpaving has to be calculated before the measurement
update step.

This procedure is similar to the application of ImageSP [8]. In contrast to
ImageSP, we dispense with the mincing step, and continue directly with the im-
age evaluation. To regularize the solution set afterwards, we apply an algorithm
similar to BuildSp [15], which is an recursive algorithm computing a subpaving.
Because our localization is dedicated to be executed on an embedded PC running
a real time operating system, a recursive algorithm might let the memory stack
grow boundless by recursive procedure calls. Therefore, we modified BuildSp
to an iterative algorithm, keeping the stack size constant.

If there are more proprioceptive than exteroceptive sensor measurements per
time step, the prediction step is repeated several times before computing one
update step.

4.2 Update Step

The update step is necessary to correct possible errors induced during prediction.
In terms of set membership localization, its purpose is to reduce the uncertainty
in the predicted pose estimate.

Considering the measurement update equation (14), the previous pose [xk],
and n distance measurements, the problem of localizing a mobile robot in a
known (feature-based) map can be seen as the problem of finding the smallest
box enclosing

[xk+1] = [xk] ∩
⋂

i∈{1,...,n}
g−1
i ([dk,i]). (15)

When dealing with outliers in the measurements, the problem changes to the
q-relaxed problem

[xk+1] = [xk] ∩
q⋂

i∈{1,...,n}
g−1
i ([dk,i]). (16)

The q-relaxed intersection
⋂q describes the intersection of all except q arbitrary

intervals [10].
To solve the inverse measurement update equation (14), a CSP will be defined

and solved by Forward Backward Propagation (FBP) as follows.
First, the intersection of the map M and the sensor measurement box [pj ]

(see (9)) has to be calculated:

[qj ] =
⊔

(M ∩ [pj ]) (17)



Guaranteed Mobile Robot Tracking 361

The interval hull operator � calculates the convex hull of all its operands [8].
The CSP follows directly from (9) and (17):

C :

⎛
⎝x+ (xs · cos(θ)) − (ys · sin(θ)) + (di · cos(θ + θs + ωi))− qx = 0

y + (xs · sin(θ)) + (ys · cos(θ)) + (di · sin(θ + θs + ωi))− qy = 0
(x, y, θ) ∈ [x], di ∈ [di], ωi ∈ [ωi], (qx, qy) ∈ [qi]

⎞
⎠ ,

i = 1, . . . , n. (18)

Having the CSP C, a FBP as described in Sec. 2.2 can be applied. It is able
to contract the domains of the CSP and to deal with the strong non-linearities
contained in it.

4.3 Localization Algorithm

Taking into account the prediction and update steps,RSIVIA with the q-relaxed
intersection [10], and the formulated CSP (18), the localization algorithm can
be stated as in Alg. 1.

Algorithm 1. Robust Mobile Robot Localization

1: procedure Localization(in: [x], out: Xout)
2: X = {[x]}
3: while true do
4: repeat
5: X = f(X, [u])
6: until laser measurements available
7: L = BuildSp(X)
8: while allocated time did not elapse and L �= ∅ do
9: [x] = Pull(L)
10: repeat
11: for all i = 1 to n do
12: [xi] = [x] ∩ g−1

i ([di])
13: end for
14: [x] =

[⋂q
i∈{1,...,n}[xi]

]

15: until contraction of [x] is smaller than threshold
16: if [x] �= ∅ then
17: bisect [x] and push subboxes into L
18: end if
19: end while
20: X = ID(L)
21: Xout = Filter(L)
22: end while
23: end procedure

L is a list of non-overlapping interval boxes, implemented as a FIFO -queue.
First, X is initialized with the initial search box. The whole algorithm consists
of a never-ending localization loop, returning the localization result Xout at the
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end of each cycle (line 26). Lines 4 to 6 apply the robot displacement, or the
prediction step respectively, until a new measurement of the laser rangefinder
is available. Afterwards, a subpaving is calculated as described above, before
starting the update step. The condition in line 8 is supposed to guarantee a
maximum computation time when required. When computation time is not an
issue, a criterion regarding the box sizes should be applied. Thereafter, a box is
pulled out of L. In lines 11 to 13 the inverse measurement update equation is
calculated for each measurement as described in the previous section. Line 14
calculates the interval hull containing the q-relaxed intersection of all previously
calculated [xi]. If the q-relaxed intersection is not the empty set, the box is
bisected and pushed into L. Finally, the interval box set X is reinitialized with
the boxes of L (see Sec. 4.4 for the ID-Filter). Before output the localization
result, one of the possible filters described in Sec. 4.4 is applied in line 21.

4.4 Filtering the Resulting Interval Box List

Depending on the previous pose set and the environment, the resulting list L of
non-overlapping pose boxes might be heavily segmented. Therefore, we suggest
the following four filters (ID, Merge, Cluster, and Hull) that can be applied
to the resulting list L to calculate a resulting subpaving Xout.

The simplest filter function ID returns the list L as a subpaving Xout. It might
result in a very large interval box set and should be avoided.

The Merge filter merges all boxes that are equal in two dimensions and
have a non-empty intersection in the remaining dimension. Typically, recently
bisected boxes and boxes that do not contract anymore are merged. This is the
simplest reduction step and should always be applied.

Applying the Cluster filter, all interval boxes closer than a certain threshold
in all dimensions will be merged. This results in clustering dense regions of
possible solution boxes. Experiments have shown that the Cluster filter is a
good trade-off between accuracy and reduction.

A filter that has been used in the RSIVIA of [10] is the Hull filter. It
returns the smallest box enclosing all boxes of L. The advantage is the guaranteed
outcome of a single interval box, at the possibly high costs of induced additional
imprecision.

Because the filters are subsets of each other, only one filter should be applied.
The subset order is as follows:

ID ⊆ Merge ⊆ Cluster ⊆ Hull. (19)

4.5 Online Detection of Outliers

When the localization result is a small pose box after applying a reduction filter,
we propose to use information of the q-relaxed intersection as a side-effect to
identify outliers in the laser scan. All measurements that are not part of the
resulting q-relaxed intersection are certain outliers. Please note, that on the
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other side, not all measurements part of the q-relaxed intersection have to be
correct.

Figure 2 shows 2D laser scans of the experiment presented in Sec. 5, where
outlier scan points have been marked in red. These outlier points result from
static and dynamic obstacles. The information about outlier points could be
used to detect dynamic objects in the environment, for example.

5 Experimental Results

To show the ability of our approach to localize a moving mobile robot in dynamic
and structured indoor environments, a real world experiment will be presented.
The map of the environment was known in advance. In addition, static obsta-
cles like unexpected opened or closed doors, and dynamic obstacles (up to two
simultaneously moving people) were present in the environment. The robot fol-
lowed a path on a typical office floor while localizing itself in real time using our
presented approach, and pure odometry for comparison.

The experiment was conducted on a mobile robot platform equipped with a
2D laser scanner SICK LMS200 and an embedded PC running a small Linux
distribution with the Xenomai real time extension and our robotic framework
RACK. A full 2D scan consisted of 180 measurements with an opening angle
of 180◦. The distance measurement and angular accuracy was assumed to be
±50mm, and ±0.125◦, respectively. At each iteration step, one third of the laser
measurements were chosen randomly for the localization, from which in turn one
third were allowed to be outliers.

Fig. 2. Results of the localization experiment. Trajectory of the robust localization
approach in black, pure odometry in green. Localization boxes of five exemplary sit-
uations painted in blue, the initial search box is the larger box on the left side of the
map. 2D laser points of situations 1 and 4 projected into the map; valid points marked
in blue, detected outliers in red.

The results are depicted in Fig. 2. The initial search box is the larger blue
box on the left side, enclosing the gray robot marked with a ’1’. Calculated
localization trajectories are painted in black and green. The black trajectory
was created by applying the Hull filter to the resulting pose box list computed
by our approach, and taking the center of the hull, while the green trajectory
was calculated relying only on wheel odometry. Five exemplary situations are
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depicted in Fig. 2, together with their current localization box sets in blue. Note,
that the ID filter has been applied to the localization result to visualize the
resulting box set. Situation 1 is the start position, situation 5 the goal position.
Table 1 presents the intervals [x] and [y] of the hulls of the localization boxes
together with their actual values x̂ and ŷ, measured by hand. Moreover, the scan
points taken by the 2D laser rangefinder at positions 1 and 4 are projected into
the map. Blue scan points are regular, red scan points are detected as outliers
by our approach. The robot was able to compute its position in real time while
following the trajectory.

Table 1. Localization results of experiment [mm]

x̂ [x] ŷ [y]

1 850 [780 949] 830 [757 988]
2 790 [719 943] 15770 [15566 15818]
3 2230 [2153 2318] 17910 [17776 18063]
4 1350 [1286 1499] 4500 [4346 4660]
5 1470 [1421 1621] 2330 [2185 2442]

Obviously, our approach was able to keep track of the robot during the whole
experiment. Moreover, at five exemplary points, the true robot position was
guaranteed to be inside the localization result. We expect to proof this guarantee
for the whole track in future experiments. Compared to the odometry-based
trajectory, our approach does not suffer from drift. The static and dynamic
obstacles in the environment did not prevent the algorithm from finding feasible
solution sets. Finally, it can be seen that the approach is able to identify outliers
in the 2D laser scan.

6 Conclusion

An approach has been presented to localize, or track, a mobile robot in a known
feature-based map using a rotating 2D laser rangefinder and wheel odometry.
Belonging to the class of set membership approaches, the proposed localization
algorithm results in guaranteed robot pose sets when the initial assumptions
about sensor error boundaries are met. The approach is capable to deal with a
certain number of outliers in the sensor data, and identifies outliers in the laser
range scan.

A real world experiment in a typical office floor showed the feasibility of the
approach. A mobile robot following a path in the floor was able to localize it-
self in real time during the whole path. It has been shown, that the true robot
position was guaranteed to be in the calculated position boxes. The approach
could cope with measurement outliers as well as with occlusions by static and dy-
namic obstacles in the environment, as long as the maximum outliers assumption
was met.
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Future work will deal with further experiments to verify that the true robot
position is contained in the localization result all the time. Moreover, we will
have a deeper look on issues regarding the computation time, and on the effects
of the different suggested filters on the returned pose estimation set.

References

1. Hanebeck, U., Schmidt, G.: Set theoretic localization of fast mobile robots us-
ing an angle measurement technique. In: Proc. IEEE International Conference on
Robotics and Automation, vol. 2, pp. 1387–1394 (1996)

2. Sabater, A., Thomas, F.: Set membership approach to the propagation of uncertain
geometric information. In: Proc. IEEE International Conference on Robotics and
Automation, vol. 3, pp. 2718–2723 (1991)

3. Thrun, S., Burgard, W., Fox, D.: Probabilistic Robotics. Intelligent robotics and
autonomous agents. MIT Press (September 2005)

4. Kalman, R.E., Bucy, R.S.: New results in linear filtering and prediction theory.
Transactions ASME, Series D, J. Basic Eng. 83, 95–108 (1961)

5. Dellaert, F., Fox, D., Burgard, W., Thrun, S.: Monte carlo localization for mobile
robots. In: Proc. IEEE International Conference on Robotics and Automation,
vol. 2, pp. 1322–1328 (1999)

6. Milanese, M., Vicino, A.: Estimation theory for nonlinear models and set member-
ship uncertainty. Automatica 27(2), 403–408 (1991)

7. Lambert, A., Gruyer, D., Vincke, B., Seignez, E.: Consistent outdoor vehicle lo-
calization by bounded-error state estimation. In: Proc. IEEE/RSJ International
Conference on Intelligent Robots and Systems, pp. 1211–1216 (2009)

8. Jaulin, L., Kieffer, M., Didrit, O., Walter, E.: Applied Interval Analysis. Springer,
London (2001)

9. Seignez, E., Kieffer, M., Lambert, A., Walter, E., Maurin, T.: Real-time bounded-
error state estimation for vehicle tracking. Int. J. Rob. Res. 28(1), 34–48 (2009)

10. Jaulin, L.: Brief paper: Robust set-membership state estimation; application to
underwater robotics. Automatica 45(1), 202–206 (2009)

11. Davis, E.: Constraint propagation with interval labels. Artificial Intelligence 32(3),
281–331 (1987)

12. Waltz, D.: Understanding line drawings of scenes with shadows. In: The Psychology
of Computer Vision, pp. 19–91. McGraw-Hill (1975)

13. Benhamou, F., Goualard, F., Granvilliers, L., Puget, J.F.: Revising hull and box
consistency. In: Proc. International Conference on Logic programming, pp. 230–
244. Massachusetts Institute of Technology, Cambridge (1999)

14. Gning, A., Bonnifait, P.: Constraints propagation techniques on intervals for a
guaranteed localization using redundant data. Automatica 42(7), 1167–1175 (2006)

15. Seignez, E., Lambert, A.: Complexity study of guaranteed state estimation for real
time to robot localization. Journal of Automation, Mobile Robotics & Intelligent
Systems 5(2), 12–27 (2011)



C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 366–375, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Trajectory Tracking of Wheeled Mobile Robot  
with a Manipulator Considering Dynamic Interaction 

and Modeling Uncertainty 

Guoliang Zhong, Yukinori Kobayashi, Takanori Emaru, and Yohei Hoshino 

Graduate School of Engineering, Hokkaido University, Kita 13, Nishi 8, Kita-ku, Sapporo, 
0608628 Hokkaido, Japan 

zhglxtt@mech-hm.eng.hokudai.ac.jp 

Abstract. This paper proposes an adaptive control strategy for trajectory 
tracking of a Wheeled Mobile Robot (WMR) which consists of a suspended 
platform and a manipulator. When the WMR moves in the presence of friction 
and external disturbance, the trajectory can hardly be tracked accurately by 
applying the backstepping approach. For addressing this problem, considering 
the dynamic interaction, a dynamic model of the system is constructed by using 
Direct Path Method (DPM). An adaptive fuzzy control combined with 
backstepping approach based on the dynamic model is proposed. To track the 
trajectory accurately, a fuzzy compensator is proposed to compensate modeling 
uncertainty such as friction and external disturbance. Moreover, to reduce the 
approximation error and ensure the system stability, a robust term is added to 
the adaptive control law. Simulation results show the effectiveness and merits 
of the proposed control strategy in the counteraction of modeling uncertainty 
and the trajectory tracking. 

Keywords: wheel mobile robot, trajectory tracking, adaptive control, 
interaction, uncertainty. 

1 Introduction 

Recently, the tread of academic research has directed towards the development of 
autonomous mobile robot, especially the Wheeled Mobile Robot (WMR) [1], since 
the application of mechanical automation is extended to agricultural, industrial and 
service sectors. Over the last several years, there has been considerable interest in the 
design of advanced system for motion control of WMR. The problem of motion 
control addressed in the literatures can be classified into three groups: 1) point 
stabilization, where the goal is to stabilize a robot at a given target point with a 
desired orientation; 2) path planning, where the robot is required to converge to and 
follow a desired path without any temporal specifications; 3) trajectory tracking, 
where the robot is required to track a time parameterized reference.  

From the above classification and definitions, path following problem can be 
regarded as a special case of trajectory tracking problem. These problems have been 
investigated by several researchers. Tsai and Wang [2] proposed the simultaneous 
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point stabilization and trajectory tracking method via backstepping approach. Yang 
and Red [3] constructed an on-line Cartesian trajectory control of mechanism along 
complex curves and Red [4] presented a dynamic optimal trajectory generator for 
Cartesian path following. However, they did not cope with the trajectory tracking of 
platform and manipulator simultaneously, or rather, the interaction between platform 
and manipulator was neglected. Furthermore, the issues of modeling uncertainty from 
friction and external disturbance were not considered. 

The WMR with a manipulator is extensively used in tasks such as welding, paint 
spraying, accurate positioning systems and so on [1]. In these practical applications, 
to follow some given path or to track the obtained optimal trajectory, the interaction 
between platform and manipulator cannot be neglected because it causes the sliding 
inevitably [5, 6]. Yamamoto and Yun [7, 8] have discussed the effect of the dynamic 
interaction between mobile platform and manipulator of a mobile manipulator on the 
task performance. Meghdari et al. [9] investigated the dynamic interaction between a 
one D.O.F. manipulator and vehicle of the mobile manipulator for a planar robotics 
system. Moosavian and Papadopoulos [10] utilized Direct Path Method (DPM) for 
deriving the dynamics of a space robotic system equipped with multiple arms which 
has been shown that the DPM concept has fewer computations compared to other 
criteria. Eslamy and Moosavian [11] presented a dynamic model of a multiple arm 
wheeled mobile platform equipped with a suspension system by introducing DPM. To 
obtain an explicit dynamic model of the WMR with a manipulator, this useful method 
will be extended in this paper. 

It is relevant to point out that most of the results mentioned above only considered 
the nominal model of the system. Only a few authors have tackled the control 
problems considering modeling uncertainty [12, 13]. Actually, robotic manipulator is 
inevitably subject to structured and unstructured uncertainty which is very difficult to 
model accurately. Motivated by these considerations, the goal of this paper is to put 
emphasis on using adaptive controllers to achieve the trajectory tracking for a WMR 
with a three-link manipulator in the presence of modeling uncertainty. An adaptive 
fuzzy controller with backstepping approach [2, 14] is designed to deal with the 
trajectory tracking of WMR. To track the trajectory accurately, a fuzzy compensator 
[15, 16] is added to counteract the modeling certainty such as friction and external 
disturbance, and a robust term is introduced to reduce the approximation error and 
ensure the system stability. 

2 System Modeling 

The main configuration of the Wheeled Mobile Robot (WMR) is a modular 
manipulator mounted on the suspended platform and the platform is supported by two 
rear driving wheels and one front caster wheel as shown in Fig. 1. The two rear 
wheels are actuated by independent motors and the caster wheel is free to attain any 
orientation according to the motion of the robot. In the modeling of the WMR system, 
the following assumption should be adopted: wheels, platform and each link of 
manipulator are rigid. 
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In order to take account of the interaction between platform and manipulator, the 
Direct Path Method (DPM) is introduced to obtain the dynamic model. DPM is a 
concept which relies on taking a point on the base platform (preferably its center of 
mass) as the representative point for the translational motion of the system. As seen in 
Fig. 2, the kinematics of the WMR system can be developed by using a set of body-
fixed geometric vectors to formulate the position and velocity with respect to a 
representative point p. The motion of the center of mass (CM) is used to describe the 
system translation with respect to an inertial frame of reference, Og-XgYgZg. The CMs 
of each body are defined as c*, the joints are defined as j*, and the rest of the 
definitions are described in Fig. 2. 

The inertial position of the representative point p is Rp which can be written as 
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Substituting Eq. (3) into Eq. (2) yields 
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Substituting Eq. (4) into Eq. (1) completes the position analysis and yields 
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Fig. 1. WMR system                Fig. 2. Vector diagram for DPM 
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Then the inertial velocity is derived as follows: 
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To express the dynamics of the WMR system, the Lagrange approach is used 
together with DPM concept. To derive equation of motion for the WMR system, the 
Lagrange equation of the second kind can be written 
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where T, U and UF are the robotic system’s kinetic, potential and dissipated energies. 
Here, N describes the degree-of-freedom (DOF) of the system. And iq , iq& and iQ are 
the i-th element of the vector of the generalized coordinates, speeds, and forces, 
respectively. 

The generalized coordinate is defined as below: 

 { } ,,, T

mbb ΘΘRq = (8) 

where ( )T

GGGb zyx ,,=R and ( )T

rpyb θθθ ,,=Θ describe position vectors of the CM of 
the suspended platform and its Euler angles. The vector of joint angles for the 
manipulator is represented by ( )T

mmmm
210 ,, θθθ=Θ . And GGG zyx ,, are the CM position of 

the platform with respect to the inertial O-XYZ coordinate axes; rpy θθθ ,, are the yaw 
angle, pitch angle and roll angle, respectively; 210 ,, mmm θθθ denote the angle of each joint. 

After deriving the terms of kinetic, potential and dissipated energy, the dynamic 
model can be obtained as 

 ( ) ( ) ( ) ., QqGqqqCqqM =++ &&&& (9) 

where ( )qM , ( )qqC ,& , ( )qG and Q denote the inertial matrix, Coriolis force, gravity 
component and torque matrix, respectively. 

3 Adaptive Backstepping Control with Fuzzy Compensator 
Based on Dynamics 

In a general way, in kinematic level, the immediate cause of sliding is velocity 
deviation. However, in dynamic level, the root causes of sliding are the friction and 
the interaction between platform and manipulator. Therefore, in this section, an 
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adaptive backstepping controller which takes account of the interaction effects is 
designed, and a fuzzy compensator is added to counteract the friction and disturbance. 

According to Section 2, consider the dynamic model rewritten as 

 ( ) ( ) ( ) ( ) ,,, QqqFqGqqqCqqM =++⋅+⋅ &&&&& (10) 

where ( )qqF ,& denotes the modeling uncertainty which includes the friction and 
external disturbance. In order to compensating for ( )qqF ,& , the sliding surface s = 0 is 
chosen as a hyper plane 

 ,~~ qΛqs += & (11) 

where Λ is a positive-definite matrix whose eigenvalues are strictly in the right-half 
complex plane and q~ is the tracking error vector. Let us define 

 ,~qΛqq −= dr
&& (12) 

where dq& is the derivative of desired trajectory.  
The Lyapunov function candidate is chosen as 
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where iii ΘΘΘ −= *~
is the i-th column vector of the optimal parameter matrix and iΓ is 

a strictly positive real constant. Differentiating ( )tV with respect to time yields 
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where ( )qqF &, is a completely unknown nonlinear function vector. Therefore, we 
replace ( )qqF &, by a MIMO fuzzy logic system which is in the form of ( )ΘqqF &,ˆ .  

Let us define the control law as 

 ( ) ,,ˆ sKΘqqFGqCqMQ D−+++= &&&&
rr (15) 

where ( )iD Kdiag=K , 0>iK , ni ,,2,1 L= , and 
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Letting the optimal parameter matrix of the fuzzy logic system ∗Θ , we can define the 
minimum approximation error vector 
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Substituting Eq. (15) into Eq. (14), ( )tV& can be rewritten as 
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where ΘΘΘ −= ∗~
and ( )qqξ &, is fuzzy basis function. Therefore, the adaptive laws are 

 ( ) .,2,1,,1 nisiii L&&
，=−= − qqξΓΘ (19) 

Then 

 ( ) .0≤−−= wssKs D
TTtV& (20) 

It satisfies the Lyapunov theorem of stability.  
Because Eq. (18) contains the term “ ws T ” which is the order of the minimum 

approximation error, from the universal approximation theorem, it is expected that w 
should be very small. Therefore, to reduce the approximation error and ensure the 
system stability, a robust term is added to the adaptive control law (Eq. (15)) as 

 ( ) ( ),sgn,ˆ sWsKΘqqFGqCqMQ D −−+++= &&&&
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where [ ]
nMMM wwwdiag L
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Substituting Eq. (21) into Eq. (14), ( )tV& can be rewritten as 

 ( ) .0≤−= sKs D
TtV& (22) 

The structure of the proposed control scheme is shown in Fig. 3.  
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Fig. 3. Structure of control scheme 
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4 Results and Discussion 

A Wheeled Mobile Robot (WMR) system is considered as shown in Fig. 1. In order to 
illustrate more clearly and simply, the rotation of the first joint j0 from the posture 
shown in Fig. 2 does not be considered. In this case, the manipulator becomes a two-
link mechanism. Parameters of the WMR, which is a prototype robot designed for a 
future experimental study, are given in Table 1. In this simulation, dynamics of the 
mobile platform and the manipulator are considered simultaneously.  

Considering the dynamic model Eq. (10), we set a desired trajectory of joint 1 and 
joint 2 of the manipulator as tmdmd sin5.021 == θθ . The desired trajectory of platform is 
designed like “∞” which can be described by txd 5.0cos= , tyd sin= , and the initial 
configuration of WMR is given as [ ]011=sP . The membership function of fuzzy 
logic system is defined by 
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when 5,4,3,2,1=i , 6/π−=ix , 12/π− , 0 , 12/π , 6/π , respectively. Fuzzy set Ai is 
defined by NB (Negative Big), NS (Negative Small), ZO (Zero), PS (Positive Small), 
and PB (Positive Big). According to coulomb model of friction, the frictions of joint 
1, joint 2, left wheel and right wheel can be set as a vector 

( ) ( ) ( ) ( ) ( )[ ] ,sgn5.010sgn5.010sgn2.05sgn2.05 2211 T

RRLLmmmm vvvv ++++= θθθθ &&&&&qF (24) 

where Lv , Rv are the linear velocities of the left and right wheels. The disturbance 
terms of joint 1, joint 2, left wheel and right wheel are defined by 

 ( ) ( )[ ] .20sin1.020sin05.000 T

d tt=τ (25) 

The parameters of controller are chosen as IΛ 10= , IK 20=D (where I is unit 
matrix), 0001.04321 ==== ΓΓΓΓ , [ ]2,2,0,0diagW = .  

The results of manipulator are shown in Figs. 4-6. As shown in Eq. (25), the 
disturbance of joints is not considered in the simulation. For this case, we use the 
adaptive control law defined by Eq. (15). Figure 4 shows the trajectory tracking of 
each joint. As seen in Fig. 4, each joint of the manipulator tracks the desired trajectory 
at a high precision. Figure 5 shows the friction and its compensation. From Fig. 5, it is 
obvious that the fuzzy compensator provides the convergent estimation of the friction. 
The time histories of control input torques for each joint are shown in Fig. 6. 

The results of mobile platform are shown in Figs. 7-10. For the mobile platform, 
the disturbance of each wheel is considered. Therefore, the adaptive control law with 
robust term defined by Eq. (21) is employed. Figure7 shows the path following of the 
mobile platform, and reveals that the proposed controller is able to force the WMR to 
converge to the desired path under the influence of friction and external disturbance. 
Figure 8 shows the trajectory tracking in X and Y directions. As shown in Fig. 8, the 
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trajectory tracking of platform is accurately after controlling by using the adaptive 
control law with robust term. Figure 9 reveals the friction, disturbance and their 
compensation. The time histories of control input torques for each wheel are shown in 
Fig. 10. 

As indicated in these results, the proposed adaptive controller which is designed in 
the dynamic level can track the desired trajectory accurately not only for platform but 
also for manipulator. This is really because that the friction and disturbance can be 
counteracted by applying the fuzzy compensator and robust term. 

Table 1. Values of the parameters 

Symbol Parameter Value 
Mb Mass of the platform 20.00 kg 

Mm
2=Mm

3 Mass of the 2nd and 3rd link of the manipulator 2.00 kg 
lm

1= lm
2= lm

3 Length of each link of the manipulator 0.2 m 
Ib Moment of inertia of the platform 0.37 kg·m2 

I2=I3 Moment of inertia of the 2nd and 3rd link 0.06 kg·m2 
kL=kR Stiffness coefficient of left and right suspension 2.50 kN / m 
cL=cR Damping property of left and right suspension 5.00 N / m / s 
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Fig. 4. Trajectory tracking of manipulator       Fig. 5. Friction and its compensation 
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Fig. 6. Control inputs for manipulator 
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Fig. 7. Path following of mobile platform    Fig. 8. Trajectory tracking in X and Y directions 
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Fig. 9. Friction, disturbance and their compensation  Fig. 10. Control inputs for each wheel 

5 Conclusions 

In this paper, the problem of trajectory tracking control of Wheeled Mobile Robot 
(WMR) was investigated. To investigate the problem, a dynamic model considering 
the interaction between platform and manipulator were constructed by introducing the 
Direct Path Method (DPM) concept. To track the desired trajectory accurately when 
the WMR moves in the presence of modeling uncertainty such as friction and external 
disturbance, a fuzzy compensator was proposed to counteract the friction. In addition, 
a robust term was added to reduce the approximation error and ensure the system 
stability when the platform subjects to the external disturbance. In the end, the 
numerical simulations for the WMR under the influence of friction and external 
disturbance were performed. The results demonstrated the effectiveness of the 
proposed control scheme in trajectory tracking. Experimental study to verify the 
proposed method is planned in near future. 
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Abstract. In this paper, we propose an integer inverse kinematics method for 
multijoint robot control. The method reduces computational overheads and 
leads to the development of a simple control system as the use of fuzzy logic 
enables linguistic modeling of the joint angle. A small humanoid robot is used 
to confirm via experiment that the method produces the same cycling 
movements in the robot as those in a human. In addition, we achieve fast 
information sharing by implementing the all-integer control algorithm in a low-
cost, low-power microprocessor. Moreover, we evaluate the ability of this 
method for trajectory generation and confirm that target trajectories are 
reproduced well. The computational results of the general inverse kinematics 
model are compared to those of the integer inverse kinematics model and 
similar outputs are demonstrated. We show that the integer inverse kinematics 
model simplifies the control process.  

Keywords: Inverse Kinematics, Integer, Fuzzy, Multijoint Robot, Control. 

1 Introduction 

Small robots are gradually becoming a common feature in the daily living 
environment of modern societies. They are often subject to cost constraints, and this, 
along with their size, makes the mounting of large-scale devices difficult. As a 
countermeasure, the control software for small size microcomputers requires a degree 
of ingenuity and an efficient algorithm. 

Many robots actively work with limbs constructed from links and joints. These 
joints, e.g., robot arms and legs, often have one or more degrees of freedom (DOF). 
Forward and inverse kinematics for controlling the limb positions of the target 
machine are used to relate the controlled object to the coordination system. This is a 
standard approach to robot control. Naturally, the mathematics involved in this level 
of control usually includes trigonometric functions and matrix techniques based on 
real numbers. In addition, higher the number of joints of the robot, more complex and 
nonlinear is the inverse kinematics equation. Such mathematical functions are 
computationally expensive and a burden on small processors.  
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To solve the problem of multijoint control, many authors have proposed a control 
approach based on fuzzy logic for simplifying trajectory generation and extending the 
range of application [1], [2], [3]. Fuzzy logic deals with intermediate values via a 
membership function, in contrast to traditional binary logic. The membership function 
expands the range of the defined function from {0,1} to [0,1]. The function specifies 
the degree to which an input is included in the set and the numerical value grade. 
When explaining the theory and mathematical logic using an intermediate value, the 
grade is often normalized to aid understanding and use. This is natural fuzzy logic, 
and is a general method for quantifying ambiguity [4]. However, normalization is not 
necessarily needed for computational calculations for fuzzy logic, because it can be 
calculated by only four arithmetic operations in some defined method of membership 
function. 

In this paper, we propose a simplifying method to implement inverse kinematics 
using only integer arithmetic. In addition, we show how this approach can be applied 
to experiments with an actual self-contained multijoint robot, and evaluate the 
reproducibility of the orbit to produce the integer inverse kinematics. 

2 Integer Inverse Kinematics Model 

2.1 Extended Range of Fuzzy Set  

Fuzzy logic can accommodate an unnormalized definition function. We define a 
fuzzy set A of the universal set X consisting of integer multiples in the 1 byte range: 

 μ A：X → [0,255] (1) 

where, μ A(x) is the membership function of A with x∈X and is an integer value in 

the closed interval [0,255]. 

2.2 Fuzzy Model for Multijoint Robot Control  

A limb with n joints can be controlled using the following inverse kinematics control 
model based on fuzzy logic. The i-th control rule is given by the fuzzy relation Ri 
defined by the space (x, y, θ) where x and y are the coordinates of bicycle pedal and θ 
is the joint angle. Then, the fuzzy relations for the robot mechanism joints are given by 

 ijR  =  (x, y, θj) (2) 

where j denotes the specific joint, i.e., the hip, knee, or ankle joint. 
The following four rule bases use the sentence connective “also”: 
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Here, HP, HR, KN, and AN denote the hip pitch, hip roll, and knee and ankle joints, 
respectively. 

A measurement values input (x0, y0) gives the output joint angle 
0
jB   (θj). The 

input membership function µi1(x) of the x coordinate and the input membership 
function µi2(y) of the y coordinate are defined as 
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where iω is the grade of the i-th rule. The maximum grade for this system is 255, and 

the value is truncated to yield an integer. In general, the fuzzy relation between the 
input and the output membership function Bij (θj) is 
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We aim to increase the joint control performance with a lightweight algorithm, and, 
therefore, we apply a center of gravity (COG) defuzzification method using a 
singleton-type output membership function: 
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(6) 

This fuzzy logic control model will be applied to multijointed robots. Thus, this logic 
can derive each joint angle from the tip coordinate of the limb. Moreover, since this 
algorithm is, by definition, an integer variable system, any decimal value obtained by 
division is rounded down according to the microprocessor specifications [5], [6]. 

 

(3) 
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3 Analysis of Human Action 

We have analyzed the bicycle pedaling action requiring the cooperative operation of 
two legs, as shown in Figure 1, using video images of a human subject. Four points 
(the hip joint, knee joint, ankle, and tip of the toe) were selected for the analysis, and 
the movement was recorded from two directions (side-on and from behind). In 
addition, we confirmed that humans do not consciously consider the angles of their 
joints. Moreover, we determined the following from the two types of sample images 
of the bicycle action: 1)There is little change in the yaw and roll of the hip, knee, and 
ankle joint angle or the ankle joint pitch angle. 2)Pedaling defines a trajectory that is 
approximately two-dimensional. We thus define the controlled object to be a single 
foot with 3 DOF. 

4 Robot System Based on Human Model 

4.1 Integer Inverse Kinematics Control Model 

The controller utilizes the algorithm defined in section 2 to construct the 
quantification method for the behavior of the human subject and the formulation of 
linguistic rules. This algorithm easily describes the behavior of the human subject by 
the four arithmetic integer operations. In this way, we have realized a lightweight and 
flexible control process for a embedded computer system inside small robot. 

The advantage of the fuzzy model is that human behavior models can be easily 
applied by the microprocessors inside small robots. To demonstrate, we applied the 
fuzzy controller to the legs of a small autonomous multijoint type robot. Figure 2 
shows the system block diagram of the control section designed by the fuzzy logic. 

4.2 Linguistic Quantification  

Using the results of sample image analysis, we used fuzzy sets to quantify the (x, y) 
coordinates of the foot position on the bicycle pedal. Figure 3 shows the input 
membership functions, scaling factors, language labels, and fuzzy sets. The output 
membership functions are shown in Figure 4. 

Fig. 2. Block diagram outlining the 
inverse kinematics controller 

Fig. 1. Analysis of bicycle pedaling action 
using video images of a human subject 
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The turning radius of the pedals, the input target object, is 250 mm and we use the 
(x, y) coordinates of eight points at 45 degree intervals on the circumference of this 
circle to define the center of each input membership function fuzzy set (Fig. 3). In a 
similar manner, the joint angles of the leg are allocated to the center of each output 
membership function fuzzy set. Here, the output membership functions are defined by 
singletons (Fig. 4). At the same time, fuzzy labels are defined for the fuzzy sets of all 
membership functions using the dynamic characteristic data from the human analysis. 

4.3 Fuzzy Rule for Inverse Kinematics  

Table 1 shows the fuzzy control rules that were obtained from the human action 
analysis. This shows the relationship between the language label and the 
corresponding joint angle dynamics. The rule constitutes the inverse kinematics 
model used to calculate the joint angles of the 3 DOF system by using fuzzy 
reasoning for the target coordinates. The inference algorithm uses the minimum-
maximum composition method and a singleton type membership function. 

Fig. 3. Input membership functions based 
on human behavior analysis 

Fig. 4. Singleton output membership functions 
based on human behavior analysis 

Table 1. Fuzzy rules for the 3 DOF based on human behavior 
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4.4 Robot Hardware Model 

Figure 5 shows a photograph of the robot used in the experiment and the hardware 
configuration. The lower body is an autonomous 10 DOF humanoid robot with a 16-
bit microprocessor. However, we have defined the leg to consist of 3 DOF, and, 
therefore, 6 DOF in total are controlled. The robot system specifications are shown in 
Table 2. 

5 Reproducing Human Action 

5.1 Bicycle Driving Experiment and Results 

System checks were undertaken by initial simulations before the actual experiment 
was conducted. The coordinates of pedals were entered into the simulated integer 
inverse kinematics fuzzy control model, and the output results were confirmed to be 

Fig. 7. Pedaling action performed by the 
biped autonomous robot 

Fig. 6. Trajectories of robot joint 
angles during pedaling action 

Table 2. Robot specifications 

Table 3. Calculation times 

Fig. 5. The autonomous humanoid robot 
system 

4DOF 8DOF 12DOF 24DOF 

175μs 350μs 510μs 1040μs 

 Microprocessor : 

H8/300H CPU 
25 MHz 
RAM 8KB 

 

 Battery :    7.4 V Lipo  

 Actuator :   RC Servomotor x 10  
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the appropriate joint angles. The model was then implemented in a small, low 
performance 16-bit microprocessor, 25MHz and an experiment was carried out using 
the robot.  

Figure 6 shows the trajectories of each actual robot joint angle as a function of the 
pedal angle over a sampling time of 100 ms. The pedal angle of rotation was used for 
the input data at intervals of 1 degree (π/180 rad). These results show that the control 
model, constructed from eight points, complements the angle between these points 
continuously and smoothly from the angle of the pedal. Figure 7 shows photographs 
of the bicycle operation performed by the robot. The robot exhibits a fluid pedaling 
action and good bicycle control. In addition, this result demonstrates that 
appropriately interpolated trajectories can be used to realize a collaborative two-
legged cycling work system and is 180 degrees (π rad) phase difference. 

5.2 Integer Inverse Kinematics Processing Capacity 

Table 3 lists the calculation times of the joint angles using this algorithm for 
increasing DOF on a 16-bit microprocessor with a clock frequency of 25 MHz. In the 
case of a small humanoid robot with 24 DOF, the processing time is about 1 ms. This 
is equal to the pulse-width modulation (PWM) control process time of a standard 
commercial remote-controlled servo motor. The results in Table 3 show that the 
microprocessor can control all joints without overloading. 

6 Evaluation of Integer Inverse Kinematics 

The general inverse kinematics model always gives the same result for the same 
input. The integer inverse kinematics model with fuzzy logic is constructed by the 
membership functions and control rules based on three joint angles and movement 
from sampling image data of human behavior. Therefore, if we can construct an 
integer inverse kinematics model based on the behavior results from the general 
inverse kinematics model, then we can evaluate the motion trajectory generative 
capacities of this integer model. 

6.1 Feature Extraction from General Inverse Kinematics 

We first calculated the 3 DOF movement of the leg from a general inverse kinematics 
model. Figure 8 shows the simulation models of the real small humanoid behavior 
used in the experiment. Here, the angles θ1, θ2, θ3, and θp represent the hip joint, knee 
joint, ankle joint, and pedal angles, respectively. The angle of the foot is kept constant 
at 20 degrees, and the posture for eight pedaling positions at 45 degree intervals is 
shown. The region of interest for this behavior is the hip, knee, and ankle with the 
sampling posture being the posture of the leg at pedal positions at 45 degree intervals 
(see Figure 8). The truncated integer joint angle for each posture is recorded in  
Table 4. 
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6.2 Fuzzy Integer Inverse Kinematics Model Derived from General Inverse 
Kinematics 

The membership functions and fuzzy control rules are derived from the behavior and 
joint angle characteristics. When the (x, y) coordinates of the pedal rotational position 
is input in 1 degree steps, the reproducibility of the integer inverse kinematics model 
can be demonstrated through a comparison with the calculated results of the general 
inverse kinematics model. In addition, x and y are used as inputs to express rotation in 
terms of integer coordinates. Figures 9 show the input and output membership 
functions constructed using the survey data of Table 4 and the general inverse 
kinematic model. The joint angles in Table 4 were sorted in descending order, 
assigned a label, and from this, the output membership functions and fuzzy control 
rules (Table 5) were developed. This result is shown in Figure 11. 

7 Consideration of Integer Inverse Kinematics Model 
Reproducibility 

We calculated the hip, knee, and ankle joint angles during the pedaling action using 
the x and y coordinates of the pedal position for both the general and integer inverse 
kinematics models. Figures 10 and 11 show the simulation results of the general and 
integer inverse kinematics models, respectively.  

Fig. 8. Simulation based on the general inverse 
kinematic model. The angles θ1, θ2, θ3, and θp 
represent the hip joint, knee joint, ankle joint, 
and pedal angles, respectively. 

Table 4. Data analysis based on the 
general inverse kinematics 

q.v. Table 4 

Pedal 
θp [deg] 

Hip 
θ1 [deg] 

Knee 
θ2 [deg] 

Ankle 
θ3 [deg] 

0 81 48 57 

45 88 59 77 

90 79 75 84 

135 67 86 82 

180 54 89 73 

225 50 81 61 

270 54 63 46 

315 63 53 45 
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Fig. 9. Input membership functions (left) and singleton output membership functions (right) for 
the general inverse kinematics model 

Table 5. Fuzzy rules for the 3 DOF based on general inverse kinematics 

 

The results of the integer inverse kinematics model are very similar to the output 
of the general model. This demonstrates that the integer inverse kinematics model can 
reproduce the original behavior by only performing integer operations. From this 
results, the integer inverse kinematics model is confirmed to be a simplified method 
that can approximate traditional inverse kinematics. We note that Figures 8 and 14 
show very similar results and pedaling action by the actual robot. This is also good 
bicycle control as fluid motion of Figure 7, thus, further confirm that this model 
approximates traditional methods well. 
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8 Conclusion 

This paper has outlined an inverse kinematics model consisting of integer variables and 
proposed a method to realize inverse kinematics using integer input and output and 
integer arithmetic. We have also shown that the application of this model to an actual 
humanoid robot system reproduces the cycling behavior of a human very well. 
Furthermore, we have confirmed the reproducibility of this model based on the original 
target behavior when deriving this inverse kinematics model. We have also showed that 
it is possible to generate approximated behavior of the original motion. Moreover, the 
integer inverse kinematics model is shown to be a reduced and simplified calculation 
method that discretizes the real variables of a conventional robot joint control program. 
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Abstract. Enabling high speed navigation of Unmanned Ground Vehicles 
(UGVs) in unknown rough terrain where limited or no information is available 
in advance requires the assessment of terrain in front of the UGV. Attempts 
have been made to predict the forces the terrain exerts on the UGV for the 
purpose of determining the maximum allowable velocity for a given terrain. 
However, current methods produce overly aggressive velocity profiles which 
could damage the UGV. This paper presents three novel safer methods of force 
prediction that produce effective velocity profiles. Two models, Instantaneous 
Elevation Change Model (IECM) and Sinusoidal Base Excitation Model: using 
Excitation Force (SBEM:EF), predict the forces exerted by the terrain on the 
vehicle at the ground contact point, while another method, Sinusoidal Base 
Excitation Model: using Transmitted Force (SBEM:TF), predicts the forces 
transmitted to the vehicle frame by the suspension. 

Keywords: Unmanned Ground Vehicles, High Speed Terrain Traversal, 
Terrain Assessment. 

1 Introduction 

Autonomous traversal of unknown rough terrains at high-speeds is a challenging 
endeavor for Unmanned Ground Vehicles (UGVs). Information about unknown 
terrain must be gathered online using either proprioceptive or exteroceptive sensors to 
allow UGVs to avoid obstacles, achieve navigation goals, and maintain forces 
transmitted by the terrain on the vehicle at safe levels. 

Proprioceptive detection of vehicle vibrations during terrain traversal has been 
used to classify terrain using trained probabilistic neural networks (PNNs)[1], [2] as 
well as using support vector machine (SVM) classifiers [3]. The problem with these 
methods is that significant offline training is required, they are dependent on the 
speeds at which the vehicles are trained, and they produce misclassifications of terrain 
during traversal. To resolve the speed dependency problem the frequency response of 
the terrain was obtained from the acceleration data using a transfer function in [4], but 
offline training is still required and misclassification of terrain still occurs. In addition 
to the previous stated problems, proprioceptive approaches are reactive, which means 
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that large changes in terrain roughness may be undetected until after the vehicle 
encounters them. 

To detect upcoming terrain changes exteroceptive sensors can be used. The 
combination of vibration and vision based classification using SVM has been used to 
classify upcoming terrain characteristics [5], [6]. These methods predict upcoming 
terrain at the expense of offline training. Online training methods using this combined 
approach have also been investigated; however, these approaches still present the 
potential for terrain misclassification which would damage the UGV [7], [8].   

To prevent misclassification of terrain, methods have been developed which use 
geometric information about the terrain from stereo cameras and laser scanners [9–
11]. Using a stereo camera a danger value is computed in [9] using terrain roughness, 
slope, and step height. While this work is useful for path planning it does not consider 
velocity selection for the UGV. In contrast, the authors in [10] present a fuzzy logic 
approach which outputs target velocity based on roughness and slope inputs. This 
approach allows for velocity control of UGV based on upcoming terrain; however, it 
does not guarantee that forces acting on the UGV are kept in a safe range. 

Addressing the problem of maintaining safe forces, the work presented by [11] 
computes a Roughness Index (RI) based on the elevation of the terrain detected by a 
laser scanner. RI value is used to compute the allowable velocity for traversing 
upcoming terrain based on the predicted forces that the terrain will exert on the 
vehicle. While this approach solves many of the issues previously presented, the 
methods used in [11] to calculate the force exerted by the terrain produce aggressive 
velocity estimates which may still result in UGV damage.  

To avoid UGV damage this paper presents three novel safer methods of predicting 
the force exerted by unknown terrain on a UGV. These new methods include two 
techniques that predict the base excitation force exerted by the terrain, and one 
technique predicting the force transmitted to the vehicle frame. These techniques  
use the assumption that elevation data follows a normal distribution; they thus 
calculate the worst case maximum terrain elevation from the RI. The potential for 
resonance in the suspension is even accounted for in the transmitted force model. 
These methods are designed to produce fast and safe values of maximum allowable 
velocity for rough unknown terrains. 

2 Roughness Index 

Developing force prediction models for high-speed UGVs requires a measure of the 
traversability of upcoming terrain. As described in [11] the Roughness Index (RI) can 
be used to provide a quantitative measure of terrain roughness from a 3D point cloud. 
In this approach the RI was described as a number ranging from 0 to 1, where 0 was 
the roughest perceived terrain. The problem with the approach proposed in [11] is that 
in many cases, such as a simple sinusoidal terrain profile, the RI becomes negative 
before the maximum terrain elevation exceeds the ground clearance of the vehicle. 
Since negative values of RI are considered untraversable in [11], certain terrain are 
falsely considered untraversable. To solve this problem the RI proposed in [11] is 
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complications can arise in situations where the maximum terrain frequency exceeds 
the estimated maximum frequency. This can lead to situations where the predicted 
maximum velocity causes damage to the vehicle. In this paper three new methods are 
developed to prevent these problems, the first being the new Instantaneous Elevation 
Change Model, and the last two being variations on the new Sinusoidal Base 
Excitation Model. 

3.1 Instantaneous Elevation Change Model 

In the Instantaneous Elevation Change Model (IECM) the worst case scenario of a 
step change in the terrain elevation is considered (Fig. 2). In this scenario the 
maximum potential force that could be exerted on a vehicle by terrain of any given 
roughness can be calculated to an arbitrary statistical confidence to be selected by the 
designer. From Fig. 2 the following expressions for traversal distance ሺܺ௪ሻ, traversal 
time ሺΔݐሻ, and average vertical velocity ሺ ሶ݁ሻ can be derived (Eq. (2),(3),(4)). 

 ܺ௪ = ݎ2݁√ െ ݁ଶ (2) 

ݐ߂  = ௑௏ೢೣ = ඥଶ௘௥ି௘మ௏ೣ  (3) 

 ሶ݁ = ௘௱௧ = ௘௏ೣ௑ೢ = ௘௏ೣඥଶ௘௥ି௘మ (4) 

The value for ܺ௪ is saturated when  ݎ = ݁, therefore if ݁ ൒ then  ܺ௪ ݎ =  .ݎ

 

Fig. 2. IECM Model 

 

Fig. 3. Simplified Quarter Car Model 

Using this IECM model the excitation force acting on the vehicle can be derived 
from a simplified quarter car model (Fig. 3). The derived expression is shown in Eq. 
(5) where the constants ߱௡, ߞ, and ݉ represent the natural frequency, damping ratio, 
and mass of the quarter car model respectively. 

෠ܨ  = ி௠∙ఠ೙ = ଵఠ೙మ ሷݖ ൅ ଶకఠ೙ ሶݖ ൅ ݖ = ଶకఠ೙ ሶ݁ ൅ ݁ (5) 

Combining Eq. (4) and Eq. (5) an expression relating excitation force to velocity is 
derived: 
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෠ܨ  = ቀ ଶక௏ೣఠ೙௑ೢ ൅ 1ቁ ݁ (6) 

By rearranging Eq. (6) for ௫ܸ and substituting ݁௠௔௫ for ݁, Eq. (7) is obtained.  

 ௫ܸ = ൫ܨ෠ െ ݁௠௔௫൯ ఠ೙௑ೢଶ఍௘೘ೌೣ = ൫ܨ෠ െ ݁௠௔௫൯ ఠ೙ඥଶ௘೘ೌೣ௥ି௘೘ೌೣమଶ఍௘೘ೌೣ  (7) 

The expression shown in Eq. (8) for ݁௠௔௫ is obtained by assuming that the values for ݁ obtained from a laser scanner follow a normal distribution with a mean of 0. With 
this assumption the cumulative distribution function is used to calculate the 
probability ሺ ௘ܲሻ that ݁௠௔௫ ൑ z-score of ݁௠௔௫ . The probability function ௘ܲ  is then used 
to obtain Eq. (8). 

 ݁௠௔௫ = ଵሺ2ି݂ݎ݁ 2√ ௘ܲ െ 1ሻሺܴܫሻ ݄ (8) 

Using Eq. (7) and (8) the allowable traversal velocity can be calculated to an arbitrary 
confidence, as defined by the designer, through assigning a value for ௘ܲ and 
substituting in an appropriate value for the maximum allowable excitation 
force  ܨ௠௔௫ =  .as well as the vehicle and suspension properties  ܨ

3.2 Sinusoidal Base Excitation Model 

With the new IECM the issue from [11] of estimated maximum terrain frequency 
being exceeded has been avoided. However, since vertical velocity of the terrain is 
calculated as the average of the vertical velocity during step traversal in IECM, there 
is the danger that the peak vertical velocity during step traversal could cause damage 
to the vehicle. To reduce this issue IECM is transformed into a Sinusoidal Base 
Excitation Model (SBEM) using the traversal time as the quarter period of the 
function (Fig. 4).  

 

Fig. 4. Sinusoidal Base Excitation Model 

With the same procedure used to derive Eq. (5), the equation for excitation force 
was obtained (Eq. (9)). The constants ܿ and ݇ represent the damping constant, and 
spring constant of the quarter car model respectively. 

ሻݐሺܨ  = ሷݖ݉ ൅ ሶݖܿ ൅ ݖ݇ = ݇݁ sin ቀ గଶ∆௧ ቁݐ ൅ ௖௘గଶ∆௧  cos ቀ గଶ∆௧  ቁ (9)ݐ
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Using this new model two new equations relating allowable velocity to the RI are 
derived in SBEM: Using Excitation Force (SBEM:EF), and SBEM: Using 
Transmitted Force (SBEM:TF). 

SBEM: Using Excitation Force 
The SBEM:EF method uses excitation force to define the maximum force that can be 
exerted on the vehicle. To determine the maximum allowable speed of the vehicle it is 
important to predict the maximum excitation force during obstacle traversal. To do 
this the derivative of Eq. (9) is set equal to zero ൫ܨሶ ሺݐሻ = 0൯ and then the equation can 
be rearranged for time. As shown in Eq. (10) this enables the calculation of the time at 
which the maximum excitation force occurs ሺݐ௠௔௫ሻ with respect to the start of the 
obstacle traversal. 

௠௔௫ݐ  = ଶ௑ೢగ௏ೣ ଵି݊ܽݐ ቀଶ௞௑ೢగ௖௏ೣ ቁ (10) 

Substituting Eq. (10) into Eq. (9) and using Eq. (8) for ݁, an expression representing 
the maximum excitation force is obtained (Eq. (11)). 

௠௔௫ܨ  = మೖమ೐೘ೌೣ೉ೢഏ೎ೇೣ ାഏ೎೐೘ೌೣೇೣమ೉ೢඨଵା రೖమ೉మೢഏమ೎మೇమೣ  (11) 

As a result the maximum allowable velocity for the vehicle can now be obtained from 
Eq. (11) with a numerical method using the appropriate value for  ܨ௠௔௫ as defined by 
the designer. In this paper Newton’s Method was used to solve for the allowable 
velocity ௫ܸ. 

SBEM: Using Transmitted Force 
In contrast to SBEM:EF, SBEM:TF uses transmitted force to define the maximum 
force that can be exerted on the vehicle. A procedure for determining transmitted 
forces in general cases can be found in Section 2.4 of [12]. Adapting this procedure 
and using ߱௕ as defined in Eq. (12), an expression for the maximum transmitted force 
problem in this paper is obtained in Eq. (13). 

 ߱௕ = గ௏ೣଶ௑ೢ (12) 

௧௠௔௫ܨ  = ௞௘೘ೌೣగమ௏ೣమସ௑మೢ ఠ೙మ ቎ ଵାቀ ഏഅೇೣ೉ೢഘ೙ቁమ
൬ଵିቀ ഏೇೣమ೉ೢഘ೙ቁమ൰మାቀ ഏഅೇೣ೉ೢഘ೙ቁమ቏ଵ ଶ⁄

 (13) 

As with the excitation force method, the maximum allowable velocity ௫ܸ is solved 
with a numerical method in Eq. (13) using the appropriate value for ܨ௧ ௠௔௫ as defined 
by the designer. As stated previously, Newton’s Method was used in this paper. 
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4 Results 

In this section the three force prediction methods for determining allowable maximum 
velocities derived in this paper are compared to each other (Eq. (7), Eq. (11), Eq. 
(13)) as well as to the method derived in [11]. The methods being compared are 
IECM, SBEM:EF, SBEM:TF, and Prev:BEM (Base Excitation Model from [11]). 

To compare these methods vehicle properties for a typical large All-Terrain 
Vehicle were assumed to allow for simulation. The vehicle properties can be seen in 
Table 1. The terrain was simulated by one hundred different 2D sinusoidal profiles 
with properties also listed in Table 1. The sinusoidal amplitude of the terrain was set 
at one hundred different values evenly spaced between 0 and 0.1m. The sinusoidal 
profile was used to represent a typical 2D uniformly oscillating terrain profile.  

Table 1. Vehicle/Terrain Properties 

 

Using the vehicle properties defined in Table 1 the methods were compared 
graphically. As previously stated, one hundred unique amplitudes were used for the 
sinusoidal terrain profiles; therefore one hundred unique RI values were used for 
plotting. In Fig. 5 the calculated allowable velocities of the four methods are plotted 
against the RI of the terrain (calculated from the sinusoidal terrain profiles). In 
addition, the maximum velocity of the vehicle was considered to be 20 ݉/ݏ 
(consistent with a typical large All-Terrain Vehicle).  

From Fig. 5 it can be seen that, as expected, the method derived in [11] produces 
the most aggressive velocity profile. Also as expected, the SBEM:EF and SBEM:TF 
models produced the safest velocity profiles. IECM had a more aggressive velocity 
profile than the two SBEM methods, which is consistent with expectations since it 
relies on the average vertical velocity during obstacle traversal, which as previously 
stated could lead to unsafe force predictions.  

It can also be seen that SBEM:EF and SBEM:TF produced almost identical 
profiles. The transmitted force is very dependent on the frequency ratio ߱௕/߱௡, where 
for high frequency ratios the transmitted force is generally higher than the excitation 
force. However, for low frequency ratios the transmitted force can be less than the 
excitation force [12]. The problem with low frequency ratios is that in this area 
resonance occurs as ߱௕/߱௡ ՜ 1 ; therefore these ratios are often avoided. In this case 
the transmitted and excitation force are approximately equal, which is generally the 
best case scenario when avoiding resonance by using high frequency ratios. 
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5 Conclusion 

This paper presents three novel force prediction models for calculating allowable 
traversal velocity based on a 3D point cloud obtained from proprioceptive sensors. To 
achieve this a Roughness Index (RI) was used to create a quantitative measure of the 
upcoming terrain. With this RI three methods for predicting force were derived from 
the Instantaneous Elevation Change Mode (IECM) and the Sinusoidal Base Excitation 
Model (SBEM) developed in this paper. The SBEM force prediction was split into 
two methods, one which predicted the excitation force SBEM:EF, and one which 
predicted transmitted force SBEM:TF. 

The three new methods were compared to each other as well as to the force 
prediction method developed in [11]. The comparison was done using sets of 
sinusoidal terrain with different amplitudes. In the comparison it was found that as 
expected the method developed in [11] produced very aggressive allowable velocities 
which could cause damage to the vehicle during traversal. The IECM produced the 
second most aggressive profile since the vertical velocity of the terrain was calculated 
as an average over the traversal of an obstacle. The SBEM methods produced almost 
identical results for the particular dynamics selected when resonance was not in 
effect, both predicting the safest velocity profile. When resonance is being avoided 
the frequency ratio ߱௕/߱௡ should be high; therefore it is expected that the transmitted 
force will be at least slightly greater than the excitation force. In the case of resonance 
it was seen that SBEM:TF produced much different results than SBEM:EF. When 
resonance frequency was encountered SBEM:TF demonstrated its ability to reduce 
the allowable velocity to maintain safe traversal speeds. 

From the simulations it is expected that the SBEM:EF and SBEM:TF methods 
would be the safest techniques to use as it is suspected that both the method from [11] 
and the ICEM method could produce unsafe allowable velocities. In particular 
SBEM:TF seems like the most promising candidate since it accounts for resonance 
and also predicts forces transmitted to the vehicle frame, which are the most 
important for avoiding equipment damage. 

For future work these methods will be tested experimentally on a vehicle platform 
in various rough terrains to verify simulated expectations. Also since suspension 
parameters may not always be available an adaptive online approach will be 
developed to eliminate the need for known suspension parameters. These techniques 
for determining allowable velocities will also be integrated into a navigation system 
that will allow UGVs to operate autonomously at high speeds in unknown rough 
terrains to accomplish predetermined navigation goals. 
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Abstract. This paper investigates a new method of modeling and simulation of 
a two wheeled Mobile Manipulators (MMs) system each equipped with a 6 
DOF arm. Such system modeled in Matlab/Simulink (Simmechanic) 
environment is used to transport objects without explicit communication 
between the MMs. MMs cooperation control has received big interest in the last 
few years and has been suggested for various applications such as tasks 
involving hazardous environments, explosive handling, and space operations. 
However most research in MMs cooperation has been performed within 2D flat 
terrain environment. In this paper MMs are considered working in 3D space and 
we use the nonholonomic characteristics of the robotic manipulators which has 
been neglected in previous work. This paper describes a control algorithm for 
two MMs cooperation executing cooperation’s tasks. The proposed approach 
uses common MM sensors. The paper includes the description of the proposed 
control mechanism that enables ground mobile manipulators to execute 
complex tasks in cooperation’s. 

Keywords: Mobile Manipulators, mobile manipulators cooperation, Matlab and 
Simmechanics simulation, intelligent fuzzy logic control, motion on rough 
terrains. 

1 Introduction 

A mobile manipulator (MM) is a robotic arm mounted on a ground, aerial or 
underwater mobile platform. The mobile platform (e.g., ground wheeled vehicle) 
increases the size of the manipulator’s workspace, and as a result the increased degree 
of mobility enables better positioning of the manipulator in different configurations 
for efficient task execution [1]. In this paper we employ such increased capabilities to 
transport objects (considered rigid) from point “A” to point “B” via two MMs having 
implicit cooperation. Herein the proposed work in targeted for wheeled and tracked 
ground MMs but can potentially (with suitable changes) be applicable to other types 
of MMs including legged and aerial systems. Thus, in what follows when MMs refer 
to wheeled and tracked MMs. Despite their degree of mobility and their potential uses 
the complex physical structure of the robots, the highly coupled dynamics between 
the mobile platform and the mounted robot arm, and the potential (common) 
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nonholonomic dynamics of the mobile base are some of the aspects that increases the 
difficulties of the system design and control. In this regard, the aim of this paper is to 
present a recently developed control architecture that enables MMs to cooperates and 
interact  in static and dynamic heterogeneous outdoor rough terrain environments 
where current cooperation mechanism fail to provide an effective solution for the 
handling of rigid objects in 3D space (i.e. Translates and rotate objects in 
cooperation). Flexible objects can potentially be handled with the same approach but 
significant research still needs to be performed before this is effectively possible. In 
this paper we focus our attention to the cooperation control mechanisms between two 
MMs when handling a rigid object. In this scenario two MMs grasps the object by 
applying an intentional force/torque to the MM’s end-effector. To achieve this, the 
goal is for the two MMs is to distribute the object handling tasks between the MMs, 
between its manipulator and its mobile base to achieve this one of the two MMs is 
considered the master while the other is considered the follower. MMs cooperation in 
this kind of task is particularly useful when heavy or big complex loads must be 
handled in both smooth and rough terrains. The master role of the task is assigned to 
the actor having better perception capabilities or to the MM which is in charge of the 
mission (e.g., guiding the cooperation task) [2]. By using reverse engineering 
principles, researchers have been trying to learn from nature on how cooperation 
should be performed. Few years ago, biologists noticed that coordinated motion of 
animal groups is an interesting and suggestive phenomenon in nature[2]. As a result 
coordinated controls of multiple mobile manipulators have attracted the attention of 
many researchers [3-7]. For independent tasks where no cooperation is needed 
researchers consider the control of the absolute position and orientation of the robots, 
while for cooperative tasks, we consider the control of the relative position, 
orientation, and contact force between the end effectors [8].The control of multiple 
mobile manipulators presents a significant increase in complexity over the single 
mobile manipulator case. The difficulties lie in the fact that when multiple mobile 
manipulators coordinate with each other, they form a closed kinematic chain 
mechanism. This imposes a set of kinematic and dynamic constraints on the position 
and velocity of coordinated mobile manipulators. As a result, the degrees of freedom 
of the whole system decrease, and internal forces are generated which need to be 
controlled [9]. Similar to the work described in this paper two issues are resolved 
simultaneously: i) the coordination between locomotion and manipulation, and ii) the 
task execution itself (e.g., transporting an object). In [10] the force control scheme is 
integrated with coordination algorithms. The force control part sustains the object 
while the coordination between the manipulator and the mobile platform is 
maintained at a position such that the manipulator does not fully extend or retract. 
Computer simulations provided in [11] show the efficacy of the proposed approach. 
Without a priori knowledge about the trajectory of the object, the mobile manipulator 
is able to keep up with the motion of the object, hence the motion of MM, while 
carrying objects.  In addition, the coordinated motion control algorithm between the 
manipulator and the mobile base for each mobile manipulator is taken into 
consideration. By using these motion control algorithms, the coordination among 
multiple mobile manipulators is realized without using the geometric relations among 
robots. From the published approaches for MMs cooperation it is found that  
the existing methods are diverse. However, the existing literature only considers  
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robot-robot interaction in 2D. Current approaches/mechanisms do not provide 
solutions to MMs cooperation in 3D (which will enable MMs to work on rough 
terrains, handle flexible objects while avoiding obstacles. This would be achieved by 
using effective 3D motion and the inherent redundancy of the nonholonomic 
manipulators). The MMs cooperative control algorithm presented in this paper seeks 
to fill this void. First the mathematical models used in this research are presented 
followed by the description of the proposed control mechanism. Following the work 
in [12, 13] Simmechanics are used in this paper here for multiple purposes including. 
i) model the MMs systems, ii) Handeling objects and iii) control the MMs within the 
Matlab/Simmechanics environment. The problem addressed in this paper is a very 
difficult field as stated in [7]. The work presented in this paper is a step forward in 
using MMs in complex dynamic rough terrain while handling flexible elements via 
non explicit communication. 

2 Mobile Manipulator Modeling 

2.1 Kinematics of the Wheeled Mobile Robot 

The MM used in this paper is composed of a rigid platform with rigid wheels (i.e., 
tracks) where we neglect the complex terramechanics interactions between the wheels 
and the terrain. The two left wheels and the two right wheels are connected with a 
synchronous belt forming a traditional skid steering track locomotion system. As a 
result the mobile platform can be modeled as two wheels platform (Fig.1) where the 
configuration of the mobile robot is described by the following vectors and 
parameters. 

θ = ሾθ୰ θ୪ሿT ,  X୴ = ሾxୠ yୠ θሿT;  θሶ ୪ , θሶ ୰: Angular velocity of the left and the 
right wheel respectively; θ : Absolute rotation angle (heading angle) of the MM; xୠ, yୠ: Absolute position of the MM’s center of mass, v୪ , v୰: left/right wheel linear 
velocity, respectively. The vehicle linear velocity (v) and an angular velocity (θሶ) are 
obtained using Equations (1) and (2), respectively. ݒ = ௟ݒ ൅ ௥2ݒ = ሶ௟ߠ൫ݎ ൅ ሶ௥൯2ߠ  

(1)

=ሶߠ െ ௥௕ ሶߠ ݈ ൅ ௥௕ ሶߠ (2) ݎ

As a result, the differential kinematics model of the robot (frame of reference ሼܤሽ 
)w.r.t the right and left wheel velocities can be represented in a matrix form as: ൤ݔሶ஻ݕሶ஻൨=ቂcos ߠ െ sin sinߠ ߠ cos ߠ ቃ ൤ r/2 r/2െ݈஻. ݎ ܾ⁄ ݈஻. ݎ ܾ⁄ ൨ ቈߠሶ௟ߠሶ௥቉ 

(3)

2.2 Kinematic Modeling of the Robot Arm 

Based on the typical coordinate transformation concept, the frame of reference fixed 
on the MM platform can be transformed to the base frame of reference of the 
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manipulator by two translational and one rotation matrices. The frames of reference of 
the manipulator under consideration are shown in Fig.1. The transformation matrix 
between the manipulator’s frames for the employed 5 DOF manipulator is obtained 
using the well-known Denavit_Hartenberg method. As a result the final link 
transformation matrix with respect to the base of the manipulator is obtained as: ܶ05=ܶ01∗ܶ12∗ܶ23∗ܶ34∗ܶ45. Therefore the forward kinematics of the manipulator is formulated as: 

T଴ହ = ቎ n୶ o୶n୷ o୷ a୶ p୶ a୷ p୷n୸    o୸0    0 a୸ p୸0 1 ቏ ; 

where: ݌௫ = െ݀ଶݏଵ ൅ ܿଵሺܽଶܿଶ ൅ ܽଷܿଶଷ െ ݀ହݏଶଷସሻ; ݌௬ = ݀ଶܿଵ ൅ ଵሺܽଶܿଶݏ ൅ ܽଷܿଶଷ െ ݀ହݏଶଷସሻ; ݌௭ = ݀ଵ െ ܽଶݏଶ െ ܽଷݏଶଷ െ ݀ହܿଶଷସ; ݊௫ = ܿଵܿଶଷସܿହ ൅ ହݏଵݏ ; ݊௬ = ଵܿଶଷସܿହݏ െ ܿଵݏହ ; ݊௭ = െݏଶଷସܿହ ; ௫݋ = െܿଵܿଶଷସݏହ ൅ݏଵܿହ ௬݋ ; = െݏଵܿଶଷସݏହ െ ܿଵܿହ ௭݋ ; = ହݏଶଷସݏ ; ܽ௫ = െܿଵݏଶଷସ ; ܽ௬ = െݏଵݏଶଷସ ; ܽ௭ = െܿଶଷସ 
In the above expressions: ܿ௜ = ௜ሻߠሺݏ݋ܿ ; ௜ݏ = ௜ሻߠሺ݊݅ݏ ଶଷݏ ; = ଶߠሺ݊݅ݏ ൅ ଷሻߠ ; ܿଶଷ ଶߠሺ ݏ݋ܿ= ൅ ଷሻ; ܿଶଷସߠ = ଶߠሺ ݏ݋ܿ ൅ ଷߠ ൅ ଶଷସݏ ;ସሻߠ = ଶߠሺ ݊݅ݏ ൅ ଷߠ ൅  ସሻ and θi for i=1ߠ
to 5 are the joint angles of the manipulator, as a result the linear velocity and angular 
Jacobians in matrix form can be written as: ܬ௩ = ሾܬ௩ଵ ௩ଶܬ ௩ଷܬ ௩ସܬ  .௩ହሿܬ

To find the manipulator’s singularities the determinant of the jacobian is set to 
jacobian DetሺJሻ = 0. Subsequently, the manipulability value of the arm, which is a 
critical parameter used in the proposed cooperation mechanism, can be calculated as: 
Manipulability= ݐ݁ܦሺܬሻ = ሺܽଶܿଶ ൅ ܽଷܿଶଷሻሺܽଷܽଶݏଷሻ. In the proposed approach one of 
the important factors to achieve the cooperation on rough terrain is to model the F/T 
sensor by cooperating the motion of the robot as it moves on rough terrain. As a result 
the F/T values are a function of the robot’s arm joint angles and the robot’s roll, pitch 
and yaw measured by the Inertia Measurement Unit (IMU) sensor. The forces and 
moments sensed in a robot’s wrist when the MM moves on rough terrain can be 
obtained using Equation (4):            ܬ = ൥െݏଵሺܽଶܿଶ ൅ ܽଷܿଶଷሻܿଵሺܽଶܿଶ ൅ ܽଷܿଶଷሻ0 െܽଶܿଵݏଶ െ ܽଷܿଵݏଶଷെܽଶݏଵݏଶ െ ܽଷݏଵݏଶଷെܽଶܿଶ െ ܽଷܿଶଷ

െܽଷܿଵݏଶଷെܽଷݏଵݏଶଷെܽଷܿଶଷ ൩
௪௘௜௚௛௧ߠ  = గଶ െ ሺ׎ ൅ ଶߠ ൅ ଷߠ ൅ ܨ ;ସሻߠ = ݉݃ = ඥܨ௫ଶ ൅ ௬ଶܨ ൅ ௫ܨ ; ௭ଶܨ = ܨ sin ௬ܨ ;௪௘௜௚௛௧ߠ = ܨ cos ௭ܨ ;௥௢௟௟ߠ = ܨ cos  The pitch angle of the vehicle, θroll : The roll angle of the vehicle :׎௪௘௜௚௛௧ߠ

(4)

where ሼ݉ሽ is the mass of the object been manipulated, ሼ݃ሽ the local acceleration of 
gravity and ܨ௫,  ௭ are the sensed forces along the x, y and z direction of theܨ ௬ andܨ

F/T sensor frame of reference, respectively. For ease of explanation, here we neglect 
the moments, which should be considered to fully determine the effect of the object as 
the MM rolls, pitches and yaws as it interacts with the terrain. The end effector in 
world coordinate frame using the arm base point B and the mobile robot can be 
expressed as: 
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௘ݔ = ௕ݔ ൅ ௕ݔ=௫݌ ൅ െ݀21ݏ ൅ ܿ1ሺܽ2ܿ2 ൅ ܽ3ܿ23 െ ௘ݕ 234ሻݏ5݀ = ௕ݕ ൅ ௕ݕ=௬݌ ൅ ݀2ܿ1 ൅ 1ሺܽ2ܿ2ݏ ൅ ܽ3ܿ23 െ ௘ݖ 234ሻݏ5݀ = ௕ݖ ൅ ௕ݖ=௭݌ ൅ ݀1 െ 2ݏ2ܽ െ 23ݏ3ܽ െ ݀5ܿ234 
(5)

where:ݖ௕ = ݐ݄݄݃݅݁ ݈݄݁ܿ݅݁ݒ ൅ ݈݂݁݅݋ݎ݌  ݊݅ܽݎݎ݁ݐ  ݄݃ݑ݋ݎ

 

Fig. 1. Wheeled mobile manipulator robot model 

3 Model of The MM Using SIMMECHANICS 

SimMechanics software is a block diagram modeling environment for the engineering 
design and simulation of rigid multibody machines and their motions, using the 
standard Newtonian dynamics of forces and torques. With SimMechanics software, 
you can model and simulate mechanical systems with a suite of tools to specify 
bodies and their mass properties, their possible motions, kinematic constraints, and 
coordinate systems, and to initiate and measure body motions. You represent a 
mechanical system by a connected block diagram, like other Simulink models. You 
can also incorporate hierarchical subsystems. The visualization tools of 
SimMechanics software display and animate 3-D machine geometries, before and 
during simulation [14].The MM arm consist of five revolute joints and we have a 
motor attached to each joint. It’s arranged to work in (6D Figure 2.). The model 
comprises a set of connected blocks (i.e., body, joint, actuator, sensors, constraint and 
driver and initial conditions) (Fig. 2). These blocks were defined using special forms 
available in the modeling environment and all bocks included the real MM’s 
properties such as mass, and moments of inertia. In fig.3 the robot block is analysed 
so that we have 6 blocks express about the system. Each block has a sensor attached 
to it in order to measure its angular position, velocity and joint torques. For 
kinematics and dynamic simulation we give motion for the joints and the wheels by 
joint actuator see (Fig.2). Figure. 3 shows the SIMMECHANICS model of the two 
MMs handling a rigid object. 
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Fig. 2. Mobile Manipulator SIMMECHANIC model 

4 Control Architecture 

In order to address the problems found in current control mechanisms of cooperation 
between two MM’s a new yet simple control approach is proposed herein [15]. The 
approach combines well known techniques in an attempt to maximize their 
advantages while reducing their disadvantages [15]. In this architecture two MM’s 
cooperating for handling a rigid object in 3D.  The end effectors of the MM’s are 
rigidly attached to the rigid object so that there is no relative motion between the end 
effectors and the object [16]. For this, we consider the MM’s as a coupled system 
carrying an object (assumed to be rigid so that the object cannot deformed under any 
forces) in cooperation. The process starts by initializing the system (i.e., the sensed 
changes in the force torque sensor values should be equal to zero. This is achieved by 
avoiding any disturbance to the manipulator). Subsequently, during cooperation there 
will be changes sensed in the F/T values. According to the value of such changes, Δ 
(F/T), the robot computes its motion by using resolved motion rate control method 
including using of pseudo inverse jacobian to avoid the singularity of the robot’s arm 
(i.e., joint angle velocities) to eliminate any changes in the F/T values (i.e., make Δ 
(F/T) =0 at all times). Herein, we refer to this approach as a velocity feedback. The 
central controller will send the signal commands which include the robot’s joints 
velocities and the wheel velocities for both MMs at the same time. The motion of the 
mobile base is subject to nonholonomic kinematics constraints, which renders the 
control of MM very challenging, especially when robots work in non-engineered 
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environments. Figure (4) shows the detailed control algorithm represented in general 
form. The cooperation starts by initializing the robot. This includes placing the object 
to be manipulated on the robot’s gripper and gathering all sensor data (at this point the 
robot holding the object by itself). Sensor data at initialization is considered the 
reference value. Once cooperation starts the initial sensor value, used as a reference, 
are update at all times. 

 

Fig. 3. Two Mobile Manipulator cooperating SIMMECHANIC model 

5 Simulation and Results 

The kinematics-dynamics simulation model of the robot was performed using 
SIMMECHANICS and the controller was implemented in SIMULINK. Figure 6 
shows the results of one test showing the performance of the controller. In this test the 
MM’s was placed on a flat terrain handling a rigid object and moving forward in a 
straight line (i.e., MMs was handling the object being transported). Thus the end-
effector was aimed at tracking sinusoidal trajectory. Figure 5 shows the corresponding 
change in the joint arm positions. Figure 6 shows the joint velocity of the MM to 
compensate the changes in the F/T values. In this case there are two types of 
cooperation. The first is the cooperation between the MMs handling the object. The 
second is the cooperation between the arm and the mobile base to achieve the desired 
object’s motion and minimize the error of the desired trajectory. Figure 7 shows the 
robot vehicle linear velocity and robot arm linear velocity. As seen in this figure, the 
end-effector converges (i.e., tracks) the desired motion accurately. The base also 
tracks the desired motion accurately with only small disturbances due to the 
oscillating motion of the end-effector. The vehicle is contributes to the motion in two 
dimensions (i.e., x and y velocities) while the arm contributes in 3D dimentions (i.e., 
x, y and z velocities). In this approach the manipulability is used to coordinate the 
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motion between locomotion and manipulation of the MMs. The control mechanism 
measures the manipulability value and according to this change the control divides  
the desired velocity between the mobile base and the manipulator. Figure 8 shows the 
changes in the robot arm manipulability value. As can be seen when the 
manipulability value is maximum the robot’s arm velocity is maximum and when  
the manipulability value is minimum the vehicle’s velocity is maximum. During the 
cooperation between the MM’s the control mechanism calculates the manipulability 
value and divides it by the maximum manipulability value. Subsequently, the 
obtained value is multiplied by the total desired velocity to calculate the robot arm 
velocity. Resolved motion rate control is used to find the desired joint velocities. The 
rest of the desired object’s velocity is achieved by the vehicle. Figure 9 shows the 
simulation results of the MMs cooperation in 3D environment during the cooperation 
at 2, 7, 6, 13 and 20 seconds of the cooperation task. 

 

Fig. 4. Flowchart of the control algorithm 
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Fig. 5. Joint position of the MM(i), i=1,2 Fig. 6. Joint velocity of the MM (i), i=1, 2 

 

Fig. 7. Vehicle’s and arm’s linear 
velocities(i), i=1,2 

Fig. 8. Changes of the arm’s 
manipulability(i), i=1,2 

 

Fig. 9. Graphical time lapsed simulation results of MM 
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6 Conclusions 

This research present a way of simulation and control of MMs systems in Matlab and 
Simmechanics based on the kinematics modeling of the system (based on D-H 
convention). This research achieved a simple yet effective control strategy/algorithm 
with the corresponding software, which enables two MMs to perform tasks in 
cooperation on flat terrains and achieved the desired trajectory. This is achieved by 
enabling the robot’s arm and the vehicle’s wheels to cooperate (on top of the robot-
robot cooperation) to achieve the desired velocity that will accurately follow the 
desired trajectory. Another advantage of this control scheme is the MMs arm moves 
in 3D while the two MMs cooperate so we can use this to avoid obstacles in future 
work. In this research the cooperation between the MMs and the master was not 
targeted to be handling a rigid object (cooperation handling a flexible object in 
unknown rough terrain is the goal). 
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Abstract. The use of mobile robots to collect the sensor readings
required to generate radiation maps has the significant advantage of
eliminating the risk of exposure that humans would otherwise face by
collecting the readings by hand. In this work, a mobile robotic platform
designed specifically to collect this information to synthesize radiation
maps is presented. Details of the design are discussed, focusing in par-
ticular on the physical map generating capabilities of this new platform
that are necessary to enable the generation of the radiation maps. The
physical maps are generated using a laser range finder based implemen-
tation of Simultaneous Localization and Mapping (SLAM).

1 Introduction

Radiation maps show how a radiation intensity field varies in an area by over-
laying radiation intensity values on a physical map. A number of approaches for
their synthesis have been presented previously. Until now, these methods typi-
cally rely on taking radiation readings throughout the area being mapped and
methodically transferring these values to a pre-existing physical map either us-
ing a previously placed network of static sensors [1–3], operators using hand-held
sensors [4, 5], or sensors mounted on mobile robots [6].

The most significant obstacle to current techniques are presented when bar-
riers exist in the environment that make it impossible to position a radiation
sensor throughout the entire area being mapped or if no physical map is avail-
able ahead of time. In these situations, generating reasonably accurate, usable
radiation maps of the complete area will require using both predicted radiation
intensity values for the inaccessible regions from an appropriately selected ra-
diation model (calibrated with sensor readings from the accessible areas) and
integrating this with a map-making capability to provide the geometrical or
physical layout of the area under study. To this end, a strategy for generating
probabilistic radiation maps from sparse sensor data was developed and tested
in a simulation study with very encouraging results [7, 8]. The methodology
comprises three main stages as shown in Figure 1.
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Fig. 1. Radiation mapping algorithm

This work focuses on the design and development of the mobile robotic plat-
form that facilitates the testing of the radiation mapping algorithm of Figure
1. The platform, which has been named Radbot, is capable of creating a map
of a previously unknown environment in a format understandable to humans.
This physical map contains information about the physical layout of an area of
interest. In contrast to this, the radiation map contains information about the
radiation levels with respect to location. The problem of building a physical map
by exploring an unknown environment is commonly known as SLAM (Simulta-
neous Localization and Mapping) [9–11]. To facilitate the testing of the radiation
mapping algorithm, Radbot must also be capable of autonomously navigating
through the environment as it creates the physical map.

The initial goal of this work is to establish a proof-of-concept of the radiation
mapping system as a whole. It is intended in the future to replace the current
robotic platform by a more robust one capable of operating outdoors with the
same basic functionality. This follows the principle of modularity, in which spe-
cific modules must fulfill some purpose, but the degree to which they do and
the performance at which they accomplish their task is dependent on the mod-
ule, not the method. Radbot demonstrates that a real robot can move, navigate,
map, and localize itself, thereby validating the functionality of the method in [7].
For real-world applications, a more robust robot which can operate in more dif-
ficult terrain could easily replace Radbot without affecting the feasibility of the
overall method.
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Fig. 2. Subsystems of Radbot

2 Mechanical Design

This section discusses the mechanical design of Radbot, including several of the
subsystems labeled in Figure 2.

2.1 Mobile Base

A mobile platform capable of housing and transporting the radiation sensor and
other hardware was required. The Pioneer 3-DX, an off-the-shelf solution, was
chosen to fulfill this purpose. The selection criteria at this stage were primarily
high reliability and ease of implementation. Using the Pioneer 3-DX has several
advantages to building a custom robot base. No time and labour are required, and
there is product support from the vendor. Also, due to its popularity in the field
of academic mobile robots, many problems have been previously encountered and
solved by the robotics community. Open source software for interfacing with the
robot has been developed and is readily available.

The Pioneer 3-DX has an approximately circular footprint, which means that
there is no risk of collisions when rotating on the spot. It is a two-wheeled dif-
ferential drive robot with a rear caster wheel. It is capable of speeds of approxi-
mately 5 km/h and has a run time of 8-10 hours. The Pioneer 3-DX comes with
built in high-resolution wheel encoders that are used to regulate wheel speeds
and feed information into an odometry system.

2.2 Additional Sensors

This section discusses some additional sensors that are of particular importance
to the operation of Radbot.
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Fig. 3. 2D Laser range finder

Laser Range Finder. A Sick LMS 200 laser range finder is an add-on to
the Pioneer 3-DX. This sensor is the primary sensor used by the SLAM system
for building a physical map of the environment. This sensor gathers information
about the relative distance between the sensor and objects detected in a two-
dimensional scan as per Figure 3. It has a maximum range of 80 meters, and
a selectable resolution of 0.25, 0.5, or 1 degree. The sensor has a 180 degree
field-of-view and a refresh rate of up to 75 Hz (at 1 degree resolution).

Radiation Sensor. The radiation sensor package selected for the Radbot was
a 3x3 NaI(Tl) scintillation detector coupled with a portable 4,096 channel MCA
(Multi Channel Analyzer). The large volume scintillation detector was selected to
provide omni-directional response to gamma rays and has good energy efficiency
over a large range of gamma energies that may be encountered in harsh radiation
environments. For radiation mapping, the detector will be used in scaler (count
per second) mode, although the fact that the system is a spectrometer will allow
for source identification through gamma peak analysis when required. The sen-
sitivity can be increased by adding a larger volume detector, or, more detectors.
The sensor is mounted directly between the two drive wheels, at the centre of
rotation of the robot. This was done in order to allow the robot to rotate on the
spot while accumulating radiation counts for a specific location. This allows the
laser range finder to accumulate physical data of the environment and build a
better map more quickly while taking radiation readings. Spinning on the spot
also increases the accuracy of the localization system.

Video Camera. A forward-facing video camera is mounted on Radbot in order
to provide a video feed to a remote user during operation. This allows the user
to detect obstacles which are below or above the scan-height of the laser range
finder.

3 Software

A laptop using the Ubuntu 11.10 operating system was chosen to run all of the
software for Radbot. This was done primarily to allow the use of the tool set and
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codebase provided by ROS (Robot Operating System: www.ros.org). ROS is an
open source software platform aimed at facilitating the development of robotic
systems. It consists of a set of tools and libraries which help software developers
create software. The primary goal behind ROS is to accelerate the research
and development of robotic systems. This goal is accomplished by supporting
code re-use and facilitating collaboration between researchers. Extensive code
libraries are available which provide functionality for both low-level functions
such as controlling actuators or reading sensors, as well as high level algorithms
such as obstacle avoidance, or computer vision. By using the ROS platform,
developers are able to work within a consistent framework for managing their
software. Tasks such as passing information from one software module to another
are managed by the ROS system. This makes it easy to re-use, build on, and
adapt previous work to a particular purpose. In other words, less time is spent
“reinventing the wheel”.

3.1 SLAM

The task of localization and mapping was accomplished by selecting a pre-
existing solution with proven reliability. The algorithm is known as GMapping
and is described in [12]. The source code is available through the OpenSlam.org
project. The algorithm uses a Rao-Blackwellized particle filter approach, which
has been demonstrated to work particularly well with laser range finders, 2D
mapping, and environments that are not unlimited in size. A wrapper was writ-
ten for the algorithm by Brian Gerkey to integrate it with ROS [13].

The version of the algorithm available through ROS requires several data
inputs to function. The first of these is a stream of laser scan data, essentially
composed of a series of distance measurements accompanied by the angle of that
measurement to the laser scanner. The measurements are the distances from the
laser to the objects it detects. The second set of data required is an approxima-
tion of where the robot has traveled with respect to its previous position. This
is typically supplied by an odometry system based on the wheel encoders of the
robot. Lastly, it is required to know the transform of position and orientation
of the laser scanner with respect to the centre of the robot. Additionally, there
are numerous parameters which can be adjusted to tune the behaviour of the
GMapping algorithm to work in various scenarios. These parameters include in-
formation about the expected error and range of the sensors, the desired map
resolution, and the update frequency (which results in proportional computa-
tional load). The default values of these parameters were designed to work with
the Sick LMS 200 laser range finder and typical wheel odometry performance,
and so they were not modified.

The ROS wrapped GMapping algorithm was selected because of its ease of
implementation and proven reliability. Additionally, the open-source nature of
the software allows it to be modified and expanded if necessary to improve
performance in three-dimensional, unstructured, or dynamic environments.
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3.2 Navigation

The navigation task was also accomplished by using pre-existing solutions pro-
vided through ROS. A description on the system can be found in [14]. To use
the navigation system, there are several pre-requisites which must be satisfied.
The robot base must be able to accept velocity commands in component-form
(x-velocity, y-velocity, and θ-velocity). A planar range-finding sensor such as a
LIDAR (Light Detection And Ranging) is needed for obstacle detection and lo-
calization, and an odometry system is required to track the motion of the robot.
Lastly, a physical map of the environment is required to navigate through. This
map is commonly obtained by using SLAM to build one. Although the system
is capable of determining the location of the robot on the map by comparing
its current sensor information to features of the map, an initial pose estimate
supplied by an operator allows the localization system to converge on the true
location more quickly.

The navigation system allows a user or another algorithm to designate naviga-
tion destinations. The system will plot a path from the robot’s current location
to the destination, taking into account information from the map. The path
which is generated uses a cost function which attempts to keep a user-specified
distance away from walls and obstacles. In addition to this global path planning,
the navigation system includes a local planner which takes into account tempo-
rary obstacles being picked up by the sensors. Currently, only the 2D laser range
finder is used to detect obstacles, but the navigation system allows for the use
of arbitrary other sensors, so long as the output of these sensors is formatted
as a 3D point cloud. The point cloud represents the points in space at which
the sensors detect obstacles. These obstacles may be moving and do not need to
be present on the map. In this way, the path planning is robust to temporary
obstacles such as human pedestrians. The local path planner attempts to stay
close to the global path and the degree to which it does this is tunable through
the parameters of the software.

3.3 Remote Control

An application called TeamViewer [15] was used to remotely access the laptop
on board Radbot over a local wifi network. This was done so that a user can
send navigation goals and view mapping information during use. The video feed
of the on-board camera is also visible to the user by this method. The use of
Teamviewer requires that both the laptop on board Radbot and the machine
being used by the operator have internet access. However, this also means that
control of Radbot can be accessible from anywhere globally, so long as there is
internet access.

4 Results

The results of mapping and localization testing are displayed in Figures 4 and 5.
In Figure 4, the map generated is displayed on the left and the building floor plan
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Fig. 4. A map generated using the GMapping SLAM algorithm (left) and the building
floor plan of the same area (right)

Fig. 5. Comparison of the map generated using SLAM and the building floor-plan

for the same area on the right. The white areas on the experimentally generated
physical map represent explored, open space. The gray represents unexplored
areas, and the black represents grid cells which are 90% likely to be occupied.
Around the edges of the experimental map there can be seen some areas where
the laser scanner has not fully swept or explored. These areas are due to windows,
open doorways, and rooms which were not entered by the robot. Figure 5 shows
the overlay of the building plans with the map that was generated. This was done
by simply rotating and scaling the images by eye. It can be seen that there is a
high degree of correspondence between the building plans and the experimental
map. As indicated on Figure 4, some renovations were done to the building which
are not shown on the original building plan. Also not shown on the building plan
are benches and lockers along the walls, which can be seen in the experimental
map.
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Fig. 6. Example of global path generated by path planning algorithm

Figure 6 shows an image of a global path, with the destination at one end, and
the set of obstacles in proximity to the robot. The proximity in which obstacles
are retained in the memory is one of the parameters of the system, and should
depend on the speed the robot is operating at. Obstacles present on the map as
well as dynamic (or previously unmapped obstacles) are retained within a four
meter window around Radbot, in this case. The performance of the navigation
was tested repeatedly in a dense and cluttered lab environment with good results.

5 Future Work

The test results demonstrate that the physical map generating and navigation
capabilities of Radbot are operating correctly. As the next stage in this multi-
stage project, the next task will be to perform tests using the radiation sensor
and live radiation test sources. The algorithm previously developed in [7] will be
used to predict the distribution of radiation levels throughout an area and the
location of radiation sources. For real-world applications, a more robust mobile
base will be required which is capable of operating in more difficult terrain. This
should include such scenarios as disaster sites with various debris, handling of
physical drop-off features, and in general unpredictable terrain. In accordance
with this goal, generating a 3D map as opposed to a 2D one will be required.
Potential improvements and augmentation to the SLAM system could include
the use of computer-vision techniques. The use of a vision system could also be
beneficial for the purpose of obstacle detection, as the current LIDAR method
only provides a 2D slice of the world and cannot detect obstacles above or below
the sensor height.
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6 Conclusions

In order to help generate radiation maps in areas without pre-installed station-
ary sensors, a system was required which could transport a radiation sensor
and take readings, create a physical map of an unknown environment, and nav-
igate autonomously within the environment. To accomplish this an off-the-shelf
mobile robot base was selected and configured with the requisite sensors. Algo-
rithms were selected and installed to perform SLAM, path planning, and obstacle
avoidance. Radbot, the resulting system, is capable of generating highly accu-
rate maps of the physical layout of an area in a format that is understandable to
humans. A remote user is able to use these maps in conjunction with video feed
from a camera on board Radbot to navigate through densely cluttered planar
office environments. This demonstrates the feasibility of using a mobile robot to
autonomoulsy collect radiation data as proposed in [7].
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Iagnemma and Dubowsky [1], for a many-wheeled robotic rover, control individual 
wheel forces to minimize wheel slip, by minimizing the maximum friction coefficient 
required. Abeykoon and Ohnishi [2] minimize the maximum wheel slip using a mov-
able centre of mass. Conventional anti-lock braking systems (ABS) in automobiles 
increase or decrease braking pressure depending on whether wheel slip is above or 
below a threshold optimal slip. 

More sophisticated controllers exist for traction control. Some aim to prevent the 
vibrations caused by rapid switching action in conventional ABS. They may model 
the friction-slip relationship [3-5] to generate a more appropriate controller output. 
Nyandoro et al. [3] show the effectiveness of feedback linearization in ABS braking. 

They may search for the optimal slip, for example, sliding mode controllers in [6] 
by Drakunov et al. or [7] by Tan and Tomizuka, while a conventional implementation 
may assume an optimal slip threshold at a predetermined, fixed value [8]. 

2 The Two-Wheeled Robot Modelling and Simulation 

The simulation models the two-wheeled robot in Fig. 1, and described by sub-models. 

2.1 Motor Model 

The drive wheel motors generally match the model of conventional DC motors, with 
some added non-linear terms. The model of the drive wheels can be described by 

 ܶ = ܫ௧ଵܭ ൅ ߱ܫ௧ଶܭ ൅ ௙ଵ߱ܭ ൅ ௙ଶsignumሺ߱ሻ൫1ܭ െ ݁ି௄೏|ఠ|൯ , (1) 

 ܸ = Kୣ߱ ൅  (2) ,ܴܫ

where the experimentally approximated parameters motor torque constant (ܭ௧ଵ,  ,(௧ଶܭ
friction constant (ܭ௙ଵ,  and experimentally measured ,(ௗܭ) ௙ଶ), nonlinearity delayܭ
back EMF constant (ܭ௘) and resistance (R) are: 

 ሾܭ௧ଵ ௧ଶܭ ௙ଵܭ ௙ଶܭ ௗܭ ௘ܭ ܴሿ = ሾ0.11 െ1.4 ൈ 10ିହ െ2.5 ൈ 10ିସ െ0.15 0.034 0.127 0.43ሿ , (3) 

describing motor torque (ܶ) and voltage (ܸ) in terms of current (ܫ) and angular veloci-
ty (߱). The model is used to simulate motor saturation – otherwise a controller that 
could rebalance the robot from any state, even on frictionless ground surfaces. 

There are un-modeled effects due to coulomb friction, motor cogging, and torque 
ripple on the order of 0.1Nm at the drive wheels. 

The reaction wheel model used is identical to that found in Jones and Stol [9]. 

2.2 Platform Model 

The simulation uses equations, as determined by Jones and Stol [9], with longitudinal 
motion only (no turning). Equations (4-6) explain the model without wheel slip, and 
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the model given by equations (7-9) includes wheel slip, relating drive torque ஽ܶ and 
reaction wheel torque ோܶ to longitudinal position ݔ, wheel angle ߶, tilt angle ߠ. 

ሷݔ  = ௔ூೀఏሶ మ ୱ୧୬ ఏି௔మ௚ ୱ୧୬ ఏ ୡ୭ୱ ఏା்ವ಺ೀೝ ା௔ ୡ୭ୱ ఏሺ்ವା்ೃሻூೀ௠ೀି௔మ ୡ୭ୱమ ఏ ,  (4) 

  ߶ሷ = ௫ሷ௥ , (5) 

ሷߠ  = ି௔మఏሶ మ ୱ୧୬ ఏ ୡ୭ୱ ఏା௔௠ೀ௚ ୱ୧୬ ఏି்ವೝೌ ୡ୭ୱ ఏି௠ೀሺ்ವା்ೃሻூೀ௠ೀି௔మ ୡ୭ୱమ ఏ  . (6) 

ሷݔ  = ௔ሺୡ୭ୱ ఏାఓ ୱ୧୬ ఏሻሺ்ವା்ೃି௔௚ ୱ୧୬ ఏሻା௔ூೀఏሶ మሺୱ୧୬ ఏିఓ ୡ୭ୱ ఏሻାఓ௚௠೅ூೀ௠೅ூೀି௔మ ୡ୭ୱ ఏሺୡ୭ୱ ఏାఓ ୱ୧୬ ఏሻ  , (7) 

ሷߠ  = ሺఓ ୡ୭ୱ ఏିୱ୧୬ ఏሻ൫௔మఏሶ మ ୡ୭ୱ ఏି௔௚௠೅൯ି௠೅ሺ்ವା்ೃሻ௠೅ூೀି௔మ ୡ୭ୱ ఏሺୡ୭ୱ ఏାఓ ୱ୧୬ ఏሻ  , (8) 

 ߶ሷ = ்ವூೈ ൅ ௥ఓூೈ ൫௚௠೅ି௔ఏሶ మ ୡ୭ୱ ఏ൯൫௔మି௠೅ூೀ൯ି௔௠೅ ୱ୧୬ ఏሺ்ವା்ೃሻ௠೅ூೀି௔మ ୡ୭ୱ ఏሺୡ୭ୱ ఏାఓ ୱ୧୬ ఏሻ  . (9) 

The following platform parameters were estimated by measurement of the mass, 
centre of mass, and moment of inertia of its intermediate body, only some of which 
are the same as used in Jones and Stol [9]: 

 ሾܽ ݉ை ݎ ைܫ ்݉ ௐሿܫ = ሾ8.55 54.5 0.196 2.95 49.9 0.178ሿ . (10) 

2.3 Ground Surfaces 

Two ground surfaces with wheel slip were 
tested in simulation. We consider the model 
by Jones [10], slip surface 1, an ice-like 
surface shown in Fig. 2, with a shape similar 
to most dry surfaces, while slip surface 2 is a 
modification with a greater drop-off after 
peaking, characteristic of wet, lubricated 
surfaces explained by the Stribeck effect. 

2.4 Reference Speed 

We consider the manoeuvre of stopping abruptly from a constant speed to measure 
the stability of a controller. After a constant speed for 5 seconds, the reference speed 
to the reference tracking controller abruptly steps down to zero. If the robot remains 
upright after 5 seconds, it is stable. This was simulated at incrementally higher speeds 
(every 0.005m/s), until the speed at which the robot topples is found. 

 

Fig. 2. Friction-slip for simulated surfaces 



420 R.P.M. Chan, K.A. Stol, and C.R. Halkyard 

2.5 Controllers 

For simplicity, we consider a two-wheeled robot (Fig. 1) with a simple linear, refer-
ence tracking controller, as a baseline. Linear state feedback controllers have been 
used by a number of other researchers [11-19]. 

Whether the controller fails depends on gain, determining how aggressively the 
controller will accelerate to match the reference speed. LQR is a common method 
[11-17] for obtaining the optimal gain which minimizes the cost function given by: 

ܬ  = ׬ ሺݔ்ܳݔ ൅ ሻஶ଴ݑ்ܴݑ  (11) . ݐ݀

 ܳ = diagሺሾ500 10 50 1ሿሻ, ܴ = ሾ0.4ሿ , (12) 

are selected for reasonable control performance, yielding the control law: ݑ = ሾ ஽ܶሿ = ሾ35.4 39.6 142 25.1ሿൣ׬ ሶݔ െ ௥௘௙ݒ ሶݔ െ ௥௘௙ݒ ߠ ሶ൧்ߠ =  ሬԦ , (13)ܠܭ

with reference speed ݒ௥௘௙ , wheel torque ஽ܶ, speed ݔሶ , tilt angle ߠ and tilt rate ߠሶ . 
Jacobian linearization of the either model (4-6) or (7-9) at equilibrium yields a con-

trollable state-space model in the linear sense with LQR guaranteeing stability in the 
local region. Though they differ somewhat (because accounting for wheel slip makes 
some linear dynamics non-linear), both are controllable in the linear sense. Dynamics 
become uncontrollable far from equilibrium due to motor saturation rather than any 
other nonlinearity. For example, linearization of (7-9) yields 

 ൦ݔሷߠሶߠሷ߶ሷ ൪ = ൦െ14.1 െ9.69 0 2.760 0 1 040.8 56.5 0 7.99389 0 0 െ76.2൪ ൦ xሶθߠሶ߶ሶ ൪ ൅ ൦ 0.1160െ0.6735.61 ൪ ஽ܶ . (14) 

The slip controller is a high gain applied to limit wheel slip (ݒ௥௘௟) described by the 
function ݏ୪୧୫ሺݒ௥௘௟ሻ, shown in Fig. 3, to limit wheel slip (ݒ௥௘௟). The new control law is: 

 ஽ܶ = ׬ൣܭ ሶݔ െ ௥௘௙ݒ ሶݔ െ ௥௘௙ݒ ߠ ሶ൧்ߠ ൅  ௥௘௟ሻ  . (15)ݒ୪୧୫ሺݏ

The 1st term is the baseline or reaction wheel con-
troller and the 2nd term is the slip controller, to yield 
the overall control law. 

The reaction wheel controller corresponding to 
the baseline controller, but using the reaction wheel 
as well was tested. The control law, using gains 
found by LQR, where ோܶ is the reaction wheel tor-
que, and ߱ is the angular velocity of the reaction 
wheel is: 

൤ ஽ܶܶோ ൨ = ቂ32 36 135 24 0.47 0.28930 29 63 13 െ2.0 െ0.94ቃ ׬ൣ ሶݔ െ ௥௘௙ݒ ሶݔ െ ௥௘௙ݒ ߠ ሶߠ ׬ ߱ ߱൧்
. (16) 

 

Fig. 3. –ve gain beyond 0.3ms-1 
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Limiting slip may actually be detrimental to balance, since the slip limiting con-
troller may reduce the restoring torque required to rebalance. Therefore, a compen-
sated slip controller was tested where any change in drive wheel torque is counte-
racted by an equal and opposite torque on the reaction wheel with control law: 

 ൤ ஽ܶܶோ ൨ = ሬԦܠܭ ൅ ൤  ௥௘௟ሻ൨ . (17)ݒ୪୧୫ሺݏ௥௘௟ሻെݒ୪୧୫ሺݏ

The block diagram in Fig. 4 shows the configuration of the simulation. The baseline 
controller (or reaction controller) generates the primary actuator input signal. The 
traction control block may modify the actuator signal. 

3 Results 

3.1 Baseline Controller 

First the results for the baseline controller (without the reaction wheel) on different 
surfaces are presented. Fig. 5 shows a simulation of the no slip surface. 

The final cause of failure is motor saturation, because as the motor speed increases, 
there is increasing motor friction with current needed to overcome the motor friction 
increasing until it saturates at 20 amperes, seen in Fig. 5 showing voltage and current 
before failure. Although the motor does saturate in tests with lower speeds, with mo-
mentary periods of wheel slip, they remained recoverable until the finally, 20 amperes 
was insufficient to restore balance. 

 

Fig. 5. Simulation of baseline controller on no slip surface 

Fig. 4. Simulation block diagram 
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Fig. 8 shows that traction control limiting wheel slip does not help, and the speed 
achieved before failure reduces, compared to without traction control for slip surface 
1 – which is the more likely friction-slip curve. Traction control improves perfor-
mance only marginally for slip surface 2, if friction coefficient versus wheel slip 
drops off very rapidly after peaking. 

3.3 Compensated Baseline Controller 

The slip controller above compromises performance, reducing drive wheel torque 
when they could by acting as reaction wheels, still temporarily provide relief. 

However, if the drive wheels did not need to act as reaction wheels, it is probably 
better to limit wheel slip. We would like to know if using the reaction wheel more 
vigorously to compensate might improve overall performance. If the slip controller 
reduces drive wheel torque by 1Nm, it could increase reaction wheel torque by 1Nm. 

The baseline linear state feedback controller does not use the reaction wheel for 
ordinary balancing purposes. As slowing down the reaction wheel is required over the 
long term to maintain actuation capacity, the baseline controller is slightly modified to 
do this – given by the control law: 

 ൤ ஽ܶܶோ ൨ = ቂ35.7 39.6 142 25.1 0 00 0 0 0 െ2.24 െ1.07ቃ ሬ࢞ሬԦ . (18) 

As shown in Fig. 8, although some performance is regained for slip surface 1, overall 
performance is still no better than without any traction control at all. For slip surface 
2, further improvement is made, but overall improvement is still small, and surfaces 
with shape similar to this surface is unlikely (only some surfaces when wet). 

3.4 Reaction Wheel Controller 

With the reaction wheel controller, the speed achieved improves 0.015m/s almost 
uniformly with the same trends (shown in Fig. 8), therefore the best traction control 
strategy is unchanged, whether this controller or the baseline controller is used. 

 

Fig. 8. Maximum reference speed to a successful stop – for each variation of controller, traction 
control and ground surface 
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4 Discussion 

The results show that naively limiting slip as an add-on to an existing controller does 
not improve performance in most low-traction environments, even with compensation 
of traction control torque. The performance improvement on slip surface 2 is margin-
al, even though the drop-off in traction of this surface is likely greater than what is 
generally found for wet surfaces. A solution which better manages stability versus 
acceleration is likely to yield a more pronounced improvement. 

Unrecoverable states (due to motor saturation) can be reached even in the model 
without slip. Low-traction surfaces change the boundaries of unrecoverable states. A 
good controller should prevent the system becoming unrecoverable. Since this varies 
depending on traction, a good solution should to adapt to the traction available. 

The baseline controller on a surface with no slip (infinite traction) can become des-
tabilized simply because of the reference speed signal. This is caused by motor satura-
tion, which occurs more readily at increasing motor speeds. It is not simple to limit 
the reference speed signal, as both the magnitude and derivative of the reference 
speed affects recoverability of a linear controller. 

Motor saturation, and the effect of slip on the system, involves complex interaction 
making it difficult to prevent toppling as represented in Fig. 9. At the initial condition, 
there may be no problems. However, the state changes over time, in one case, without 
wheel slip, and in another case, with wheel slip (on a low-traction surface). It is only 
as the state changes (the exact path depending on the controller) that the motor begins 
to saturate. This is complicated by the reference speed, which changes the way the 
controller behaves – and thus, how the state changes. 

The boundary of motor saturation is affected by system parameters. The design of 
a robot with regard to this can mitigate some of its limitations, including for use on 
low-traction surfaces. An increase in rotational inertia of the drive wheel system 
would reduce linear acceleration for the same force. Because all linear acceleration 
depends on traction with the ground, many parameters do not affect maximum linear 
acceleration. However due to torque reaction effects, rotational inertia may allow the 
robot to stabilize when there is little trac-
tion. Motor saturation is greatly affected 
by motor friction and back EMF. This can 
be mitigated by decreasing the gearing 
ratio (which is 24 in this paper). This 
reduces the wheel torque available at 
equilibrium, but extends the speed range 
of the robot before saturation. In effect, 
for the purpose of stability, this makes the 
robot less sensitive to higher speeds, but 
more sensitive to larger tilt angles. 

An increase in rotational inertia of the 
intermediate body by itself is not good, 
because long-term acceleration is the 
same for the same tilt. However, it  
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increases the torque required to stabilize the body, making motor saturation more 
likely for a disturbance in tilt angle. A higher centre of mass allows the robot to oper-
ate in a more linear region which is advantageous, as stabilizing in non-linear regions 
is more likely to cause motor saturation as larger motor torques is required to main-
tain stability. 

5 Conclusion 

A traction control solution separate from balancing does not improve performance, 
even when compensating traction control torques with a reaction wheel, compared to 
a simple baseline controller, which does not consider ground traction. 

Independent traction control therefore appears to be a poor solution to the problem. 
Further research should focus more on maintaining and guaranteeing stability over an 
operating range, even when on low-traction surfaces. By recognizing the possible 
saturation of the motor, the robot may be able to remain balanced even when an un-
realistic reference speed is used, with the controller only making a best effort to fol-
low the reference without compromising stability. By guaranteeing stability within a 
region of attraction, with the boundaries being a function of ground traction, preven-
tion of toppling on low-traction surfaces can be better managed. 
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Šimon Fojt̊u, Michal Havlena, and Tomáš Pajdla
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Abstract. Nao humanoid robot from Aldebaran Robotics is equipped
with an odometry sensor providing rather inaccurate robot pose esti-
mates. We propose using Structure from Motion (SfM) to enable visual
odometry from Nao camera without the necessity to add artificial mark-
ers to the scene and show that the robot pose estimates can be signifi-
cantly improved by fusing the data from the odometry sensor and visual
odometry. The implementation consists of the sensor modules streaming
robot data, the mapping module creating a 3D model, the visual localiza-
tion module estimating camera pose w.r.t. the model, and the navigation
module planning robot trajectories and performing the actual movement.
All of the modules are connected through the RSB middleware, which
makes the solution independent on the given robot type.

Keywords: Structure from motion, Robot localization, Robot naviga-
tion, Nao humanoid robot.

1 Introduction

The intrinsic feature of a mobile robot is its ability to move in the surrounding
environment. There are many types of robots from the motion point of view,
starting from wheeled and ending with legged robots. Although the control of a
two wheeled differential drive robot is relatively easy and precise, the more wheels
and the more legs the robot has, the more complicated the task is. Humanoid
robots, as the representatives of the legged ones, are known to be difficult to
precisely navigate, since motion odometry is computed from the relative motion
of legs, which often slip, and thus the odometry error is large and increases
rapidly.

Nao humanoid robot, see Figure 1(a), is equipped with a bunch of various sen-
sors. There are ultrasound sonars, microphones, IR transceivers, an inertial sen-
sor, tactile and pressure sensors, and lastly two cameras. The head of the robot
contains also a dual-core ATOM 1.6GHz CPU, running Linux and firmware con-
trolling the robot. Another CPU is also located in the robot torso. There is a
lot of functionality already shipped within the firmware, such as face detection,
Naomark detection, see Figure 1(b), walk and some other simple behaviours.

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 427–438, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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(a) (b)

Fig. 1. (a) Nao robot. (b) Example of a Naomark. (courtesy of Ald. Robotics [1]).

The robot has a voice synthesizer and a simple speech recognition module. From
our point of view, the most interesting sensors are the two cameras. Since the
fields of view of the cameras do not overlap, they cannot be used as a stereo pair
and thus we use only one of them. The top camera has 1.22MPix with 61◦HFOV
and provides VGA resolution in rates slightly over 15 fps (on a Gigabit Ethernet
connection). Higher resolution is available with reduced frame rate.

Naoqi, the firmware inside the robot, serves as an easy to use robotic frame-
work that allows user modules to communicate with each other and also with
various inbuilt modules. The modules can run directly on the robot or as remote
applications from a PC. Although Naoqi is a useful framework, there might be
needs for a more complex middleware that completely shields the Nao-specific
interface from generic applications, such as Robot Operating System (ROS) [14]
and Robotics Service Bus (RSB) [18]. We have decided for the latter one that,
although being younger, presents an event-driven and message-oriented environ-
ment, interfaces with MATLAB and is ported to Nao. We have exploited the
modular nature of the middleware to compose our navigation and localization
system of separate modules, that can be extended or replaced as needed. The
use of this middleware allows others to seamlessly build on our work.

In order to navigate a mobile robot, its pose w.r.t. some coordinate system
needs to be known. One possible approach is to use artificial markers with known
positions in the environment and localize the robot using e.g. a 3-point algo-
rithm [7]. As mentioned above, the robot is equipped with an algorithm to auto-
matically detect Naomarks, so these can be easily used as the artificial markers.
This is a valid approach in many fields, e.g. industry [8], where the environment
can be created with the robotic needs in mind. In a generic environment, on the
other hand, the need for artificial markers of known poses limits the autonomy
of the mobile robot and distracts people interacting with the robot.

An alternative approach that does not require artificial interventions to the
scene is known as Simultaneous Localization and Mapping (SLAM). SLAM
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combines mapping of surroundings and robot localization, by which it over-
comes the classical chicken and egg problem. Impressive example of single camera
SLAM is presented by Davison et al. [4]. An example of Nao robot navigation
without artificial landmarks is given in the work of Osswald et al. [13]. They
improve robot odometry by detecting visual features on a wooden floor. The
disadvantage of their approach is the focus on the floor which means that the
surroundings are not perceived well.

2 Structure from Motion for Visual Odometry

Structure from motion (SfM) can be used to substitute the artificial markers for
the natural ones, i.e. the SURF [2] features automatically detected in the images
of the scene. In order to achieve efficient and accurate localization, we decided
to split the computation to mapping and visual localization.

The task of mapping is to build a 3D model of the environment by the means
of SfM methods, whereas the task of visual localization is to quickly estimate
robot pose w.r.t. the precomputed 3D model without updating it.

2.1 3D Model Construction

First, the lens distortion model along with internal camera calibration, which
facilitates the transformation from image pixel coordinates to unit direction
vectors, has to be obtained. Five images of a known calibration grid were used
to compute calibration matrix and two parameters of radial distortion according
to the polynomial model of degree two for the camera [10].

For constructing the model we have used Bundler [15], which accepts a bunch
of images and computes a sparse 3D point cloud model with camera poses.

Bundler detects and describes SURF [2] features on all input images and per-
forms exhaustive pairwise feature matching. Promising image pairs are verified
w.r.t. epipolar geometry and the “best” image pair is chosen as the seed of the
reconstruction. Then, further cameras are added to the model, new 3D points are
triangulated [7], and the whole model is refined by sparse bundle adjustment [9]
in a loop until there are no feasible cameras left. To improve the quality of the
model, internal camera calibration can be fixed during the computation.

The sparse 3D point model, as received from Bundler, is transformed accord-
ing to the user defined real world coordinate system and thus the localization
with respect to this model can be considered global. The world coordinate sys-
tem is defined by assigning desired world coordinates to at least three 3D points
manually selected from the model and transforming all the model 3D points to
the new coordinates using the computed similarity transform [17].

2.2 Visual Localization

Visual localization makes use of the sparse 3D point cloud model created dur-
ing the mapping phase. The visual localization estimating robot camera pose is
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(a) (b)

Fig. 2. Experimental workspace environment with drawings on the walls. (a) Overview
of the environment. (b) 3D model resulting from Bundler. 502 estimated camera poses
are denoted by red pyramids and 54,450 triangulated 3D points are drawn in real color.

performed in several steps. First, fast SURF [2] features are detected and de-
scribed in an acquired image. Second, radial undistortion of the detected feature
positions is achieved by computing the inverse of the radial distortion function.

Next, tentative feature matches w.r.t. the pre-computed 3D model loaded from
a file are obtained using FLANN [11] approximate nearest neighbour search in
the descriptor space. Finally, the camera pose is estimated from the 3D model
by solving the 3-point camera pose problem for a calibrated camera [12] inside of
a RANSAC [5] loop. Reprojection error [7] is used as the criterion for tentative
match classification to inliers and outliers. Estimated camera pose is considered
valid when the number of inliers exceeds a predefined threshold.

In some situations, visual localization does not output a valid result. This
is caused by e.g. blurred images leading to an insufficient number of image-to-
3D model point matches. This situation is dealt with during the fusion of data
from visual localization and robot odometry.

3 Robot Pose Estimation and Navigation

Next, we investigate how to improve robot pose estimation by fusing visual
localization results with robot odometry.

3.1 Robot Odometry

The odometry provided by robot firmware is computed from robot model, i.e. step
length and walk angle only, no data from the inertial unit are used (although
it is available on the robot). Robot poses output from odometry are relative
to some starting point and so only the relative transformations to the previous
poses are used in our localization system. The produced poses are known to be
biased with an additive error, which is not negligible for legged robots. It was
noted in the preliminary experiments that the odometry alone cannot be used
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Fig. 3. Walk model error in two separate trials. Crosses denote the desired path and
circles show the actual traversed path.

for reliable robot navigation, as the resulting robot pose deviates greatly from
the ground truth, see Figure 3. Thus another source of robot pose is needed. We
have decided to use the information from the robot camera.

3.2 Visual Odometry

The camera pose obtained by visual localization has 6 DOF (3DOF for position
and 3DOF for rotation). The robot, on the other hand, has only 3DOF, i.e. it
moves in a plane and rotates. The transformation from the general 6D space
to 3D is as follows. Let the ground plane be the xy plane. The z axis points
upwards and all the axes together form a right-handed coordinate system. Then
the 6D to 3D transformation is the vertical projection along the negative z axis,
see Figure 4. After this transformation is carried out, the transformation from
camera to robot torso must be computed.

Since other modules controlling the robot are free to move its head, the trans-
formation from the camera to robot body needs to be known. Currently, only the
head yaw angle is used for the camera–body transformation because the distance
from the camera center to torso center after projecting to the xy plane is in the
order of centimeters and can be neglected.

With the knowledge of the overall transformation from 6D camera pose to 3D
torso pose, we can now merge the two odometry sources in order to obtain more
precise robot pose estimates.

3.3 Fusion of Robot and Visual Odometry

A weighted mean is used to fuse the two sources of pose estimates. During
localization, two situations can occur. Either both measurements are available
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or only robot odometry is available. The later situation can happen when the
received image captures an insufficient part of the modelled scene or is blurred
due to robot motion. The treatment of the fusion is thus decomposed into two
parts. Let pv, po, and pe be the poses received from visual and robot odometry
and the resulting pose estimate, respectively. Since time is discrete, the pose
obtained from visual localization in time k can be denoted as pv(k). Let W be a
weighting factor that favors visual localization. Thus if W = 1, only data from
the camera are considered for pose estimation. Similarly, if W = 0, only robot
odometry is used. The pose estimation is then computed as follows

pe(k) = W · pv(k) + (1 −W )(pe(k − 1) + po(k)), (1)

whereW = 0.7 if visual localization is known and W = 0 otherwise. This ensures
that pose estimation relies more on visual localization, if it is known.

In order to internally emphasize the need for visual localization, pose estimate
confidence c is introduced. Let confidence c be the probability of the pose being
confident, i.e. c = 1 if the robot is confident about the pose and c = 0 if it is
completely unsure. From the comparison of the two sources of pose estimates,
we would like to increase the confidence if both visual and robot odometry are
known and decrease the confidence otherwise. For this purpose a Bayes filter,
known from the occupancy grids in robotic mapping, is employed. The pose
estimate confidence is computed according to the following update rule

c(k + 1) =
p · c(k)

p · c(k) + (1 − p)(1− c(k))
, (2)

where p is a parameter, which is set to 0.8 when both visual and robot odom-
etry are known and to 0.2 if only robot odometry is available. Moreover, the
confidence is limited by upper and lower bound, in order to speed up the change
of confidence. The proposed update rule has the desired effect of increasing and
decreasing the confidence according to the availability of visual localization.

3.4 Navigation

The purpose of navigation is to control the movement of a robot from one pose
to another. After all, the term cybernetics stems from the Greek kybernētēs,
i.e. steersman. Navigation combines trajectory planning with the execution of the
plan, by monitoring the performed actions and adjusting control appropriately.

The robot coordinate system is defined as shown in Figure 4. Its origin is in
the body center, x axis points ahead of the robot, and y axis points to its left.

Let us now focus on processing the fused pose estimates. In some situations,
the confidence of robot pose estimate can drop below a predefined threshold cθ,
as described in Section 2.2. Navigation reacts to this event in the following way.
First, it stops the movement of the robot in order to improve image quality. If
this does not improve pose confidence, navigation starts turning robot’s head in
order to capture an image with a higher number of matches with the 3D model.
Since the maximum yaw of the head is approximately 120◦, it is not needed to
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Fig. 4. Robot pose in world coordinates

turn the whole body. Moreover, with low confidence of the pose, it is not safe
to move the whole robot since the robot can be close to an edge of the table or
to an obstacle. Once the confidence increases above the threshold cθ, the robot
resumes its movement towards the target pose.

Although the working space of the robot is bounded by a polygon, it does not
need to be convex and thus a more complex method than following a straight
line is needed for safely navigating the robot on the table, e.g. for an L-shaped
table a simple strategy with a middle point on the table, towards which the
robot is walking unless the target pose is reachable along a straight line, can by
chosen.

3.5 Simultaneous Localization and Mapping

If localization efficiency and accuracy was not the main concern, one could use
also the method presented in [6], which makes use of the sequential Structure
from Motion pipeline [16] implemented in MATLAB to construct a 3D model
of the environment by the means of SLAM. The robot walks in a stop-and-go
fashion capturing images and performing incremental 3D model construction.
The direction of walk is continuously being refined by using robot odometry
data and, once a partial 3D model is ready, also by visual localization. When
needed, loop closing can be used to improve model consistency.

4 Implementation

This section covers the implementation details of the proposed method. Each
module, implemented in C++ language, is running separately and can be easily
replaced thanks to the employed RSB framework.

4.1 RSB

The RSB framework is basically a bus architecture, connecting various hetero-
geneous components via a hierarchical broadcast communication, separated into
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Fig. 5. Diagram of communication between individual modules and Nao

logical levels, rather than a huge number of peer-to-peer connections. Each mod-
ule can act as a service provider or consumer and since all are connected via RSB,
adding, replacing, or removing modules is seamless and does not interfere with
the functionality of other modules [18].

Both visual localization and navigation modules are connected via RSB and
communicate with other modules providing sensoric information and performing
robot motion, see Figure 5.

4.2 Sensors, Actuators

The images taken by robot camera, joint angles, and robot odometry are all
streamed in separate channels (scopes) using the modules distributed with RSB.
The navigation module, which also performs odometry fusion should subscribe
to all of these in order to receive all the necessary information for successful
localization. Since the streams are asynchronous, we have employed an RSB
TimeSync module. This module subscribes to several scopes and produces syn-
chronized events via another scope. The navigation module thus subscribes to a
single scope and receives all the input information, synchronized in such a way,
that the time difference between the events in the original scopes is minimized.

The control of Nao is accomplished via an RSB Python RPC Adapter, which
allows sending commands directly to NaoSDK without the need of having
NaoSDK installed locally. The RPC adapter is employed for walking and turning
of head.

4.3 Interface

Protobuf (Google data interchange format) is used for encoding data sent via
RSB. Each datum type has its own protocol and the de-/serialization is perfomed
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by Protobuf. There are many protocol specifications common in robotics defined
in Robotics Systems Types (RST) [3].

The visual localization module receives images from robot camera and outputs
valid or invalid camera poses which are later synchronized with the output of
other robot sensors. The world 3D point cloud and internal camera calibration
(with optional radial distortion parameters) are read from a text file. There
are several additional optional parameters (blob response threshold of SURF
detector, maximum reprojection error for P3P in pixels, RANSAC confidence
and maximum number of samples, and number of inliers required for a valid pose
estimate), which can be set in order to balance the trade-off between efficiency,
precision, and robustness.

The input to the navigation module consists of the synchronized sensory out-
put, the description of the working polygon, and target poses. The working
polygon is in the form of a sequence of points, denoting vertices, in such a way
that consecutive vertices are connected with an edge stored in a text file. The
interface for receiving target poses (controlling the robot) is based on a XTT-
server architecture, so there is a blocking call to the navigation module, which
gains control over the robot motion. Only one call can control the robot at a
given time, which is desired. The return value of the call informs whether the
target pose was reached or whether it was outside the working polygon of the
robot. The two optional parameters are the maximum step size, i.e. the maximal
distance between successive poses, and the precision of reaching the goal pose.

5 Experiments

Next, the proposed approach is validated by both the synthetic and real data
experiments.

5.1 Synthetic Data

The synthetic experiment is aimed at the fusion of visual and robot odometry
data using weighted mean and Bayes filter. The parameters are as follows: weight
W = 0.7, Cv = 0.8, and Co = 0.2, lower and upper bounds of pose confidence
are set to 0.1 and 0.9, respectively. Robot odometry is modelled as a Gaussian
variable with the mean equal to the true relative motion between single steps,
the variance in position is equal to 0.02, and the variance in azimuth is equal
to 0.03. Visual localization is modelled with the mean corresponding to ground
truth and with the same variance as in the odometry model. Ground truth is
chosen as 11 points along a straight line 0.1 m apart and the robot is starting at
position (0, 0), heading in the direction of the x axis. Three visual localizations
are omitted in order to simulate unsuccessful visual localization and demonstrate
the change in pose estimate confidence. The confidence decreases, when visual
localization is not available (at steps 4, 6, and 7) and increases, as soon as the
information is available again, see Figure 6.
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Fig. 6. Robot pose estimate and pose confidence. In positions 4, 6, and 7 the visual
localization is missing—note the decrease in pose confidence.

5.2 Real Data

We used a simple RSB module to store all the images acquired by the top
camera in PGM files and guided the robot manually through the scene in an
approximately two minutes long sequence. Next, every fifth image of the sequence
was selected giving raise to 504 VGA images of the scene. These were radially
undistorted and passed to Bundler set in a way to use SURF features with
threshold value 15 and known fixed internal camera calibration. The resulting
3D model obtained after 6.5 hours of computation consisted of 502 camera poses
and 54,450 3D points, see Figure 2(b).

As a model with a relatively small number of high-quality 3D points is more
suitable for subsequent localization than a model with a large number of medium-
quality 3D points, we performed additional 3D point selection based on the num-
ber of verified 3D point projections to the images. Only 5,045 3D points having
more than 15 verified projections were selected and exported to the resulting
model file together with the SURF descriptors transferred from the images.

The actual experiment is performed on the real robot in order to demonstrate
the ability to localize robot body w.r.t. the precomputed 3D model. The robot
is placed in our workspace, shown in Figure 2(a), and moved manually along
an L-shaped path, while the visual localization is running. The path is straight
except for the beginning and the corner, where the robot turns 90◦ to the right.
In Figure 7(a), the path starts at the lower part, with the robot facing down. Al-
though the robot was moved by hand, the real trajectory deviates from a straight
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(a) (b)

Fig. 7. Results of Nao localization w.r.t. the precomputed 3D model along an L-shaped
path. Estimated camera locations for the head are denoted by red dots, the 5,045
3D points of the model are drawn in real color. (a) Top view. (b) Side view.

line at most by 1 cm. There is no ground truth available for this experiment but
the reconstructed path is close to the true one, except for two obvious invalid
localizations, which would be filtered out. The data shown in Figure 7 are directly
from the visual localization, which works independently on each received image
and uses no information about the desired trajectory or any motion model.

The process of visual localization is running at approximately 8 fps on a 64bit
i5 laptop. The error of determining robot pose from visual odometry has a normal
distribution around the true pose and thus nicely complements the additive error
of pose estimation from robot odometry.

6 Conclusion

We have shown the possibility of enabling visual odometry of humanoid robot
Nao using Structure from Motion without the need for artificial markers in the
scene. Our approach improves robot pose estimation using fusion of odometry
provided by robot firmware and visual localization by employing weighted mean
and Bayes filter for updating pose confidence. The proposed modular implemen-
tation does not depend on any specific robot type thanks to the RSB middle-
ware that connects all the components. The performance of our algorithm is
demonstrated on synthetic and real experiments, showing the precision of visual
localization and the improvement brought about by data fusion.
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Abstract. In this paper, a graph-based hierarchical SLAM framework
is proposed which ensures not only the high-speed operation of graph-
based SLAM, but also feasibility of large-scale 3D map building. Both
local and global level graph-based SLAM will be operated. They can be
concurrently implemented in different computing units but must main-
tained communication which is called as a session. During each session,
local level SLAM will create a pose-graph containing trajectory for mo-
bile robot and information for local maps. To avoid communication con-
gestion, raw density point cloud of each pose-node will be reduced into
a sparser one by voxel grid filtering. When a session is closed, duo-graph
strategy is executed to guarantee the consistency between successive lo-
cal map. To associate massive local map information and closing loops in
large-scale environment, graph-based algorithm will also be implemented
in global level SLAM.

Two experiments are carried out in the real indoor environment. In the
first experiment, SLAM process is greatly accelerated in this framework
by distributing the whole SLAM task into different level SLAM enti-
ties: local level SLAM operated on robot and global on laptop. It shows
that this framework is scalable and it can be implemented in CS(Client-
Server) model. Second experiment is conducted in our biggest work office
around which we control the robot traverse for three times. It demon-
strates that this framework can simultaneously keep fast graph-based
SLAM in local-end and generate consistent and convergent 3D map in
global-end SLAM process.

1 Introduction

To perform tasks such as exploration, transportation, or searching, it is crucial
for mobile robots to build large-scale 3D environment map for learning and nav-
igating. In large-scale area, SLAM (Simultaneous localization and mapping) is
more complex and remains to be solved. Many prior researches [1] concentrate
on algorithms to speed up SLAM process. Others [2][3] focus on reducing the
computational time and memory requirements using hierarchical SLAM frame-
work. Besides, some independent submapping strategies [4], which enable robot
to traverse in a limited local area, have also been explored. To generate more
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consistent and convergent global map, conditionally independent submapping
algorithm is introduced [5]. In this paper, a fast graph-based hierarchical SLAM
framework is presented which not only ensure high speed of the process of graph-
based SLAM, but also capable of generating large-scale consistent and conver-
gent 3D map.

In SLAM process, both frontend and backend have to be solved to ensure
consistency of the map. The state of art graph-based SLAM algorithm [6][7]
is recently well-known for efficiently nonlinear graph optimization in the back-
end.Deeply insights into the process of graph-based SLAM, it can be subtly
divided into sequential steps: FE (Feature Extraction), FM (Feature Matching),
ME (Motion Estimation), GO (Graph Optimization) and MB (Map Building).
FE usually means extracting visual features [8][9] or geometry traits [10] from
sensor observation. FM aims to find matched pairs of those similar feature points
or patches of objects. Usually KD-tree structure is involved to speed this step.
ME, based on those matched pairs, is normally to estimate the rigid body trans-
formation using quaternion methods [11]. GO is an iterative process which com-
mits to find a configuration of parameters or state variables that maximally
accords to a set of measurements [6]. MB is to generate a global consistent and
convergent 3D map. Because the pose-graph structure has to be sustained along
with all these steps except the last one, this task can be transferred to global-end
process.

When robot navigates in a large-scale environment which results in huge
amount information of 3D scene, increasing requirement of computation and
memory will dramatically decrease the efficiency of SLAM. Even if the robot re-
peatedly traverses over small place, the continuous increment of graph size will
also attributes to undesirable SLAM performance. In this framework, both local
and global SLAM are based on the graph-based algorithm, but with different
meanings of nodes. The front end of local SLAM is similar to visual SLAM [12],
where each node represents robot pose. In global SLAM, a node will be the ag-
gregation of pose-nodes in a session, so it is called session-node. Therefore, the
local SLAM graph is called pose-graph, while global SLAM one is session-graph.
Both the backend of local and global SLAM depend on graph optimization [6].

2 Local Level Graph-Based SLAM

In graph-based SLAM, the poses of the robot are modelled by nodes in a graph
and labelled with their positions in the environment. Its theory and solution
have been fully illustrated in [6], thus only the details of duo-graph strategy is
discussed below.

Duo-Graph strategy is operated in local level SLAM. The basic idea is simple:
when the size of current graph arrives to certain threshold T1, creates a back-up
one by copying of the last several nodes; when the size of back-up graph becomes
larger than threshold T2, it will take place of the current one. As depicted in
Figure 1, the blue nodes stand for the n− 1 th pose-graph, while the green ones
for n th pose-graph. In the red circle of SLAM interval, those nodes will both be
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(n-1)th SLAM Graph

(n)th SLAM Graph

Duo- Graph SLAM Interval Trajectory         - - - -
Robot pose
Pose node

Fig. 1. Principle of Duo-Graph

added into the n − 1 th pose-graph and n th. After the size of n th pose-graph
grows big enough, the n− 1 th one will firstly be reduced into a new super node
containing all the information of local map, and then secondly registered into
graph structure maintained in global SLAM process. The n th pose-graph will
take place which will make sure of both consistency and efficiency of local level
SLAM process.

Before graph switching, this whole process is called one ”session” for global-
end. Meanwhile, the super node mentioned before is thus called session-node.
To simultaneously render 3D map in global-end, when a new pose-node is cre-
ated in local-end, its information will be transmitted. Once small loop has been
detected in local scene, updated trajectory will also be sent. All these work will
be finished in a single session, during which global-end process will continuously
communicate with local-end to build 3D map of current session. This is fully
demonstrated in Algorithm 1.

3 Global Level Graph-Based SLAM

In the global-end process, three tasks have to be done in the SLAM process: 1)
Register Session; 2) Map Builder; 3) Loop Closing. RS(Register Session) means
to firstly reduce the whole session into a session-node, and secondly add it into
the session-graph. MB(Map Builder) both build local map for current session
and global map for the whole environment. LC(Loop Closing) monitors whether
mobile robot enters the area that it has already visited. MB mainly concen-
trate on computation of transformation matrix and triangulation and LC will
be discussed in 4.1. Thus, here RS is discussed below.

3.1 Reduce Session into a Single Session-Node

When session switch has occurred, it will reduce all the pose-nodes of current
session into a session-node, add it into session-graph, and start a new session.
Then, similar to [3], the whole hybrid map m can be notated as:

M =

(
{Sk}k=1...n, {Δab} a=1...n

b=1...n

)
(1)
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Each Sk stands for a single session, which has its own coordinate reference frame.
Also, Δab contains transformation between session Sa and Sb. In the session-
graph, Sk will be reduced as a single session-node, and correspondingly {Δ}
mean the edges between these nodes.

As discussed in section 2, each session contains the information of its pose-
nodes, thus it can be presented as:

Xk =

(XB
p1

...
XB

pn

)
;Lk =

(Lp1

f1
· · · Lp1

fn
...

. . .
...

Lpn

f1
· · · Lpn

fn

)
(2)

XB
pi

symbolizes each pose of robot in session Sk relative to the base reference
frame, and Lpi

fi
stands for location of feature fi relative to reference frame of pose

XB
pi
. The pose of the first node XB

p1
is deemed as the root pose Rk of session

Sk, and then the locations of the features must be recalculated to the reference
frame of Rk. Let F

pj
pi stand for the set of features transformed from Lpi

f to L
pj

f ,
Fk the union of feature set F p1

pi
then:

F p1
pi

= Lpi

fj
⊕ (XB

pi
�XB

p1
) for j = 1 . . . n (3)

Fk =
⋃

F p1
pi

for i = 1 . . . n (4)

⊕ is pose composition operator while � the inverse pose composition operator.
In the same way, each observation Opi can also be merged under the same
coordinate system. Redundant features and points can be filtered according to
their coordinates. Let Fk

′ and Ok
′ stand for filtered set of Fk andOk respectively.

Then session-node k can be simply represented as:

Sk = {Rk, Fk
′, Ok

′} (5)

Rk is the root node of session-node Sk,that is X
B
p1.

3.2 Global Graph-Based SLAM Algorithm

Global-end process will not only build the local map for current session but also
consistent global one. After receiving a new pose-node transmitted from local-
end, global-end will update local map and then render it. When session switch
occurs, firstly a new session-node is created as illustrated in 3.1; secondly, this
session-node will be inserted into session-graph and matched with previous ones
to close loop; thirdly, the global 3D map will be built after optimization of
session-graph. Meanwhile, when loop is closed, it will find out which session
robot enters and transmit this session-node to local-end. The process of global
level SLAM algorithm is clearly illustrated in the following Algorithm 2:
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Algorithm 1. Duo-Graph Local SLAM Algorithm

1: function DuoGraphSLAM
2: while (true) do
3: SwitchSession ← false
4: Obi ← getNewObservation() � Get observation from external sensor
5: Ni ← createNewNode(Obi)
6: F lag ← Graph.addNode(Ni) � Add node to current pose-Graph
7: if F lag is false then
8: continue
9: end if
10: Trajectory ← Graph.Optimization()
11: if Graph.size() > Threshold1 then
12: Graphback.addNode(Ni)
13: Graphback.Optimization()
14: if Graphback.size() > Threshold2 then
15: � Whether the backup pose-Graph is reliable
16: SwitchSession ← true � Notice global-end
17: Graph ← Graphback

18: Graphback.clear()
19: end if
20: end if
21: SendInformation2GlobalEnd(Ni, T rajecotry, SwitchSession)
22: � Send Node, Trajectory and Switch Session Flag to global-end process
23: end while
24: end function

4 Hierarchical Graph-Based Slam Frame Work

In this hierarchical frame work, the mobile robot will continuously implement
local level SLAM, while another process finish global SLAM whose work is pri-
marily global map registration. These two procedures can be executed simulta-
neously in a single robot, multi robots or one robot with a server. But reliable
communication between them must be maintained.

4.1 Graph-Based Hierarchical Framework

As discussed in 1, graph-based SLAM process can be subdivided into small steps:
FE, FM, ME, GO and MB. Because the pose-graph structure has to be sustained
along with all these steps except the last one, this task can be transferred to
global-end process. The whole frame work is shown in Figure 2, and it will be
explained according to three mainly processes below:
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Algorithm 2. Global SLAM Algorithm

1: Initialize: LoopClosing ← false
2: function GlobalSLAM
3: while (true) do
4: if (getInformation(Ni, T rajectory, SwitchSession)) then
5: � get Information from local-end process
6: if SwitchSession is false then � Current Session is active
7: Scur.addNode(Ni)
8: Scur.updateT rajectory(Trajectory)
9: MapBuilder(Scur)
10: end if
11: if SwitchSession is true then
12: Si ← ReduceSession2node(Scur)
13: Scur.clear() � clear current session
14: Scur.addRootNode(Ni)
15: � start new session, and set the first node as root node
16: Graph.addNode(Si, LoopClosing)
17: Graph.Optimization()
18: if LoopClosing then
19: Scur

′ ← Graph.findClosetSession(Ni)
20: SendSession2LocalEnd(Scur

′)
21: � send this reentered session-node to local-end
22: end if
23: end if
24: end if
25: end while
26: end function

FE FM ME SS

…

Actions     

Local-end

MB SR LC

SL

Observations

Local level SLAM on pose-Graph 

(N-1) th Session N th Session 

Global-end

GO

…

…

Global level SLAM on session-Graph 

Fig. 2. Overview of Graph-based Hierarchical SLAM Framework

– Local Level SLAM Process: SLAM is divided into several subtle steps. The
mobile robot will firstly read actions and observations from which features
will be extracted. By matching features with previous ones, current pose
will be estimated and a new pose-node will be created and added into pose-
Graph. Its observation will be transmitted to global-end. Local-end will finish
FE, FM, ME and GO while global-end MB.
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– Global Level SLAM Process: When the current graph grows to its upper
limitation, the back-up graph will take place and discard the current one
which is called SS (Session Switch). Correspondingly, global-end will get
this notification, construct a new session-node, and insert it into the session-
graph. This is SR (Session Register) step.

– Loop Closing Process: It is common that the mobile robot will enter areas
that it has visited before. Loop will be identified when the new session-node
is matched with previous but not successive one. Then, by comparing root
pose of each session and its feature points, the closest session can be found in
which mobile robot most possibly enter. The corresponding session-node will
be transmitted to local-end process. Then local-end process will rectify its
pose-graph by matching its pose-nodes with this session-node. This action
is called SL (Session Load).

5 Experiments

Two experiments in the real environment have been conducted to support those
two claims:

– This hierarchy framework is scalable and can be applied in CS(Client-Server)
model. In this way, high speed of local graph-based SLAM is guaranteed,
when local and global level SLAM process being implemented synchronously
in one robot with a global-end computer.

– In this framework, consistent and convergent large-scale 3D map can be built
through simultaneously local and global graph-based SLAM.

We re-engineered Freiburg’s rgbdslam [13] from Linux OS to Microsoft Windows
OS and changed it following the process of local level SLAM in this framework.
SURF [8] will be extracted from each frame, and graph optimization is based on
Hogman [7] structure. Raw density point cloud is reduced by voxel grid filter-
ing. Using self-developed C++ software, global level SLAM and communication
module are realized following Client-Server model. The robot is a self-developed
omni-directional wheels mobile system. It consists of a 3-wheel chassis, an on-
board laptop, and a kinect.

5.1 Experiment 1

In the first experiment, the SLAM performance of three models is compared as:

– FreiburgSLAM: Mobile robot carries out Freiburg’s rgbdslam [13]; 3D map
is rendered using raw density point cloud.

– BIRSLAM: Both local and global SLAM are executed in mobile robot; 3D
map is rendered using sparse point cloud with voxel size 4cm.

– C2SSLAM: Mobile robot operates local SLAM with another laptop global
SLAM; 3D map is rendered using sparse point cloud with voxel size 4cm.
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We control the robot traverse in the laboratory with 7m width, 13m length and
4.5m height using those three SLAM models. And to fully prove first claim, the
threshold of SS is set big enough to fully compare the speed of SLAM process
in one session. The 3D maps generated in these models are similar, while the
performance of each step, and also of total SLAM will be compared.
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Fig. 3. Performance Analyse and Comparison of Freiburg, BIR, C2S SLAM

Because Hogman graph optimization actually takes little time when the size
is under 100, so GO is not taken into consideration.Figure 3(a)-3(c) respec-
tively displays the time consumed in each step and total SLAM process us-
ing FreiburgSLAM, BIRSLAM and C2SSLAM. In Figure 3(d), C2SSLAM cost
nearly half of time than BIRSLAM, by separating MB from other steps. The rea-
son that BIRSLAM is faster than FreiburgSLAM is that the former reduce the
dense of point cloud by voxel grid filtering. Furthermore, in the process of exper-
iment, because of slow SLAM calculation in FreiburgSLAM and BIRSLAM, the
rate of failure of FM is much bigger than C2SSLAM. Then, we have to control
the robot track back to find previous frames, that costs more time to explore.

5.2 Experiment 2

In the second experiment, we control the robot traverse three circles in our largest
work office about 16m width, 19m length, and 4.5m height. In each circle, about
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Station baffle
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Fig. 4. Global 3D Map generated using this framework

Table 1. Time consuming for each step in Local level Slam process

Step Mean Value (ms) Standard Deviation (ms)

FE 450.3852 7.5981

FM 97.9956 5.5994

ME 24.5729 4.5792

SLAM 592.9537 8.4196

11 sessions are created and each one contains 50 nodes, thus total about 1650
nodes in this experiment.

Because there are many repeated scenes such as the same work station with
green decoration products, without odometry’s information, nodes are often mis-
matched in a single local pose-graph. This will result in such noisy information as
overlapped glass door or multiple pot plants shown in Figure 4. Table 1 records
time consumed in each subtle step of local level SLAM in experiment 2, and
shows that it can be maintained high speed around 1.68fps.

6 Conclusion and FutureWork

In this paper, a hierarchical graph-based SLAM framework is proposed which
not only ensures high speed of the process of local level graph-based SLAM,
but also capable of building consistent and convergent 3D map in large-scale
environment. This framework is scalable and can be applied by multi robots
with many carrying out local-end process while another single one executes the
global-end process. Furthermore, it may also enable robots to make use of the
power of cloud computing if the global-end computer can be entitled to cloud
service in the future. With the high bandwidth of internet and power of cloud
computing, robots can support more powerful services to increase the quality of
human life.
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Abstract. LOCOBOT (www.locobot.eu) is a European project funded in the 
first call of the “Factory of the future” in FP 7 (FoF.NMP.2010-1). LOCOBOT 
addresses strategic objective ― Plug-and-Produce components for adaptive 
control. The ‘Factories of the Future’ public-private partnership (PPP) is a joint 
initiative of the European Commission and the private sector to promote 
research in advanced manufacturing across Europe. Launched in early 2009, 
this major European initiative has embarked upon its first 25 research projects 
which will achieve their final results in 2013 and 2014. 5 of these 25 projects 
are related to the Topic of robotics and LOCOBOT is one of this 5 projects. 
LOCOBOT is a system which reaches above and beyond what is currently 
available for those working in the automotive industry: it incorporates a flexible 
robotic assistant platform to support and increase manual production processes, 
as well as the engineering tools required for its setup. Further, this project aims 
to improve the ergonomics in industrial production processes. 

Keywords: Plug and Produce, Intelligent sensing, Mobile Platforms. 

1 Introduction 

The European industry, especially the automotive industry and their component 
manufacturers are facing the biggest shift in their history. The transition from 
combustion engines to electric drives (e-vehicle) requires production facilities that 
can initially deal with low and varying production volumes and can quickly be up-
scaled to large numbers at need. LOCOBOT provides a solution to this problem by 
developing a toolkit for building customized low cost robot co-workers for a broad 
spectrum of scenarios. 

LOCOBOT does not only include the robot itself but also the engineering tools that 
are required for quickly building the robot, setting up its control structure and 
defining its tasks. Facing the demographic change, a further goal of LOCOBOT is the 
improvement of ergonomics in industrial production processes. 

LOCOBOT will go beyond state-of-the-art in three important topics regarding a 
low-cost tool-kit for constructing robots: 
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• Plug-and-Produce robotic modules for robot assistants 
• Self-optimizing and adaptive mechatronic systems 
• Enhanced sensing and human activity interpretation including usability aspects 

 
A group of key players in the automotive industry, in automation components, 
advanced robots and engineering software will be supported by a group of excellent 
researchers to solve the technical and scientific challenges in LOCOBOT. 
The results will be demonstrated by setting up 3 typical and highly relevant use cases 
in a pilot production line of an Industrial End-user. 

 

START August 2010
DURATION 36 months
TOTAL BUDGET € 5.3 million
EU SUPPORT 70%
EU GRANT ID FP7-NMP 26010
COORDINATOR PROFACTOR GmbH

Fig. 1. LOCOBOT Facts 

1.1 Consortium 

The LOCOBOT consortium has 10 different partners from industry (Large Industry as 
well as SME´s) and research (University and research Centers) coming from 5 
different counties with complementary Know How. 
 

 

Fig. 2. LOCOBOT Consortium 
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2 Concept, LOCOBOTS Way of Thinking 

The transition to-wards sustainable products and renewable energy poses new 
challenges to the European manufacturing industry in these times. This is particularly 
true for the automotive industry, which is facing the change from combustion engines 
to e-vehicles. The market for e-vehicle is growing and European companies need to  
 

• secure profitability at initially low production rates and  
• be able to quickly up-scale production if required. 

2.1 Overall Concept  

LOCOBOT addresses this need by creating a tool-kit for low-cost robot assistants 
built from a set of plug-and-produce kinematic modules with compliant, but precise 
actuators and intelligent sensing for man-machine cooperation. This tool-kit will 
provide higher flexibility, adaptively and scalability that are all required to meet these 
upcoming challenges. 

The LOCOBOT Toolkit consists of the LOCOBOT Plug&Produce Components 
(HW-Modules) as well as the LOCOBOT Plug&Produce Robot Configurator 
Framework in order to configure, plan and set-up a robot application for robot co-
workers that assist human workers (SW-Modules). The different modules can be used 
designing the Robot and the specific application. 
 

• Plug&Produce Robot Modules (Hardware) 
• Plug&Produce Sensing and Actuating 
• Safety Concept and Safety Tools 
•  Rapid Engineering, reconfiguration, simulation and validation tools 

 
 

 

Fig. 3. LOCOBOT Toolkit 
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A Demonstration will be based on 3 different realistic scenarios at a pilot line of an 
industrial partner and will include the typical use cases, where robot assistant have a 
substantial impact on efficiency. 

2.2 LOCOBOTS Way of Thinking  

LOCOBOT is not only a project with the generic approach to realize the 3 defined 
scenarios with pre-defined components. These scenarios (down to earth examples) are 
to demonstrate and prove the generic approach of LOCOBOT. Nevertheless, the 
LOCOBOT toolkit has to be open for a wide variety of applications because there are 
a lot of scenarios benefitting from robotic assistance. One of the advantages of the 
LOCOBOT technology is the modularity of the Software Components. To reach the 
goal of plug&produce components well designed high level interfaces are necessary. 

The principle of “separation of concern” is the basic of our component based 
development. That means an 

• independent interface oriented development 
• isolated component tested BEFORE system integration 
• boosting the idea and the implementation of a toolkit 

2.3 Initial Situation 

Starting a LOCOBOT project is possible in almost each situation if there is a need for 
a robot application in the production environment. These could by various reasons, 
e.g. for improving the ergonomic situation in production environment or for the 
output increase of the production line to improving the economic situation of the 
production line. First of all a CAD modeling of production environment is necessary 
(LOCOBOT SW Tool). It must be specification of the scenario and the environment 
benefitting from a robotic assistant. 
 
 

Model Production WorldDescription of a specific 
production scenario 

benefitting from a robotic 
assistant

 

Fig. 4. Modeling the production World for using the LOCOBOT Toolkit 
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2.4 Design Your Own Low-COst_RoBOT 

After the modeling of the Production world you are ready to design your own LOw 
COst RoBOT, a modular plug-and-produce robotic assistant platform, using the 
LOCOBOT Toolbox. This Robot will consist of a set of kinematic modules built upon 
a mobile platform. The single modules are lightweight and compliant to enable safe 
cooperation with humans. Furthermore the modules are mechanically standardized to 
allow the configuration of different kinematic structures. Simple electrical and 
software interface support a quick and easy re-configuration. Using available 
hardware components (platforms, grippers, arm…) a robot which is appropriate for 
the (already modeled) production environment is designed. 

 

 

Fig. 5. Configuration using the toolkit 

 

Fig. 6. Behind the scene 

Behind the scene the LOCOBOT Developer Team has prepared service 
components in Advance. The Component models are linked to CAD components by 
attached XML specifications like functionality, behavior and communication. The 
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execution is propagated to according service components and software components 
are implementing component models. Application designers are benefitting from well 
defined interfaces (Flexibility, Modularity and usage of same functionalities in 
different context). 

Nevertheless LOCOBOT is designed for human robot collaboration, social aspects, 
usability and work psychology must be involved. Pre-requisite for enabling ´human 
robot collaboration´ requires a human robot interface and proposed (scenario-specific) 
interactions. Consequently, the robot will be equipped with a stereo camera system 
and audio components to acquire and process audio-visual information. This will be 
required for the robot to learn and to cooperate with human workers. These are also 
parts of the LOCOBOT Toolbox and can be added in the design phase. So a 
LOCOBOT having appropriate skills for the desired application logic is created. 
Skills came along with service components which are linked to the hardware 
components. 
 

 

Fig. 7. Adding Skills to the LOCOBOT 

Skills of LOCOBOT emerge from partner‘s service components  

• NAVI – service component using mobile platform 
• LocoArm – service component using compliant arm + gripper 
• SAFE - service component as ‚proactive‘ safety system 
• ERP - service component to communicate with AUDI‘s infrastructure 
• IIS - audio/video system for interaction/interpretation 
• OR - service component for object recognition  
• MP – service component for manipulation planner 

2.5 Design Your Specific Application 

A Workflow Modeling Editor (WME) has been developed to enable simplified 
programming of a supervisory control application. The Workflow Specification is 

Example LOCOBOT service components
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designed, based on modeled Plug&Produce service components that are extended 
with behavior information in 3D Create. 

By using the implemented Code Generator an IEC 61499 compliant control 
application can be generated automatically. The resulting Function Block application 
is ready for execution on the target system (WEC) 

 
 

Modelling Plug&Produce service components in 3D Create

Modelling Plug&Produce Components

Designing the Workflow Specification which describes the desired process

Intuitive Workflow Model Construction

Resulting Function Block application providing supervisory control behaviour

Generation of
Supervisory Control Application

 

Fig. 8. Workflow modeling environment and execution control 

2.6 System Integration 

After the high level workflow for the scenario has been modeled, the supervisory 
control application based on IEC 61499 is generated and firstly tested using the 3D 
simulation. Finally, the control application which has been tested in the simulation 
can be executed on the real system. For the system integration the Open source tool 
4DIAC-IDE (www.fordiac.org) is used. This tool enables code generation of function 
block network (IEC 61499) for LOCOBOT‘s supervisory control ‚workflow 
execution control‘ (WEC). It enables an in initialization and coordination during 
runtime of (distributed) service components according to workflow modeling. 
 

• Workflow Modeling Editor 
and Code Generator are 
implemented as separate Java 
Plug-Ins and integrated into 
4DIAC-IDE (www.fordiac.org) 

• 3D Create 
(www.visualcomponents.com) is 
used for modeling 
Plug&Produce service 
components and for early 
simulation. 
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available
service

components
(SCs)

application logic:
using required

service
functions (SFs)

code generation
of

supervisory
control

Targets:
(1) Simulation
(2) Real world

 

Fig. 9. System Integration using 4DIAC 

3 Results 

After 18 months, that’s the midterm of the project, there are different LOCOBOT 
Components available. The Development principle was an isolated Component test 
BEFORE the system integration. It was shown the Subsystems using the LOCOBOT 
interface according to the project requirements are ready for system integration and 
perform as isolated component. This was demonstrated after 18 months of the project. 

3.1 Available Hardware and Software Components 

Following Components are available now (with skills described before) and special 
examples are shown below 
 

• Platforms – service component using mobile platform, a mobile platform 
• LocoArm – service component using compliant arm + gripper 
• SAFE - service component as ‚proactive‘ safety system 
• ERP - service component to communicate with endcustomers‘s infrastructure 
• IIS - audio/video system for interaction/interpretation 
• OR - service component for object recognition  
• MP – service component for manipulation planner 
• WEM – workflow modeling environment 
• WEC – workflow execution control 

 
Robotic Platform: The basic ideas on which the design of the platform is based are 
safety, low cost, autonomy, stability and re-configurability. The platform body is 
build up with all aluminum profiles. All the profiles and connections have been 
selected by the catalogue, to be as modular as possible at this development stage. The 
goal of a low cost module was reached by a very low number of components. The 
platform navigation is sustained by basic (always needed) sensors as well as by more 
advanced ones, to increase functionality during the next development stages. 

The basic navigation uses 8 IR sensors and 8 sonars and controls 4 omnidirectional 
wheels. A platform prototype including basic movements and functionality of these 
sensors was shown. 
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Fig. 10. Realized platform prototype 

 
Arms and Grippers: From the first requirements of having a compact “transport” 
position over the platform and a high range of motion on the other, and with regard to 
very common pick and place operations (with 3 DOF’s) and human robot 
collaboration needs, a special arm kinematic was developed. It comprises a vertical 
elevation axis, a compliant modular arm operating horizontally (like a “scara” arm) 
and a “soft” actor/sensor element called active contact flange. Grippers for the three 
scenarios were developed. Simple construction is used for the first functional modules 
up to the evaluation of the precision of the whole system. 

 

 

Fig. 11. Flexible gripper for scenario1 (left) and robot arm (right) 

 
Human-Robot-Interaction Sensors (Audio+Video): The goal was designing an 
embedded network of audio-visual sensors dedicated to the acquisition of data for 
unforeseen Human-Robot Interaction (HRI) through speech and gestures. Two main 
practical issues to cope with have been identified: (i) the occlusion caused by the 
robotic arm in the field of view of cameras and (ii) the sound reverberation in the 
factory degrading the audio signal. 
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Fig. 12. Audio Visual sensor setup for HRI 

 
The system is composed of: 
 

• A pair of conventional cameras mounted on Pan-Tilt Units (represented as 
squares on the figure). The Pan-Tilt ability allows dynamically rotating the 
cameras to keep the worker in their Field Of View. The use of conventional 
cameras ensures the required resolution for gesture recognition. By using two 
cameras, depth information can be recovered. 

•  An omni-directional camera giving at each instant a 360o view of the 
surroundings. It is dedicated to environment monitoring by multi-human 
tracking. This type of camera offers a resolution less important than 
conventional ones, but sufficient for tracking purposes. 

• An array of 8 directional microphones for speech recognition. The array 
configuration authorizes to apply beamforming algorithms and hence to cope 
with noise. 

• 4 microphone pairs distributed on the platform to ensure omnidirectional sound 
caption. These arrays can be combined in different configurations to improve 
sound capture. 

4 Further Development 

Showing that LOCOBOT components work isolated it’s now time for integration and 
Demonstration. This will be done at 3 defined scenarios at a side of one End-user. In 
parallel an Exploitation platform is set up to bring in other Components into the 
LOCOBOT Toolkit to provide a Toolkit with various Hard and Software Tools. 
 
Acknowledgments. LOCOBOT project has been supported by the European 
Commission under the 7th Framework Program (FoF.NMP.2010-1-260101). 
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Abstract. This paper presents the results of modelling, parameter iden-
tification and control of the rotational axes of a quadrotor robot. The
modelling is done in Newton-Euler Formalism and has been published be-
fore. Contrarily, our method uses a Grey-Box-based, iterative parameter
identification approach, the results of which can easily be reproduced and
offers great accuracy. By neglecting nonlinear and cross-coupling effects,
only three to four parameters have to be identified per axis, depending
on the order of the motor dynamics. Based on the achieved results we
were able to design an aggressive H∞ attitude controller, which shows
superior performance to the normal PID-like controllers. With an anti-
windup compensator based on Riccati–equations we are able to show
exceptional input disturbance rejection, even with disturbances saturat-
ing the engines.

Keywords: micro unmanned aerial vehicle (MAV), robust control, sys-
tem identification, quadrotor.

1 Introduction

Quadrotor robots are a popular research platform e.g. for autonomous navigation
or multi-agent-control. Famous projects are located in the GRASP-laboratory at
the University of Pennsylvania [1], the Flying Machine Area at the ETH Zürich
[2] or the STARMAC II–project at the University of Stanford [3]. These projects
rely on commercial quadrotors, except for the latter. The Hamburg University
of Technology has developed an own quadrotor platform for research purposes,
which shows exceptional research capabilities because of its insight to the low-
est levels of interest. These insights reveal the drawbacks of common quadrotor
controller designs. Especially the non–ideal performance of the common onboard
MEMS–sensors in position estimation has driven many projects to use external
camera systems, which provide great accuracy for the estimation of the quadro-
tors states, but also limits the operational area to the laboratory. Unlike those
projects we do not rely on external camera systems, but only onboard sensors,
onboard camera–vision and GPS, see [4]. Our research interest cover vision–based

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 460–471, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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navigation, formation control and aggressive manoevering. This paper focuses on
linear parameter identification and attitude control, though. Attitude control is
the most inner control loop and is crucial for a good overall flight performance.
Therefore an advanced controller design scheme like H∞-loopshaping should be
favoured over traditional PID-control.

Beside the choice of a controller design scheme, an accurate model of the dy-
namics to be controlled is another crucial aspect for controller performance. The
quadrotors physical equations of motion are well known and were published in
e.g. [5] or [6]. But only few has been published about actual parameter identi-
fication based on real experiments. The reason for this absence is the unstable
system dynamics of the quadrotor, which makes open-loop identification non-
practical. Additionally, a bad signal to noise ratio and cross-coupling effects make
for a challenging setup. The noise sources are mainly vibration and sensor noise.

Some first-order studies on aerodynamics have been done in [7] which have
been extended in [3]. Infact, aerodynamics can have a major influence on attitude
control. Especially the nonlinear variation of the induced velocity νi in forward
flight, which effectively changes the relation of power P and thrust T , can lead to
undesired behaviour. In [3], blade flapping is specified as another major source
of nonlinearity causing undesired forces and torques. In this paper we present an
advanced attitude control scheme, which is based on a linearized model, feasible
in most common flight situations. Though its validity is limited:
– Nonlinearities caused by aerodynamics increase during forward flight with

relative movement speed.
– During fast descent the quadrotor can enter the so-called vortex-ring-state,

which cannot be estimated with normal momentum theory.
– The so-called Ground Effect augments thrust, if the quadrotor operates close

to the ground (≈ one rotor radius, see [5]).

However, it is obvious that a linear approach has advantages due to very pow-
erful controller design and analysis tools. Using the linearized system dynamics
we show that each quadrotor axis can be identified separately with a Grey-
Boxed-based identification. With that model we have designed an aggressive
H∞–based attitude controller with anti-windup, which shows superior perfor-
mance to a common PID-like controller. Particularly the robustness against in-
put disturbances is considered, because main error sources in attitude control
are aerodynamic torques and wind gusts.

2 Modelling

In various papers the quadrotor dynamics are derived, see [3], [6] or [5]. In this
paper we are concerned with the results of our identification experiments in order
to identify the dynamics that have an actual impact.

2.1 Quadrotor Dynamics

In figure 1, a schematic representation of a quadrotor is shown: Each motor pro-
duces a torque τ with respect to the center of gravity. By individually varying
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Fig. 1. Quadrotor forces T , torques τ , rotational velocities Ω, Euler–angles (φ, θ, ψ)
and coordinate system

the produced thrust of the motors, the overall-torque will be non–zero, permit-
ting the quadrotor to rotate about all three body-fixed axes with an angular
velocity ω. If we assume a diagonal inertia matrix J (which is a quite good ap-
proximation, regarding the fact that the quadrotor is mechanically symmetric)
and following the formalism of Newton-Euler, one gets the following model:

ω̇b
x =

Jyy − Jzz
Jxx

ωb
yω

b
z +

1

Jxx
τx

ω̇b
y =

Jzz − Jxx
Jyy

ωb
xω

b
z +

1

Jyy
τy

ω̇b
z =

Jxx − Jyy
Jzz

ωb
xω

b
y + JRΩ̇r +

1

Jzz
τz

(1)

with

ΩR = (Ω0 +Ω1 +Ω2 +Ω3)

τx = l(T3 − T1)

τy = l(T0 − T2)

τz = (τ0 + τ2 − τ3 − τ1)

(2)

The superscript b denotes the body frame. Ti is the thrust and τi the torque of
the individual motors. The distance between the motors to the center of gravity
is denoted as l, see figure 1.

2.2 Thrust and Torque

Motor thrusts Ti and torques τi are a direct result of the motors performing
work on the air.
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The input of the motor plant is a nondimensional number b ∈ [0..1] which is
sent via a digital interface to the motor controller, which actually performs the
sensorless commutation for the brushless DC-motors. The output is the angular
speed Ω. With the help of a simple experiment, one can identify the relation of
Ω and b to be

Ω(b) = a0 · ba1 + a2, (3)

with scalar coefficients a0, a1, a2 ∈ R. The relation between motor speed and
thrust/torque can be found by any introductory aerodynamic text to be

T = CT ·ρAR2Ω2 (4)

Q = CQ·ρAR3Ω2, (5)

in which CT and CQ denotes the nondimensional thrust and torque coefficients,
A the rotor disc area and R the rotor radius.

2.3 Motor Dynamics

We use brushless DC-motors with very low inductance. So the dynamics are
approximated by a first-order ODE of the form

Ω̇ = κ1Ω + κ2Vin. (6)

The coefficients κ1 and κ2 are motor specific. The motor dynamics are then
modelled by the transfer-function

Gm =
|p|

s+ p
. (7)

Note that eq. (7) is normalized to 1, so it only covers the dynamics of the motor.
Note also that Q(Ω)|ΩH = Q(Ω(b)|bH )|Ω(bH ) = Q(Ω(bH)) + qΓ (b − bH), where
q = 2CQρAR

3ΩH is the linearization of eq. (5) around ΩH and Γ = a0a1b
a1−1
H

is the linearization of eq. (3) around bH .

3 Model for Controller Design

Both quadrotor dynamics and force/torque generation are nonlinear, so we need
to linearize if we want to use linear controller design techniques. We first have
a look at quadrotor dynamics in eq. (1): As one can see, the nonlinear coupling
terms only act, if the quadrotor rotates about at least two axis at a time. The
moments of inertia for x and y are approximately the same, so the term for z
cancels, while Jzz is slightly higher. Experiments show, that the nonlinear effects
of the left over terms for x and y can be neglected in closed-loop operation, see
[8]. Looking at the yaw-equation, one sees the additional linear term JrΩ̇. This
torque directly relates to the time derivative of angular momentum L

L̇ = M = JrΩ̇, (8)
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with Jr being the combined inertia of the rotors and motors. That means when
the motors change their speed, the time derivative of angular momentum will
be nonzero, causing a torque about the z-axis. Once the speed change of the
motors has stopped, L will be constant again. This results in a very fast response
on yaw with a fast decay–time, comparable to the D-part of a PID-controller.
By neglecting the nonlinear coupling terms and defining (Φ, Φ̇)T with output
Φ = (φ, θ, ψ)T , we get the following transfer function:

(
Φ

Φ̇

)
=

⎛
⎜⎜⎜⎜⎜⎜⎝

φ
θ
ψ

φ̇

θ̇

ψ̇

⎞
⎟⎟⎟⎟⎟⎟⎠
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⎛
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0 0 (s+z)
Jzzs2

1
Jxxs

0 0

0 1
Jyys

0

0 0 (s+z)
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⎞
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·

⎛
⎝τx
τy
τz

⎞
⎠ (9)

Now, let’s have a look at the origin of the forces and torques: Equation (4)
represents the equation of thrust in hover which depends quadratically on the
angular rotor velocity Ω. By substituting eq. (3) in (4), (5) and linearizing about
an operating point bh one gets:

T =
CT

CQR
Γ̃ +

CT

CQR
qΓ · b+ · · · and (10)

Q = Γ̃ + qΓ · b+ · · · , (11)

with

Γ̃ = CQρAR
3(a0b

a1

H + a2) [1− 2(a0b
a1

H + a2)a0a1bH ] . (12)

By neglecting higher order terms, (10) and (11) become linear equations of the
form y = mx+ c.

With that we can write our torques in form of τ = (τx, τy, τz)
T = Kb+const.

The overall model used for identification is then:

(
Φ

Φ̇

)
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1
Jxxs2 0 0
0 1

Jyys2
0

0 0 (s+z)
Jzzs2

1
Jxxs

0 0

0 1
Jyys

0

0 0 (s+z)
Jzzs

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

·

⎛
⎜⎝

Kx
|p0|
s+p0

e−sTd · bx
Ky

|p0|
s+p0

e−sTd · by
Kz

K̃z|p1|
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⎞
⎟⎠ (13)

Note that we introduced an additional factor K̃z and that the engine pole for
yaw is different than for roll and pitch. This is a direct result of the identification
procedure: While fixing the pole at the same value as roll/pitch, the optimization
process needs more variance to converge to a reasonable solution in form of
a additional zero and pole. These can then be approximated by changing the
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fixed pole and gain, like denoted in eq. (13). A possible explanation is, that
experiments for roll and pitch have been performed in a test rig, which only
permits movement about one axis. In contrast, the experiment for yaw has been
performed in free flight, which allows more vibration.

4 Grey–Box Parameter Identification

Due to unstable system dynamics of the quadrotor, the parameter identification
has been performed in closed-loop. A Pseudorandom Binary Sequence (PRBS)
γ of full length is used to excite the system. To improve the signal-to-noise ratio
we averaged the experiments over ten periods, respectively. As stated before all
three axes of the quadrotor have been identified separately. For that purpose
we fixed the quadrotor in a test rig, allowing rotation only about one axis. The
identification for the yaw–axis has been performed in free flight, though, because
of the lack of an approriate test rig. Even though an operator is still required
during free flight experiments for safety reasons, the operator can minimize pos-
sible noise introduced by reference steps, by limiting his commands to roll and
pitch. Recall from eq. (1), that a reference step on roll/pitch influences yaw
only through the nonlinear coupling term. Because of that it is also possible to
average over several periods of γ, as stated above. The generic scheme of the
identification process is depicted in figure 2. Note that the used PRBS-signal is
persistently exciting of order � 4, which is sufficient for our purpose.

G(s)
γ

u
C(s)

(y, ẏ)T

Fig. 2. Indirect closed–loop identification setup

The controller C(s) used during identification is a simple stabilizing, hand-
tuned PD-controller with known parameters. Using equation (13), the identi-
fication signal γ, the controller C and output data (y, ẏ)T , we can use non-
linear optimization to estimate our parameter vector Δφ,θ = (p, J, Td)

T and
Δψ = (p, z, J, Td)

T respectively. Note that we excluded K from the parameter
vector, because it can be calculated a–priori: The aerodynamic coefficients CQ

and CT have been calculated using Blade Element Momentum Theory (BEMT),
[9]. Note also, that you do not need this a–priori knowledge, even though you
would not be able to distinguish between K and J in that case. See table 1 and
2 for results.

Figure 3 compares the simulation results of the identified models to a valida-
tion data set. For both, the simulation and the validation experiment, the same
stabilizing controllers were used to close the unstable open–loop.
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Table 1. Results of parameter estimation

φ θ ψ

J 0.0181 0.0196 0.0273
p -27.106 -26.963 -7.171
z – – -2.434
Td 0.024 0.028 0.016

Table 2. A-priori knowledge

l 0.23m

R 0.127m

CT 0.0157

CQ 0.0015

a0 701.2 1
s

a1 0.8069

a2 −34.15 1
s

bH 0.6
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Fig. 3. Simulation of the final linear models for a validation data set for the pitch
(a), yaw(b) and roll(c) axis. Due to unstable system dynamics simulation has been
performed in closed-loop with the same stabilizing controller as used for identification.

5 Controller Design

We have designed three separate attitude controllers using H∞-loop-shaping
with the derived models of the quadrotors rotational axes from section 4. Recall
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that our models, which will be denoted as G(s) respectively from now on, are
single-input, multiple output (SIMO). Accordingly, our controllers C(s) will be
MISO. Our design goals are zero steady-state error, fast rise-time with little
overshoot and good input-disturbance rejection.

The generalized plant used for the controller design is plotted in figure 4(a).
To deal with input disturbances (e.g. wind gusts) we introduced an input d addi-
tionally to the reference input r. The prefilters Vd and Vr are scalar coefficients
to weight between the channels with

Vr =

(
Vr1 0
0 Vr2

)
. (14)

The shaping filters WK(s) and WS(s) are first order transfer functions with

WS(s) =

(
WS(s) 0

0 0

)
. (15)

The remaining filter WT (s) is only a static gain to reduce overshoot. The band-
width of the controller has already been defined by WK(s) and WS(s).
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Fig. 4. (a) Generalized plant for H∞– controller design, (b) Structure of the modified
PID-controller

For the evaluation of our controller performance, we have designed a modified
PID controller, commonly used for quadrotor attitude control, see e.g. [10]. Its
parameters are tuned by means of optimizing the simulated system response.
Its generic structure is shown in figure 4(b). The main modification is the direct
feedback of the time derivative ẏ of the output y, because it can be measured
directly, so there is no need for additional differentiation. Thus the D-part is just
a static gain.

In figure 5 the results of a 10◦ reference step with the corresponding con-
trol inputs are plotted. It can be seen that both controllers have a rise time
of ≈ 200ms with little overshoot, even though the PID-controllers have worse
reference tracking. In figure 6 the results of an input disturbance of 10% of the
maximum possible torque is shown. Here, our controller shows superior perfor-
mance with a maximum displacement of only 4◦, whereas the PID goes up to a
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Fig. 5. (left): Response to a 10◦ step for roll and pitch. (right): Corresponding control
output

displacement of 15◦ and it takes about four seconds longer to compensate the
disturbance.

6 Anti-windup Synthesis

This section deals with the design of an anti-windup compensator that accounts
for input saturation due to actuator constraints. For this purpose, the existing
linear H∞ controller is augmented with an anti-windup compensation scheme
which becomes active only when saturation occurs. The augmentation technique
also prevents a re-design of the existing control algorithm while limiting degra-
dation of the closed-loop performance during saturation periods. The idea of the
anti-windup synthesis using Riccati equations is taken from [11].

6.1 Design Procedure

Figure 7 shows the generic anti-windup scheme, where G(s) is the plant given
in section 4 and K(s) is the H∞ controller described in section 5 designed to
stabilize the nominal plant while fulfilling desired performance specifications.
The anti-windup compensator is given as Θ(s) which only becomes active once
the actuators are saturated. Note that the compensator Θ(s) has one input
ũ = u−um and two outputs ud and yd which act on the controller output and the
controller input, respectively. A parametrization of the anti-windup compensator
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Fig. 6. (left): Response to a input disturbance equivalent to 10% of maximum engine
thrust for roll, pitch. (right): Correspondig control output.
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ũ

um
y

+

+

−

−

Θ(s)

+

yd

Fig. 7. Generic anti-windup scheme

which is completely independent of the controller K(s) is given in [12]. A state-
space representation for the anti-windup compensator is given as

Θ =

[
Θ1

Θ2

]
∼

⎧⎪⎨
⎪⎩
ẋaw = (A+BF )xaw +Bũ

ud = Fxaw

yd = (C +DF )xaw +Dũ,

(16)

where A,B,C,D are the state space matrices of the plant G(s), F is a free
parameter and A + BF must be Hurwitz. The synthesis procedure is based on
minimizing a scalar γ > 0 such that the induced 2-norm of the transfer function
from the controller output ulin to the compensator output yd is smaller than a
positive real scalar γ, or
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‖Tydulin‖i,2 ≤ γ. (17)

The details of the construction of the anti-windup compensator Θ(s) are given
in [11], Theorem 1.

6.2 Experimental Results

Experimental validation of the anti-windup compensator was carried out with
the help of a test rig, where a input disturbance of 30% of the maximal motor
power was injected to the quadrotor robot. A comparison between the H∞–
controller, described in section 5, with and without an anti-windup compensator
was performed. Figure 8 shows the results of experiments in terms of the roll
angle φ over time.
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Fig. 8. Roll angle φ and corresponding control input of an input disturbance rejection
experiment

From figure 8(a) it can be observed that the anti-windup compensation scheme
is able to stabilize the quadrotor robot despite the input disturbance and to
bring the roll angle φ asymptotically to the origin, whereas without anti-windup
compensator unstable behavior occurs.

In figure 8(b), it is shown how the anti-windup compensator influences the
control input such that the linear region is reached after an actuator satura-
tion event has occured. After recovery from saturation, the control input always
stays close below the saturation boundary which also indicates good disturbance
rejection properties.

7 Conclusion

In this paper we have presented our results for linear model identification of the
quadrotors rotational axes under real, non-ideal conditions. The derived models
include a first-order transfer function for the motors, while aerodynamic co-
efficients have been estimated using BEMT. The experimental results show a
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very good correlation with real data, which confirms the proposed Grey–Box
approach. In addition to the model identification, we designed robust H∞ at-
titude controllers. They have superior performance to commonly used modified
PID controllers, particularly with regard to input disturbance rejections, but
also to rise-time and reference tracking. Just to deal with input saturations, we
augmented the attitude controllers with an anti-windup compensator based on
Riccati-equations. This integrated anti-windup compensator leads to a further
improvement of the performance, e.g. under harsh environmental conditions.
In the future we will account for nonlinear aerodynamic effects to especially
optimize the control during forward flight.
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Abstract. This paper addresses the problem of using a fleet of au-
tonomous watercraft to create models of various water quality param-
eters in complex environments using intelligent sampling algorithms.
Maps depicting the spatial variation of these parameters can help re-
searchers understand how certain ecological processes work and in turn
help reduce the negative impact of human activities on the environment.
In our domain of interest, it is infeasible to exhaustively sample the field
to obtain statistically significant results. This problem is pertinent to
autonomous water sampling where hysteresis in sensors causes delay in
obtaining accurate measurements across a large field. In this paper, we
present several different approaches to sampling with cooperative vehi-
cles to quickly build accurate models of the environment. In addition,
we describe a novel filter and a specialized planner that uses the gradi-
ent of sensor measurements to compensate for hysteresis while ensuring
a fast sampling process. We validate the algorithms using results from
both simulation and field experiments with four autonomous airboats
measuring temperature and dissolved oxygen in a lake.

Keywords: Adaptive sampling, Active learning, Multi-robot systems,
Autonomous surface vehicle, Environmental monitoring.

1 Introduction

Recent advances in Autonomous Surface Vehicle (ASV) technology have en-
abled these systems to be used in missions that involve sampling large bodies
of water for extended periods in order to monitor dynamic spatial and tempo-
ral phenomena with little or no human supervision. Monitoring water bodies is
not only important for understanding the physiology of aquatic life but also for
understanding how these systems are affected by both natural changes in the
environment such as storms and volcanic eruptions as well as human activities
such as surface run off from farms and industrial discharges. By collecting spa-
tially distributed samples and analyzing the data it may be possible to predict
how some of these processes work and potentially prevent adverse ecological ef-
fects such as eutrophication, oxygen depletion, and accelerated aging. ASVs are
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a natural choice for this kind of application as they have the capability to sample
large areas while providing real-time measurements. They have been successfully
used for mapping applications both above and below the water surface [1], even
at varying depths [2]. Cooperative fleets of ASVs have advantages over a single
ASV in reliability, coverage and fault tolerance. Moreover intelligent sampling
techniques can greatly improve the efficiency and quality of sampling by adap-
tively determining the next sampling locations based on the previously measured
data.

A phenomenon known as hypoxia occurs in water bodies when oxygen sat-
uration falls within the range of 1% to 30%, in which most types of fish and
some invertebrates die due to insufficient oxygen. In the aquaculture industry,
overstocking of fish increases susceptibility to hypoxia. Every year, this leads
to millions of dollars worth of fish losses. The Fish and Wildlife Conservation
Commission has recorded about 5114 incidents of fish kills from 1972 to 2012,
where the number of fish lost at each incident ranged from hundreds to millions.
There are several factors that lead to hypoxia, the most common being algae
blooms, pollution, red tide, and rapid fluctuations in temperature. Water tem-
perature in particular influences several aquatic processes such as the metabolic
rates of organisms, level of dissolved oxygen and rate of photosynthesis, hence
temperature fluctuations can not only drastically affect dissolved oxygen, but
also cause severe imbalance in the aquatic ecosystem. Periodic monitoring of
dissolved oxygen and temperature in aquacultural applications can help prevent
such detrimental effects, as aerators can be deployed to replenish oxygen and
heaters can be used to maintain the temperature. However, observed spatial and
temporal variation patterns of dissolved oxygen and temperature are complex:
they vary with the amount of dissolved solids, salinity and hydrodynamics of the
water body, changing over the course of even a single day. Thus, these parameters
must be sampled frequently in order to build accurate models.

In this paper, we describe our work on developing algorithms to adaptively
sample dissolved oxygen and temperature using a fleet of autonomous watercraft.
Initial experiments with autonomous sampling revealed that slow response of the
polyethylene membrane used in dissolved oxygen sensors causes rate-dependent
hysteresis, which significantly affects measurement accuracy. Similarly, with tem-
perature sensors hysteresis is often caused by the introduction of some amount of
strain or moisture penetrating inside the sensor. As these sensors are not specif-
ically designed for dynamic measurements, a lag in the response of the sensor
causes erroneous measurements if the vehicle travels at a rate that does not al-
low the sensor readings to stabilize. Developing a sensor model that predicts the
rate of change is one potential solution, but even small errors in this estimate
can dramatically affect the final measurement value. In our work we adopt an
approach in which we use the time derivative of measurements, rather than the
measurements themselves, to alter a pre-defined set of bounds that converge to
the true value over time. The vehicle then plans its path based on the expected
sensor value, range of the bounds, and the frequency with which the cell has
been previously visited. To validate this approach we compare it to a suite of
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other sampling algorithms including random walks, lawn-mower patterns, level
sets and maximum uncertainty sampling.

The rest of the paper is organized as follows. In Section 2 we formulate the
problem in question and identify the associated related work in Section 3. We
outline our our bounding filter solution for modeling the environment in Section 5
and apply it to the problem of multi-robot planning in Section 6. In Section 7 we
outline comparative algorithms that we implemented for comparison against our
bounded filter approach and subsequently analyze the performance results from
the conducted experiments in Section 8. Finally, in Section 9, we conclude the
paper with a summary of the results and an outline of future work directions.

2 Problem Formulation

In this work, we are interested in measuring a field which is continuous over R�.
Thus we can define a field mapping function:

Ψ : Rn → R

We model a sensor with hysteresis as a process with internal state, based on a
simple exponential average:

s(t+ 1) = αt · Ψ(x) + (1− αt) · s(t)

In continuous time, this corresponds to a simple first-order differential process:

∂s

∂t
= log(α) (Ψ(x)− s(t))

Our objective is to estimate the value of Ψ(x) at some set of points, M ⊆ R
n.

A simple method for doing so is simply to visit each point x ∈ M , and wait a
certain amount of time for the sensor output s to approach Ψ(x). However, α is
small, ∂s

∂t is also small, meaning it can take a long time for s to approach Ψ(x).
Additionally, there is a time cost associated with moving between the points

in M . We define a distance function D(x, y) which describes the amount of time
necessary to travel from point x ∈ M to y ∈ M . Then, we can describe our
problem as one of traversing a minimum time path π over points in M such that
we can estimate the value of Ψ(x), ∀x ∈ M to within some accuracy, ε.

3 Related Work

Several intelligent sampling strategies have been developed for autonomous ve-
hicles that aim to identify hotspots, reduce resource costs, optimize sampling
coverage or more accurately measure environmental phenomena. The authors in
[3] explored a sampling technique, using both a team of robotic boats and static
sensor nodes, in which the sensing field is partitioned into sub regions either
according to equal gains or equal area and each boat is assigned a specific sub
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area for sampling. The readings are gathered from the static nodes and paths are
computed for the boat such that they reduce the integral mean squared error.
In [4], the authors explore an approach based on model parameter estimation
of a variable in which the physical parameter being measured is assumed to
be linearly distributed across the field and the algorithm aims to minimize the
measured uncertainty in the field distribution. The algorithm also has multiple
secondary objectives such as to minimize the network utility of multiple AUVs
by controlling the sampling location and sampling rate using a potential function
that encapsulates the network model and minimizing the energy consumption
by varying the speed of the vehicle according to the energy available.

Thermoclines are believed to be an important breeding zone for marine mi-
croorganisms and hence a considerable amount of work has been done on ther-
mocline detection and monitoring using sensor networks, gliders and other AUVs
[5,6]. Zhang in [7] used a wireless sensor actuator network and a robot mule to
detect thermoclines using distributed binary search. In this algorithm the nodes
were assigned regions to sample and could move vertically by altering their buoy-
ancy. Each node first localized the temperature variation in its own region, then
combined this data with that of children nodes, forwarded it to the parent node
and so on, until the final bulk data was transferred to the user. They further
improved the performance of the algorithm by using a mobile robot to collect
data from an active node and communicate it to another.

Sampling of Phytoplankton has also gained popularity in recent years as it
plays a very important role in ocean ecology. In [8] the authors used a Dorado
AUV to describe a method to detect and collect water samples at peak chloro-
phyll fluorescence, taking into consideration the delay in measurement while
detecting the peak. The AUV followed a yo-yo pattern and used gradient fol-
lowing to detect a peak in the ascend stage and successfully collected the peak
chlorophyll fluorescence sample at the same depth in the descend cycle.

4 Watercraft Platform

The algorithms discussed in this paper were designed and implemented on the
Cooperative Robotic Watercraft (CRW) platform [9]. CRW is a multi-robot au-
tonomous surface vehicle, equipped with an Android smartphone that provides
the inertial sensors and computing platform for the system. The CRW’s design
is similar to that of an airboat with a modified steering mechanism in which the
entire propulsion assembly is actuated using servo motors, allowing for improved
thrust vectoring, which enables sharper turns. The drive system and other elec-
tronics are interfaced to an Arduino microcontroller that communicates with
the smartphone via Bluetooth. Most of the autonomy software resides on the
phone while some of the application specific intelligence, such as the sampling
algorithms, are implemented on a centralized operator interface that interacts
with the individual vehicles via 3G or WiFi.

Water quality sensors such as dissolved oxygen, temperature, specific con-
ductivity and pH, are mounted on the vehicle and interfaced to the system
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Fig. 1. Cooperative Robotic Watercraft platform

through the Arduino. The camera on the smartphone provides real-time sit-
uational awareness about the operating environment using a steady stream of
images that are processed through an image queue and displayed on the operator
interface. A water sampling mechanism on board each vehicle has the ability to
collect physical samples on demand for more detailed analysis in the laboratory.
A diagram depicting the operation of the entire system is shown in Figure 1.

5 Bounding Filter

Rate dependent hysteresis can be observed in several sensors and poses a very
serious problem to autonomous sampling where a robot continuously collects
measurements while moving through a large field to create models of a physical
parameter. This phenomenon cannot be ignored in dynamic sensing applications
as the lag between the input and output causes a delay in the responsiveness of
the sensor: for a change in input, the output of the sensor slowly and consistently
approaches the actual value. This effect is not as important in static sensing
applications, where the rate of change of the physical parameter in the field is
much slower than the hysteresis in the sensor. However, in our case the watercraft
traverses through the water while simultaneously taking measurements, making
compensating for the hysteresis effect critical. Within the suite of sensors on
the CRW platform, we observe this effect significantly in both temperature and
dissolved oxygen.

We propose an intelligent sampling solution to this problem in the form of a
filter that accounts for this effect. Rather than recording the sensed value at a
location, we maintain an upper and lower bound on the predicted value in each
area and use the direction of change in the sensor measurement to adjust the
bounds. For example, if the gradient is trending downwards, the actual value
must be lower than the value reported by the sensor, hence the upper bound can
be adjusted. The inverse holds when the values are trending upwards, allowing
the lower bound to be increased.
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While the gradients tend to be consistent and reasonably noiseless, we use a
median filter to remove occasional noise in sensor measurements. The median
value over a window of readings is computed and linear regression is used to find
a gradient across a larger window over the median filtered values. The gradient
is then used to change either the upper or lower bound in the area if it has an
absolute value above a constant defined as ε. Based on our initial experiments
with water quality sensors exhibiting hysteresis we made two practical design
decisions on the filter. Firstly, a zero gradient is the most useful gradient as it
could be used to bring the upper and lower bound to the current value, since the
sensor must be at the true value. However, in practice we found that this was
misleading in view of discretization in the sensor output, as the gradient might
appear to be zero even when it is not. Therefore we choose to ignore gradients
of zero, though these will be considered in future work. Conversely, at times a
sensor measurement can oscillate between two discrete levels causing an appar-
ent gradient even when there is none. To avoid the impact of these erroneous
readings on the filter, we require the gradient be above ε which filters out very
small gradients due to oscillations in the sensor output. ε can be determined by
analyzing a small data set obtained from a sample run. The pseudo code for the
filtering process is shown below.

function Process(v)
Data ← vdata
Windows ← MedianFilter(Data)
gradient ← LinearRegression(Windows)
cell ← CellFor(vposition)
if gradient > ε then

if celllower < vdata thenbe
celllower ← vdata

end if
else if gradient < ε then

if cellupper > vdata then
cellupper ← vdata

end if
end if

end function

6 Planning with Bounding Filter

Planning for information collection is a intriguing problem that has been exten-
sively studied in recent years [10]. Adopting the bounding filter opens up new
challenges and opportunities for developing a planning algorithm. The sensor
measurement with which the watercraft enters a cell is important as a change
in the measurement will in turn affect the bounds of that cell. Closer the mea-
surement with which the watercraft enters a cell is to the mid-point of bounds
of the current cell, the more valuable the collected data is likely to be, since a
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change in the measurement will lead to the biggest expected change in the filter.
Planning using the bounding filter is a challenge as it needs to take into account
what measurement the sensor might output along the path, even though it can
only be estimated based on the current value of the upper and lower bounds of
a cell.

Fig. 2. Value of moving in different directions, given current sensor value and upper
and lower bounds in adjacent areas. The bounded planner uses these values to create
paths that maximize information gain

The approach we take is shown in Figure 2 where a tree is used to expand
to the most promising nodes. As paths in the tree are expanded, an estimate of
the sensor value is maintained as the mid-point between the upper and lower
bounds of the filter, which is then used as the expected value of the sensor as
the watercraft leaves the cell. The value of going into a cell is estimated as a
function of how far the expected sensor measurement with which the watercraft
enters the cell is from the mid-point between the upper and lower bounds of the
cell, current difference between the upper and lower bounds and the number of
times that cell has been previously visited on the path. The value of expanding
a particular node in the search tree is a heuristic based on the current expansion
depth and the rate that value has accumulated on the path so far. The aim of the
heuristic is to encourage exploration of the paths that have the highest value.

function Bounded Planner
n.loc ← currentlocation
n.value ← 0
n.sensor ← currentsensorvalue
queue.add(n)
while expansions < maxExpansions do

n ← queue.poll
for e ← getExpansions(n) do

e.value ← n.value + max(0.0, (e.cell.upper − e.cell.lower) −
|((e.cell.upper+ e.cell.lower)/2)− n.sensor)

expectedSensorChange ← smaller((e.cell.upper +
e.cell.lower)/2− n.sensor,maxChange)

e.sensor ← n.sensor + expectedSensorChange queue.add(e)
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end for
end while

end function

We evaluated the potential of our algorithm in a simulated environment parti-
tioned into a ten by ten grid and created a model of the dissolved oxygen sensor
with mild hysteresis. The grid size is chosen based on the number of boats being
used in the experiment and the size of the sensing field. The more number of
grids, the better is the resolution but the longer it takes, therefore there is a
tradeoff between the sensing time and resolution of sensing. Two experiments
were performed to determine the utility of the filter and the planning approach.
In the first experiment, the value of each cell in the environment was drawn
from a uniform random distribution and in the second experiment, the value
of each cell in the environment was drawn from a mixture of Gaussians. The
results obtained using a simple averaging filter and the bounded filter along
with three different path planning algorithms: random walk, lawnmower pattern
and the bounded planner, are shown in Figures 3(a) and 3(b). In the bounded
filter, we measure the error from the mid-point of the filter which may not al-
ways be a good measure of the information in the filter. For example, one of the
bounds may get changed much earlier than the other due to gradients in the en-
vironment. The graphs represent the average result of 100 randomly generated
environments and one simulated boat. In both cases, random movement with
the bounded filter eventually leads to the lowest error. The difference is dramat-
ically higher in the random environment as the random variation between the
cells makes the hysteresis effect more crucial and therefore makes the averaging
approach perform more poorly. The lawnmower pattern performs well initially,
in part because measurements are collected uniformly all over the field, in turn
significantly reducing the overall error. However, with the bounded filter, the
lawnmower approach asymptotes towards some non-zero error as the watercraft
enters cells from the same direction with the same hysteresis trend each time.
The bounded planner surprisingly does not perform better than random walk
over the long run, although it has an advantage for a short period. In early
stages, the good performance appears due to visiting a wider number of cells
and the reason for the poorer performance later on is not completely clear and
will be investigated in future work.

7 Other Algorithms

7.1 Adaptation of Level Set Approach

In some applications, a complete spatial map depicting the variation of a physical
variable in the field is not required, instead the interest might be to identify an
area where the concentration of that variable is above or below a certain value.
For example, a fish farmer is only interested in whether any part of his pond has a
dissolved oxygen level near or below what is required for the fish to survive. The
level set approach can also help us identify hotspots above a certain threshold
value. When only a certain level is of interest, we can adapt techniques that
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(a) Field with uniform random distribution (b) Field with mixed gaussian distribution

Fig. 3. Total error comparison in a simulated environment with different planning and
filtering algorithms

Fig. 4. CRW adaptive sampling interface showing the level set and boat markers

look specifically to find this level and isolate that area. Specifically, we have
adapted an active learning approach developed by Bryan and Schneider[11].
In this approach, the observations collected to date are used to create a map
of the environment and a polynomial interpolation scheme is used to estimate
measurements at all locations, regardless of whether an observation has already
been taken there. The marching squares algorithm is then used to generate a
contour at the value of interest. Some locations along the contour may be purely
based on estimates from the interpolation and some will be places where the
observed values are not exactly the contour value, but the simplest contour that
runs through that location.

Based on the interpolated values and estimated contour, we follow the ap-
proach by valuing points by looking at a function of uncertainty at a location
and its distance to the value of interest (or contour). Given a contour value, Cv

and a location value Pv, we value points as e−|Cv−Pv |. Waypoints are assigned
to locations with the highest valuation using this formula. When there is a fleet
watercraft in the same environment, a centralized planner ensures that multiple
watercraft are not sent to the same location.
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7.2 Adaptation of Maximum Uncertainty

As shown in our previous work [9], a simple approach to intelligent sampling is
to focus on areas with maximum uncertainty. Areas that have fewer observations
or where the observations have a lot of noise are locations that are significant
for collecting additional measurements. Our heuristic for collecting more obser-
vations in an area is based on the variance of observations measured in that area
and the number of observations taken. Specifically, the value of an observation in
an area is vi,j = σ2×αc, where σ is the variance in the cell, α < 1.0 and c is the
number of observations taken in that cell. Values of both the variables are used
since some cells may have high variance across the cell and more observations
may not be capable of bringing that uncertainty down. When the boats have
completed a task, the next waypoint is assigned to the nearest location which
has the highest value of this function and in cases where there are multiple boats
in the same environment, the entire field is sub divided into regions based on
the number of boats present and each boat is assigned a specific sub region for
sampling.

8 Results

In order to evaluate the algorithms, we performed analysis both in simulation as
well as by extensive field trials in a variety of operational scenarios and weather
conditions. Our initial experiments on dissolved oxygen monitoring were per-
formed at Shelby fish farm and the experimental validation of algorithms were
performed at Panther Hollow lake using a fleet of four CRW. The CRW was
equipped with dissolved oxygen sensors from Atlas-Scientific, along with specific
conductivity and temperature sensors from Decagon Devices. In order to quan-
tify the performance of the bounded filter and planner, we calculated the total
error in estimation over a period of 30 minutes and compared the results with
lawn-mower pattern and maximum uncertainty sampling algorithms. For these
experiments, the field was subdivided in to a set of ten by 10 grid cells and the
total estimation error was computed as the sum of difference between the values
of cells obtained from the algorithms and values of cells from the ground truth
where we consider the ground truth as the data collected from the lake from
dawn to dusk for approximately about 14 hours. We assume that the field does
not vary significantly within the 30 minutes of sampling. This is a reasonable
assumption for temperature and dissolved oxygen as long as there is no drastic
change in the climate such as rainfall or high winds which may cause a significant
change in the distribution of the physical variable in the field.

The graph in Figure 5 shows the total error comparison from sampling water
temperature across Panther Hollow lake with lawn-mower pattern, highest un-
certainty and bounded filter sampling approaches using a fleet of four CRW as
well as with one CRW. For the results obtained with one CRW it can be seen
that the bounded filter approach has the lowest initial error followed by gradual
steps caused by the bounds being tightened significantly after the end of each
plan as the planner computes the next path such that the change in sensor value
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(a) A single boat (b) Fleet of four boats

Fig. 5. Total error comparison while sampling temperature using lawnmower pattern,
highest uncertainty and bounded algorithms

(a) Comparison between lawnmower, high-
est uncertainty and bounded algorithms.

(b) Comparison between measured value
and filtered value from the bounded filter.

Fig. 6. Total error comparison while sampling dissolved oxygen using one boat

is not high enough for hysteresis to be significant. From 5(b) it can be seen that
even with a fleet of CRW, the bounded filter approach has the fastest conver-
gence to the final value, proving to scalable to various team sizes. The initial
high error in the bounded planner in 5(b) is due to the selection of wider bounds
in this experiment. Even though the highest uncertainty sampling has a large
initial error in 5(a), the explorative nature of this algorithm forces the vehicle to
sample new cells much faster and collect large amounts of samples in all the cells,
therefore having the fastest convergence rate, but since the vehicle explores new
cells one after the other, the hysteresis in the sensor affects the measurements
in this approach considerably more, hence causing a prolonged error after the
steep downward slope that can be seen in the both the plots 5(a) and 5(b). In
the lawn-mower pattern sampling, as the vehicle traverses through the field in
a uniform pattern, it takes a substantial amount of time for the error to reach
the final convergence state as there is always the same amount of hysteresis in
those specific order of cells that the vehicle follows, hence the error trend is in
the form of long gradual steps.

Results from similar experiments using the dissolved oxygen sensor is shown
in Figure 6(a). It can be seen that the bounded filter approach still has the
lowest error compared to lawn-mower pattern and highest uncertainty sampling.
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(a) A single boat (b) Fleet of four boats

Fig. 7. Error in contour estimation

Fig. 8. Variation in dissolved oxygen observed in Panther Hollow lake

To further investigate the error trend of the bounded filter, a plot showing the
comparison between the total error in field estimation using the bounded filter
and the direct sensor output is shown in Figure 6(b). The bounded filter has
a lower error throughout the sampling period and converges faster than the
unfiltered output, validating the novelty of this approach.

Figures 7(a) and 7(b) show the error in contour estimation when using a single
boat and four boats respectively to sample temperature in the same body of
water for 30 minutes. The final measured temperature distribution is thresholded
at the median of the distribution to produce a binary contour ground truth
estimate. This process is repeated at each timestep to produce an intermediate
contour estimate, after which a logical exclusive OR operation is applied with
the ground truth integrated over the sampling area to calculate the error of the
contour estimate at that timestep. As evidenced in the figures, a single boat
has trouble producing a converging temperature contour estimate in 30 minutes
whereas four boats can easily do so for the same sampling region. This illustrates
one of the main advantages of the CRW system; the multi-agent nature of the
system allows for models of environmental parameters, such as temperature, to
be built for large areas more quickly and reliably.
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9 Conclusion and Future Work

In this paper, we address the problem of using a fleet of ASV’s to accurately
map different water quality parameters using a variety of intelligent sampling
algorithms. We describe an adaptive autonomous sampling approach to com-
pensate for the hysteresis that is observed in some water quality sensors using
a bounded filter and a complementary planner. The performance of this algo-
rithm was analyzed using results from both simulation and experiments with a
fleet of four CRW equipped with temperature and dissolved oxygen sensors. Our
results show that the bounded filter has the least total error and converges the
fastest when compared to a lawn-mower pattern and highest uncertainty sam-
pling. Furthermore, a comparison of the results obtained with varying fleet sizes
attests to the scalability of our approach consistently across experiments with
both the sensors. We also describe an adaptive level set approach that can be
used to identify hotspots given a certain threshold value. The error in contour
estimation was computed and with four boats the error approached zero by the
end of 30 minutes.

Future work on the bounded filter includes developing a method for using zero
gradients to bring the bounds to the current measured value and creating a new
metric that can be used to assign values to cells while evaluating the bounded
filter, as currently we only take the midpoint of the bounds as the cell value
at each timestep. The cooperation between the boats can also be improved by
assigning the sampling location to each boat based on a heuristic such as the
shortest distance to the sampling area. Investigation on the optimal fleet size
to sampling region ratio, given specific convergence constraints will also be the
subject of future work.
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Abstract. In safety-critical and in space applications, high demands
are made on the reliability of the involved systems. As autonomy could
increase both the efficiency and the reliability of such systems, a reliable
autonomous system could be beneficial for several robotic scenarios.

In this paper, the concept of a biologically inspired, robust behaviour
control system is presented. The system includes components for predic-
tion of actions to be executed and the evaluation of the action conse-
quences. In its design process, particularly the occurence of unexpected
situations was taken into account. The paper concludes with a presenta-
tion of preliminary simulation results and the evaluation setup that will
be used in future tests to demonstrate the model properties.

1 Introduction

1.1 Motivation

Robotic systems which are used in safety-critical or extraterrestrial applica-
tions need to meet special demands. This holds for materials, mechanics, and
in robotics especially for software as the central component in the system. The
control of actuators, the preprocessing and evaluation of sensor data, and the be-
haviour control are highly complex processes. However, strong demands are made
on the reliability of an implementation, especially in safety-critical applications.
This is particularly true for the behaviour of robots. An autonomous behaviour
selection and execution can help to improve the efficiency of robot systems (e.g.,
in planetary missions). In extraterrestrial missions, command and data transfer
latency, limited data bandwidth, and short communication time windows reduce
the applicability of remotely operated systems. Autonomy could help to use the
mission time more efficiently. The problem in such applications is that it needs
to be ensured that autonomy does not impair the system’s reliability.

With an appropriate behaviour control system, cooperative-adaptively behav-
ing, reliable robot systems are feasible. Besides the control of single systems, the
integration of the control system in a team of robots is especially interesting.
Ideally, even a team of heterogeneous platforms can be run with the same be-
haviour control architecture in a loosely coupled way: The control system of
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one robot recognizes the other systems, predicts their behaviours, and is able to
adapt to them without the need for explicit communication.

In the following sections, the concept for a behaviour control system is pre-
sented which builds on a model of human automatic and willed action selection.
One main property is a prediction system that allows to assess the quality of ac-
tions taken. This way, the impact of an action can be estimated. Based on that,
the behaviour of an individual or a team could then be adapted accordingly. The
system state may be adapted according to the error between the predicted and
the measured environmental properties. Besides the system concept, the setup
to be used for the planned system evaluation is described.

1.2 Biological and Psychological Basis

The range of basic publications to build on in a biologically inspired behaviour
control system is twofold: While many specific questions and effects are well-
studied in a number of biological and psychological publications, the overall
behaviour control in vertebrates or specifically in humans was mainly studied
and discussed just incipiently. Publications of both kinds have been taken into
account for the proposed behaviour control system.

Examples of specific effects and questions that were studied up to the present
are the generation and evaluation of expectations based on internal models of
the sensorimotor loop (in biology, e.g., [1] and [2], in computational studies,
e.g., [3] (review), and in robotic experiments, e.g., [4]). Furthermore, in cognitive
psychology, plenty of distinct effects in cognition and task execution were studied
and explained with effect-specific models (e.g. the Stroop effect [5], the Simon
effect [6], and the Psychological Refracterior Period (PRP) in task selection and
execution [7]).

Model architectures of overall behaviour control (i.e., task selection, attended
task execution, unattended task execution, and the transition from attended
to unattended execution (by learning)) were mainly discussed up to the 1980’s.
Switching between attended and unattended task execution can, for example, be
explained with the architecture proposed by Norman and Shallice [8]. Another
model was published by Shiffrin and Schneider [9].

1.3 Robotic Implementations

Robotic implementations based on psychologically inspired behaviour control
architectures were published within the past decade. Gurney et al. [10] imple-
mented the Norman and Shallice model with the application of autonomous
vehicle control. The authors tested their system in simulations. Garforth et al.
[11] chose the architecture proposed by Norman and Shallice, too. They tested
their implementation in simple two-wheeled robot simulations. However, they
tried to match the single function blocks of the architecture with specific regions
of the human brain. Additionally, they compared data of brain lesions of human
patients with simulation runs of their design with corresponding dysfunctions.
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Fig. 1. Left. The architecture proposed by Garforth et al. (simplified sketch, adapted
from [11]). The diagram does not show all connections. The relation between the model
components and the assumed equivalent brain regions are given in the original sketch.
Right. Connection of Episodic and Procedural Memory in the model proposed by Gar-
forth et al.. Sensor data is processed by a neural network in the EM which can combine
several features to an abstract one (gray shaded). EM and PM are connected on differ-
ent hierarchical levels. On the PM side, there are primitive actions in the lowest level,
and combined ones on higher abstraction layers (gray shaded). The basic concept of
the figure is taken from [11].

Figure 1, left shows a simplified version of the model proposed by Garforth et
al. [11]. Below the dashed line, the components needed in automatic (unattended)
behaviour execution are located. As in the model published by Norman and
Shallice, percepts can trigger one or multiple automatic reactions. The triggering
on specific percepts is realized in the Episodic Memory. Direct connections to
the Procedural Memory (sketched in Figure 1, right) lead to excitations of the
respective actions. The Contention Scheduler compares the salient behaviours
and selects the non-contradicting reactions for execution.

The components above the dashed line are needed for attended action selec-
tion. In particular, they realize the Supervisory Attentional System (SAS ) of
the Norman and Shallice model. The SAS Monitor supervises the automatic be-
haviour execution and compares it with the intended goals stored in the Working
Memory. As long as both match, no influence from the upper to the lower part
is exerted. If the automatic reactive behaviour does not match the intentions,
the SAS Monitor triggers the SAS Modulator to bias the Contention Scheduler.
The triggers for wanted behaviours are increased, the unwanted are attenuated.
By this means, the SAS is able to let the system execute attended behaviours.
The generation of automatic behaviours (i.e., learning of attended behaviours
to execute them as unattended, reactive processes) is controlled via the Limbic
System (“Emotion Centre”).

Garforth et al. demonstrate their model in simple robot simulations. Thus,
they need not care about sensor preprocessing, noise, and other problems of real
application environments. Furthermore, they do not deal with the generation
of new (attended) behaviours, i.e. the “SAS Generator” in Figure 1 is not im-
plemented. Concerning the bottom end of the model, they mention spinal cord
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reflexes but do not integrate them. Finally, the generation of internal models
and the comparison of expectations (predictions) and real percepts (especially
the principle of efference copy) is not included in this architecture.

2 Reactive/Deliberative Behaviour Control System

2.1 System Structure

Many implementations of deliberative behaviour control systems are based on a
task-driven model. That is, given a certain task, corresponding control variables
are computed and fed to the system that is then converging to the desired output
state by means of a feedback control system. In this kind of systems, if there is
no current task to fulfill, the system may do nothing at all – it is idle.

Unlike this way of modelling, the system presented in this paper follows a
different approach, based on a conception called the Homeostasis. This describes
a state of general ”well-being” of the system, e.g., the preservation of a certain
functional and operational state of the system, even when there is no explicit
task to be performed. In this conception, even if idle, that is, not executing a
certain given task, the system is still monitoring and controlling sensor states,
thus allowing it to instantaneously react to, e.g., environmental changes that –
in contrast to the task-driven system models – do not have to be part of a certain
task to be completed.

If, in contrast, there is actually a certain task given (i.e., to be performed),
the changes in the system required for its execution can be understood as a shift
to the point of homeostatic state within the model.

E.g., if a system using this kind of behavioural control model is standing
at a slope, being idle, the preservation of the homeostatic state of the system
would require the system to brake or even put some current on its locomotion
actuators to retain its current position and not to start slipping / rolling down
the slope. But if there is a task requiring to drive down the slope, this task’s
demands can be understood as being a shift to the point of homeostatic state
within the system, thus allowing or even demanding the occurrence of a motion
in the desired direction.

To fulfill the needs of this homeostatic concept, which indeed means to hold
a state around a desired Homeostasis, a layered architecture is required that
enables the system to act in its environment to pursuit its motivation for reaching
its goal, and, at the same time, enables the system to react on unexpected
external influences caused by other independent processes in the world.

In the following, we will consider such a layered architecture represented by
the three-layered Levels-of-Behaviour (LoB) model shown in Figure 2. As noted,
the main purpose of this architecture is to hold a state around the Homeostasis,
and therefore it needs to act on different levels. Overall, the LoB architecture
represents a hierarchical control system with a direct sensorimotor-loop in the
lowest layer (Reactive Layer), and with two upper layers (Deliberative Layer and
Creative Cognition) to modulate the execution of actions in the lowest layer.
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Fig. 2. Hierarchical LoB architecture. The lowest layer (Reactive Layer) contains the
reactive behaviours and the access to the actuators. The middle layer (Deliberative
Layer) contains the goal-following engine to modulate the behaviour of the lowest
layer. The Fixed Reflexive Reactions block can be used to model, e.g., spinal reflexes.
Components 1-12 are further described in the corresponding text.

The behaviour control system is meant to be used on different mobile robotic
platforms. In order to allow that, several sensor types (e.g., stereo vision cameras,
laser range finder, sonar, tactile sensors) in any combination can be attached to
the architecture. They are further processed (see Figure 2: (1)) in a hierarchical
manner, that first of all, very simple (primitive) features are extracted out of
the raw sensor data. Based on these simple features, more generic shapes and
combined features are extracted. This is comparable to the preprocessing of
visual stimuli that takes place especially in the V1 (striate cortex) and V5/MT
(middle temporal area) regions of the human brain [12]. Furthermore, these
shapes can be combined to form prototypes of the world’s objects that are then
used to perform object detection.

Independent of the hierarchical level, only the current data is available after
the preprocessing step. For further postprocessing and reasoning, the sensor data
of each hierarchical layer needs to be stored in a memory (2). From several studies
on humans, it is assumed that there are various areas of the brain that contain
different types of memories [13]. Given the needed storage and computational
effort to hold the data of all hierarchical levels, an abstraction over time is
necessary. Therefore, the different types of memories hold data in a specific time
frame with a certain level of detail, where the level of abstraction is increasing
with increasing storage time span. In the Episodic Memory (EM) [14], a snapshot
of current sensor data as well as a short period of past detailed sensor data is
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available. The Working Memory (WM) [15,16] stores the perception of the world
as abstract shapes that are used to describe a state of the system, as well as
the current goal of the system that is given by a planner. Finally, the Semantic
Memory (SM) [17] stores valuable information about the world that is cumulated
over long time by reasoning throughout the lifetime of the system. This data,
which represents the most abstract and system-independent information, is used
to describe the rules, the knowledge, and the world as it is known to the robot.

The selection of actions to be executed is solely done in the Trigger Database
(Trigger DB) (3), based on the data given by the EM or by the motivation of
the system defined at a higher level. Given a Sensor Context, which is a set of
sensor values, the Trigger DB selects one or more assigned behaviours from the
Procedural Memory (PM).

The Procedural Memory (4) holds all of the system’s learned actions. Compa-
rable to the sensor preprocessing in (1) they are hierarchically constructed. As
with the features of sensor data, there are primitive actions, so-called atomic ac-
tions, and thereon build more generic actions, called action sets. Considering the
Procedural Memory as a network of interconnected atomic actions and actions
sets, which themselves can contain atomic actions or actions sets, this structure
is comparable to Figure 1, right. In general, all kinds of actions will further be
denoted as behaviour.

By selecting one or more behaviours depending on the Sensor Context, many
atomic actions will be ready to be executed by the actuators (e.g. motors). The
Contention Scheduler (5) recognizes atomic actions that try to access identical
resources and selects that atomic action with the highest weight. Atomic actions
that are not mutually exclusive can be run in parallel and, e.g, control different
actuators.

A so-called Efference-Copy of the selected action (that is finally sent to the
actuators) is given to the Monitor for Exafferences (6). The monitor is predicting
the consequences of an action and compares them with the actual impacts of
these actions (Afferences) coming from the sensors through the EM. Based on
the discrepancy of both values, the so-called Exafference (see [1]) is computed.

These Exafferences (7) represent unexpected perceptions that can be caused
by the impact of independent external processes of the world or wrongly pre-
dicted consequences of behaviours. The Exafferences are returned to the EM and
processed additionally to regular sensor data by the Trigger DB, to be able to
react on unexpected consequences of actions and to revert to a state where the
system can continue to reach its goal. If it is not possible to solve the discrepancy
that is caused by external processes, the SAS Monitor (8) needs to recognize
that reaching the goal state was interrupted. Therefore, the SAS Monitor has
access to the Working Memory.

Depending on the state difference from current state to goal state, the SAS
Generator (10) is activated. If a plan has been executed once before which solved
this task, it will be selected and executed again (by the SAS Modulator (9) di-
rectly affecting the Trigger DB (3)). If this is not the case, a new behaviour
needs to be generated based on the already existing underlying actions and fur-
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ther knowledge stored in the SM. One way of behaviour generation (in case a
plan could be generated) is the learning of a habit-like behaviour: When the
SAS Modulator controls the action selection for some time (i.e., no appropriate
behaviour is existing and the intended actions are repeated multiple times), a
learning can be triggered (like proposed in [11]). The new behaviour is learned
based on multiple repetitions of the intended actions. The sensory feedback dur-
ing these repetitions can also be used to learn the sensorimotor model for the
Exafference computation.

If knowledge from memory is not sufficient to generate new behaviours and to
solve the problem, the High-Level Planner (11) can be activated to communicate
with other robotic systems to exchange world models, to obtain new commands
from a human operator, or it can use its Creative Cognition (12) to reason about
the world with the knowledge of the SM or WM.

In the proposed design, the lower layers are still functional without the higher
ones. The Reactive Layer alone can generate a successful reactive behaviour. And
the Reactive Layer together with the Deliberative Layer can both show successful
deliberative behaviour if the top layer is not functional. This independence of the
separated layers is one helpful property to realize a robust system behaviour. For
instance, if in the Deliberative Layer a plan has been generated based on false
assumptions, the Reactive Layer can still save the system in critical situations
(e.g., by invoking emergency reflexes). A second property to achieve a reliable
behaviour is the system’s adaptability. By that means it could even be possible
to adapt to (e.g., environmental) changes that are not known at design time.

The functions of the single components as well as the whole-model behaviour
need to be examined separately for two different initial conditions: The Blank
State and the Learned State. In the Blank State, all memories, parameters, and
learnable connections are empty, not existing, or have a random state. Reflexes,
basic behaviours, and internal models are given just as little as possible (and as
biologically plausible). Starting from this state, the system is supposed to gather
all other needed informations (behaviours, models) on its own.

However, learning on a real system will take a lot of time – even in the very
limited case of a simple robot platform and a simple use case (compare section
3). For that reason, a second state, the so-called Learned State, will be used for
most of the evaluations. In the Learned State the system is supposed to have
already learned several plans, reflexes, habits, and models. In a typical use case
this gained knowledge is to be applied.

2.2 System Interfaces

To allow external monitoring and visualization (e.g., for a human operator in a
multi-robot mission), certain interfaces are integrated in the system. To avoid any
disturbance of the behaviour control system caused by the external monitoring,
this monitoring is limited to only preprocessed, high-level, and low-bandwidth
data like the current system state and the current behaviour selection. Through
this high-level information, the operator is able to determine the overall state
of the system (e.g., the current plan is successfully worked on, there were unex-
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pected sensor states but the plan could be pursued, there is a persistent inter-
ruption of the plan execution).

Finally, to realize interfaces for robot-robot or human-robot communication,
there are three different options possible: (1) integrated in the “Creative Cogni-
tion” component, i.e., modelled as reasoning, (2) integrated as artificial motor
and sensor, thus, modelled comparable to vertebrate communication, and (3) in-
tegrated transparently to the model, e.g., the synchronization of different robots’
world models in the Working Memory is performed by the underlying software
framework.

3 Evaluation

The behaviour control system will be evaluated in simulation, on different robot
platforms indoor, and on an outdoor robot. So far, switching between reactive be-
haviours and the interaction between Deliberative Layer and the Reactive Layer
was tested in simulations. Figure 3 shows a model of a 3D simulator test track,
where the robot has to pass a bottleneck. The reactive triggers in the Trigger DB
are defined that way, that the robot holds a safety margin that is greater than
the bottleneck. This forces the robot to stay within the starting area. To over-
come the narrow bottleneck, a motivated behaviour (from the SAS Modulator)
needs to surpass the reactive triggers. Figure 3 shows the weights of all actions
(lower plot) and the distance to the goal point (upper plot). When the system is
not approaching the goal further for some time (cycle 200 to 300), the weight for
Forward is increased. When the weight for the Forward action gets higher than
that one of the reactive turning behaviours, this action is selected and the robot
passes the bottleneck. This can be seen in the plot by the decreasing distance to
goal.

To test the behaviour control system with real data, a “SeekurJr” and up to
two “Pioneer 3” robots1 will be placed in a lunar environment. The environment
is an indoor model of a lunar crater rim. It has a width of 9.5 m and a height of
4 m. The inclination ranges from 25◦ to 45◦. The illumination can be set from
total darkness to bright spots in direction to the robot cameras (compare Figure
4). Thus, it is possible to evaluate the behaviour control system in case a single
sensor does not deliver any usable data for some regions (shadows in the camera
images) or suddenly changes from usable to unusable data (blinded by the light).
The “SeekurJr” platform (see Figure 4) is equipped with two cameras, a laser
range finder (LRF), and an inertial measurement unit (IMU).

The planned test cases include sensor drop-out tests (for instance, illumination
problems occuring in lunar missions) as well as robot-environment interaction
and robot-robot interaction tests. Examples for robot-environment interaction
tests are terrain changes that are not expected by the system: reaching a crater
rim after having run on flat terrains only or entering an area of fine sandy soil
from solid ground.

1 The ‘SeekurJr” and “Pioneer 3” systems are commercial research platforms of the
manufacturer Adept MobileRobots.
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Action Switching Caused by Increasing Weights
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Fig. 3. Left: For the very first simulation tests, a bottleneck environment was used.
In red the path the robot moved from start to goal is shown. Right: In the plot the
behaviour activation levels (weights) and the distances (Euclidean and angular) can be
seen.

Fig. 4. Left: As test environment a lunar crater model will be used. The illumination
conditions can be controlled in a wide range, e.g., to create test situations where single
sensors (the vision system) will fail. Right: The “SeekurJr” robot. This is one of two
platform types to be used to evaluate the behaviour control system.

4 Conclusions

Proposed is a concept of a biologically inspired, robust behaviour control sys-
tem that realizes pure-reactive and deliberative function layers. It is especially
designed for missions in unknown environments. To achieve a robust behaviour
under such conditions, two core properties were realized in the model: (1) a
multi-layered architecture where, e.g., emergency reflexes can interrupt deliber-
ative behaviours and (2) the combination of adaptation, learning, prediction, and
self-evaluation to continuously compare and correct the internal world models
with the actual sensor feedback and to react to unexpected situations.

As next steps, the current implementation of the model needs to be fur-
ther evaluated in simulations. Afterwards, the system will be tested on different
robotic platforms in the test environment described in Section 3.
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Abstract. Exploring an unknown environment with multiple robots requires an
efficient coordination method to minimize the total duration. A standard method
to discover new areas is to assign frontiers (boundaries between unexplored and
explored accessible areas) to robots. In this context, the frontier allocation method
is paramount. This paper introduces a decentralized and computationally efficient
frontier allocation method favoring a well balanced spatial distribution of robots
in the environment. For this purpose, each robot evaluates its relative rank among
the other robots in term of travel distance to each frontier. Accordingly, robots
are allocated to the frontier for which it has the lowest rank. To evaluate this
criteria, a wavefront propagation is computed from each frontier giving an in-
teresting alternative to path planning from robot to frontiers. Comparisons with
existing approaches in computerized simulation and on real robots demonstrated
the validity and efficiency of our algorithm.

Keywords: frontier-based exploration, multi-robot exploration, coordinated
multi-robot exploration, potential field, gradient methods, multi-robot task allo-
cation, distributed robot systems.

1 Introduction

Exploration of unknown environments by autonomous mobile robots can be necessary
in many real world situations, typically for areas where human access is difficult or haz-
ardous. In exploration tasks, multiple robots systems are advantageous because, using
an efficient coordination strategy, they are more accurate and/or faster to explore the
environment than single robot systems [10]. Furthermore, multi-robot systems using a
distributed algorithm are robust to failures, flexible and scalable [2]. Nevertheless col-
lectively building a map with a team of robots also raises up some difficulties. Finding
a good navigation strategy for each robot is not straightforward as the exploration pol-
icy of one robot strongly depends on the exploration policy of others. Another issue is
the computational capabilities of the robots that are often limited when using multiple
robots. Finally, in some cases, robots can negatively interact with each other, inducing
blockage or avoidance maneuvers.

This work aims at providing an efficient method for assigning to each robot ar-
eas to visit within the environment in order to minimize the amount of time required
to fully explore it. Frontiers are the boundaries between unexplored and explored
empty/accessible areas. A robot “exploring a frontier” (moving towards a frontier) dis-
covers new areas to add to the map and new frontiers. When complete exploration is

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 496–508, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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the objective, every frontiers should be explored. In this paper, we show that a good
heuristic is for each robot to go toward the frontier having fewer robots in its direction.

The main contribution of this paper is a novel algorithm for the robot-frontier assign-
ment problem. Each robot is assigned to the frontier for which it is in the best position
i.e. the frontier where there is the fewest robots between the frontier and the robot to
be assigned (in travel distance). Experimental results in simulation show that this al-
gorithm gives significantly better results than a nearest frontier assignment and similar
or better results to a greedy assignment while having a lower computation complex-
ity. Cooperation is achieved by the robots sharing their location coordinates and the
information gathered about the environment.

This paper is structered as follows. Section 2, next, defines the problem before intro-
ducing the notations used throughout the paper. Section 3 reviews the existing literature
on the multi-robot exploration problem. Section 4 describes our exploration strategy.
Finally, in section 5, we compare the performance of our algorithm with previously
proposed algorithms by simulation in various environments, then we present first ex-
perimental results with real robots.

2 Problem Statement

The following presents the notations used and states formally the problem addressed.
The fleet of robots is assumed to be homogeneous (identical robots) and equipped with
exteroceptive sensors allowing them to build a map. To limit the scope of the problem,
robot localization and mapping are not presented in this paper. It can either be done
using an external localization system or by having the robots work with a common
reference frame and using one of the Simultaneous Localization and Mapping (SLAM)
algorithms in the literature (e.g. [11], [8]). Communication is critical for cooperation,
therefore we use a wireless communication network (WiFi) which covers the full area to
be explored by the robots. Exactly one frontier is assigned per robot for 2 reasons. First,
a robot exploring a frontier generally pushes it back and fits the best for exploring that
frontier, therefore it is unavailable to explore another frontier. Second, robots should not
be left standing still if no frontier is available to them because other robots exploring
frontiers are likely to discover new ones and require support to explore them.

Notations
– R the set of robots, R : {R1...Rn} with n = |R| the total number of robots
– F the set of frontiers, F : {F1...Fm} with m = |F| the number of frontiers
– C a cost matrix with Cij the cost associated with assigning robot Ri to frontier Fj

– A an assignment matrix with αij ∈ [0, 1] computed as follows :

αij =

{
1 if robot Ri is assigned to Fj

0 otherwise

The main objective is to minimize the overall exploration time. As the problem is dy-
namic - robots discovering an unknown environment - it is difficult to evaluate the final
exploration duration during the system execution. Indeed, when selecting among differ-
ent allocations, the impact of a given assignment on the global system performance is
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not known because no information about what is behind the frontiers is available. Con-
sequently, optimization has to reevaluated at each time step or at least every time the
robot observes the targeted frontier. The time for all assigned frontiers to be explored
is determined by the maximum exploration time among all frontiers. The optimization
criteria is therefore the minimization of the maximum cost :

Cmax(A) = max
∀i

m∑
j=1

αij Cij (1)

The challenge of the frontier allocation lies in the number of possible assignments be-
ing equal to the number of permutations i.e. sequences without repetition. Therefore,
in the best and most common case when n ≤ m, it is equal to m!

(m−n)! . When n > m

it becomes even greater. These figures make the search for the optimal assignment in-
tractable for large teams of robots and an approximation is therefore necessary.

3 State of the Art

In this section, we review previously proposed methods on multi-robot exploration
strategies. These methods can be classified by their coordination method. First, implicit
coordination that do not use communication for coordination. Then, the approaches
which use communication to a central agent allocating an area to each robot or a decen-
tralized decision making system.

3.1 Implicit Coordination : Nearest Frontier

In 1997, Yamauchi introduced the very popular frontier-based exploration algorithm for
single robot [12]. He first referred to frontiers as the border between known free space
and an unexplored area. A robot moving towards a frontier will therefore sense new
areas of the map. Repeating this operation increases the size of explored environment
until the entire environment is explored: when no frontiers are left. In its multi-robot
extension [13] (see algorithm 1), robots share the gathered information so that they build
a similar map resulting in a similar list of frontiers. Each robot moves towards its nearest
frontier, makes an observation and broadcasts its results. This cooperatively built map
is enough to achieve some coordination: when a frontier is explored by one robot, the
information acquired is shared with the other active robots and the frontier will not
be explored again by another robot. Coordination is said to be implicit because it is
achieved only by sharing information gathered on the environment. No communication
is necessary to coordinate the robots. This method is asynchronous, distributed and
robust to robot failures.

This pioneering work put in evidence the central issue of assigning frontiers to each
robot because, using this approach, several robots can be assigned to the same frontier
not taking advantage of their number to explore different areas. Figure 1(a) illustrates a
situation where two robots are assigned to the same frontier, leaving unexplored areas
without robots (lines show the assigned robot-frontier pairs).
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(a) No consideration for other robots location. (b) Robot 5 and 2 go towards the same region.

Fig. 1. Resulting frontier assignment using the nearest frontier (a) and greedy (b) algorithms

Algorithm 1. Nearest frontier O(m)

Input: Ri, Ci Cost Vector of Ri

Output: αij assignment of robot Ri to frontier Fj

begin

αij = 1 with j = argmin
∀Fj∈F

Cij

end

3.2 Coordination through Communication : Greedy Assignment

Greedy algorithms are commonly used for task allocation and the frontier assignment
problem is a task allocation problem. At each iteration of the allocation loop, the robot-
frontier pair with lowest cost is selected, the robot is assigned to the frontier, and both
are removed from their respective list. This is repeated until all robots have an assigned
frontier. The standard way of applying this greedy algorithm is centralized and syn-
chronous. A centralizer assigns a frontier to each robot, robots travel to their frontier,
share the information collected on the environment and wait for a new assignment. The
centralizer can wait for all robots to arrive at their frontier to assign the new set of
frontiers (synchronous) or whenever a robot reaches its frontier (asynchronous). For
a fair comparison between algorithms a decentralized and asynchronous version of the
greedy allocation algorithm is given in Algorithm 2. Each robot computes the allocation
of the other robots until it finds its assignment. Because robots have the same informa-
tion about the environment including other robots locations, a robot can assume that
the allocation computed for another robot will be the same as the one computed by that
robot. An example of a greedy assignment is illustrated on figure 1(b). Due to the robots
considering the assignment of other robots, robots are evenly assigned to frontier. How-
ever, note that frontier F0 is not assigned while robots R2 and R5 go towards the same
zone. Most frontier allocation approaches are greedy based [3], [9] [14].

3.3 Utility-Based vs Frontier-Based

Utility, proposed by Simmons et al. [9], refers to the difference or ratio between an
estimated information gain and a cost. Evaluating it requires to estimate the expected
area discovered from a target location reduced by the overlap in between robot sensed
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Algorithm 2. Greedy (decentralized) Complexity O(n2m)

Input: Ri, C Cost Matrix
Output: αij assignment of robot Ri to frontier Fj

while Ri has no frontier assigned do
Find k, j = argmin Ckj ∀Rk ∈ R, ∀Fj ∈ F
αkj = 1
R = R \ Rk, F = F \ Fj

IF F = ∅ THEN F = Finit

end

areas and the cost of reaching that target. Targets are greedily assigned on utility to
robots thus maximizing information gain and minimizing the total cost. Utility-based
approaches improves the frontier based approaches (see Burgard et al. [4]) but induces
an extra computation load. However, regarding frontier-based approaches, contiguous
frontiers cells can be grouped or identified into a unique frontier (Franchi et al. [7]) thus
making their performances close to utility-based approaches. In this case, utility and
frontier based approaches avoid sending several robots toward nearby frontier cells.

3.4 Centralized vs Decentralized Systems

In a centralized coordination scheme, one central agent decides which frontier each
robot should explore [9]. Centralized coordination scheme represents a single point of
failure and requires an additional computation and communication cost. In order to
be decentralized, the utility based method was extended by Zlot et al. [14] by using a
market based approach where robots bid on targets, thus negotiating their assignments.
Existing bidding algorithms for frontier allocation usually work with the same principle
as a greedy algorithm. Auctions systems can be centralized [9], one central agent re-
ceives bids from all robots and assigns frontiers to each robot, or decentralized as in [14]
and [5], a robot discovering a frontier is auctioneer for this frontier. These approaches
reduce the computation cost by making parallel computations of paths to frontiers and
assignments but induce a communication overhead of O(nm) because each robot sends
a bid for each frontier.

4 Proposed Approach

Our approach to the frontier allocation problem is based on the distribution of robots
among the frontiers. For this purpose, we do not only take into account the distance
to frontiers. We consider the notion of position or rank of a robot towards a frontier,
by counting how many robots are closer to the frontier. Before detailing the frontier
allocation algorithm, we present the scheme of robots’ behavior and the assumptions
on the environnement representation.
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Each robot performs repeatedly the four following steps :

1. Frontiers identification and clustering
2. Computation of the distances to frontiers
3. Assignment to a frontier
4. Navigation towards the assigned frontiers for a fixed time period.

The map representation used is an Occupancy Grid (OG) [6] which is a square tes-
sellation of the environment into cells of the desired size, maintaining a probabilistic
estimate of their occupancy state. This map is built from the robot perceptions and
broadcasted maps of other robot. To reduce the computation cost, robots are assumed
to have a circular shape and to be holonomic. The configuration space grid is then
computed by enlarging obstacles (including other robots) by the size of the robot. This
configuration space grid is then used for frontier identification and path planning.

Steps 1, 2 and 3 are detailed in the next sections.

4.1 Frontier Identification and Clustering

Each robot maintains a list of frontier cells updated with each information received
or acquired. To reduce the distance computation step and avoid assigning robots to
frontiers cells that will be observed with the same perception, contiguous frontiers cells
are grouped. The size of groups of frontiers cells is thresholded with respect to the size
of sensing areas.

4.2 Distances and Path Computation

To evaluate robots positions we use, as the other methods, a cost matrix. In order to
compute the cost matrix we build a local minimum free artificial potential field from
each group of frontier using the wavefront propagation algorithm (WPA) [1]. From
each frontier cells in a group of frontiers, a monotonically increasing potential is built
by iteratively propagating a wavefront through unoccupied cells in the Configuration
grid. The result of the WPA gives for each cell in the environment the distance to the
frontier using the shortest path. Building the cost matrix is then straightforward using
the location information of each robot. In comparison, most approaches compute a path
from each robot to each frontier (with a A* algorithm). Thus if a robot requires the
cost for another robot, it needs to ask it to the other robot or to compute its path. The
potential field grids is re-computed periodically, at least every time the robot is close
to reaching the frontier, but ideally each time new information is significant enough to
modify the configuration grid and could therefore affect the robot assignment.

4.3 Frontier Allocation

Frontier assignment is done in a decentralized way i.e. each robot autonomously decides
which frontier it will explore next.
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Our approach consists in assigning to a robot a frontier for which it is in best position,
i.e. the frontier having the less robots closer than itself. Formally, we set Pij the position
of a robot Ri towards a frontier Fj as: ∑

∀Rk∈R, k �=i, Ckj<Cij

1

which computes the cardinal of the set of robots closer to the considered frontier than
the robot being assigned.

By reasoning on positions instead of distances, two close robots will be assigned
on frontiers where they will be in first position whatever the distances, thus favoring a
better spatial distribution of robots on frontiers. Figure 2 illustrates such an assignment.
Robot R5 is assigned to frontier F0 instead of a closer frontier. Indeed robot R5 is
in second position for frontiers F1, F2 and F3. This provides a well balanced direc-
tion assignment, which was not the case with the greedy approach (see fig 1(b)). The
algorithm for assignment, called Minimum Position, is given in Algorithm 3.

Fig. 2. Resulting frontier assignment using the MinPos algo. : directions taken are well balanced.

Algorithm 3. MinPos Complexity O(nm)

Input: Ri, C cost matrix
Output: αij assignment of robot Ri

foreach Fj ∈ F do
Pij =

∑
∀Rk∈R, k �=i, Ckj<Cij

1

end
αij = 1 with j = argmin

∀Fj∈F
Pij

In case of equality choose the minimum cost among min Pij

Wavefront Propagation Stopping. To limit the computation load, the propagation of
a wavefront is stopped when it encounters the location of the robot computing its allo-
cation. At this point all robots closer to frontiers have been reached by the wavefront.
The robots not encountered are further to the frontier.

Parallel Computation of Wavefronts. Further reduction of the computation load can
be obtained by computing wavefront propagation in parallel. Wavefronts are started
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simultaneously and propagate at the same speed. When a wavefront encounters a robot
it is paused. Then two cases are considered :

– If the encountered robot is the robot computing its assignment then the process is
finished. The robot is assigned to the frontier corresponding to this wavefront.

– If all wavefronts are paused on other robots, they are restarted sequentially from
the lowest to the highest potential value in order to re-synchronize them. The whole
process is repeated.

This process allows to synchronize the wavefronts propagation first on the number of
encountered robots and second on the distance.

Figure 3 illustrates the result of a parallel wavefront computation.

Fig. 3. Resulting potential values from the wavefront propagation algorithm when stopped on the
robot computing its assignated frontier (left) and using the parallel wavefront computation (right).
Robot computing its allocation is in yellow. Cell color is white when no potential value has been
computed in this cell, otherwise it has the color of the frontier associated with minimum potential
values computed in that cell.

4.4 Path or Trajectory Planning

The wavefront propagation algorithm allows to navigate to the frontier by descending
the negative gradient. A different planner can be used to account for non-holonomic or
dynamic constraints but a feasible trajectory may not exist.

Coordination in between robots is achieved only by cooperatively building the map
and by sharing robots locations. This feature also applies to the decentralized versions
of the greedy algorithms but in comparison the MinPos algorithm using the cost matrix
is less complex. Furthermore, using the parallel wavefront computation, the cost matrix
is not computed, only one complete path is computed: the one from the robot to its
assigned frontier. In the next section, we show that this computation cost reduction does
not compromise performances and can even improve them compared to state-of-the-art
multi-robot exploration algorithms.
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5 Experiments and Analysis

5.1 Simulation : Frontier Assignment Evaluation

Evaluation of the proposed method was carried out in a simulator specifically devel-
oped. Environment and time are discrete, the robot’s size is set to the dimension of a
cell. Robots know with certainty their location and can sense their neighborhood per-
fectly at 360◦ around them with a parameterized range. The simulated environments are
buildings, randomly generated mazes and a regular grid (illustrated in figure 4). Explo-
ration times are measured when robots have discovered every part of the environment.

Fig. 4. Example of the environments used for the experiments: an hospital section, a regular grid,
and a stable

Figure 5(a) compares the exploration times given in simulation steps, while varying
the number of robots of different methods. The methods compared are nearest fron-
tier, the Burgard et al. [4] greedy-based algorithm and MinPos on the hospital section
environment. Results shown are an average of 60 runs of each algorithm with a given
robot count. We observe that the Burgard et al. and Min Position algorithms are more
efficient improving by 13% on average the number exploration steps required to fully
explore the environment. On all the environments except the stable, when the number of
robots is small (from 1 to 5 or 6 depending on the environment), the MinPos algorithm
performs better. On the other hand, our implementation of the Burgard et al. algorithm
has close but slightly better performance when the number of robots is large. Figure
5(b) compares a greedy allocation of frontiers with MinPos allocation on a more real-
istic simulator, exploration times are in seconds. On the environment named stable the
MinPos algorithm is 18% more efficient on average, and this improvement remains true
regardless the number of robots. Results on the mean number of steps and standard de-
viation on all the test environments show that the MinPos algorithm has less variability.
This has been confirmed by an analysis of variance test run on the obtained data.

5.2 Analysis

As a tentative explanation of the results obtained we analyze, in this section, different
assignments on static crossroad situations.

During system execution, an adequate dynamical behavior emerges that tends to sep-
arate grouped robots. For example, as shown in Figure 6(a), two robots following each
other to reach the same frontier will separate as soon as the first one moves away from
an unassigned frontier, when re-computing its assignment frequently and as soon as it
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(a) (b)

Fig. 5. Exploration results for simulations in the hospital (a) and stable (b) environment

reached the frontier otherwise. Indeed, the second robot is then in first position towards
this frontier and therefore assigned to it. With the nearest frontier algorithm both robots
would have continued exploring the area behind frontier F1, with a greedy algorithm
robots would have initially been assigned to the different frontiers.

Compared to the greedy assignment of frontiers the MinPos algorithm does not only
consider distances to frontiers but also directions to frontiers. This feature has the ad-
vantage of separating grouped robots in different directions. For example, in figure 6(b),
the MinPos assignment will send robot R1 to frontier F1 which is further away than
F2 and F3 but in a different direction whereas the greedy assignment will send R3 to
F2 and R1 to F3. The MinPos assignment will lead to a shorter exploration time of
all frontiers because once R3 has explored F2 it will then explore F3 to complete the
exploration (F2-F3 are closer to each other than F2-F1).

A limit of the MinPos frontier assignment appears when, from a robot point of view,
there is a direction with multiple frontiers and multiple robots in front. The robot will
consider the robots in front even though the number of frontiers is larger than the num-
ber of robots, leaving unassigned frontiers. Figure 6(c) illustrates such a situation where
R3 “sees” frontier F1 with 2 robots in front and will go towards F4 where it is in 2nd
position. In these situations, a greedy assignment performs better. Nevertheless results
show that the impact on performance are low.

5.3 Experiments with Robots

The MinPos algorithm was also tested with up to four robots. The robots used are
MiniRex robot built in the LISA lab at the university of Angers France. For explo-
ration, they are equipped with a Hokuyo utm-30lx laser range sensor and three ultra-
sound range sensors. The environment to explore, shown in Figure 7, is approximately
35m2 and features glass walls. Figure 7 shows the results of the exploration with 3



506 A. Bautin, O. Simonin, and F. Charpillet

(a) (b) (c)

Fig. 6. (a) : two robots separating on a T intersection using MinPos; (b)(c) : comparisons with
greedy assignment, frontier assignment using MinPos (top) and greedy (bottom)

robots. The trajectories of each robot demonstrate the validity and efficiency of the pro-
posed approach, indeed each robot explored a different part of the environment. The
comparison of MinPos with nearest frontier with the MiniRex robots showed that the
exploration is faster with MinPos and generates less conflict in between robots.

Videos of an exploration of the arena can be seen at www.loria.fr/˜bautin/
outputfile.avi and www.loria.fr/˜bautin/outputfile2.avi.

Fig. 7. Photo of the environment (left), map and trajectories resulting from an exploration (right)

6 Conclusion

We addressed the problem of exploring an unknown environment with multiple au-
tonomous robots. A novel algorithm is proposed to assign frontiers that should be ex-
plored by each robots. This algorithm addresses the limitation of previous approaches
in that it achieves a good coordination with a low complexity algorithm not requiring
coordination with explicit communication.

The proposed algorithm is based on the concept of position of a robot toward a
frontier, defined by the number of robots closer to the frontier than the robot evaluating
its position. To cooperate, the robots share their location and local maps. Each robot
then decides autonomously which frontier it will explore next.

Performance measures in simulation demonstrated that our approach is significantly
more efficient in total exploration time than the nearest frontier assignment. Our algo-
rithm performs better than a utility greedy assignment of frontier when the number of

www.loria.fr/~bautin/outputfile.avi
www.loria.fr/~bautin/outputfile.avi
www.loria.fr/~bautin/outputfile2.avi
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robots is small and has similar performances when the number of robots grows. Further-
more, the MinPos algorithm has a lower complexity than greedy algorithms and does
not require to compute a path from each robot to every frontier beforehand. Indeed, dis-
tances to frontiers are computed using a wavefront propagation started from frontiers
independently of the number of robots.

We have successfully used this approach during the french robotics challenge Carotte
that has been won by deploying five robots in a 120m2 unkown ’appartement-like’
environment. As future work, we are considering the use of a hybrid metric/topological
map representation. We aim to further reduce bandwidth requirements by sharing only
topological information in between robots exploring different parts of the environment.
This should allow a more distributed and therefore scalable approach.

Acknowledgement. This work has been supported by the French National Research
Agency (ANR) and Defence Procurement Agency (DGA) in the Cartomatic project of
ANR Carotte.
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Abstract. Parallel robots have become an interesting alternative to se-
rial robots due to their capability to perform certain tasks at high speed
and precision. However, in order to fully exploit the theoretical capa-
bilities of these mechanism, model-based, advanced control approaches
are required. In this paper, the Extended CTC control approach is intro-
duced. This scheme is based on the introduction of the data of the passive
joint sensors on a CTC-based control law. Experimental validation on a
5R parallel manipulator prototype is provided in order to demonstrate
the effectiveness of the approach.

Keywords: Parallel Robots, Model Based Control, Redundant Sen-
sors,Computed Torque Control, 5R robot.

1 Introduction

In the last decade, the interest of both academia and industry on parallel robots
[1] has increased due to the high properties of these mechanisms in terms of high
speed and accuracy. These capabilities are directly related to the structure of
these robots, which is composed by multiple kinematic chains that usually join a
mobile platform to a fixed one. This configuration provides higher stiffness than
the open-chain structure of serial robots, and allows to increase the load/weight
ratio, decrease the positioning errors of the Tool Center Point (TCP) and reduce
the moving mass of the mechanism in order to operate at high speed. Due to
these capabilities, these robots are considered to be the best solution for those
tasks that require high-speed, precision or heavy load handling.

However, the theoretical potential of these robots is also limited by their
own structure. The closed-chain structure, being more complex than the serial
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open-chain structure, implies a more complex kinematic and dynamic model.
Moreover, the interference and constraints imposed by each kinematic chain
limits the movement of the robot, resulting in a smaller operational workspace
than those offered by serial robots and the presence of internal singularities.

In order to give solution to these issues, in recent years extensive research has
been done. However, this effort has not been balanced among the different areas
of study. This way, while kinematics analysis, synthesis and workspace analysis
have been the focus of a considerable number of research works, other areas such
as calibration, control and dynamics have been less studied.

In the control area, most of the works that can be found in the literature ap-
ply the existing control approaches designed for serial robots directly to parallel
robots, without considering the particularities of these mechanisms. Thereby, the
control approaches in parallel robots fall into two categories: Local control ap-
proaches [2–7] and Model-based control approaches [8–12]. The first one is based
on the use of simple PIDs to control each actuated joint of parallel robots inde-
pendently from the rest. Thus, although its implementation is simple and easy,
the independent joint control cannot compensate for the interferences caused by
the high dynamic coupling of the mechanism. Therefore, local control approaches
provide acceptable performance to execute low precision and speed tasks. On the
other hand, model-based control approaches consider the whole robot dynamics
and are suitable for high speed and precision tasks. Thus, the model-based con-
trol schemes seem the most suitable approaches for parallel robots, as they can
theoretically exploit all the potential of these robots.

However, the latter approaches require the definition and identification of a
proper kinematic and dynamic model, which is, in general, more complex to
obtain. This issue, is even more critical in parallel robots due to two additional
phenomena. First, in parallel robots, kinematic and dynamic calibration is still
an open field, so the identification procedure of the model is a key issue. Second,
as the precise location of the TCP of the mobile platform is difficult to be
obtained, its pose has to be estimated using the data provided by the actuators
attached to the active joints and the kinematic model [13]. This means that, due
to the existence of the so-called passive joints, from the control point of view
only the active joints are controlled and the rest of the mechanism is open-loop.
These issues limit the performance of model-based approaches.

In previous works of the authors [14], a novel Computed Torque Control
(CTC) based approach was introduced in order to reduce the effect of model
parameter uncertainties and fully exploit the capabilities of parallel robots. The
so-called Extended CTC approach combines the performance of model-based
control approaches and the robustness of sensor redundancy. This way, the con-
trol law uses information from both active and some extra sensorized passive
joints to calculate the control action, resulting in a better estimation of the
pose of the TCP and increased control performance even when model parameter
uncertainties are high.

In this paper, the simulation and experimental validation of the Extended
CTC approach in a 5R parallel manipulator prototype is detailed. For that
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purpose, the rest of the paper is organized as follows: in section 2, the Extended
CTC approach is introduced. In section 3, the 5R parallel robot prototype and its
kinematic and dynamic models are detailed. Section 4 describes the experimental
setup and results of the validation of the approach. Finally, the most important
ideas are summarized.

2 The Extended CTC Approach

The Extended CTC approach is a generalization of the classical CTC approach
widely analyzed in the literature. Thus, while the latter only uses the informa-
tion provided by active joints, the first uses both active joint data and extra
sensorized passive joint data to calculate the control action. The use of redun-
dant sensor information provides better estimation of the unmeasured variables
of the mechanism and the TCP. So, the direct feedback of the passive joint data
allows better control of the mechanical structure.

As in the case of the classical CTC approach, the Extended CTC uses the
Inverse Dynamic Model (IDM) to compensate the nonlinear dynamics of the
robot. However, as the Extended CTC uses redundant information, this IDM is
calculated in terms of the redundant coordinates, called control coordinates qc.
The procedure to calculate this redundant dynamic model in a compact form is
detailed in [15].

The Extended CTC approach can be implemented in both task and joint
spaces. The task space implementation is shown in Fig. 1(a). As it can be seen,
the redundant data, grouped in the control coordinates qc, is used implicitly
in the model to estimate the task coordinates x and the nonsensorized passive
joints qp. This way, in presence of model parameter uncertainties, this approach
allows to calculate better estimates of the unmeasurable variables of the model,
allowing a more accurate control. The control law of the Extended CTC in the
task space is defined as,

τ = D (ẍref +Kv ėx +Kp ex) +Cẋ+G (1)

whereKp andKv are the position and velocity gains; ex = xref−x, ėx = ẋref−ẋ
is the positioning and velocity error related to the task coordinates; ẍref , ẋref

and xref are the task coordinates reference; and D, C and G are the inertia,
Coriolis and Gravity matrices, which are defined in terms of x, qc and qp, and
their derivatives.

On the other hand, the joint space implementation (Fig. 1(b)) uses explicitly
the redundant control coordinates qc in the control law, providing direct control
on all sensorized joints. This approach allows better control of the mechanism
even in presence of model parameter uncertainties, as the controller will try to
minimize errors in all sensorized joints. Note that in this approach the reference
trajectories of the control coordinates q̈cref , q̇cref , qcref must be calculated from
references of the task coordinates ẍref , ẋref , xref using the Inverse Kinematic
Model (IKM) of the robot. Thus, the control law is defined as,

τ = D (q̈cref +Kv ėq +Kp eq) +Cq̇c +G (2)
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(a) Task Space Implementation (b) Joint Space Implementation

Fig. 1. Extended Computed Torque Control approach

where Kp and Kv are the position and velocity gains and eq = qcref − qc,
ėq = q̇cref − q̇c is the positioning and velocity error related to the control
coordinates.

As demonstrated in previous works [14], the Extended CTC provides better
control performance and tracking error reduction while maintaining stability.

3 The 5R Parallel Robot Prototype

In order to validate experimentally the proposed Extended CTC approach, a 5R
parallel robot prototype has been built (Fig. 2(a)). The 5R is a two degrees-
of-freedom parallel robot composed by 4 mobile links joined to a fixed base by
means of 5 rotational (R) joints. Thus, the robot is composed by two active
joints located in points Ai, and three passive joints located in points Bi and P.
Point P (x, y) reflects also the location of the TCP in the XY plane.

(a) 5R Parallel Robot Prototype

qs1

qs2

(b) Schematics of the mechanism

Fig. 2. 5R Parallel Robot

The prototype is mounted upside-down, so that the workspace lies on the
negative subplane of axis Y. The mechanism is built entirely in aluminum and is
actuated by two MAXON EC32 80W servomotors located in actuated joints Ai.
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The two passive joints of the robot located at points Bi are sensorized by means
of two Wachendroff WDGA-36A absolute encoders. All devices are connected to
a Labview RT based centralized controller using a CANOpen bus.

The dynamic model of the servomotors has been identified experimentally as
a first order linear system composed by a inertia term Im and a viscous friction
term Bm,

τm = Im ω̇m +Bm ωm = 0.16082 ω̇m + 0.7736ωm (Nm) (3)

where τm is the motor torque and ωm the angular velocity of the motor. Coulomb
friction terms have been neglected.

In order to implement the Extended CTC approach, the dynamic model of the
robot is defined in terms of all sensorized variables. These variables are grouped

in the control coordinates qc =
[
qa

T qs
T
]T

, where qa =
[
qa1 qa2

]T
are the

actuated joints and qna = qs =
[
qna1

qna2

]T
are the nonactuated sensorized

joints associated to points Bi. The set of all joint variables is defined as q =[
qTa qTs

]T
, and in this particular case q = qc. The task coordinates x =

[
x y

]T
are defined by the location of the TCP P(x, y).

3.1 Kinematic Model

Using these sets of variables, the kinematic and dynamic models can be derived.
The direct and inverse position problems are calculated operating the loop clo-
sure equations of the mechanism,[

x
y

]
= ai + Li

[
cos qai

sin qai

]
+ li

[
cos(qai + qsi)
sin(qa1 + qsi)

]
, i = 1, 2 (4)

Thus, if all joint variables are sensorized, the task coordinates (x, y) can be easily
obtained from (4). In order to provide more robustness to the estimation of the
coordinates, the x and y coordinates are calculated as the mean of (4) applied
to both diads. The inverse kinematic problem, on the other hand, can be easily
obtained by operating (4), as detailed in [14].

The velocity relations and Jacobian matrices are calculated by differentiating
the closure loop equations (4) with respect to time. Thus, the velocity equation
that relates the velocity of the task coordinates ẋ and the control coordinates
q̇c,

0 = Jx ẋ+ Jq q̇c → q̇c = −Jq
−1 Jx ẋ = Jqx ẋ (5)

The relation of the velocities of actuated and nonactuated joints is required in
order to calculate the dynamic model [5]. Thus, combining each pair of equations
of (4) and differentiating with respect to time,

0 = Jqa q̇a + Jqs q̇s (6)

Using (6), the jacobian T can be calculated. This matrix relates the velocities
of all joint coordinates q and the ones of active joints and is used to project the
dynamic model into the actuator space,
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q̇ =
[
I2 −Jqs

−1 Jqa

]T
q̇a = Tq̇a (7)

The acceleration relations are obtained by differentiating the velocity relations.

3.2 Dynamic Model

Using the previously calculated kinematic relations and applying the Lagrangian
formulation, the dynamic model of the 5R parallel manipulator can be calculated
in terms of the control coordinates qc,

τ = TT (Dq̈c +Cq̇c +G) + Im q̈a +Bm q̇a (8)

where Im and Bm define the actuator dynamics.
The inertia matrix D = [dij ],

d11 = mL1 l
2
cL1

+ml1

(
L2

1 + l2cl1 + 2L1lcl1 cos qs1
)
+ms1

(
L2

1 + l2cs1 + 2L1lcs1 cos qs1
)

+mc

(
L2

1 + l21 + 2L1l1 cos qs1
)
+ Ic + Il1 + Is1 + IL1

d22 = mL2 l
2
cL2

+ml2

(
L2

2 + l2cl2 + 2L2lcl2 cos qs2
)
+ms2

(
L2

2 + l2cs2 + 2L2lcs2 cos qs2
)

+Il2 + Is2 + IL2

d33 = ml1 l
2
cl1

+mcl
2
1 +ms1 l

2
cs1 + Il1 + Ic + Is1

d44 = ml2 l
2
cl2

+ms2 l
2
cs2 + Il2 + Is2

d13 = d31 = ml1

(
l2cl1 + L1lcl1 cos qs1

)
+ Il1 +ms1

(
l2cs1 + L1lcs1 cos qs1

)
+ Is1+

mc

(
l21 + L1l1 cos qp1

)
+ Ic

d24 = d42 = ml2

(
l2cl2 + L2lcl2 cos qs2

)
+ Il2 +ms2

(
l2cs2 + L2lcs2 cos qs2

)
+ Is2

the Coriolis matrix,

C =

⎡
⎢⎢⎣

h1q̇s1 0 h1(q̇a1 + q̇s1) 0
0 h2q̇s2 0 h2(q̇a2 + q̇s2)

−h1q̇a1 0 0 0
0 −h2q̇a2 0 0

⎤
⎥⎥⎦

with,

h1 = −L1 sin qs1 (lcl1 ml1 +mc l1 +ms1 lcs1)
h2 = −L2 sin qs2 (lcl2 ml2 +ms2 lcs2)

and the gravity vector G =
[
g1 g2 g3 g4

]T
,

g1 = (mL1 lcL1 +ml1L1 +ms1L1 +mcL1) g cos qa1

+(ml1 lcl1 +ms1 lcs1 +mcl1) g cos (qa1 + qs1)
g2 = (mL2 lcL2 +ml2L2 +ms2L2) g cos qa2 + (ml2 lcl2 +ms2 lcs2) g cos (qa2 + qs2)
g3 = (ml1 lcl1 +ms1 lcs1 +mcl1) g cos (qa1 + qs1)
g4 = (ml2 lcl2 +ms2 lcs2) g cos (qa2 + qs2)

Equation (8) defines the IDM to implement the Extended CTC in the joint
space (Fig. 1(b)). In order to implement the Extended CTC in the task space,
the dynamic model (8) must be projected to the task coordinate space using the
kinematic relation (5),

τ = TT (Dx ẍ+Cx ẋ+G) + Im q̈a +Bm q̇a (9)
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where Dx = DJqx and Cx = CJqx +DJ̇qx.
The identified parameters for each of the kinematic and dynamic parameters of

the mechanical structure are summarized in Table 1. The nonredundant dynamic
model of the 5R parallel robot used to implement the classical CTC controller
can be found in [5].

Table 1. Identified model parameters in the 5R parallel robot prototype

Parameter Value Parameter Value Parameter Value

a1

[
0 0

]T
(m) a2

[
0.25 0

]T
(m) L1,L2 0.15 (m)

lcL1 ,lcL2
0.075 (m) l1, l2 0.25 (m) lcl1 ,lcl2 0.125 (m)

lcs1 ,lcs2 0.05 (m) mc 0 (kg) mL1 ,mL2 0.069 (kg)

ml1 ,ml2 0.159 (kg) ms1 ,ms2 0.21 (kg) IL1 ,IL2 2.5 10−4 (kg m2)

Il1 ,Il2 1.04 10−3 (kg m2) Is1 ,Is2 3 10−5 (kg m2) Ic 0 ( kg m2)

4 Simulation and Experimental Validation

In order to demonstrate the effectiveness of the Extended CTC approach, the
dynamic performance of the proposed control scheme will be compared with the
one of the classical CTC approaches. For that purpose, two reference trajectories
are defined in the task space: a circular one, characterized by a center in point
(0.125,−0.2965) (m) and a radious of 0.05 (m); and a spiral trajectory, char-
acterized by a starting point (0.125,−0.3665) (m) and center (0.125,−0.2465)
(m).
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Fig. 3. IAE index evolution
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Both Extended and classical CTC have been tuned experimentally to achieve
the best possible dynamic behaviour in the 5R prototype, i.e., the less trajectory
tracking error. Thus, the position and velocity gains for both controllers have
been tuned to achieve a maximum overshoot of 10% and a peak time of 0.3s
(kp = 150 and kv = 15). Additionally, the reference trajectories will be executed
by each controller defined in both joint and task space.

A set of simulation experiments has been carried out to analyze the dynamic
behaviour of both Extended and classical CTC approaches when parameter un-
certainty increases. For that purpose the aforementioned validation trajectories
will be simulated for different parameter variations and the IAE (Integral of the
Absolute Error) index will be measured. Model uncertainties will be simulated
by modifying the parameters of the IDM used in the controller. The maximum
parameter errors are 1mm for distance parameters, 0.01Kg for masses and 10%
of the nominal inertia values.

Simulation results for a set of 250 random error variations are summarized
in Fig. 3. As it can be seen, as model parameter deviation errors increase, the
CTC approaches cannot compensate properly the nonlinear dynamics of the
parallel robot, resulting in a decrease of the performance of the controller and
increasing the IAE index of the TCP tracking error. However, in the Extended
CTC approach, the effect of the model parameter uncertainties is lower due to
the sensor redundancy, allowing a smaller increase ratio than the classical CTC
approach. Thus, the data in Fig. 3 demonstrates that statistically, the Extended
CTC approach present better dynamical behaviour that the traditional CTC
approach when randomized error deviations are introduced in the IDM used by
the controller.

These conclusions have been corroborated by a set of experiments carried out
in the 5R parallel robot prototype. The controllers have been implemented on a
Labview RTTMbased control framework with a cycle time of 10 ms. Additionally,
both task and joint space implementations have been tested for each controller
type.

Experimental results are summarized in Table 2. Data shows that, similar to
the simulation results, the task space (TS) implementation of the Extended CTC
approach shows better performance than the joint space (JS) implementation.
Moreover, it is confirmed that Extended CTC approaches provide better dynamic
behaviour than the classical CTC approaches. The performance comparison can
also be seen in Fig. 4, where the time evolution of the TCP tracking error is
shown.

Table 2. Experimental IAE Indexes

Controlador IAE Circular Traj. IAE Spiral Traj

CTC (Joint Space) 4.0101 3.7079

CTC EXT (Joint Space) 3.2123 3.6127

CTC (Task Space) 4.0304 3.0813

CTC EXT (Task Space) 2.0680 2.4325
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Fig. 4. Circular Trajectory Experimental Data

5 Conclusions

In this paper the advantages of the Extended CTC approach have been demon-
strated experimentally on a 5R parallel robot prototype. The proposed approach
combines the robustness provided by redundant sensors and the dynamic per-
formance of the Computed Torque Control approach. The resulting control law
allows to use the redundant data to increase the performance of the controller,
providing better performance than the traditional CTC approaches even when
parameter uncertainties arise.

The proposed controller is validated on the 5R parallel robot prototype by
two complementary approaches. First, a simulation based performance analysis
is carried out, in which randomly generated errors are introduced in the IDM
used to implement both classical and Extended CTC approaches. Second, a ex-
perimental validation is carried out in a 5R parallel robot prototype, in which
the performance of both controllers is analyzed. Results demonstrate that the
Extended CTC provides better dynamic behaviour than the classical CTC ap-
proach, reducing the tracking error.
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Abstract. We present a control scheme that does not require exact
knowledge of the model of an underwater vehicle while maintaining
robustness against both parameter uncertainties and environment dis-
turbances. An important aspect of the proposed control is the relative
simplicity of its implementation. To verify the effectiveness of the con-
troller, we use an efficient simulator that takes into account the fluid
velocity and acceleration without the explicit expression of the last term.
Simulations shows the effectiveness of the proposed control law.

Keywords: Robust control, Stability, Simulator, Model-free control, Un-
derwater Vehicles, Fluid disturbance.

1 Introduction

Substantial work has been dedicated on defining control schemes for underwa-
ter vehicles that provide good performance to the system. Although traditional
adaptive controllers for robots in terrestrial environments work well, they do not
have the expected performance in underwater vehicles. In general, the dynamics
of underwater vehicles is highly nonlinear and strongly coupled. This is mainly
due to the nonlinearities present in the dynamic and kinematic models as well
as those prompted by actuator and thrusters characteristics when dealing with
existing stochastic disturbances in the environment (e.g., currents), which alter
the estimation of the exact dynamic parameters of the vehicle. Thus, the main
challenge is to obtain a model that accurately describes the vehicle dynamics.
We propose a control scheme that does not require exact knowledge of the model
parameters of the vehicle while maintaining its robustness against disturbances
present in the environment.

One of the control systems for underwater robots commonly used is the sliding
mode control. This system is suitable for underwater control thanks to its robust-
ness to uncertainty. In their work, Healey and Lienard [1] propose a multivariable
sliding mode control based on state feedback and the results are quite satisfac-
tory for the combined speed, steering and diving response of a slow speed AUV.
More recently, Raygosa-Barahona et al. [2] present a non-linear model free high
order sliding mode controller together with the backstepping and path planning
techniques to solve the underactuated limitations of a remotely operated vehicle
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(ROV) and [3] describe an optimal integral-sliding-mode controller was designed
for the AUV depth control system by constructing a sliding mode surface with
quadratic optimization.

In addition to the sliding mode based control, there are other methods that
provide robustness to the control when there exist uncertainty. For example, in
[4] a fuzzy control system is applied to guide and control the AUV using a fuzzy
modeling too and Teo et. al, in [5] show a robust autonomous underwater vehicle
(AUV) docking approach that can handle unknown water currents, their simula-
tion results demonstrated the inherent robustness of this designed fuzzy docking
approach against unknown current disturbances, without any real-time velocity
measurements. In [6] a hybrid (adaptive and sliding) controller is proposed. This
controller consists of a switching term which compensates for uncertainties in
the input matrix and an on-line parameter estimation algorithm. In other work,
Park et al. [7] apply a nonlinear H∞ optimal control to AUV, one feature of the
control design is that it can deal with the robustness as well as the optimality.
The problem is that it is complicated to calculate the control.

In this paper, a sub-optimal robust control for position tracking task of un-
derwater vehicle is proposed, the design of the control law is based on the work
presented in [8]. The main idea of this paper is to add to an existing PID lineal
regulator, a nonlinear feedback loop to improve the robustness and performance
of the resulting closed-loop system over the linear regulator. This passivity pro-
perty of the system is used for control design, which ensures locally stable beha-
vior when the desired velocities and accelerations of the vehicle are bounded as
well as the position error, the velocity and acceleration of the fluid. We present
simulation results on the NEROV model under different scenarios and simulator
characteristics.

This article is organized as follows. Section 2 presents some aspects related
with the project. The passive robust control approach is given in Section 3, the
simulator description and the experimental results are presented in Section 4.
Finally, some conclusions are given in Section 5.

2 Relevant Background

2.1 Dynamic Model

The underwater vehicle dynamics can be described from Kirchhoff’s equations
[9], where the total kinetic energy is given by an inertial term and the lumped pa-
rameter representation (added mass) of the fluid kinetic energy and the relative
velocity between the underwater vehicle and fluid itself [10]:

K =
1

2
νTMIν +

1

2
νT
RMaνR

Then the dynamics, where all external forces like fluid damping and gravity-
buoyancy are included, becomes:

M ν̇ + Cv(ν)ν +Dv(νR)ν + gv(q) = F u + ηv(·) (1)

ν = J(q)q̇, (2)
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where q = (dT ,ϑT )T ∈ IR6 is the pose of the vehicle (position and orientation
with respect to an inertial frame) that can be used as generalized coordinates
vector, ν = (vT ,ωT )T ∈ IR6 is the twist of the vehicle (linear and angular
velocity) expressed in its own reference frame, ζ = (ζT

v , 0)
T ∈ IR6 is the fluid

velocity twist, expressed in the inertial frame, expressing a non rotational fluid,
and νR = ν − RT (q)ζ ∈ IR6 is the relative fluid velocity twist where R(q) =
diag{R(ϑ), R(ϑ)} ∈ SO(6) is an extended rotation matrix that transforms any
6D vector (like twists) from the vehicle frame coordinates to the inertial frame
ones. The rest of the terms in (1)-(2) are as follows: M = MI + Ma = MT >
0 ∈ IR6×6 is the positive constant and symmetric inertia matrix which includes
the inertial mass MI and the added mass matrix Ma; Cv(ν) ∈ IR6×6 is the
twist dependent Coriolis matrix which may have multiple representation forms
among some are skew symmetric (see [9]), and the product Cv(ν)ν ∈ IR6 is
the unique Coriolis vector, quadratic in velocity; Dv(q,ν, ζ) > 0 ∈ IR6×6 is the
positive definite dissipative matrix, dependant in the magnitude of the relative
fluid velocity that give rise the quadratic dissipative hydrodynamic effects of
potential damping, and skin and viscous friction; gv(q) ∈ IR6 is the potential
wrench (forces and torques) vector which includes gravitational and buoyancy
effects; F u = (fT

u ,n
T
u )

T ∈ IR6 is the input wrench, expressed in the vehicle
frame, produced by the vehicle’s thrusters; J(q) ∈ IR6×6 is the operator that
maps the generalized velocity (or pose tie derivative) to the vehicle twist; and
ηv(q,ν, ζ, ζ̇) is the external disturbance wrench produced by the fluid currents,
which is explicitly given as

ηv(q,ν, ζ, ζ̇) = MaRT ζ̇ +Dv(q,ν, ζ)RT ζ(t) (3)

−
[
MaΩ(ν̄) +ΩT (ν)Ma

]
RT ζ(t) ∈ IR6.

The twist ν̄ = (0T ωT )T contains only angular velocity, and the operator Ω(·)
is defined as follows

Ω(ν) �
[
[ω×] [v×]
0 [ω×]

]
∈ IR6×6, (4)

where [a×] ∈ SS(3) is the skew symmetric cross product operator. Notice that 1)
one possibility of expressing the Coriolis Matrix is Cv(ν) = −ΩT (ν)M , which is
not skew symmetric, but fulfills uniqueness of the Coriolis vector, i.e. Cv(ν)ν =
−ΩT (ν)Mν; and 2) Ṙ = RΩ(ν̄).

In [11] is proven the existence of a single second order equivalence of the double
first order differential equation set (1)-(2), in the absence of fluid velocity, where
each one of its components fulfills all properties of Lagrangian systems (i.e.
definite positiveness of inertia and damping matrices, skew symmetry property
of the Coriolis matrix and appropriate bounds in all the terms). An extension
including fluid velocity is derived directly using (2) in (1), yielding to

H(q)q̈ + C(q, q̇)q̇ +D(·)q̇ + g(q) = τ u + ηq(q, q̇, ζ, ζ̇) (5)
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Where according to [10], all the terms are bounded for nonnegative constants
bi ≥ 0 as follows:

‖H(q)‖ ≤ b1 = λM{H(q)}
‖C(q, q̇)‖ ≤ b2‖q̇‖

‖D(q, q̇, ζ(t))‖ ≤ b3‖q̇‖+ b4‖ζ(t)‖
‖g(q)‖ ≤ b5

‖ηq‖ ≤ b6‖ζ̇‖+ b7‖q̇‖ ‖ζ‖+ b8‖ζ‖2

2.2 Control

In [12] and [13] it is proposed to use nonlinear regulators for linear plants based
on an inverse optimal control problem. They describe the application of this
methodology in the control structure of the type PID + uNL, which is imple-
mented in second-order mechanical systems subject to state disturbances and
control input saturation. The problem of robustness is studied and the benefits
of this control are analyzed. Later, in [8] a comparative analysis of applying the
classical PID control and PID + uNL scheme in aquatic vehicles is presented.
In this last work, they assume that the regulation problem of the system being
controlled with a nonlinear PID controller can be written in the following state
space description:

ẋ = Ax+B(τNL + γ(x)), (6)

where A is a Hurwitz matrix, induced by the linear controller, x(t) is the sys-
tem generalized error vector, γ(x) is the state-dependent system disturbance
provoked by nonlinear forces and inertia couplings, and τNL is the nonlinear
component designed to compensate the effects of γ(x). One possible solution is
explicitly given to be the following:

τNL = −2β(xTPx)BPx (7)

where β es una positive constant gain and P is the positive-definite matrix that
fulfils the corresponding Lyapunov equation.

On the other hand, we also consider a passivity-based control scheme, that can
be designed using the passivity properties of the Lagrangian model. A variety
of studies have employed this philosophy, as described by [14], [15], [16]. In this
scheme, the control input is defined as follows

u = Ĥ(q)q̈r + Ĉ(q, q̇)q̇r + ĝ(q)−KDs+ u0, (8)

where Ĥ(q), Ĉ(q, q̇), and ĝ(q), are nominal values related to the unknown pa-
rameters of H(q), C(q, q̇) and g(q), where they can be obtained as approxi-
mations of real values. KD is a positive definite, diagonal matrix, and u0 is an
additional control input. Finally the variables s � q̇− q̇r and qr � q̇d −Λq̃ are
known as the extended error and reference trajectory respectively, where qd is
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the desired trajectory that is obtained from a proper motion planner and Λ is a
positive definite matrix. Therefore the extended error can also be defined as

s = ˙̃q + Λq̃, (9)

Both controllers are expected to have robustness properties because they do not
rely on the exact cancelation of the robot nonlinearities. The control described
in the following section makes a fusion of the two controls mentioned above,
resulting in a simple scheme to implement while ensuring the system stability.

3 Sub-optimal Passivity-Based Robust Control

The control described in the following section makes a fusion of the two controls
mentioned above, resulting in a simple scheme to implement while ensuring the
system stability.

Consider the following control law to be applied to the dynamic system (1):

F u = M̂ ν̇r + D̂vνr − J−T (q)

(
Kss+Ki

∫
s dt+ β‖s‖2s

)
, (10)

with constant positive definite matrices M̂ , D̂v, Ks, Ki, and Λ and positive
scalar β, with s defined as in (9) and the reference vehicle twist defined as

νr � J(q)q̇r = J(q)(q̇d − Λq̃) = νd − J(q)Λq̃,

From the Kirchhoff-Lagrange equivalences, the control law (10) has the following
Lagrange equivalence

τ u = Ĥ(q)q̈r + Ĉ(q, q̇)q̇r + D̂(q)q̇r −Kss−Ki

∫
s dt− β‖s‖2s, (11)

with the following relationships

Ĥ(q) � JT (q)M̂J(q) > 0 (12)

Ĉ(q, q̇) � JT (q)M̂J̇(q) (13)

D̂(q) � JT (q)D̂vJ(q) > 0 (14)

that meet Ĉ(q, q̇)+ĈT (q, q̇) =
˙̂
H(q) which in turn is equivalent to the following

property:

xT

[
1

2
˙̂
H(q)− Ĉ(q, q̇)

]
x = 0, ∀x �= 0. (15)

On the other hand, consider that the first 3 terms in the left hand-side of (5) can
be written in a regressor-like expression of the form H(q)q̈+C(q, q̇)q̇+D(·)q̇ =
Y (q, q̇, q̈)θ, where Y (·) : IRp �→ IRn is the regressor made of known nonlinear
functions of the generalized coordinates and its time derivatives, and θ ∈ IRp
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is the dynamic parametric vector of p unknown constant terms. The difference
with an estimate version, expressed as Y (·)θ̃, would be explicitly given as

Y (·)θ̃ = [H(q)− Ĥ(q)]q̈ + [C(q, q̇)− Ĉ(q, q̇)]q̇ + [D(q, q̇, ζ)− D̂(q)]q̇,

where θ̃ = θ − θ̂ is the estimate error of the dynamic parameters, and which,
after Lagrangian properties, is bounded as

‖Y (·)θ̃‖ ≤ c1‖q̈‖+ c2‖q̇‖2 + c3‖ζ‖‖q̇‖ (16)

for positive constants c1, c2 and c3.
Given the above, we can state the following result:

Theorem 1. Consider the open-loop system (1)-(2) with bounded signals ν̇, ζ(t)
and ζ̇(t). Then, for the input control law (10), there always exist positive gains
(β, Ks, Ki, Λ), such that close-loop regime is locally stable, i.e. s → 0, provided
that the feedback signals νd, q̃ are bounded. In consequence, both errors q̃ and ˙̃q
are also locally stable.

The first step to prove Theorem 1 is to find the closed-loop dynamics. This
is achieved by substituting the Lagrangian equivalent control law (11) in the
Lagrangian equivalent open loop system (5), resulting in the following expression:

Ĥ(q)ṡ+Ĉ(q, q̇)s+D̂(·)s+Kss+Ki

∫
sdt = −β‖s‖2s−Y (·)θ̃−g(q)+ηq(·) (17)

Secondly, consider the following Lyapunov candidate function

V (x) =
1

2
sT Ĥ(q)s+

1

2
ãTKi

−1ã, (18)

where ã � a0−Ki

∫
s dt for a given constant vector a0 ∈ IRn. The time derivative

of V (x) becomes

V̇ (s) = sT Ĥ(q)ṡ+
1

2
sT

˙̂
H(q)s+ ãTKi

−1 ˙̃a

= sT Ĥ(q)ṡ+
1

2
sT

˙̂
H(q)s− sTa0 + sTKi

∫
s dt,

with ˙̃a = −Kis, which, after using the close-loop expression (17), property (15),
and some manipulation, it yields

V̇ (s) = −sT [D̂(·)+Ks]s−βsT ‖s‖2s−sTa0+sT
(
ηq(·)− Y (·)θ̃ − g(q)

)
(19)

Assuming that ν̇ is bounded implies that both q̇ and q̈ are also bounded. Then
together with the assumption that ζ̇ and ζ are also bounded, it yields ‖ηq‖ +
‖Y (·)θ̃‖ ≤ k1 + k1‖q̇‖ + k2‖q̇‖2.. By substituting q̇ = s − q̇r, and taken into
account that the reference trajectory is bounded since both νd and q̃ are assumed
to be themselves bounded, last expression becomes

‖ηq‖+ ‖Y (·)θ̃‖ ≤ μ0 + μ1‖s‖+ μ2‖s‖2.
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Finally, including the gravity vector bounds, last term in (19) is majored as

‖ηq(·)− Y (·)θ̃ − g(q)‖ ≤ ‖ηq‖+ ‖Y (·)θ̃‖+ ‖g(q)‖
≤ μ0 + b5 + μ1‖s‖+ μ2‖s‖2

Also, let a0 � (μ0 + b5)e6, where e6 ∈ IR6 is a vector of ones, such that ‖a0‖ =
(μ0 + b5) > 0 .

Then, by substituting these bounds in expression (19), it yields a majored
version as

V̇ (s) ≤ −λDK‖s‖2 − β‖s‖4 + μ2‖s‖3 + μ1‖s‖2 , (20)

where λDK is the maximum eigenvalue of matrix [D̂(·) +Ks].
For V̇ ≤ 0, we have two cases to analyze. For the first case, when ‖s‖ ≥ 1,

the two conditions that must be satisfied are λDK > μ1 and β > μ2. For the
case when ‖s‖ < 1, there is only one necessary condition to satisfy, being λDK >
μ1 + μ2. Then, under the global conditions

λDK > μ1 + μ2,

β > μ2.

The time derivative of (18) is V̇ (s) < 0 negative definite, which in turn implies
that

lim
t→∞ ‖s‖ → 0, (21)

and, a direct consequence of this is that

lim
t→∞ ‖q̃‖ → 0. (22)

Therefore, the stability for the system is proved.

4 Simulation Results of Applying the Model-Free Robust
Control

The system simulation was performed using the NEROV vehicle dynamic model,
the parameters can be found in [17]. The implementation of this model in

Fig. 1. Block diagram for underwater vehicle dynamic implementation
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Fig. 2. Path followed by the robot on the X-Y plane

(a) Vehicle wrench (b) Vehicle pose error

Fig. 3. forces and moments (left) and error curves for vehicle position and orientation
(right)
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Fig. 4. Comparative graph of the performance of a classical PID control (dotted line)
vs. the proposed robust control (solid line)

Simulink was performed based on an antisymmetric representation, and we get
the dynamic model as

Ṗ −ΩT (ν)P +D(·)νr + g(q) = Fu, (23)

where P = ∂K
∂ν = Mν −MaRT ζ, Ω(ν) as was defined in (4), and input wrench

Fu = BTu is made by the projection of the Thrusters vector via a Input matrix
B. The importance of using this representation to implement the simulator is
that it is easier to implement the perturbations in the environment and reduces
the number of operations. Figure 3 shows a block diagram implementation of the
dynamics of the AUV using this representation. It is important to mention that
using this representation of the dynamics of the AUV, the required calculations
to obtain the Coriolis matrix are reduced considerably, and thus significantly
optimizes the performance of the simulator.

The evidence of sub-optimal robust control performance in the simulator de-
scribed above was made in an environment where there is a fluid moving in
x direction of the vehicle with a sinusoidal behavior. The task for the under-
water vehicle consists of moving on the plane x − y along the path shown in
Figure 2. The simulation runs during 150 seconds, of which the first 100 seconds
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the vehicle follows the path mentioned before. In the remaining 50 seconds, the
control performs a regulation task at the end point. The simulation tests used
the following values. For Ĥ(q), it was estimated with (12) taking the diagonal
of the inertia matrix expressed in the reference frame of the vehicle, not in-
cluding the added mass, Ĉ(q, q̇) was calculated using (13) and D̂(q) was the
identity matrix. Also, we used the following gain values: β = 180000, Λ = 2.5I6,
Ki = 40I6, Ks = 900I6. We assume the existence of sensors that provide position
and orientation values, angular velocities and linear acceleration of the vehicle.

Figures 3 and 4 show the results obtained from the simulation of control
when the added current moves at a speed that varies according to a sinusoidal
function in the working environment of the underwater vehicle. In the first two
columns of Figure3, we can see the forces and moments computed by the control
and applied to the robot, while the second two columns show the error of the
position and orientation. As it can be observed the performance control is quite
good because it keeps errors small. The graphs in Figure 4 show the control
performance proposed in this work compared to a classical PID. The dotted line
corresponds to the classical PID control, while continuous lines corresponds to
the robust control. Notice that the position and orientation errors obtained with
the robust control are smaller than those obtained from the PID.

5 Conclusions

Given the nature of aquatic environments, there is a great interest on having
reliable AUV’s. In this paper, we have presented a simple control scheme for
underwater vehicles. The control scheme is robust against uncertainties in the
parameters of the dynamic model and to disturbances present in the environ-
ment. The scheme includes the stability analysis. In order to evaluate the perfor-
mance of the control, some simulation tests were carried on using the NEROV
vehicle. The obtained results have shown good performance in the task of posi-
tion regulation, and compared to the classic PID control our robust control is
better. Future work consists of applying this control scheme on an experimental
platform for physical verification.

Acknowledgments. The authors thank the financial support of CONACYT,
Mexico.
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Abstract. This paper proposes a sliding-mode observer based rotor flux 
estimation scheme for induction motors. The sliding-mode observer is designed 
to track the stator currents and the control signals of the observer are used to 
estimate the rotor flux. The proposed rotor flux estimation scheme utilizes the 
stator currents, but does not need the stator voltage. It has significant 
advantages in practical applications, especially for sensorless Field Oriented 
Control (FOC) of induction motors. Some simulations are carried out to 
validate the proposed rotor flux estimation scheme.  

Keywords: Observer, induction motors, sliding-mode, parameter estimation. 

1 Introduction 

FOC has emerged as an important approach to the control of induction motors (IMs). 
It is a torque-flux decoupling technique applied to IM control and can realize high-
performance IM control [0]. It is well known that IMs have been extensively used in 
various applications due to its simply construction, lower repair and maintenance 
costs, high reliability and relatively low manufacturing cost [1]. With the 
development of power electronics, control theory and electrical technique, IMs  have 
been used in high-performance servo systems.  

There are mainly three methods for the control of IMs: the scalar control, the direct 
torque control (DTC) and FOC. The latter two methods can be utilized to implement 
the high-performance IM servo systems. In DTC based IM servo systems the stator 
flux and the torque are regulated respectively using the bang-bang control strategies. 
This control method may lead to the torque ripple. If the motor runs at low speed, the 
performance of the motor will become poorer, and the range of the speed regulation 
of the motor will be limited. While in FOC-based IM servo systems, the stator flux 
and the torque of the motor are continuously controlled. Based on field orientation, 
that is Clarke-Park transformation, three-phase currents of an IM in a three-
dimensional stationary reference frame (a-b-c) can be converted to two currents a 
two-dimensional rotating reference frame (d-q). The d-axis current represents the 
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rotor flux and the q-axis current represents the torque. The decoupled rotor flux and 
the torque of the IMs can be separately controlled like as DC motors. Consequently it 
is possible to achieve good static and dynamic performance of IMs [3,4]. However, 
the accurate information on both the magnitude and the position of the rotor flux are 
needed by FOC for the transformation between the rotating and the stationary 
reference frames. The information on the rotor flux can be obtained using the direct 
measurements or the indirect estimation. But special sensors are needed in direct 
measurements, which is difficult for practical applications. Now indirect estimation 
methods are widely used to obtain the rotor flux [5]. These methods use the stator 
current, stator voltage and the motor speed to estimate the magnitude and the position 
of the rotor flux. A lot of flux estimation methods have been proposed, such as 
Luenberger observer based methods [6],[7], model reference methods[8],[9], Karlman 
filter based methods [10],[11], and neural networks [12]. 

Since the most important requirement of the flux estimation of IMs is the practical 
feasibility of implementation, it should be given priority to the robustness of the 
methods. Sliding-mode control method has outstanding advantages of low sensitivity 
to the system parameter variations [13],[14] and strong robustness to disturbances. 
Sliding-mode observer can be applied to the estimation of the rotor flux of IMs with 
the equivalent control signal [15]. 

This paper proposes a sliding-mode observer based rotor flux estimation scheme 
for IMs. It can be used in FOC of IMs for achieving high-performance of IM systems. 
A sliding-mode observer to the stator currents is designed. Its control signals are used 
to estimate the rotor flux. Some simulations are carried out to validate the proposed 
rotor flux estimation scheme. 

2 Dynamic Model of Induction Motors 

The mathematical model of an IM system in the two axis stationary frame reference 
frame (α-β) can be described as follows [11]: 
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

 = −
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. (1)

where 21 /( )m s rL L Lσ = − , 1/( )sK Lσ= , η=1/Tr= Rr/Lr. uαs and uβs are the stator voltages 

in α-β axes, iαs and iβs the stator currents in α-β axes, φαs and φβs the stator fluxes in α-β  
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axis respectively, ωr the electric angle velocity of the rotor, Rs the stator resistor, Lr, 
Ls, and Lm the rotor inductance, the stator inductance, and the mutual inductance 
between the stator and the rotor, Tr the time constant of the rotor. 

In the dynamic model of an IM system (1), only the stator fluxes, φαs and φβs are 
involved. But FOC of an IM needs the rotor  fluxes, therefore the relationship 
between the rotor fluxes and the stator fluxes should be built as follows [12]:   

( )

( )

r
r s s s

m

r
r s s s

m

L
L i

L

L
L i

L

α α α

β β β

φ φ σ

φ φ σ

 = −

 = −
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. (2)

where rαφ  and rβφ  are the rotor fluxes in α-β axis. 

The model of an IM system can be rewritten as the following form from (1): 

( )

( )

s
s s r s s r s

s
s r s s r s s

di
K i i

dt
di

K i i
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α
α α β α β

β
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ηφ ω φ ηφ ω
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 = + + − −

 = − + + −




. (3)

The purpose of the paper is to estimate the rotor fluxes  φαr and φβr using the 
measurements of the stator currents, iαs and iβs. 

3 Flux Observer of Induction Motors 

A typical block diagram of the sliding-mode observer based vector control system of 
an IM is shown in Fig.1. The rotor speed is asymptotically decoupled from the rotor 
flux and depends linearly on the torque current [2]. The observer is used to estimate 
the rotor flux. Its inputs are the stator currents of the motor.   

3.1 Estimation of the Stator Flux 

For the dynamic model of an IM system (3), a sliding-mode observer can be designed as 
follows:   

ˆ ˆ ˆ

ˆ ˆ ˆ

s s s r s

s s r s s

i Kv i i

i Kv i i

α α α β

β β α β

η ω
σ

ηω
σ

 = − −

 = + −





. (4)

where ˆ
siα  and ˆ

siβ  are the estimates of the stator currents iαs and iβs, ˆ
sαφ  and ˆ

sβφ  the 

estimates of the stator fluxes φαs and φβs, vαs and vβs the control signals of the observer. 
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di

 
Fig. 1. IM vector control system 

From the model of an IM system (3) and its sliding-mode observer for the stator 
currents (4), the error observer equations, describing the estimation errors between the 
stator currents and their estimations can be obtained: 
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. (5)

where ˆ
s s si i iα α α= −  and ˆ

s s si i iβ β β= −  are the estimation errors of the currents in α-β 

axis, ˆ
s s sα α αφ φ φ= −  and ˆ

s s sβ β βφ φ φ= −  the estimation errors of the stator fluxes in α-

β axis.  
A sliding-mode surface for the error observer (5) is designed as follows: 
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where sαs and sβs are defined as follows:  
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For designing the control strategies of the observer, it is assumed that the following 
assumption holds: 
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where kα and kβ are positive constants.   
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Theorem 1. The error observer (5) will converge to zero from any initial condition in 
finite time, if a sliding-mode manifold is chosen as (6), and the control strategies are 
designed as follows: 

_ _

_ _

s eq s n

s eq s n

v v v

v v v

α α α

β β β

=

=

+
 +

. (9)

_

_

1

1

s eq

s eq

s r s

r s s

v
K

v
K

i i

i i

α

β

α β

α β

η ω
σ

ηω
σ

=

  = +   


  − +   

. (10)

_

_

( )sgn( )

( )sgn( )
s n

s n

v

v

k s

k s
α

β

α α

β β

δ
δ

= − +
 = − +

. (11)

where kα and kβ are defined as (8), δ>0 is a positive constant. 

Proof: The following Lyapunov function is considered:  
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Differentiating V with respect to time t gives: 
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that is  

0V Kδ≤ − < s  for 0≠s  

which means that the error system (5) can reach s=0 within finite time. Once on the 
sliding-mode manifold s=0, it can be seen from (6) and (7) that the estimation errors 
of the currents in α-β axis, ˆ

s s si i iα α α= −  and ˆ
s s si i iβ β β= − , will keep zeros. This 

completes the proof. 

3.2 Estimation of the Rotor Fluxes 

Substituting the control (9), (10) into the error observer (11) gives: 
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When the ideal sliding-mode s=0 occurs, the error observer (5) will stay on zero, 
that is the estimation errors of the currents in α-β axis and their derivatives will satisfy 

0=i , 0=i . Hence (12) can be expressed as the following form:  
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The solution of (15) can be expressed as follows: 
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Since the eigenvalues of A in (are λ1,2= −η ± jωr, where η>0 is defined in (1), the 
solutions of ( )s tαφ


 and ( )s tβφ


 (17) are stable. 

After obtaining ( )s tαφ


 and ( )s tβφ


, the estimate of the rotor fluxes can be obtained as 
follows from (2): 

ˆ ˆ ˆ( )

ˆ ˆ ˆ( )

r
r s s s

m

r
r s s s

m

L
L i

L

L
L i

L

α α α

β β β

φ φ σ

φ φ σ

 = −

 = −


. (18)

and the estimate of the position of the rotor fluxes can be obtained from (18) as 
follows: 

ˆ
ˆ arctan( )

ˆ
r

r

r

β

α

φ
θ

φ
= . (19)

Finally, the rotor flux estimation of the IMs can be summarizes as follows:  
1) design a sliding-mode observer (4) according to Theorem 1; 
2) calculate the stator fluxes using (17); 
3) calculate the rotor fluxes using (18) and (19). 

4 Simulations 

Some simulations are carried out to test the proposed rotor flux observer of the IMs. 
In the simulation, a three phase squirrel-cage IM is considered and its parameters are 
assumed as follows:  

PN=1.5kW, UN=380V, Rr=3.2Ω, Rs=6.1Ω, Lr= 0.478H, Ls=0.478H, Lm=0.472H, 
J=0.033kg·m2. 

Considering the above parameters, the observer can be designed according to 
Theorem 1.  

The simulation results are shown in Figs. 2-4. The actual and the estimated 
stator currents of the IM in the α axis are depicted in Fig. 2. The actual and the 
estimated stator fluxes of the IM in α axis are displayed in Fig. 3. The actual and 
the estimated rotor fluxes are shown in Fig. 4. The rotor flux estimation error is 
shown in Fig. 5. From these simulation results, it can be seen that the proposed 
estimation method can estimate the rotor flux of the IM quickly and actually, which 
validate the proposed method. 
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Fig. 2. Actual stator current and its estimation in α axis 

 

Fig. 3. Actual stator flux and its estimation in α axis 

 

Fig. 4. Actual and estimated fluxes 
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Fig. 5. Flux estimation error 

5 Conclusions 

This paper has proposed a sliding-mode observer based rotor flux estimation scheme 
for IMs. An observer is designed based on the sliding-mode technique. It can track the 
stator currents of an IM. The control signals of the observer can be applied to estimate 
the rotor flux of the IM. Since the proposed scheme does not need the stator voltage, 
and need only the stator currents, it has significant advantages in practical 
applications, especially for sensorless FOC of IMs. Its other application includes the 
monitoring of IMs. 
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A Gasoline Engine Crankshaft Fatigue Analysis  
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Abstract. Analysis about a certain company’s gasoline engine crankshaft system 
with dynamics of multi-body, analysis about the crank which work conditions are 
worst with the forcing displacement method for finite element analysis, based on 
the finite element analysis results and the load history to analysis fatigue and 
Take the experimental verification. The results show that the results based on the 
finite element analysis of fatigue analysis and the experimental results were very 
close, and the analysis method is more simple and high accuracy.  

Keywords: Crankshaft system, Multi-body dynamics, Finite element, Fatigue 
analysis. 

1 Introduction 

Crankshaft is the main component of the Internal combustion engine, the rigidity and 
the strength of which has an important influence on the working reliability of internal 
combustion engine. On the strength and stiffness analysis, using the traditional method 
can only approximate the stress and deformation status, which cannot satisfy the needs 
of design and analysis. With the development of computer science and finite element 
technology rapid development, the last 30 years, the calculation of crankshaft analysis 
method as well as the accuracy has been greatly improved, the advanced method is 
multi-body dynamics combined with finite element method [1][2]. This method not 
only can analyze, predict, evaluate of the stress and strain distribution of these 
components, but also calculate accurately the dynamic stress of crankshaft. 

With internal combustion engine technology developing continually, the design of 
internal combustion engine develop toward the direction of high efficiency, high 
reliability, low quality, low fuel consumption and low emissions etc. strengthen 
indicators continue to improve. As the crankshaft in the course of their work will bear 
the centrifugal force of rotating mass, the reciprocating inertial force and cyclic loads, 
make it under bending load. In the work process, and periodic loading acting in the 
crankshaft when the energizing frequency and the natural frequency of vibration of 
crankshaft Is multiple relationship, can make vibration increase and dynamic stress 
increase rapidly, resulting in fatigue failure of crankshaft. So an accurate analysis of the 
dynamic stress of crankshaft, to check the strength and calculation and analysis of 
fatigue life is very important. Considering the computational scale and accuracy of the 
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Fig. 4. The first main bearing load 

  
Fig. 5. The second main bearing load 

  

Fig. 6. The third main bearing load 

  

Fig. 7. The fourth main bearing load 

543 

 

 

 

 



544 J. Yang et al. 

 

Figure 3.6 shows each m
rotating speed. In all main
crankshaft rotating in 6500r

3.2 The Fifth Crank Ar

Use forced displacement m
nodes of the main journal 
adjacent of the fifth crank
analysis(step size is 10°cra
computation, can get its str
contour of the maximum str

From the stress contour, 
about 30° range of filleted c
corner of the main journal. I
crank arm. The filleted cor
and 170MPa in the filleted 

The stress process of the

   

Fig. 8. The fifth main bearing load 

main bearing biggest instantaneous load in every cranksh
n bearing the third and fourth is the worst situation w
rpm.  

 

Fig. 9. The main bearing load 

rm Stress Calculation 

method, and the displacement of the three RBE2 con
and the one RBE2 control node of the crank pin wh

k arm as the boundary conditions of the finite elem
ankshaft corner). The ABAQUS 6.10 was used for str
ress distribution of the every step length. Fig 3.7 shows 
ress distribution moment. 
we can learn the maximum stress area is located in bel

corner of the crank pin and above about 30°range of fille
In a dangerous section, reflect the features of the structur
rner of the main journal is 165MPa maximum stress ab
corner of the crank pin. 

e biggest stress node should be as shown in figure 3.8. 

 

haft 
when 

ntrol 
hich 

ment 
ress 
the 

low 
eted 
e of 

bout 



 A Gasoli

 

Fig. 1

Fig. 11. The stress progres

3.3 Fatigue Analysis 

Linear fatigue damage ac
amplitude, the cycle load fo

 

Mathematical expression e

              

              

              

               

               

               

For changing load according
damage of each circulation 

ine Engine Crankshaft Fatigue Analysis and Experiment 

 

10. Maximum stress distribution contour 

 

s of the biggest stress nodes of the main journal and crank pin

ccumulation criteria: in mixed loads of different str
or the structural damage for : 

31 2

1 2 3

nn n
= + + +

f f fN N N
 ⋅ ⋅ ⋅

                         

explanation： 

        1n — 1SΔ Load times； 

        2n
— 2SΔ Load times； 

        3n
— 3SΔ Load times； 

        1fN
—Life under the action of 1SΔ ； 

        2fN
—Life under the action of 2SΔ ； 

       3fN
—Life under the action of 3SΔ 。 
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According to the calculation of the stress distribution of the fifth crank and, using 
variable load linear damage cumulative principle on fatigue life calculation, fatigue 
calculation of used software for FEMFAT. 

The calculation results of the safety factor distribution as shown in figure3.9. 

 

Fig. 12. Crank safety coefficient distribution 

The safety factor of the crankshaft, minimum is 1.99, appeared in the filleted corner 
of the main journal (the main journal should be the biggest nodes). From the front stress 
calculation results distribution , crank pin filleted corner peak stress higher than the 
main journal, and the main journal safety factor is slightly less than the crank pins, this 
is mainly because the stress process, crank pin filleted corner peak stress times in a 
cycle lower than the main journal(figure3.13). Resulted in the same cycle times its 
cumulative damage higher than crank pin. According to experience data we think safety 
factor is safe when greater than 1.6, so this design is qualified. 

4 Crankshaft Test 

4.1 Crankshaft Fatigue Test 

The general crankshaft fatigue testing machine is the excitation method loading manner. 
The loading method can exert a torsional load, bending load or composite loads. From the 
actual damage mode, most of the destruction form is bending failure.Therefore it is need to 
do bending fatigue test only ,for saving cost and time.This test is based on the QC/T 
637-2000•Automotive engine crankshaft bending fatigue test》. 

(1)Test equipment 

This test adopts DCW-400 Resonant Crankshaft Fatigue Testing Machine, as shown in 
Figure 4.1.  Issued by the function generator designated amplitude and frequency sine 
wave, drive power amplifier make vibrator which produce waveform, mechanical 
resonant system generates a vibration, adjust the function generator frequency to a 
resonance frequencies of the system, into the normal working condition. 

According to the resonant frequency declines to judge the destruction of the 
crankshaft [6].The test according to the literature [7], as shown in the test and 
evaluation methods. 
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Fig. 13. DCW-400 Resonant Crankshaft Fatigue Testing Machine 

(2) Test specification 

a) The test is used for the plane symmetric bending load and circulation base 
takes 1×107 times; 

b) The lifting of the crankshaft method determines the value of fatigue limit and 
the safety coefficient. Evaluate the crankshaft fatigue performance.    

(3) Prepare sample•crankshaft qualified through testing and magnetic particle 
inspection, paying particular attention to the quality of fillet. Crankshaft input 
parameters, Such as table 4.1 shows: 

Table 1. Crankshaft fatigue test parameter table 

Parameter Name Symbols Unit Value 
Maximum breakout pressure Pzmax MPa 7.5 
Cylinder diameter D mm 68.8 
Main journal diameter D mm 48 
Diameter of the connecting rod neck D mm 38 
Distance from crank arm center to the 
main journal center 

G mm 18.88 

Distance from the center of the 
connecting to the main journal center 

L1 mm 40.3 

The main journal center distance 
between two 

L mm 75.4 

Supporting constraint coefficients K  0.75 

(4) Name the determination of bending moment  

        
2

1 1M D L KGP / 4Lπ− =                     (2) 

In formula：G—Distance from crank arm center to the main journal center，m; 

  L1—Distance from the center of the connecting to the main journal center, m; 
  L—The main journal center distance between two，m; 
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  D—Cylinder diameter，m; 
  K—Supporting constraint coefficients. Full support takes 0.75; 
  P—Maximum breakout pressure，MPa. 

Take the table 4.1 related parameters generation into the formula (2), Calculated: 

1M 250.3N m− = ⋅  

(5) Results of fatigue test 

Loading in different test under bending moment of crankshaft gets the fatigue life of 
the crankshaft. Test results such as 4.2 indicates: 

Table 2. Data of fatigue test results  

Serial 
number Sample 

No. 

Test 
moment 

N.m 

Number of 
cycles 

The 
results 

Remarks 

1 1-3 450 1x107 Beyond  

2 1-3 700 4.1x104 damage 

Crank pin 
transition in the 

round 
 

3 1-1 650 8.3x105 damage 
Crank pin 

transition in the 
round 

4 4-2 600 1.25x106 damage 
Crank pin 

transition in the 
round 

5 2-2 550 1x107 Beyond  

6 2-2 500 1x107 Beyond  

7 2-4 550 6.2x106 damage 
Crank pin 

transition in the 
round 

8 3-4 500 1x107 Beyond  

(6) Median fatigue limit and the safety factor 

According to Table 4.2, the experimental data is shown in scatter plots 4.2: 
Take the effective data scatter plot chart can be made of the crankshaft median 

fatigue limit and safety coefficient. 

 
n

u 1
i

M Si Si 1 / 2)/n− = + +（ （ ）
                             

 (3) 

                      u 1 1

(450 500 2 550 2 600) / 6 525N m

n  M / M 525 / 250.3 2.097− −

= + × + × + = ⋅
= = =
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Abstract. The research realizes a fast and high-precision positioning
control for a high acceleration X-Y platform using an embedded motion
control system. The control algorithm consists of a PD controller which
is designed by pole placement approach to implement the feedback con-
trol, a feed forward controller to improve the dynamic performance of the
servo mechanical system and a disturbance observer to suppress the ex-
ternal disturbances. The model of the high acceleration platform, which
is driven by permanent magnet linear synchronous motors (PMLSMs),
is first identified by a time domain relay feedback test. Then, the three
parts of the controller are designed based on the identified model. The
coefficient quantization error and the computational truncation error are
specially considered in the fix-point DSP platform, which makes the im-
plementation feasible to run in the embedded motion system. Experimen-
tal results are presented to demonstrate the effectiveness of the proposed
control algorithm.

Keywords: Fast positioning, High acceleration, High precision, Relay
feedback, Disturbance observer, Embedded motion control.

1 Introduction

With the rapid development of semiconductor manufacturing, the advanced
packaging and electronics manufacturing equipments are required to meet the
technical demands of high acceleration, minimum positioning time, and high po-
sitioning precision. However, small positioning time requires high acceleration
in the motion system, which inevitably leads to positioning inaccuracy of the
system [2]. The constraints of high acceleration, minimum positioning time, and
high positioning precision, raise the unique requirement of high-end electronic
manufacturing equipments, such as a wire bonding machine, comparing with
other motion control systems.

In the past few years, many researchers dedicated to the servo mechanical
controller design and proposed a vast amount of algorithms. The conventional
controllers, such as a PID controller which is easily implemented in embedded
systems, have difficulties to meet the requirement of fast positioning with high
acceleration. The parameters of PID controller are commonly tuned by trial and

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 551–560, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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error method which mostly relies on engineering experience. This process could
be time-consuming, because even if the parameters satisfy for one system, they
have to be tuned again for other systems. Therefore, advanced controllers such
as H∞-based robust control [8], adaptive robust control [13], iterative learning
control [1,12] are developed to further improve the servo performance. However,
the applications of the advanced control algorithms are limited by its complica-
tion and the computational capacity of embedded motion control systems. An
embedded system is generally resource limited, the design and implementation of
embedded systems for complicated and durable industrial control have attracted
a lot of attentions from both academia and industry [3,9].

With the aim of fast and high-precision positioning for a wire bonding X-Y
stage, a control strategy comprises of a PD controller, a feed forward controller
and a disturbance observer are implemented in an embedded motion control sys-
tem. The PD controller is designed by pole placement approach to implement
the feedback control. The feed forward controller is to improve the dynamics of
the servo mechanical system. The disturbance observer, which applies cascade
form to reduce the influence of the coefficient quantization error and the compu-
tational truncation error, suppresses the external disturbances. The model of the
high acceleration X-Y positioning stage, which is driven by PMLSMs, is identi-
fied by a time-domain relay feedback technique. Experiments are conducted to
show the performance improvements of the proposed controller.

Embedded Computer Embedded Motion Control Card

X-Y PlatformAmplifiers

Fig. 1. The positioning control system

The remainder of this paper is organized as follows: In Section 2, the high-
acceleration X-Y positioning stage and the embedded motion control system
are introduced. In Section 3, the time-domain relay feedback identification and
the proposed control algorithm are presented. Some implementary problems on
the embedded motion control platform are also solved before the realization
of the control algorithm. In Section 4, experimental results are presented to
validate the effectiveness of the proposed control algorithm. Section 5 gives the
conclusion.



High Precision Embedded Control of a High Acceleration Positioning System 553

2 The Positioning Control System

The architecture of control system is shown in Fig. 1, which consists of an X-Y
positioning stage, two amplifiers, air cooling devices and an embedded motion
control box. The overall hardware setup of control system is shown in Fig. 2.
The embedded computer connects to the motion card via compact PCI bus. The
motion control card gets the position feedback by the linear optical encoder,
takes charge of both the position control loop and the driving control loop of
the linear motors. In the following part, we will give the experimental results on
the Y-axis.

Embedded
Computer

Compact
PCI Bus

Motion Card I/O Pins
AC

Amplifier
Linear Motor

Linear Optical 
Encoder

CPCI-based Motion Control Box Controlled Plant

Fig. 2. The hardware setup of control system

2.1 X-Y Positioning Stage

The layout view of the PMLSMs driven X-Y positioning stage is shown in Fig. 3.
The stage is designed for wire bonding application. Each axis is equipped with
a non-contact linear optical encoder (Heidenhain LIF 471) with the hardware
resolution of 0.4μm (0.1μm after quadruplication) and the maximum tracking
velocity of 0.5m/s. An equivalent load of 2kg is mounted on the stage to simulate
the bonding head and other components. The peak acceleration of X-axis and
Y-axis are tested as 15.1g (1g=9.806m/s2) and 14.3g.

2.2 The Embedded Motion Control System

The embedded motion control board shown in Fig. 4 is developed by ourself,
and is designed for the control of high performance electronic manufacturing
machines. It is developed based on the fix-point 16-bit DSP TMS320F2812 and
Cyclone II FPGA. The position loop cycle time is set to be 0.1ms. The maximum
encoder input frequency of FPGA is 4 M (before quadruplication). The control
algorithm described in this paper as well as the control loops is downloaded into
the DSP or FPGA on the embedded card.
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Y-axisX-axis

Linear Optical EncoderEquivalent Load

Cooling Fan

Air Cooler

Fig. 3. The X-Y stage

Compact PCI Bus

FPGA Chip

DSP JTAG InterfaceDSP Chip

FPGA JTAG Interface

Fig. 4. The embedded motion control
board

3 Modeling and Control

3.1 Modeling and Relay Feedback Identification

Taking into account the external disturbances, the dynamics of the
above-mentioned servo mechanical system can be expressed as

mẍ = ktu−Bẋ− Fd, (1)

where m is the mass of the moving part, ẍ and ẋ are the acceleration and the
velocity of the moving part respectively, kt is the motor coefficient, u is the input
voltage, B is the viscous coefficients and Fd denotes the external disturbances.
The model of the servo mechanical system can be written as

τẍ+ ẋ = ku− fd, (2)

where k = kt/B, τ = m/B, fd = Fd/B. The transfer functions is

Gn(s) =
X(s)

U(s)
=

k

(τs+ 1)s
, (3)

where X(s) and U(s) are the Laplace transformation of x and u respectively.
The model parameters in (3) are very important for the controllers tuning.

Relay feedback identification technology is successfully applied to servo mechan-
ical system by many researchers [5,10,11] by artificially adding dead time to the
system with small dead time. The block diagram of relay feedback test with
additional dead time is illustrated in Fig. 5. With an artificial dead time D, the
relay module excites a rectangular waveform with the amplitude μ. Using the
exciting signal, the servo mechanical system oscillates with the amplitudes A
and the half cycle Tu.
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The oscillation is characterized precisely using the time domain information,
and the analytical expression in the first half cycle is

ẋ(t) =

{
kμ(1− e−t/τ ), 0 ≤ t ≤ D
kμ(1− e−t/τ )− 2kμ(1− e−(t−D)/τ ), D ≤ t ≤ Tu

, (4)

where μ is the actual force consisting of the motor generated force and disturbing
forces. Given the boundary condition of the oscillation ẋ(D) = A, ẋ(Tu) = 0,
the oscillation is then characterized by

A = kμ(1− e−D/τ ), (5)

Tu = τ ln(2eD/τ − 1). (6)

Therefore, one set of relay feedback test with (μ, D) is enough to identify the
two model parameters k and τ .

3.2 Design of the Control Algorithm

The proposed control framework designed in the position loop, combines a PD
controller, a feed forward controller, and a disturbance observer. Consequently,
the output of the proposed controllers can be expressed as

u = upd + uff − udob, (7)

where upd is the output of PD controller, uff is the output of the feed forward
controller and udob is the output of the disturbance observer. Fig. 6 shows the
proposed control strategy of servo mechanical system.

The closed-loop transfer function of the PD controller can be expressed as

X(s)

Xd(s)
=

k(kp + kds)

τs2 + (kkd + 1)s+ kkp
, (8)

where X(s) and Xd(s) are the Laplace transformation of the actual output x
and the reference command xd respectively, kp is the proportional coefficient and

+-

Relay Dead Time
Servo Mechanical System

( ) 0r t ( )e t ( )u t
( )x t

/d dt

Dse

( )x t

Fig. 5. Block diagram of relay-based feedback test with artificial dead time
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+-

Servo Mechanical System

dx

e

u x

s

s b

++a

+s dk +

pk

Feed Forward Controller

PD Controller by Pole 
Placement Approach

-++
+

Saturation

1( ) ( )nQ s G s+-

( )Q s

DOB

pdu

ffu

dobu

Fig. 6. The proposed control algorithm of servo mechanical system

kd is the derivative coefficient. Take α and β as poles of the transfer function,
then kp and kd can be written as

kp = αβτ/k
kd = −(1 + (α + β)τ)/k

. (9)

The output of feed forward controller based on the inverse model can be written
as

uff = axds+ bxds
2, (10)

where xd is the reference command, a and b are the coefficients of the feed
forward controller. From the inverse of the model (3), we get

a = 1/k
b = τ/k

. (11)

Disturbance observers have been successfully applied to servo systems by many
researchers [4,6]. Considering the characteristics of the platform, the low-pass
filter Q(s) is designed in the form that the denominator of Q(s) is third order,
the numerator of Q(s) is first order[7]. Then Q(s) can be expressed as

Q(s) =
3τ1s+ 1

τ13s3 + 3τ12s2 + 3τ1s+ 1
, (12)

where τ1 is the time constant of Q(s). Similarly, Q(s)G−1
n (s) can be written as

Q(s)G−1
n (s) =

3ττ1s
3 + (3τ1 + τ)s2 + s

k(τ13s3 + 3τ12s2 + 3τ1s+ 1)
. (13)

Since the model parameters have already been identified, the parameters of three
controllers can be easily calculated to improve the performance of servo mechan-
ical system.
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3.3 Implementation of the Control Algorithm

In this subsection, we will discuss the implementation of the proposed algorithm
based on the fix-point 16-bit DSP device. In the embedded motion system, we
use C language as the programming tool. Eq.(7) shows that the output of the
proposed control algorithm can be calculated by upd, uff and udob individu-
ally. From Eqs.(9) and (11), we find that the PD controller and the feed forward
controller, which is widely used in the industrial applications, can be easily imple-
mented in the embedded motion controller. However, there are some difficulties
for the implementation of DOB because of the limited resource of the fix-point
16-bit DSP device.
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Fig. 7. The output of DOB with the direct and cascade form

In order to implement the DOB algorithm in the embedded platform, three
problems should be solved, which include finite-precision effect, limited com-
puting precision and the implementation form of DOB algorithm. Although the
program running speed of DSP TMS320F2812 with fix-point variable type is
much faster than float-point variable type, we still have to use the float-point
variable type because data overflow could be caused by the finite-precision ef-
fect. Large amount of computation, which is more than the effective range of the
variable type, can greatly affect the outcome. So the limited computing preci-
sion should be considered in the process of computation. We find that when the
direct form of Q(s) and Q(s)G−1

n (s) is used, the output of the DOB would be
unstable, as shown in Fig. 7(a).

Since cascade form of the filter is insensitive to coefficient quantization com-
pared with direct form of the filter. To avoid system instability, we adopt the
cascade form of Q(s) and Q(s)G−1

n (s) with float data format to program DOB
algorithm. So, the low-pass filter Q(s) can be written as

Q(s) =
3τ1s+ 1

τ13s3 + 3τ12s2 + 3τ1s+ 1
=

Y

Q2
· Q2

Q1
· Q1

X
, (14)
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where Y and X denotes the output and input of the Q(s) respectively, Q1 and
Q2 are the intermediate variables. Then we get

Y

Q2
=

1

τ1s+ 1
,
Q2

Q1
=

1

τ1s+ 1
,
Q1

X
=

3τ1s+ 1

τ1s+ 1
. (15)

The iterative algebraic expression above can be obtained by Euler method

Y (n) =
τ1

T + τ1
Y (n− 1) +

T

T + τ1
Q2(n), (16)

Q2(n) =
τ1

T + τ1
Q2(n− 1) +

T

T + τ1
Q1(n), (17)

Q1(n) =
τ1

T + τ1
Q1(n− 1) +

T + 3τ1
T + τ1

X(n)− 3τ1
T + τ1

X(n− 1), (18)

where T is the sampling time of DSP. Similarly,Q(s)G−1
n (s) can be also obtained.

According to Eq.(16) ∼ Eq.(18), the DOB algorithm can be implemented in
the embedded platform. Fig. 7(b) shows that the output of DOB during one
motion test, which is close to zero after the motion is over.

4 Experimental Results

4.1 Model Identification

We utilize one set of relay parameters as (0.2V , 0.015s) to excite the controlled
plant. The oscillation amplitude and period are measured by averaging among
ten oscillating cycles. The parameters are identified by using the Eqs. (5) and
(6) in Section 3. With the oscillation characteristics A= 10.54 mm/s and Tu=
0.0295 s, we get the identified parameters k= 61962 V s/mm and τ= 0.435 s .

4.2 Point-to-Point Motion Experiments

A point to point motion, which is widely used in the wire bonding process, is
conducted in Y-axis. The reference position profile with a travel of 0.1 inch (2.54
mm) is generated by the discrete S-curve planning. The peak planned velocity is
0.462 m/s while the peak planned acceleration is 11.8g. The planned time of the
reference position profile is 11ms. The poles of α and β are set as -180, then the
PD controller and feed forward controller parameters can be easily computed by
the Eqs. (10) and (13).

The proposed algorithm in this paper is also implemented in the embedded
system using the method given in Section 3.3. The actual displacement with the
23.5 μm of the position overshoot is displayed in Fig. 8(a). From Fig. 8(b), we
find that the maximum tracking error is 37.5 μm and the positioning converging
time is 22.1ms. Fig. 8(c) shows that maximum actual acceleration achieves the
peak planned acceleration above-mentioned. The DAC output of the proposed
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(d) DAC output of the proposed algorithm

Fig. 8. The performance under the proposed controller in point-to-point motion

control algorithm is given in Fig. 8(d), which shows that the maximal output is
reached during the movement.

From the experimental results, we can find that the proposed algorithm has
better performance in position overshoot, position tracking error and positioning
time, which is desired for high-end motion control applications like electronic
manufacturing machines.

5 Conclusion

A high precision controller with disturbance observer based on time-domain re-
lay feedback approach is designed for a high acceleration X-Y positioning stage.
The time-domain relay identification can be easily obtained by one set test pa-
rameter. Based on the model parameters, a control strategy comprises of a PD
controller based on pole placement, a feed forward controller and a disturbance
observer is developed. The parameters of the integrated algorithm are expedi-
ently tuned to improve the performance of servo mechanical system. The control
algorithm is fully implemented on a self-designed embedded motion control sys-
tem. Experimental results show that the proposed control scheme provides good
performances in position overshoot, position tracking error and positioning time,
which verify the effectiveness of the proposed control algorithm and the embed-
ded implementation.
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Abstract. Consider the problem of control selection in complex dynamical and 
environmental scenarios where model predictive control (MPC) proves 
particularly effective. As the performance of MPC is highly dependent on the 
efficiency of its incorporated search algorithm, this work examined hill 
climbing as an alternative to traditional systematic or random search algorithms. 
The relative performance of a candidate hill climbing algorithm was compared 
to representative systematic and random algorithms in a set of systematic tests 
and in a real-world control scenario. These tests indicated that hill climbing can 
provide significantly improved search efficiency when the control space has a 
large number of dimensions or divisions along each dimension. Furthermore, 
this demonstrated that there was little increase in search times associated with a 
significant increase in the number of control configurations considered. 

Keywords: Hill Climbing Search, Model Predictive Control, Random Search, 
Grid-Refinement Search, Mobile Robots. 

1 Introduction 

The past decade has witnessed a migration of autonomous systems (robots) from 
controlled environments, such as laboratories and factories, to the uncontrolled 
environments of everyday life, such as mining and other exploration areas. Diverse 
devices such as autonomous cars and the recently announced DARPA challenge 
focusing on humanoid search and rescue robots are now under development, [1,2]. 
These everyday scenarios present three main challenges over their controlled 
counterparts: i) transient vehicle models, ii) uncontrolled environments, and iii) 
multiple goals. The transient vehicle model refers to the vehicle dynamics and 
limitations (both physical limits and control bounds) which may vary in time, [3]. The 
second challenge, the uncontrolled environment, presents both a wide range of terrain 
properties (e.g., surface stiffness and frictional coefficient) and obstacles (both static 
and dynamic), [4]. Finally, multiple goals, potentially competing or even mutually 
exclusive, may exist, [5]. Traditional direct control techniques (e.g. adaptive control 
and optimal control) become highly complex when faced with these challenges, 
because they use algebraic equations to map a vehicle state, ݏറ, and set of goals, ݃ሺݏറሻ, 
directly to a control configuration, റܿ, (i.e., a set of control signals completely defining 
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the vehicle action), [6]. It is difficult to create equations that account for all possible 
combinations of input factors these challenges can produce. As an alternative, the 
control problem can be framed as an optimization problem within the space of all 
possible control configurations, റܿ௜ ∈ റࣝ. Within the control space, a search algorithm 
attempts to identify the best control configuration, റܿ௕௘௦௧ , given the current goals and 
constraints as evaluated in a heuristic (e.g., cost) function, ݄ሺݏറ, ܿపሬሬറሻ. Herein produces a 
form of model predictive control (MPC) as employed in process industries and more 
recently in robotics, [7]. 

Employing MPC creates a three part loop structure in place of a direct control law 
(Fig. 1) where a search algorithm suggests a control configuration, റܿ௜. The suggested 
control configuration is then used by a simulation algorithm to predict how the 
vehicle will behave (e.g., move) over a predetermined interval. The heuristic 
algorithm compares the predicted vehicle behavior to the defined goals in order to 
produce a single numerical cost, ݄ሺݏറ, ܿపሬሬറሻ. Finally the cost, is used as feedback by the 
search algorithm when selecting the next control configuration, ܿ௜ାଵ. 

 

Fig. 1. Model Predictive Control Cycle 

This sidesteps the need for direct control equations, and provides greater freedom. 
First, as the control configuration is interpreted a variety of formats can be used. For 
example, as a time polynomial for each control surface angle on an aerial vehicle or 
as a set of turning angles to be executed in sequence by an autonomous car, [3,8]. 
Likewise, the goals (e.g., user defined) are also interpreted granting freedom in their 
representation, for example: as linearly increasing time cost and as a step cost for 
potential collisions, [9]. Finally, the vehicle and environment models are only used in 
the simulation algorithm for which efficient techniques already exist, [10]. Thus, 
framing the control problem as MPC provides significant benefits at the expense of 
the time required to execute the search. 

The time cost associated with simulation and heuristic evaluation is the main 
drawback of the MPC approach. Based on work conducted in this area, a search-
simulate-evaluate loop cycle may take longer to process than an entire direct control 
calculation, [11]. Thus, minimizing the number of search cycles needed to select a 
suitable control configuration is crucial. In this case, a suitable control configuration 
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could mean the globally optimal control configuration or simply a control 
configuration equal to or better than a predetermined benchmark. In an effort to 
reduce this search time, we propose the use of hill climbing search techniques instead 
of the systematic or random search algorithms employed throughout literature. It is 
envisioned that hill-climbing, being a subset of gradient decent, will improve 
performance as many of the heuristic functions produced by MPC are largely 
continuous, [12]. 

Thus, in order to determine whether the hill climbing group of search algorithms is 
suitable for MPC, this work compared random restart hill climbing’s (RRHC) 
performance to a representative systematic search algorithm (progressive grid 
refinement search) and a representative random search algorithm (pure random 
search). As RRHC can be implemented readily and with computational overhead 
comparable to systematic and random search algorithms it was suitable for 
comparison, [13]. All three search algorithms are described briefly in Section 2. Initial 
testing of the search algorithms was conducted using a systematically defined control 
space heuristic, described in Section 3, to examine how performance is affected by 
key search parameters. As the systematic testing produced unexpectedly positive 
results, Section 4 applies these search algorithms to a real-world vehicle control 
selection problem in order to validate the systematic testing results. Finally, we 
present our conclusions on the potentials of both MPC in robotics and the use of hill 
climbing algorithms within MPC (Section 5). 

2 Search Methodologies 

The purpose of the search algorithm is to identify a suitable control configuration as 
rapidly as possible. In most scenarios, “suitable” may encompass several control 
configurations, all of which meet or exceed a bench mark rating. As heuristics are 
often evaluated on a basis of cost, in this paper it is assumed that lower heuristic costs 
are better. Thus, for any given control problem, there is a set of one or more control 
configurations which are suitable. However the number and location(s) of this/these 
solution(s) is/are unknown prior to conducting the search. This realization was used to 
select the three search algorithms: RRHC, Grid Refinement, and Random Sampling. 

2.1 Hill Climbing Algorithm 

Hill climbing methods were selected for their ability to rapidly identify minima within 
continuous spaces. As heuristic functions can be constructed to be generally 
continuous, though they may contain micro-discontinuities, gradient methods are 
suitable for solving these functions. Given the inability to analytically determine the 
heuristic’s gradient due to the dependence on simulation results however, a numerical 
approach such as hill climbing is needed. Of the hill climbing methods, RRHC most 
closely resembled the literature methods in computational overhead making it most 
suitable for comparison. 

Functionally, the core of RRNNHC lies in the nearest climb behavior. In this, the 
current control configuration’s cost, ݄௖௨௥௥௘௡௧ , is compared with the cost of those 
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configurations closest to it within the control space. This comparison has two possible 
results: i) neighboring cost ൏ current cost, or ii) neighboring cost ൒ current cost. If 
any of the neighboring configurations has a lower cost than the current configuration, 
then the current configuration is replaced by the neighboring configuration with the 
lowest cost. This produces the gradient descent behavior. Conversely, if the current 
configuration has a lower cost than all neighboring configurations, then it represents a 
minimum. Upon reaching a minimum, random restart is replaces the current control 
configuration with a randomly selected control configuration from which gradient 
descent can begin again. 

2.2 Comparison Algorithms 

The hill climbing algorithm’s performance was compared with two competing 
algorithms (systematic searches and random based searches), each representing a 
method common throughout the literature. The first of these algorithms was grid 
refinement, which systematically searched the entire control space according to a 
series of progressively finer and finer grids, each with 2௜ grid divisions where  ݅ = ሾ1, ݊ௗ௜௩ሿ, [14]. This produced rapid complete coverage of the entire control space 
in a coarse distribution followed by progressive increases in density, continued until 
the precision limit, 2௡೏೔ೡ. 

The second comparison algorithm was a purely random search algorithm, which 
repeatedly selected control configurations at random. While random searching did not 
always identify the global minimum within a set number of search cycles as grid 
refinement did, Knepper et. all demonstrated that random search patterns could 
perform equal to or better in terms of time performance, [9]. 

3 Systematic Testing 

The first set of tests was conducted using a contrived heuristic function to investigate 
the relative performance of RRHC in response to three control space parameters. 
Specifically, i) the number of dimensions in the control space (dimensionality), ݊ௗ௜௠, 
ii) the number of grid divisions along each dimension (precision), 2௡೏೔ೡ, and iii) the 
percentage of control space sloped towards suitable control configurations 
(complexity). 

Here, the simulation and heuristic evaluation within each search cycle was replaced 
by a single calculation (Eq. 1) which produced a multidimensional quadratic bowl 
with a superimposed wave function (Fig. 2). The bowl guaranteed that only one 
global minimum would exist, centered at Ԧ݀ (randomly selected within the control 
space), while the cosine wave produced a set number of local minima (complexity) 
according to a frequency parameter, ݂. Furthermore, the bowl slope is controlled such 
that the global minimum exhibited zero cost and two locally minimal solutions will 
existed along each dimension with cost = 0.05. 

 ݄ሺ റܿሻ = ∑ ቀ0.05݂ଶ൫ ௝݀ െ ௝ܿ൯ଶ െ cos ቀ2݂ߨ൫ ௝݀ െ ௝ܿ൯ቁ ൅ 1ቁ௡೏೔೘௝ୀଵ  (1) 
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Fig. 2. Systematic Control Space Example (from Eq. 1 with ݊ௗ௜௠ = 2, ݊ௗ௜௩ = 2଼, ݂ = 12) 

For each search algorithm, the test recorded the number of search cycles required 
to identify a control configuration with a cost below each benchmark. This process 
was repeated 100 times for each test/algorithm combination and the search cycle 
counts were averaged. These averaged results are presented below, normalized to the 
number of possible control configurations, ݊௖௢௡௙௜௚, per Eq. 2. 

 ݊௖௢௡௙௜௚ = ሺ2௡೏೔ೡ ൅ 1ሻ௡೏೔೘ (2) 

3.1 Dimensionality and Precision 

The results of the dimensionality (Fig. 3) and precision (Fig. 4) tests indicate that 
RRHC has comparable performance at low dimensions/divisions. As the number of 
dimensions or divisions increases however, relative performance improves 
accordingly. This indicates that RRHC is most suitable for application on control 
problems with greater than 2 dimensions and 2ହ divisions where it yielded 
significantly improved performance over the comparison algorithms (up to 1000 
faster). Also of note, the performance difference was less marked with the 0.05 
benchmark than the 0.0 benchmark. This is a result of the increasing percentage of the 
control space with costs below the benchmark value. 

3.2 Complexity 

Results from the complexity test (Fig. 5) demonstrate the weakness of RRHC; 
specifically that the algorithm performance will decrease when used with a highly 
stochastic or oscillatory heuristic function, due to local minima entrapment. In 
comparison to the other search algorithms however, hill climbing still exhibited 
significantly better performance, though this improvement is inversely related to 
complexity. 
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Fig. 3. Dimensionality Results (݊ௗ௜௩ = 6, ݂ = 6): A) 0.0 Benchmark, B) 0.05 Benchmark 

 

Fig. 4. Precision Results (݊ௗ௜௠ = 3, ݂ = 6):  A) 0.0 Benchmark, B) 0.05 Benchmark 

 

Fig. 5. Complexity Results (݊ௗ௜௠ = 3, ݊ௗ௜௩ = 6):  A) 0.0 Benchmark, B) 0.05 Benchmark 

4 Real-World Verification 

While systematic testing provided insight into RRHC’s performance, it produced very 
impressive results. To determine whether this performance increase would carry over 
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into a real-world scenario, subsections of the experiments from Knepper et. all were 
recreated, [9]. In these, a differential drive robot was presented with a single path 
environment that it must navigate. Thus, the robot needed to select a collision free set 
of control outputs which would advance it along the path. The control output was a 
set of 4 steering rates ranging from േ2.1 ݀ܽݎ/݉, employed in sequence for 0.3 ݉ 
each. This produced a 4 dimensional control space (݊ௗ௜௠ = 4) with steering angle 
rates divided into either 8 divisions (݊ௗ௜௩ = 3) for coarse control or 32 divisions 
(݊ௗ௜௩ = 5) for fine control.  

The environment (Fig. 6) contained only the path walls, generated from perlin 
noise to create a curving path with multiple constrictions whose curvature was 
bounded to the turning rate of the robot. The average length and width of the 
constrictions was manipulated to produce two environments i) wide paths (Fig. 6-A, 0.05 ݉ length and 0.05 ݉ width avg.) and ii) thin paths (Fig. 6-B, 0.15 ݉ length and 0.01 ݉ width avg.). 

 

Fig. 6. Real-World Navigation Scenario Examples. A) Wide Paths, B) Thin Paths 

As the goal of the system was to produce collision free forward motion along the 
path, Eq. 3 was employed as the heuristic evaluation function. It was evaluated 
continuously along the simulation predicted line of travel, and the minimum value of 
the function along that line of travel was returned to the search algorithm. At each 
point, the function rewarded distance travelled, ݀௧௥௔௩௘௟ , and penalized the minimum 
thus far observed distance between the robot and an obstacle, ݀௢௕௦,௠௜௡. For 
mathematical reasons, ݀௢௕௦,௠௜௡ was limited to a minimum of 0.0001. 

 ݄ሺ Ԧܿሻ = ሺ0.3݊ௗ௜௠ െ ݀௧௥௔௩௘௟ሻ ൅ 0.1 ൬ ଴.଴ଵௗ೚್ೞ,೘೔೙൰ଶ
 (3) 

4.1 Performance on Wide Paths 

Fig. 7 shows the cost, averaged over 100 trials, as it decreases over the first 5000 
search cycles. For coarse control, RRHC reached global minimum first (468 cycles 
avg.), significantly faster than the comparison algorithms (3219 cycles for grid and 
2735 cycles for random). Fine control showed similar relative performance with the 
hill climbing, grid refinement, and random algorithms taking an average 1.1݁ହ, 5.5݁ହ, 
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and 5.0݁ହ cycles respectively. The average minimum cost identified by the fine 
control was 0.0285, slightly lower than that for coarse control at 0.0410. This 
demonstrates that fine control can yield better results given sufficient cycles. 

 

Fig. 7. Search Performance on Wide Paths 

Surprisingly, fine RRHC began to surpass coarse RRHC after on a few cycles 
(approx. 1700 cycles). This indicates that although the fine control provides 1.1݁଺ 
possible control configurations (as compared to 6561 for coarse control) it can still be 
processed with comparable efficiency. 

4.2 Performance on Thin Paths 

The thin pathway performance (Fig. 8) demonstrated a significant difference between 
fine control (0.4527 average minimum cost) and coarse control (0.8522 average  
 

 

Fig. 8. Search Performance on Thin Paths 
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minimum cost). This disparity also caused fine RRHC to surpass coarse RRHC after 
only 100 cycles on average. Using fine and coarse control, RRHC required an average 4.6݁ସ and 175 cycles respectively to reach the average global minimum. 
Comparatively, grid refinement required an average 6.0݁ହ and 2526 cycles and pure 
random 4.7݁ହ and 646 cycles. 

Taken together with the performance on wide paths, these results demonstrated a 
significant performance gain when employing RRHC, correlating with the systematic 
tests earlier. The performance gains within the real-world scenario (5 to 12 times 
faster) were not as dramatic as those from systematic testing (2 to 1000 times faster) 
however improvement by a factor of 5 remains a significant gain. 

5 Conclusions and Future Work 

The tests presented here indicate that RRHC can improve the performance of MPC. 
Systematic testing indicated that as the number of control dimensions and the level of 
control precision in each of those dimensions increases, RRHC began to significantly 
outperform the alternative algorithms. These performance increases carried over to a 
real-world test scenario, where MPC was successfully used by a simulated differential 
drive robot to move through a constricted path. 

There remains significant investigation to be done on both MPC and the 
application of hill-climbing search algorithms therein. Most notably that RRHC is 
only one such algorithm and may not be the most suitable. In the future we intend to 
compare a number of hill-climbing algorithms and to conduct a wider range of real-
world tests, both simulated and experimental. In the immediate future however, the 
application of hill climbing methods significantly improves the viability of MPC for 
autonomous vehicle control. 
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Abstract. In this paper, for the purpose of improving operation per-
formance of multi-fingered hand and multiple robotic manipulators, a
robust position synchronization mode-free sliding-mode control (SMC)
strategy is proposed. By invoking the Lyapunov stability approach, the
effectiveness of the proposed approach is testified to be robust while fac-
ing various disturbances and dynamic uncertainties. Besides, according
to the practical application, the kinematic diversity is taken into con-
sideration. We assume each individual in the multi-agent system to be
with kinematic redundancy or without. Finally, we present computer
simulation results to verify the effectiveness of the proposed algorithm.

Keywords: position synchronization, sliding-mode control (SMC),
multi-fingered hand, dynamic uncertainty, multi-agent system, kinematic
redundancy.

1 Introduction

Intelligent control of multi-fingered robot hand and multiple robotic manipula-
tors has attracted increasing attention and has been widely studied [1]. In order
to design a artificial limb which is more suitable for disabled people, coordi-
nation problem should be considered. Therefore, numerous researchers focused
on the controller design of hand-object system [2],[3]. As a typical closed-chain
robotic system, the coordination task in the control of hand-object system is
much more important. However, since the positions and velocity of finger-tips
on robotic fingers are rigidly coupled through the surface of the object, it doesn’t
seem to be necessary to design an algorithm to achieve coordination. Neverthe-
less, the research from developmental psychologists shows that the coordination
task plays an important role in the stability of manipulation and grasping [4].
Unfortunately, traditional control scheme used in engineering application, either
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centralized or decentralized, have not addressed coordination tasks. Therefore,
it is ungent for researchers to propose an effective coordinate controller which
can guarantee the stability and coordination of multi-agent systems.

In order to improve the performance of grasping and manipulation, in this
paper we consider the coordination task as a position synchronization prob-
lem which has already been admitted to be effective for coordination tasks [5].
Before the proposal of synchronization methods, the coordination schemes for
assembly tasks are derived by assuming there are physically connections between
the individual of multi-agent systems, such as the master/slave control. Hence,
recently the position synchronization theory has been widely studied [6], the
physically connections are no longer indispensable. At the same time, although
the algorithm is firstly derived in the purpose of solving coordination problem
in assembly tasks of modern manufacturing and space applications, soon the
researchers find it is also appropriate to robot manipulator tasks [7]. By such
analogy, it can also be applied to multi-fingered hand systems. However, in or-
der to mimic human, the multi-fingered hand system’s inverse kinematics are
ill-posed, which become a great obstacle if you want to design a high perfor-
mance position synchronization controller. Besides, there still remain two main
challenges: synchronization and disturbances. How to solve all these difficulties
will be given by the following discussion.

To deal with the synchronization problem, a linear coupling synchroniza-
tion signal will be proposed in Section 3. What’s more, to improve the anti-
interference abilities of the whole system, we introduced the SMC. As is men-
tioned above, most of the designed controllers are mode-based and lack of robust-
ness while facing model errors and external disturbances. Meanwhile, owing to
its less sensitive to the parameter variations and disturbances, the SMC is well-
known as a powerful tool to deal with uncertain systems. Due to the benefit SMC
is widely used in robot systems. Huang etc. proposed an SMC approach for un-
deractuated mobile wheeled inverted pendulum systems [8]. They improved their
controller and achieved greater effectiveness [9]. Whereas it is not easy to design
SMC controllers for kinematic redundant manipulator systems, where the con-
trol problems have been admitted to be challenging owning to the ill-posedness
of its inverse kinematics. The problem is more difficult when there exists strong
coupling between the robots. What’s more, SMC will cause chattering which
is well-known as a crucial disadvantage to the stability of the system, which
made the controller designing become extremely troublesome. In spite of this we
proposed a synchronization sliding mode control which can deal with the above
conditions and the detail will be discussed in Section 4.

2 Modeling of System Dynamics and Kinematics

Considering various disturbances, the dynamic model of the ith rigid-link serial
robot manipulator or finger is given in the joint space as follow:

Hi(qi(t))q̈i(t) + [Ci(qi(t), q̇i(t)) +Bi]q̇i(t) +Gi(qi(t)) + Fi(t) = ui(t), (1)
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where qi(t) ∈ Rni denotes the joint position vector, ni denotes the joint space
dimension, Hi(qi(t)) ∈ Rni×ni is the symmetric positive definite inertia matrix,
Ci(qi(t), q̇i(t)) ∈ Rni×ni represents the Coriolis and centrifugal force matrix,
Gi(qi(t)) ∈ Rni denotes the gravity force vector, Bi ∈ Rni×ni is the positive di-
agonal matrix that denotes viscous joint friction coefficient, Fi(t) ∈ Rni denotes
the bounded disturbance vector and ui(t) ∈ Rni stands for the torque input
vector.

Based on the system dynamic mode, the kinematic mode of each individual
can be given as follows

Xi = fi(qi), Ẋi = Ji(qi)q̇i,

where Xi ∈ Rm0 represents the ith end-effector position, fi(qi) is the trigono-
metric function of the joint position qi, m0 is the task space dimension of each
agent, Ji ∈ Rm0×ni stands for the Jacobian matrix from the joint space to the
task space of the ith agent.

Remark 1. Notice that all the fingers are assumed to work in the same task
space, so the task space dimension of all the agents are same. Besides, as we
consider the kinematic diversity, the joint space dimension of all the individuals
are different. What’s more, according to the practical applications, the task space
dimension m0 is equal or lesser than the joint space dimension ni(m0 ≤ ni), for
all the agents in the whole system.

Remark 2. Notice that the Jacobian matrix Ji may be ill-posed due to the kine-
matic diversity. Therefore, in order to avoid the singularity position, in this paper
we assume the Jacobian matrix Ji is row full rank, i.e., rank(Ji) = m0. Then
J+
i exists when the kinematic of the ith finger is redundant.

In order to make the subsequent analysis easier, some general properties of rev-
olute joint manipulators and the Jacobian matrix from the joint space to the
task space are given [10],[12].

Property 1. For any i, the following inequalities holds:⎧⎨
⎩

λmIni ≤ Hi(qi(t)) ≤ λMIni

‖Ci(qi(t), q̇i(t))‖ ≤ kC ‖q̇i(t)‖
‖Gi(qi(t))‖ ≤ kG,

where Ini is the identity matrix of dimension ni, and λm, λM , kC , kG are positive
constants.

Property 2. For any i, the matrix Ḣi(qi(t))− 2Ci(qi(t), q̇i(t)) is skew symmetric.

Property 3. For any i and all vectors x, y ∈ Rni , the following equalities holds:

Hi(qi(t))x+ [Ci(qi(t), q̇i(t)) +Bi]y +Gi(qi(t)) = Yi(qi(t), q̇i(t), x, y)θi,

where Yi(qi(t), q̇i(t), x, y) is the regressor matrix and θi is the constant parameter
vector respected to the ith agent.
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Property 4. For any i, the Jacobian matrix Ji has following properties:⎧⎨
⎩

Ji(Ini − J+
i Ji) = 0

(Ini − J+
i Ji)J

+
i = 0

(Ini − J+
i Ji)(Ini − J+

i Ji) = Ini − J+
i Ji.

3 Algorithm of Position Synchronization

Since the dynamic model and kinematic model are shown, we can define the
following position error of the ith finger in the task space: ei = Xi −Xdi, where
Xdi ∈ Rm0 represents the desired trajectory of the ith agent in the task space,
ei ∈ Rm0 denotes the task space tracking error of the ith agent.

Therefore, assuming there are k individuals in the whole system, then the goal
of task space position error synchronization is [5],[6],[7]:

e1 = e2 = e3 = . . . = ek. (2)

Obviously, if the following equation achieved, the Eq.(2) holds,

2e1 − e2 − ek = 2e2 − e3 − e1 = . . . = 2ek − ek−1 − e1.

Respectively, following [7], define the synchronization error ξi ∈ Rm0 as:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ξ1 = 2e1 − e2 − ek
ξ2 = 2e2 − e1 − e3

...
ξk = 2ek − e1 − ek−1.

Then the integrated tracking error is defined as: e = [eT1 , e
T
2 , · · · , eTk ]T , e ∈

Rm,m = k×m0. Respectively, the synchronization error of the whole system is
ξ = [ξT1 , ξ

T
2 , · · · , ξTk ]T .

Remark 3. Notice that the objective of position synchronization is to design a
controller, which can guarantee that both the tracking error e and the synchro-
nization error ξ converge to zero asymptotically.

Then define the couple matrix,

ES
Δ
= (Ik + αL)⊗ Im0 , (3)

where L is defined as:

L =

⎡
⎢⎢⎢⎢⎢⎣

2 −1 · · · · · · −1
−1 2 −1 · · · 0
...

. . .
. . . . . .

...
0
−1

· · ·
0

−1
· · ·

2
−1

−1
2

⎤
⎥⎥⎥⎥⎥⎦ ,

and α is a gain parameter, Ik and Im0 is the identity matrix. After that we define

the couple error in task space as follow: E
Δ
= ES · e.
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Lemma 1. If α > 0, then E → 0 implies that e → 0, ξ → 0. That means, we
only need to design a controller that guarantees the asymptotical convergence to
zero of the couple error E then the task space position error synchronization is
achieved.

Proof. Define m = k × m0. For x ∈ Rm, decompose the vector x, then x =
[xT

1 , x
T
2 , · · · , xT

k ]
T , where xi ∈ Rm0 , for i = 1, 2, · · · , k. After that, from the

definition of ES and L, we get:

xTESx = xTx+ αxT (L⊗ Im0)x

= xTx+ α
∑k

i=1

∑k
j=1(j>i) ‖xi − xj‖

2
.

(4)

When E = 0, from the definition of E, there is: eTE = eTESe. Then if E = 0,
eTESe = 0. By Eq.(4), then:

eT e+ α
∑k

i=1

∑k

j=1(j>i)
‖ei − ej‖

2

= 0.

Obviously, if α > 0, E → 0 implies that e → 0, ξ → 0, the proof is completed.

4 Sliding-Mode Controller Design

By the analysis of Lemma 1, we only need to design a controller that guarantees
E → 0. In order to make the controller design more easier, the whole system is
written as:

H(q)q̈ + [C(q, q̇) +B]q̇ +G(q) + F (t) = u(t), (5)

where the dimension of joint space is defined as n =
∑k

i=1 ni. Besides, q =
[qT1 , q

T
2 , · · · , qTk ]T , q ∈ Rn , H(q) = diag{H1, H2, · · · , Hk}, H(q) ∈ Rn×n ,

C(q, q̇) = diag{C1, C2, · · · , Ck}, C(q, q̇)q̇ ∈ Rn, B = diag{B1, B2, · · · , Bk}, B ∈
Rn×n, F (t) = (FT

1 , FT
2 , · · · , FT

k )T , F (t) ∈ Rn. What’s more, the remaining vec-
tors are formed as, u(t) = (uT

1 , u
T
2 , · · · , uT

k )
T , u(t) ∈ Rn , G(q) = (GT

1 , G
T
2 , · · · ,

GT
k )

T , G(q) ∈ Rn.

Meanwhile, the system kinematic is formulated as: Ẋ = J(q)q̇, where J =
diag{J1, J2, · · · , Jk}, J ∈ Rm×n stands for the Jacobian matrix from joint Space
to task space of the whole system.

Using the property 3, with a arbitrary velocity vector q̇r ∈ Rn, the parametriza-
tion can be formulated as:

H(q)q̈r + [C(q, q̇) +B]q̇r + g(q) = Y (q, q̇, q̇r, q̈r)θ. (6)

Therefore, Substituting (6) into (5) we get the following error dynamics equation:

H(q)Ṡr + [C(q, q̇) +B]Sr + F (t) + Y (q, q̇, q̇r, q̈r)θ = u(t), (7)

where reference error Sr are defined as: Sr
Δ
= q̇ − q̇r.
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Define the following joint reference:

q̇r
Δ
= J+

S (ESẊd −�E) + (In − J+J)ψ + Sd − Ξσ, (8)

where σ̇
Δ
= sgn(Sq), JS

Δ
= ESJ , � and Ξ are diagonal positive definite matrices,

ψ ∈ Rn is a negative gradient for the subtask which could be optimized. The
other parameters are defined as [11]:⎧⎪⎨

⎪⎩
S

Δ
= J+

S (Ė + �E)− (In − J+J)ψ

Sd
Δ
= S(t0)e

−κ(t−t0)

Sq
Δ
= S − Sd.

(9)

Besides, κ ∈ Rk is a positive definite diagonal matrix.
Then the control input is given as follow:

u = −KrSr, (10)

where Kr ∈ Rn×n is positive definite square matrix.

Theorem 1. For system (7) and control law (10), if the control gain α in Eq.(3)
satisfies α > 0 and Kr, the eigenvalues of Ξ are chosen to be large enough, with
small initial error of e, the position error synchronization defined in Section 3
can be achieved.

Proof. Choose the Lyapunov Function as: V = 1
2S

T
r H(q)Sr . Obviously, it is pos-

itive definite. According to the property 2, the derivative of the chosen Lyapunov
function can be derived as:

V̇ = −ST
r Y (q, q, qr, qr)θ − ST

r F (t)− ST
r (B +Kr)Sr. (11)

Then, as the state of the system, desired trajectories and the disturbance F (t) are
all bounded. Using property 1, following the conclusion ‖Y (q, q, qr, qr)θ‖ ≤ η(t)
established in [11], we can conclude: ‖Y (q, q, qr, qr)θ + F (t)‖ ≤ η(t) + d(t).

Define ρ(t)
Δ
= η(t) + d(t) as the total boundary, then the following conclusion

can be derived: V̇ ≤ −‖KSr‖2 + ‖Sr‖ ρ(t), where K = (B +Kr)
T (B +Kr). By

invoking Lyapunov stability theory, with a small initial errors ε contained in a
circular neighborhood centered in zero, there exists a big enough feedback gain
Kr satisfies, K ≥ ρ(t). Then the following conclusion can be derived: t → ∞ :
Sr(t) → ε. Since the state signals are all bounded, the following conclusion can
be established: Ṡr(t) ≤ ς, where ς is a bounded constant vector.

Now we should prove that the sliding mode Sq → 0. Consider the Lya-
punov function: Vq = 1

2S
T
q Sq. According to equality (8) and (9), the follow-

ing conclusion is formed: V̇q = ST
q Ṡq ≤ (

∥∥∥Ṡr

∥∥∥ − Ξim) ‖Sq‖ = −ω ‖Sq‖ , where
ω = Ξm − ςsup, with Ξm is chosen as the minimum eigenvalue of Ξ, and the
ςsup is the supremum of ς . Therefore, choosing Ξ large enough, can guarantee
the sliding mode approaches zero. By designing the parameters κ and Ξ, as is
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discussed in [11], the defined error E will exponentially converge to zero. Using
Lemma 1, we can concluded that the position error synchronization is achieved
through the designed controller. The proof is completed.

According to [12], we can define the subtask tracking error as: eN(t) = (In −
J+J)(q̇ − ψ). Notice that:

S = J+E−1
S (Ė + �E)− (In − J+J)ψ

= J+(ė+ E−1
S �E)− (In − J+J)ψ

= J+(−Ẋd + E−1
S �E)− (In − J+J)ψ + q̇.

By using property 4, we can conclude: eN = (In − J+J)S. It is easy to conclude
that the subtask tracking error approaches zero while S tend to zero. What’s
more, the subtask dose not effect the main task so it can be a extensional function
of the proposed controller.

5 Simulation Study

Considering the kinematic diversity of the whole system, simulation is performed
by using three 2-DOF non-linear planer robot fingers (robot 1st,3nd,4rd) and two
3-DOF non-linear planer robot fingers. The task space is assumed to be a two-
dimensional space. The 2-DOF non-linear robot fingers Model follow [13],[14].
The 3-DOF planar fingers’ model is derived under the same condition as the
2-DOF fingers. Assuming the mass center of each link is at the terminal, and
the exact lengths of the links are all set to 1 m, the normal parameters values
are given below. The 1st robot finger have two linkers, the mass and inertia
of each link is: m11 = 0.5,m12 = 1.5, I11 = 0.92, I12 = 1.13. The 2nd robot
finger’s inverse kinematics are ill-posed, the mass and inertia of each link is:
m21 = 0.5,m22 = 1.5,m32 = 1.3, I21 = 0.8, I22 = 1.3, I23 = 0.4. The 3rd:
m31 = 0.64,m32 = 0.86, I31 = 1.12, I32 = 1.04. The 4th:m41 = 0.92,m42 = 0.75,
I41 = 1.14, I42 = 0.67. The 5th:m51 = 0.4,m52 = 1.5,m53 = 1.2, I51 = 0.8, I52 =
1.2, I53 = 0.4. All the values are corresponding to international unit, that is
m → kg, I → kg ·m2. By considering the dynamic error and disturbance force,
the following setting is implemented: H0 = 0.8H∗, C0 = 0.8C∗, B0 = 0.8B∗,
G0 = 0.8G∗, Fi(t) = 5 sin t, i = 1, 2, . . . , 12, where H0, C0, B0, G0 stand for
the estimate value which is used in the controller designing. In correspondence,
H∗, C∗, B∗, G∗ denote the normal value which is calculated by the practical
parameters. The normal viscous joint friction coefficients B∗ is set as, B∗ =
(1.1, 1.2, 1.34, 1.23, 1.52, 2.36, 3.12, 2.5, 1.2, 2.3, 1.2, 4.2)T.

Following [6], the desired trajectory of ith robot end-effector is assigned as:
Xdi = X0i + (Xfi −X0i)(1− e−t). By setting, X0 = (1.366, 1.3660, 2.366, 3.806,
3.1248, 0.0559, 3.2412,−1.5780, 5.366, 3.806)T, and Xfi = (0.2412, 1.832)T , i =
1, 2, . . . , 5. The desired trajectory are determined.

Unlike [6], without loss of generality, the base coordination of each robot is
set as, Xbase = (0, 0, 1, 1.44, 2,−1.41, 3,−3.41, 4, 1.44)T . What’s more, the initial
state of each robot is set as:
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Xinitial = (0.6731, 1.6592, 0.7719, 3.2885, 2.0838, 0.1268, 1.7745,−2.1439, 6.7768,
2.5510)T ,

Ẋinitial = (−1.3281, 0.2984,−1.7438,−1.3085,−1.17,−0.256,−0.7851,−1.0891,
−1.0392, 2.8028)T .

Besides, the control gain α in Eq.(3) is designed as 0.3 × I5, � in Eq.(8) is set
as: � = diag(10, 10, 20, 20, 10, 10, 10, 10, 20, 20), β in Eq.(8) is set as: Ξ = I12.
The parameter Kr = diag(30, 30, 30, 30, 30, 60, 60, 60, 60, 60, 60, 60).
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Fig. 1. The left figure shows the asymptotical convergence to zero of the finger-tip
position tracking errors. The right one shows that the synchronization tracking error
asymptotically converges to zero. Proves that the robot fingers are synchronized with
the proposed controller.
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Fig. 2. The left figure shows the sliding mode sq of robot 2nd which is assumed to be
with kinematic redundancy converge to zero.The right figure shows that the reference
error sr of robot 2nd in the joint space is bounded in a small range.
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The simulation results Fig.1 and Fig. 2 show that under various disturbances,
the model-free SMC can also guarantee the asymptotical stability of task space
position tracking error. Besides, it is shown that the position error of each in-
dividual is synchronized with each other. What’s more, it is worth pointing out
that compared with the adaptive algorithms already existed [5],[12],[15], the
proposed control scheme does not need the precise dynamical model and is less
sensitive to disturbances.

6 Conclusion

Normally, the design of a synchronization controller for such complicated redun-
dant multi-fingered hand system with strong coupling is really difficult. Nev-
ertheless, the proposed controller has great performance under various distur-
bances. However, the controller needs to constrain the initial position which is
also its limitation. Besides, the proposed synchronization control low is more
practical than the traditional coordination controllers. Finally, the numerical
simulation results confirmed the effectiveness of the designed controller.
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Abstract. In order to solve the problem of real-time communication
for multi-axis in networked motion control systems(NMCSs), a field-
programmable gate array (FPGA) based real-time solution is proposed.
In the proposed solution, a hardware data processing strategy is designed
and the data link layer of real-time communication is implemented on
FPGA. Moreover, in order to decrease the forwarding delay, the for-
warding of real-time communication data is shifted down to data link
layer from application layer. Theoretical analysis and experimental re-
sults show that the FPGA-based real-time solution reduces jitter and
delay of communication. After 20000 tests, each nodes delay is 1.180 μs
in average, which achieves the same real-time performance as EtherCAT.

Keywords: networked motion control systems (NMCSs), real-time com-
munication, data link layer, field-programmable gate array (FPGA).

1 Introduction

With the growing requirements in multi-axis coordinated motion and networked
manufacturing, embedded motion control systems with multi-node networks
have become a development trend and research focus in industrial automation
field. They are widely used in computer numerical control(CNC) systems, print-
ing machines and robotics. However, with the development of NMCSs, a large
amount of commands and feedback information must be exchanged efficiently
and frequently among dozens or even hundreds of nodes, thus the problem of
real-time communication becomes a challenge for NMCSs [3].

Various motion control networks have been proposed by standard organiza-
tions and businesses since 1990s, such as Controller Area Network (CAN) [7]
and Servo System Control Network (SSCNET). However, their poor capabil-
ity and limited transmission speed have become the bottleneck of these field
buses to provide real-time communication for NMCSs [10]. They are gradually
replaced by industrial Ethernet which has higher communication rate and bet-
ter openness [6]. The existing industrial Ethernet can be classified into three
main categories [12,9]. The first category, such as Ethernet/IP [5] and FF HSE
[2], adds an industrial-automation-specific application layer on top of TCP/IP
and still adopts traditional forwarding method that the data is exchanged in

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 581–591, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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application layer. The data packet can not be forwarded to next node until the
application layer finished receiving the packet, extracting commands from the
packet, packaging and writing input data to the packet, thus forwarding delay of
a node reaches dozens of microseconds. This category is therefore can only offer
a real-time performance of about 100 milliseconds. The second category uses
priority scheme in the Ethernet MAC layer to improve real-time performance,
and they can achieve a real-time performance of about 10 milliseconds, typically.
PROFINET RT [8] is an example of this category. EtherCAT is a presentative
of the third category which optimizes the original MAC scheme of Ethernet. It
obtains a better real-time performance by changing the data reception method
used in traditional Ethernet. At the arrival of a frame, each slave extracts the
output data addressed to the frame and inserts the input data for the master.
Those operations are carried out “on the fly” [1]. The frame just passes through
the slave and the forwarding delay of a slave is very short. With this method,
EtherCAT is able to offer millisecond real-time performance, which is much bet-
ter than other industrial Ethernet protocols.

However, the hardware implementation of EtherCAT which leads to the high-
level performance is not available to the users since EtherCAT is not an open-
source technology [4]. This means that it is difficult for technical users to do
further research and development on it. Besides, end-users have to buy specific
chips called EtherCAT slave controller (ESC) or get the license of its IP core
from Beckhoff in practical applications, which will be expensive in the case of a
large number of nodes. For example, large radio telescope uses more than one
thousand nodes to adjust the attitude of the main reflector panel [11,13]. One
ESC chip is about 30 dollars at present, so tens of thousands of dollars are
needed to pay for the ESC chips. The cost for the specific chips or license in
mass production such as robotics and printing machines is also big. At present,
FPGAs are commonly used in motion control systems to create custom hardware
circuit logic, so real-time solutions based on FPGA can be easily implemented
by adding an Ethernet PHY module to these existing systems. The cost of an
Ethernet PHY module is about 4 dollars, which is far superior to EtherCAT.

In this paper, we focus on the design and implementation of real-time commu-
nication in NMCSs. An FPGA-based real-time solution is proposed. The real-
time performance of NMCSs is improved by shifting the forwarding of real-time
data to data link layer from application layer, which greatly reduces the forward-
ing delay of slave nodes. Experimental results show that the real-time solution
is as good as EtherCAT in term of real-time performance, which is one of the
best industrial Ethernet protocols at present.

In detail, this paper is organized as follows: Section 2 gives a real-time analysis
of the NMCSs. In section 3, we are devoted to the implementation of the proposed
solution. A platform is built and experiments are conducted in section 4. Finally,
the paper ends with the conclusions in section 5.
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2 Real-Time Analysis

In NMCSs, real-time performance is the key element to realize complex control
functions. The indicators commonly used to specify the real-time performance
are forwarding delay of one node, minimum achievable cycle time and the jitter
of cycle time [16,15]. In traditional forwarding methods, the data is exchanged in
application layer and forwarding delay of a node reaches dozens of microseconds.
In the case of a certain number of nodes and topology, longer forwarding delay
means that the minimum cycle time is much greater. Furthermore, time for
processing data in the application layer is uncertain, which causes the jitter of
cycle time and affects real-time performance of communication systems.

In order to reduce forwarding delay and cycle time, the forwarding of real-time
data is shifted down to data link layer from application layer in the proposed
real-time solution. Data is extracted and inserted in the data link layer without
any other operations, thus the progress of forwarding data is simplified and the
real-time performance is improved.

Next, we will analyze the real-time performance of NMCSs in detail. Ring
topology is used as an example, since it is widely adopted in existing NMCSs.
A lumped frame technology is used to avoid collisions and conflictions in the
communication progress. The lumped frame which contains command data for
all slave nodes is periodically issued by the master node. At the arrival of the
frame, each slave node extracts the command data from the lumped frame and
inserts feedback data to the frame, and then forwards it to the next slave node.
The lumped frame circulates among all the slave nodes and finally returns to the
master node, which means a periodic real-time communication has been finished.

Fig. 1. Structure of a lumped frame

Fig. 1 shows the structure of the lumped frame, which is similar to standard
Ethernet frame. In contrast to standard Ethernet frame, the payload of the
lumped frame is separated to n fields, where n is the number of slave nodes.
Each field is 6 bytes, including 4 bytes for periodic data and another 2 bytes for
non-periodic data, such as alarm information.
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Since we use the lumped frame technology, only one frame is required to
organize the real-time data exchange in a cycle. Therefore, the cycle time TCyc

can be given by the following formula:

TCyc = Tm + n× T tot
s + Ti , (1)

where Tm is the total delay introduced by master node, including forwarding
time of master node, PHY delay of master node (RX+TX) and propagation
delay on the cables. n is the number of slave nodes. T tot

s represents the total
delay introduced by a slave node. Ti is the network idle time.

The total delay introduced by a slave node T tot
s can be obtained as follows:

T tot
s = T f

s + Tp + Tc , (2)

where T f
s represents the forwarding delay inside the slave node. It depends on

the implementation of the slave node, for example, if the forwarding of a frame
is finished in application layer, the forwarding delay is up to dozens of microsec-
onds, but it is less than 1μs if the forwarding is carried out in data link layer.
Tp is PHY delay of a slave node (RX+TX). It varies between different vendors
but in practice it is not above 500 ns [14]. Tc is the propagation delay on the
cables. It is proportional to the length of the cable used between two nodes and
typically less than 50 ns per 10 m cables [14]. Hence, T tot

s can be calculated as:

T tot
s ≈ T f

s + 0.5μs+ 0.05μs = T f
s + 0.55μs . (3)

The network idle period in equation (1) is obviously set to zero when calculating
the minimum achievable cycle time, so we get the following expression:

TCyc = Tm + n× T tot
s ≈ Tm + n× (T f

s + 0.55μs) . (4)

From equation (4), if the forwarding of real-time data is shifted down to data link
layer from application layer, which means T f

s decreases from dozens of microsec-
onds to less than 1 μs, the minimum achievable cycle time will be significantly
reduced, and the real-time performance will be greatly improved. That is the
reason of our proposed real-time solution, which will be implemented in the
next section.

3 Implementation of Real-Time Communication

The theoretical analysis shows that real-time performance improves as a hard-
ware data processing strategy is adopted. Its implementation on FPGA will be
given in this section.

3.1 System Architecture

Fig. 2 illustrates the architecture of a networked node in NMCS, which only
shows the modules used for real-time communication among nodes. Each node
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Fig. 2. System architecture of a networked node

mainly consists of an embedded CPU, an FPGA module and an Ethernet PHY
module. The embedded CPU is used to realize functions of application layer,
such as data processing and control tasks. Ethernet PHY module implements
the physical layer of real-time communication.

The data link layer of real-time communication is implemented on FPGA and
consists of a processor interface, a phase-locked loop (PLL), two media access
controllers (MAC), a local clock module and a forwarding controller. A signal
produced by external crystal oscillator via PLL is used as input signal of the local
clock. To make sure that all the slave nodes are able to finish coordinate motions
with a high precision, slave clocks are synchronized with master clock by IEEE
1588 protocol [17]. Port 1 and port 2 have the same MAC, which contains TX
module (including MAC TX control and TX FIFO) and RX module (including
MAC RX control and RX FIFO) and provides full transmit and receive functions
[18].

3.2 Design of the Forwarding Module

As shown in Fig. 3, the key component of the forwarding module is the forwarding
controller, which consists of a forwarding control module, a forwarding FIFO
module, a feedback data register(FDR), a node address register(NAR) and a
packet length counter(PLC). For users’ convenience to process non-real-time
data, the traditional forwarding method in application layer is preserved when
designing the forwarding module in data link layer. The progress of forwarding
a frame from port 1 to port 2 is taken as an example as the adverse progress is
similar.

PLC is designed to counter the length of the frame, and it decides the field
where feedback data is written in the lumped frame, which will be discussed
later, therefore, complex addressing used in EtherCAT is avoid. FDR is used to
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store feedback data before the frame’s arrival. NAR is designed to save the slave
node number after network initialization. The forwarding FIFO which connects
forwarding control module and MAC TX control module, is developed to avoid
metastable state that appears when forwarding data from port 1 to port 2, since
the clocks of port 1 and port 2 have clock drift. Forwarding control module
controls the entire forwarding progress.

TX
FIFO

RX
FIFO

MII

MAC 
TX

Control
MAC 
RX

Control

TX
FIFO

RX
FIFO

MII

MAC
TX

Control

MAC 
RX

Control

Forwarding
FIFO

Forwarding
FIFO

FDR

Forwarding
Control
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Control

FDR

MAC(Port1) MAC(Port2)Forwarding Controller

PLC

PLCNAR

NAR

Fig. 3. Forwarding module in data link layer

The key progress of forwarding is to insert the feedback data to the correct
field of the frame, which is finished by the cooperation of NAR, PLC, FDR and
forwarding control module. After network initialization, the slave node number
is saved in NAR and the corresponding position of the slave data in the lumped
frame is calculated as:

Lk = 22 + 6× (k − 1) , (5)

where k is the slave node number and Lk denotes the corresponding position
of the slave data. Besides, feedback data has been written into FDR before the
frame’s arrival.

When the frame reaches media independent interface (MII) of port 1, it is
sent to RX FIFO of port 1 as well as the forwarding controller. The PLC starts
to counter the length of the frame once the frame arrives at the forwarding
control module. If the accepted length of the frame is equal to Lk, feedback
data in FDR will replace the command data in the frame under the control of
forwarding control module, then the new frame is written into the forwarding
FIFO and transmitted to port 2. Finally, the application layer reads out the
command data from RX FIFO of port 1 in event-driven manner, and finishes
its control functions under synchronized clock. These operations are carried out
after the forwarding progress is completed, so they do not introduce forwarding
delay. The entire forwarding progress only cost less than 1 μs, which will be
demonstrated in the following experiments.
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4 Experimental Results

To evaluate the performance of the proposed real-time solution, we have built an
experimental platform as shown in Fig. 4. There are 4 slave nodes and 1 master
node in the platform, which are connected by unshielded twisted paired (UTP)
in a ring topology. Each slave node mainly consists of a digital signal processor
(DSP), an FPGA and an Intel LXT973. The real-time solution is implemented
on an Altera Cyclone II EP2C8Q208I8N FPGA.

4.1 Forwarding Delay of a Slave Node

In this experiment, we compared the forwarding delay of a slave node between
the proposed real-time solution and the traditional forwarding method. The
payload of a frame were 20 bytes, 36 bytes, 64 bytes and 100 bytes, respectively.
The maximum, the minimum, the average, and the jitter of the forwarding delay
which were obtained from 20000 repeated tests, are outlined in Table 1. As can
be seen, the forwarding delay reaches dozens of microseconds in the traditional
forwarding method, but only has 0.802 μs in the real-time solution. Besides,
Fig. 5(a) shows that the forwarding delay increases rapidly with the number of
payloads in the traditional forwarding method, while it stays on the same value

Slave
node 4

Slave
node 3

Slave
node 2

Slave
node 1

Master 
Node

UTP

Fig. 4. Experimental set-up

Table 1. Forwarding delay in two different forwarding methods over 20000 tests

Data payload Traditional forwarding method(μs) Real-time solution (μs)
(Bytes) Maximum Minimum Average Jitter Maximum Minimum Average Jitter

20 16.240 14.820 14.879 1.420 0.840 0.760 0.8020 0.080
36 25.600 24.220 24.276 1.380 0.840 0.760 0.8021 0.080
64 44.080 42.680 42.759 1.400 0.840 0.760 0.8021 0.080
100 65.240 63.820 63.888 1.420 0.840 0.760 0.8022 0.080
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Fig. 5. A comparison of forwarding delay between the proposed real-time solution and
the traditional forwarding method that forwarding is finished in application layer. (a)
The average of the forwarding delay over 20000 tests; (b) The jitter of the forwarding
delay over 20000 tests.

in the real-time solution. From Fig. 5(b), the jitter of the forwarding delay is
much smaller in the real-time solution.

4.2 The Minimum Achievable Cycle Time

The minimum achievable cycle times for both real-time solution and traditional
forwarding method were also tested in the experiment, with a constant payload
of 100bytes. The number of slave nodes ranged from 1 to 4. The minimum
achievable cycle time and its jitter are shown in Fig. 6 after 20000 repeated
tests. We can see that the minimum achievable cycle time for real-time solution
is much smaller than that for traditional forwarding method. For example, when
the number of slave nodes is 4, the minimum achievable cycle time for traditional
forwarding method reaches 327.2 μs, while it is only 61.9 μs in real-time solution.
Fig. 6(a) also shows that in the traditional forwarding method, the minimum
achievable cycle time linearly increases with the slope of 60 μs/node, but the
slope is reduced to less than 2 μs/node in real-time solution. As can be seen from
Fig. 6(b), the jitter of cycle time is also much smaller in the real-time solution.

4.3 Total Delay Introduced by a Slave Node

In this experiment the total delay introduced by a slave node in real-time solution
was tested. The payload of a frame respectively were 20 bytes, 36 bytes, 64 bytes
and 100 bytes. The number of slave nodes ranged from 1 to 4. The minimum
achievable cycle time is shown in Fig. 7(a) after 20000 repeated tests. We can
see that the minimum achievable cycle time with different payloads is a set of
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Fig. 6. A comparison of the minimum cycle time between the real-time solution and the
traditional forwarding method with a constant payload of 100 bytes. (a) The minimum
achievable cycle time; (b) The jitter of the cycle time over 20000 tests.
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Fig. 7. The experimental results in the test of total delay introduced by a slave node.
(a) The minimum achievable cycle time as a function of the number of slave nodes with
different payload; (b) The minimum achievable cycle time as a function of the number
of slave nodes with 36 bytes payload.

parallel lines and their slopes are the same. Therefore, the total delay introduced
by a slave node is irrelevant to the payload of the frame. We select the line of
36 bytes payload to calculate the total delay of one node, as shown in Fig. 7(b).
The slope of the line is 1.180, so the total delay which equals to the slope is
1.180 μs.
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Furthermore, we can get the theoretical value of the total delay introduced
by a slave node from equation (3):

T tot
s = 0.55μs+ T f

s = 0.55μs+ 0.802μs = 1.352μs,

where 0.802 μs is the forwarding delay we obtained in the first experiment. The
theoretical value is slightly larger than the total delay we get from experiment.
It must be pointed out that 500 ns of PHY delay in equation (3) is a maximum
value, which is not achieved in the experiment. Besides, the length of the cable
we use is 3 m, which is much shorter than the assumption of 10 m in (3), so the
propagation delay on the cables is smaller than 50 ns.

As described in [12], [14] and [16], the total delay of an EtherCAT node is
measured in the range of 1 μs to 1.35 μs. In the real-time solution for NMCSs,
the total delay of one node is 1.180 μs, therefore it can be said that the proposed
solution can achieve the same real-time performance as EtherCAT.

5 Conclusions

An FPGA-based real-time solution for the communication of NMCSs is proposed
in this paper. A hardware data processing strategy is designed and the forward-
ing of data is shifted down to data link layer from application layer. Real-time
analysis shows that the real-time solution reduces the minimum achievable cycle
time of the communication and has a much better performance than traditional
forwarding method. Then an implementation of the real-time solution based on
FPGA is given and the entire forwarding progress is illustrated. Furthermore, a
platform is built and experiments are conducted to demonstrate the high level
performance of the FPGA-based real-time solution.
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Synchronous Control for Trajectory Tracking

in Networked Multi-agent Systems
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Abstract. This paper is devoted to designing a decentralized
synchronous controller for networked multi-agent systems. In the pro-
posed controller, due to the limitations of message scheduling and net-
work bandwidth, position synchronization error is defined as a differential
position error between current axis and its preceding one. It is proven
that the proposed controller can asymptotically stabilize both position
and synchronization errors to zero. In addition, a motion message es-
timator is adopted in the synchronous controller to reduce the effect
of network-induced delays. Simulations are performed on a networked
multi-axis machine tool to validate its effectiveness and demonstrate that
it can achieve good contouring performance for the multi-axis trajectory
tracking over the real-time network.

Keywords: Networked multi-agent system, multi-axis motion, position
synchronization, cross-coupled control, real-time network.

1 Introduction

Along with the continuous improvement in modern industrial and commercial
systems, there are increasing demands for applying a shared data network in con-
trol systems. For instance, in applications with a large number of sensors and
actuators, such as computer numerical control (CNC) machining centers, hu-
manoid robots, and printing machines, real-time control networks can be used
to perform information exchanges among distributed nodes. These network sys-
tems are called networked multi-agent systems (NMASs) [7], where functional
agents such as sensors, actuators and controllers are spatially distributed and
interconnected by one communication network. Compared with traditional cen-
tralized control systems with directly wiring devices together, NMASs can reduce
the problems of wiring connection and transmit-length limitation, and decrease
installation, reconfiguration and maintenance time and costs. For a NMAS, espe-
cially in a multi-axis motion control system, synchronous errors among axes are
important aspects that significantly affect the motion accuracy [4]. To improve
the synchronization performance for centralized systems, many efforts have been
devoted to compensate different inertias and disturbances in different axes. Ko-
ren [5] proposed a cross-coupled control (CCC) for biaxial motion systems. Var-
ious improved CCC designs were later proposed to further reduce synchronous

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part II, LNAI 7507, pp. 592–602, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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errors of different axes [10,3]. However, in network-based systems, besides the in-
ertias and disturbances factors, the message scheduling and the network-induced
delays also influence the synchronous performance. To the authors’ knowledge,
literatures focusing on NMASs study combined with the synchronous control
are rarely seen. In [12], we made some attempts on this issue and have proposed
a time-stamped cross-coupled controller in networked CNC systems. But this
controller is based on biaxial motion systems and is still centralized. This pa-
per furthers the research and investigates a multi-axis synchronous control over
real-time networks.

The proposed controller is designed to accomplish coordination tasks in net-
worked multi-agent systems. Based on the detailed analysis of the problems of
the message scheduling in the real-time network, we choose a differential position
error between current axis and its preceding one as the position synchronization
error. In order to reduce the effect of network-induced delays, a motion message
estimator is adopted in the synchronous controller to estimate the current posi-
tion error of the preceding axis. Simulations are conducted on a networked CNC
system to demonstrate the effectiveness of the proposed approach.

The remainder of this paper is organized as follows. Section 2 is devoted to the
problem formulation and assumptions. In Section 3, we design a decentralized
synchronous controller for networked multi-agent systems. Simulations are per-
formed to demonstrate the effectiveness of the proposed synchronization control
approach in Section 4. Conclusions and future research perspectives are given in
the last section.

2 Problem Formulation and Assumptions

The main purpose of this work focuses on synchronized control of networked
multi-agent systems in the manufacturing field, especially for the computer nu-
merical control (CNC) machines. It generally consists of a set of smart networked
motion control nodes, which are spatially distributed and interconnected by one
real-time network. And its typical network architecture is the ring topology due
to the low cabling cost, which can be shown in Fig. 1. In terms of the sys-
tem architecture, the master node controls the entire digital communication and
implements the key functions of a reference position generator. including code
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Fig. 1. Network architecture of a networked multi-agent system
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interpretation, velocity planning, trajectory interpolation, etc. Meanwhile, all
distributed motion control nodes can perform position-loop control and syn-
chronous control in order to achieve the parallel computing and fast response.
The detailed assumptions and notations used in the decentralized synchronous
controller are described as follows:

(1) Consider that a networked multi-agent system with n agents requires
motion coordination of all distributed agents. As in [9], this task requirement
can be transformed to a relationship that the position errors of all agents must
be regulated, namely

c1e1 = c2e2 = · · · = cnen, (1)

where ci denotes the coupling parameter of the ith agent and ei is the corre-
sponding position error. It is therefore used as the synchronization control goal
in this work. Note that the relationship can be obtained for most actual applica-
tions, such as contouring error elimination problem in CNC [10] and formation
control of multiple mobile robots [11].

(2) The synchronization of the networked multi-agent system can be divided
into two aspects: time synchronization and position synchronization. Time syn-
chronization is used to make all networked nodes share a common sense of a
time, while the position synchronization refers to the motion synchronization
by synchronizing the motion of each agent with those of others. And we focus
on the decentralized motion synchronization based on the assumption that all
the distributed clocks are synchronized. This can be realized by using a clock
synchronization protocol, such as network time protocol or IEEE 1588 standard.

3 Control Design

In this section, a synchronous controller will be designed for networked multi-
agent systems, which is then followed by the stability analysis.

3.1 Position Synchronization Errors

Consider the dynamics of a general mechanical system with n-motion axes in
the matrix format [9]

H(x)ẍ + C(x, ẋ)ẋ = τ , (2)

where H(x) = {Hi(xi)} is the inertia of the system, which is positive definite,
C(x, ẋ) = {Ci(xi, ẋi)} denotes the coriolis and centripetal forces, Ḣ(x)−2C(x, ẋ)
is skew-symmetric, x = {xi} denotes the position coordinate, and τ = {τi}means
the input torque. Define the position error of the ith axis as ei = xd

i − xi, where
xd
i indicates the desired position.
In [10], the position synchronization errors are defined as⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ε1 = c1e1 − c2e2
ε2 = c2e2 − c3e3

...
εn = cnen − c1e1

, (3)
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where εi denotes the position synchronization error of the ith axis. Note that the
synchronization goal c1e1 = c2e2 = · · · = cnen is achieved automatically when
all position synchronization errors in (3) are zero. As in [10], a coupled position
error that links ei and εi together is described as

Ei = ciei + β
∫ t

0
(εi − εi−1)dw , (4)

where β is a positive control gain, w denotes a time variable, and Ei contains
the information of current axis i and two neighboring axes i− 1 and i+1. From
the Equation (4), Ei → 0 implies ei → 0 and εi → 0.

Then, it should be further considered when implementing the control strategy
in a decentralized architecture, as shown in Fig. 1. In some real-time networks,
such as the EtherCAT network with a ring topology [8], a lumped frame is peri-
odically sent by the master node and passed through all the slave motion control
nodes. The basic operating principle is that all slave nodes in the EtherCAT net-
work can read command data (such as reference position) and write feedback
data (such as position error) to the EtherCAT telegram as it passes by. It is
easy for each slave node to acquire the feedback positions of its preceding nodes,
but it is hard to obtain its subsequent nodes’ feedback data. This problem can
be settled by a high-level planner, as mentioned in [11]. However, the method
would increase the network-induced delays in the networked multi-agent system
because it needs more network bandwidth to transfer all slave nodes’ position
errors and each slave node can only receive the feedback position errors in next
lumped frame.

Considering the problem of the message scheduling in the networked multi-
agent system, the position synchronization error should be defined as a subset of
possible pairs of preceding axes. We therefore define the position synchronization
errors in this work as ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ε1 = c1e1 − cnen
ε2 = c2e2 − c1e1

...
εn = cnen − cn−1en−1

. (5)

At the same time, the coupled position error should be rewritten as

Ei = ciei + β
∫ t

0
εidw , (6)

where Ei just contains the information of current axis i and its preceding axis
i− 1 when compared to [10].

In the following section, a decentralized synchronous control for position syn-
chronization will be developed by incorporating the above cross-coupling concept
into slide mode control design.

3.2 Decentralized Synchronous Control

Differentiating Ei of (6) with respect to time yields

Ėi = ċiei + ciėi + βεi . (7)
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We then define a command vector ui as

ui = ciẋ
d
i + ċiei + βεi + ΛEi , (8)

where Λ denotes a positive control gain. It also leads to the following vector
combining both Ei and Ėi:

ri = ui − ciẋi = ciėi + ċiei + βεi + ΛEi = Ėi + ΛEi . (9)

Thus, a controller is needed to restrict ri to lie on the sliding surface such that
the coupled position error Ei and its time derivative Ėi tend to zero. Refer to
the controller in [10], a synchronous controller is expressed by

τi = KH
i c−1

i (u̇i− ċiẋi)+KC
i c−1

i ui+Kric
−1
i ri+sign(c−1

i ri)K
s
i +2c2iKeei, (10)

where KH
i and KC

i are positive feedforward control gains, Kri and Ke are pos-
itive feedback control gains, and Ks

i is a positive parameter that satisfies the
following condition:

Ks
i = ΔH

i

∥∥c−1
i (u̇i − ċiẋi)

∥∥+ΔC
i

∥∥c−1
i ui

∥∥ , (11)

in which ΔH
i and ΔC

i are scalars. Here, we give the following assumptions: xd
i

is bounded up to its second derivative and Hi(xi) and Ci(xi, ẋi) are bounded
if their arguments are bounded. Note that the control gains KH

i and KC
i are

utilized instead of the modeling parameters Hi(xi) and Ci(xi, ẋi) so that the
synchronous controller is independent of the model. In order to compensate for
the nonlinear effect caused by the difference between these feedforward control
gains and the real modeling parameters, a saturated control is used, which can
be seen in the fourth term of the right-hand side of (10). The last term in (10)
is included by reason of system stability, and is different from [10] as we adopt
different definitions of position synchronization error and coupled position error.

Theorem 1: For the decentralized synchronous controller (10), the system is
stable during the motion and guarantees ei → 0 and εi → 0 as time t → ∞,
under the following conditions:

1) scalars ΔH
i and ΔC

i are large enough to satisfy ΔH
i ≥

∥∥KH
i −Hi(xi)

∥∥ and

ΔC
i ≥

∥∥KC
i − Ci(xi, ẋi)

∥∥;
2) the control gain Kri is properly selected to satisfy

λmin(Kri) ≥ λmax(−Hi(xi)c
−1
i ċi),

where λmin(·) and λmax(·) denote the minimum and maximum values of (·),
respectively.

Proof: Define a Lyapunov function candidate as

V =

n∑
i=1

[
1

2
Hi(xi)(c

−1
i ri)

2 +Ke(ciei)
2] +

n∑
i=1

[
1

2
KeΛβ(

∫ t

0

εidw)
2]. (12)
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Differentiating V with respect to time yields

V̇ =
n∑

i=1

[Hi(xi)c
−2
i riṙi +

1
2Ḣi(xi)(c

−1
i ri)

2 −Hi(xi)c
−3
i ċir

2
i

+2Ke(ciċie
2
i + c2i eiėi)] +

n∑
i=1

[KeΛβεi(
∫ t

0 εidw)]
. (13)

Substituting (10) into (2) yields the closed-loop dynamics

Hi(xi)c
−1
i ṙi + Ci(xi, ẋi)c

−1
i ri +Kric

−1
i ri

+Zi + sign(c−1
i ri)K

s
i + 2c2iKeei = 0

, (14)

where Zi = (KH
i − Hi(xi))c

−1
i (u̇i − ċiẋi) + (KC

i − Ci(xi, ẋi))c
−1
i ui, which is

bounded under the aforementioned assumptions. Multiplying both sides of (14)
by c−1

i ri yields

Hi(xi)c
−2
i riṙi + Ci(xi, ẋi)c

−2
i r2i +Kric

−2
i r2i

+(c−1
i ri)Zi +

∥∥c−1
i ri

∥∥Ks
i + 2Kericiei = 0

. (15)

Substituting (15) into (13) yields

V̇ =
n∑

i=1

[−Hi(xi)c
−3
i ċir

2
i −Kric

−2
i r2i + 2Ke(ciċie

2
i + c2i eiėi)]

−
n∑

i=1

[(c−1
i ri)Zi +

∥∥c−1
i ri

∥∥Ks
i ]−

n∑
i=1

2Kericiei +
n∑

i=1

[KeΛβεi(
∫ t

0 εidw)]
.

(16)
It should be noted that (12Ḣi(xi) − Ci(xi, ẋi))c

−2
i r2i = 0 because (12Ḣ(x) −

C(x, ẋ)) is skew symmetric. Under the conditions as in Theorem 1, namelyΔH
i ≥∥∥KH

i −Hi(xi)
∥∥ and ΔC

i ≥
∥∥KC

i − Ci(xi, ẋi)
∥∥, it follows that

(c−1
i ri)Zi +

∥∥c−1
i ri

∥∥Ks
i

≥
∥∥c−1

i ri
∥∥ (Ks

i − ‖Zi‖)
=

∥∥c−1
i ri

∥∥ (ΔH
i

∥∥c−1
i (u̇i − ċiẋi)

∥∥+ΔC
i

∥∥c−1
i ui

∥∥− ‖Zi‖)
≥

∥∥c−1
i ri

∥∥ (∥∥KH
i −Hi(xi)

∥∥ ·
∥∥c−1

i (u̇i − ċiẋi)
∥∥

+
∥∥KC

i − Ci(xi, ẋi)
∥∥ ·

∥∥c−1
i ui

∥∥− ‖Zi‖)
≥

∥∥c−1
i ri

∥∥ (∥∥(KH
i −Hi(xi)) c

−1
i (u̇i − ċiẋi)

+(KC
i − Ci(xi, ẋi)) c

−1
i ui

∥∥− ‖Zi‖)
= 0

. (17)

We then analyze the term
n∑

i=1

2Kericiei in (16). From (6)-(9), we can obtain that

n∑
i=1

2Kericiei =
n∑

i=1

2Ke(ċiei + ciėi + βεi + Λciei + Λβ
∫ t

0 εidw)ciei

=
n∑

i=1

[2Ke(ciċie
2
i + c2i eiėi)] +

n∑
i=1

2KeΛc
2
i e

2
i

+
n∑

i=1

2Keβεiciei +
n∑

i=1

2KeΛβciei
∫ t

0 εidw

. (18)
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It is noted that from (5), we have

n∑
i=1

2εiciei =
n∑

i=1

[2(ciei − ci−1ei−1)]ciei

=
n∑

i=1

2c2i e
2
i −

n∑
i=1

2ci−1ciei−1ei

=
n∑

i=1

(ciei)
2 +

n∑
i=1

(ci−1ei−1)
2 −

n∑
i=1

2ci−1ciei−1ei

=
n∑

i=1

(ciei − ci−1ei−1)
2 =

n∑
i=1

ε2i

. (19)

Substituting (19) into (18) yields

n∑
i=1

2Kericiei =
n∑

i=1

[2Ke(ciċie
2
i + c2i eiėi)] +

n∑
i=1

2KeΛc
2
i e

2
i

+
n∑

i=1

Keβε
2
i +

n∑
i=1

KeΛβεi
∫ t

0 εidw
. (20)

Therefore, we can obtain V̇ by substituting (17) and (20) and utilizing condition
2 of Theorem 1 as follows:

V̇ =
n∑

i=1

[−Hi(xi)c
−3
i ċir

2
i −Kric

−2
i r2i ]−

n∑
i=1

2KeΛc
2
i e

2
i −

n∑
i=1

Keβε
2
i

= −
n∑

i=1

[Kri − (−Hi(xi)c
−1
i ċi)]c

−2
i r2i −

n∑
i=1

2KeΛc
2
i e

2
i −

n∑
i=1

Keβε
2
i

≤ −
n∑

i=1

[λmin(Kri)− λmax(−Hi(xi)c
−1
i ċi)]c

−2
i r2i −

n∑
i=1

2KeΛc
2
i e

2
i −

n∑
i=1

Keβε
2
i

≤ 0

,

(21)
which indicates the system is stable. Since the Lyapunov function V is lower
bounded (by zero), V tends to a constant as t → ∞ and is therefore bounded for
t ∈ [0,∞]. This means that ri, ei and εi are bounded as they appear in V , and
hence, ṙi and ėi are bounded according to the closed-loop dynamics (14) and
the expression (20). Furthermore, we can conclude that ε̇i is bounded as well
based on the definition (5). Therefore, ri, ei and εi are uniformly continuous,
which consequently implies the uniform continuity of V̇ . From Barbalat’s lemma,
ri → 0, ei → 0 and εi → 0 as time t → ∞, and thus, the system is asymptotically
stable.

3.3 Delay Compensation in Synchronous Control

According to the Equation (10), the synchronous controller needs the actual
position error of the preceding axis to calculate the position synchronization
error at the beginning of each sample period Ts. Due to the effect of network-
induced delays, the sensor of the ith axis measures the position error ei(t) and
sends it to the (i+1)th axis as the feedback signal e

′
i(t). These signals are related

as
e
′
i(t) = ei(t− TDi), (22)
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where TDi is the time delay to transmit the measured signal from the ith axis
to (i + 1)th axis. Note that when i = n, i + 1 = 1. As aforementioned, we
assume that all the distributed clocks are synchronized, and hence, the start
of each period of the servo controller, including the sampling and actuation, is
synchronized with a high synchronization accuracy. With adopting the real-time
communication protocol, the network-induced delays are therefore constant and
meet

TDi = Ts (i = 1, . . . , n). (23)

Besides, most motion measurements in real applications are smooth and pre-
dictable. We therefore adopt a motion message estimator here, which is proposed
by Hsieh [2] to reduce the data-dropout effect, to estimate the current position
error of the preceding axis. The estimated value of the current position error can
be expressed as

êi(t) =
21

8
ei(t− Ts)−

19

8
ei(t− 2Ts) +

7

8
ei(t− 3Ts)−

1

8
ei(t− 4Ts), (24)

where ei(t − Ts), ei(t − 2Ts), ei(t − 3Ts) and ei(t − 4Ts) mean the past four
sequential position errors.

4 Simulations

Simulations will be performed to verify the motion accuracy of the proposed
algorithm in a networked CNC system.

4.1 Simulation Platform

The simulation model is shown in Fig. 2, which is designed based on Mat-
lab/Simulink and the TrueTime toolbox [1]. In the TrueTime toolbox, computer
and network blocks are introduced. The computer block is based on the event-
driven mechanism and executes user-defined tasks, such as sampling and actu-
ation tasks, the control algorithm, the application layer of the communication
and the network interface. For the network block, Ethernet with 100Mbps link
speed is chosen as the transmission media of the simulation model. To simulate
a real-time network with a ring topology, the lumped frame-based EtherCAT
protocol was programmed into the computer block of each networked node.

The main example that we will use in the simulation is a simple three-axes
milling machine for contouring applications. Each axis moves on a linear slide
and is driven through a ball screw by a DC motor. The DC motor is driven by a
PWM drive. The three axes operate independently, and the mathematical model
of each axis between the PWM input and the position output is described as

P (s) =
k

s(τs + 1)
, (25)

where the time constants τ (sec) for each axis are 0.055 (X Axis), 0.056 (Y Axis),
and 0.040 (Z Axis), and the overall gains k ((mm/sec)/PWM) are 28.346 (X
Axis), 28.956 (Y Axis), and 41.606 (Z Axis), respectively [6].
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Fig. 2. Simulation model of the networked CNC system

4.2 Simulation Results

As shown in Fig. 3, simulations are conducted involving two typical motion
commands to verify the performance of the proposed algorithm:

(1) linear command: a 3-D linear contour trajectory with 203.101 mm length
at a speed of 1.5 m/min.

(2) circular command: a 3-D circular command is performed with 12 mm
radius at a speed of 0.6 m/min.
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Fig. 3. Desired trajectories in simulations. (a) 3-D linear contour. (b) 3-D circular
contour.

We also compare the performance among two controllers: (1) an uncoupled
controller with only a standard PI position loop controller, namely, τi = KP

i ei+

KI
i

∫ t

0 eidw; (2) the proposed synchronous controller for trajectory tracking in
a networked multi-agent system. The control gains for the PI controller in the
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3-D linear contour trajectory are KP = diag{0.7817 0.7817 0.4817}, KI =
diag{0.0025}. And the corresponding control gains for the synchronous con-
troller are β = 0.02, Λ = 1, KH = diag{0.00194}, KC = diag{0.03528},
Kr = diag{0.5}, Ks = diag{3}, Ke = 0.7817. For the 3-D circular contour
trajectory, the control gains in the PI controller are KP = diag{0.95 0.95 0.75},
KI = diag{0.0025}. And the corresponding control gains for the synchronous
controller are β = 0.01, Λ = 1, KH = diag{0.00194}, KC = diag{0.03528},
Kr = diag{0.5}, Ks = diag{3}, Ke = 0.5. All the control gains were obtained
by the trial-and-error method.

0 2000 4000 6000 8000 10000 12000
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Time (ms)

C
on

to
ur

 E
rr

or
 (

m
m

)

 

 

Proposed Control
PI Control

(a)

0 2000 4000 6000 8000 10000 12000
0

0.02

0.04

0.06

0.08

0.1

0.12

Time (ms)

C
on

to
ur

 E
rr

or
 (

m
m

)

 

 

Proposed Control
PI Control

(b)

Fig. 4. Simulation results. (a) linear contouring. (b) circular contouring.

Table 1. Statistical data of linear and circular contouring

Controller
Linear Contouring Circular Contouring

IAE/mm ISE/mm2 IAE/mm ISE/mm2

PI control 93.8046 4.8810 732.6286 70.3886
Synchronous control 17.3192 0.3641 74.8169 0.9306

Simulation results for the linear and circular contouring commands are shown
in Fig. 4. In each plot, the horizontal axis is the simulation time and the vertical
axis is the value of the contour error. Note that the contour errors are computed
according to its definition. Moreover, the normalized statistical results of corre-
sponding integrals of absolute error (IAE) and integrals of square error (ISE) are
summarized in Table 1. The results indicate that compared with the standard PI
control system, the proposed synchronous controller achieves better contouring
accuracy over the 3-D linear and circular commands presented.

5 Conclusions and Future Work

In this paper, we propose a decentralized synchronous controller for each agent to
achieve the trajectory tracking of real-time network-based systems. Simulations
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are conducted on a networked CNC system to demonstrate the effectiveness of
the proposed synchronization control approach. It achieves improved contouring
performance for the multi-axis trajectory tracking over the real-time network.
Our future efforts will focus on two areas. First, experimental platform is cur-
rently built to verify the performance of our proposed algorithm in a practical
networked control system. Second, the stability analysis also needs to be ex-
tended to deal with the effect of the delay compensation.
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Abstract. Many important real-world problems, such as patrol or search
and rescue, could benefit from the ability to train teams of robots to
coordinate. One major challenge to achieving such coordination is de-
termining the best way for robots on such teams to communicate with
each other. Typical approaches employ hand-designed communication
schemes that often require significant effort to engineer. In contrast, this
paper presents a new communication scheme called the hive brain, in
which the neural network controller of each robot is directly connected
to internal nodes of other robots and the weights of these connections are
evolved. In this way, the robots can evolve their own internal “language”
to speak directly brain-to-brain. This approach is tested in a multirobot
patrol synchronization domain where it produces robot controllers that
synchronize through communication alone in both simulation and real
robots, and that are robust to perturbation and changes in team size.

Keywords: Evolutionary Algorithms, HyperNEAT, Multirobot Teams,
Coordination, Communication, Artificial Neural Networks.

1 Introduction

As robot technology has matured and large teams of robots have become more
commonplace, a research question of growing importance is how to best coor-
dinate such robotic teams. While one approach is to coordinate robot teams
centrally, scaling such an approach to many robots and mitigating the inherent
challenges of limited bandwidth and unreliable communication in the real world
may prove problematic [1]. Thus this paper instead focuses on treating robots
as autonomous communicating agents, which notably has proven a robust and
scalable strategy in nature [2, 3]. For example, insect colonies and human society
itself operate by this principle.

Importantly, communication between agents enlarges the scope of their pos-
sible behaviors by enabling coordination and sharing of knowledge. In this way,
teams of communicating robots may have greater potential than those without
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communication. However, an open question in this context is how to best imple-
ment an artificial communication system that allows autonomous robotic agents
to coordinate their behavior. That is, it is unclear a priori how exactly robots
should pass information to each other. In nature, communication between organ-
isms takes diverse forms. For example, ants emit and detect pheromone signals
[2], bees dance and recognize visual dancing patterns [3], and humans vocalize
and interpret the complex auditory signals comprising speech. Interestingly, in
an artificial system it is possible to consider communication systems impossible
or unlikely to be exploited by nature.

In particular, if individual robotic agents’ policies are represented by artificial
neural networks (ANNs), communication between agents can be implemented by
connections between such networks. In other words, one agent’s brain can directly
feed into another’s. By analogy, one way of understanding such a system is to
imagine it as a form of telepathy; information from one agent’s brain can flow into
another’s. The advantage of such an approach is that it bypasses the complexity
of signal transduction. That is, it is unnecessary to encode a message first into an
orthogonal form such as scent, movement, or sound before transmitting it, and
it is symmetrically unnecessary for the recipient to decode it; a bee with such
connections to other bees would not need to dance to indicate to others where
to find food. While the laws of physics prevent such direct connections between
the brains of biological organisms, distributed implementations of ANNs have
no such limitation (though of course inter-network connections may incur some
communication delay).

This insight motivates the novel approach presented in this paper, called the
hive brain, in which agents are controlled by interconnected ANNs. This new
approach for creating communicating multirobot teams is built upon the foun-
dation of an established evolutionary algorithm called multiagent HyperNEAT
(MAHN [4]) that is extended to represent such ANN interdependence and can
scale to evolve teams with many robots. The hive brain extension allows one
robot’s ANN to interconnect with others’ to enable communication between
them. Interestingly, in this way the communication scheme itself can evolve.

This paper investigates a particular kind of collective behavior that such a
hive brain can facilitate. It is inspired by an interesting physical phenomenon
called odd sympathy [5], which is the tendency of pendulum clocks to synchro-
nize when mounted near each other. The cause of such synchronization is that
vibrations from one clock affect the other through the medium on which they are
mounted. In other words, a small amount of physical information is transferred
between the pendulums that results in a larger macrolevel effect, i.e. synchroniza-
tion. An interesting analogy for robot teams would arise if communicating small
amounts of information could likewise cause them to synchronize, which might
have practical applications for teams that must cooperate in tasks sensitive to
timing.

Thus this paper applies the hive brain approach for the first time to evolving
robot teams that synchronize their movements over time. Teams that success-
fully synchronize are artificially evolved in a computer simulation, demonstrating
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that the hive brain can facilitate “odd sympathy”-like behavior in robot con-
trollers. Furthermore, evolved teams are successfully transfered to the real world
in Khepera III robots, illustrating the real-world potential of the technique. The
conclusion is that the hive brain is an interesting new technique for evolving
communicating teams of robots that merits further exploration.

2 Background

This section reviews past work in cooperative multiagent learning that requires
communication and the NEAT and HyperNEAT methods applied in the exper-
iments presented in this paper.

2.1 Cooperative Multiagent Learning

There are two primary traditional approaches to training multiple agents to
collaborate to solve a given task. The first, multiagent reinforcement learning
(MARL), encompasses several specific techniques based on off-policy and on-
policy temporal difference learning [6–8]. The basic principle that unifies MARL
techniques is to identify and reward promising cooperative states and actions
among a team of agents [9, 10]. The other major approach, cooperative coevolu-
tionary algorithms (CCEAs), is an established evolutionary method for training
teams of agents that must work together [11, 12, 10]. The main idea is to main-
tain one or more populations of candidate agents, evaluate them in groups, and
guide the creation of new candidate solutions based on their joint performance.
However, while these approaches are effective in a number of domains [6–10],
their focus is usually not on agents with explicit communication channels.

2.2 Communicating Robots

While communication among robots is not always necessary, tasks that require
coordination without a central controller can benefit from robots that are able
to share information about the world.

One such class of problems, which has been the subject of many studies, is
known as the consensus problem [13]. In the consensus problem multiple agents
must reach an agreement about the current state of the world, which requires
shared information. Consensus schemes have been applied to various multiagent
tasks, ranging from vehicle formations [14], coupled oscillators [15], and robot
position synchronization [16]. While previous work on the consensus problem has
focused on analytical approaches [13], if the individual robotic agents’ policies are
represented as ANNs, the agents should in principle be able to reach consensus
through minimal communication as well.

Different ANN-based approaches to communication have been investigated in
the past, in which the communication between the agents takes diverse forms. In
Yong and Mikkulainen [17], each agent receives directly the position of the other
agents as input. Di Palolo [18] studied agents that cooperate acoustically, while
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the focus of Floreano et al.’s [19] work was evolving robots that communicate by
emitting light. However, unlike the approach introduced in this paper, all these
approaches rely on signal transduction (i.e. a message is encoded, sent and then
decoded) between a sender and a receiver.

Nevertheless, if the agents in a distributed system are controlled by neural net-
works, communication between agents could potentially also be implemented by
direct connections between such networks. In other words, one agent’s brain can
directly feed into another’s, which makes encoding and decoding messages unnec-
essary. The HyperNEAT approach should allow such controllers to be evolved
because it can easily represent such ANN interdependence. The next section
reviews the Neuroevolution of Augmenting Topologies (NEAT) approach, the
foundation of HyperNEAT.

2.3 Neuroevolution of Augmenting Topologies

The HyperNEAT approach extended in this paper is itself an extension of the
original NEAT algorithm that evolves increasing large ANNs. NEAT starts with
a population of simple networks that then increase in complexity over generations
by adding new nodes and connections through mutations. By evolving ANNs
in this way, the topology of the network does not need to be known a priori;
NEAT searches through increasingly complex networks to find a suitable level of
complexity. Because it starts simply and gradually adds complexity, it tends to
find a solution network close to the minimal necessary size. However, as explained
next, it turns out that directly representing connections and nodes as explicit
genes in the genome cannot scale up to large brain-like networks. For a complete
overview of NEAT see Stanley and Miikkulaninen [20].

2.4 HyperNEAT

Many neuroevolution methods are directly encoded, which means each component
of the phenotype is encoded by a single gene, making the discovery of repeating
motifs expensive and improbable. Therefore, indirect encodings [21–23] have
become a growing area of interest in evolutionary computation and artificial life.

One such indirect encoding designed explicitly for neural networks is the
Hypercube-based NEAT (HyperNEAT) approach [24, 25], which is itself an in-
direct extension of the directly-encoded NEAT approach [26, 20] reviewed in
the previous section. This section briefly reviews HyperNEAT; a complete in-
troduction is in Stanley et al. [24] and Gauci and Stanley [25]. Rather than
expressing connection weights as distinct and independent parameters in the
genome, HyperNEAT allows them to vary across the phenotype in a regular
pattern through an indirect encoding called a compositional pattern producing
network (CPPN; [27]), which is like an ANN, but with specially-chosen activation
functions.

CPPNs in HyperNEAT encode the connectivity patterns of ANNs as a func-
tion of geometry. That is, if an ANN’s nodes are embedded in a geometry, i.e.
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assigned coordinates within a space, then it is possible to represent its con-
nectivity as a single evolved function of such coordinates. In effect the CPPN
paints a pattern of weights across the geometry of a neural network. To un-
derstand why this approach is promising, consider that a natural organism’s
brain is physically embedded within a three-dimensional geometric space, and
that such embedding heavily constrains and influences the brain’s connectivity.
Topographic maps (i.e. ordered projections of sensory or effector systems such
as the retina or musculature) are realized within brains that preserve geomet-
ric relationships between high-dimensional sensor and effector fields [28, 29]. In
other words, there is important information implicit in geometry that can only
be exploited by an encoding informed by geometry.

In particular, geometric regularities such as symmetry or repetition are per-
vasive throughout the connectivity of natural brains. To similarly achieve such
regularities, CPPNs exploit activation functions that induce regularities in Hy-
perNEAT networks. The general idea is that a CPPN takes as input the geomet-
ric coordinates of two nodes embedded in the substrate, i.e. an ANN situated in
a particular geometry, and outputs the weight of the connection between those
two nodes. In this way, a Gaussian activation function by virtue of its symmetry
can induce symmetric connectivity and a sine function can induce networks with
repeated elements. Note that because the size of the CPPN is decoupled from
the size of the substrate, HyperNEAT can compactly encode the connectivity of
an arbitrarily large substrate with a single CPPN.

HyperNEAT also allows the evolution of controllers for teams of agents. This
multiagent HyperNEAT algorithm was first introduced by D’Ambrosio and Stan-
ley [30] and D’Ambrosio et. al [4]. It is designed to work with homogeneous and
heterogeneous teams; however, in this paper the tasks only necessitates the ho-
mogeneous case. While previous experiments with multiagent HyperNEAT did
not involve communication between the agents, the next section introduces such
a model, which should allow the agents to synchronize their movements over
time.

3 Hive Brain Approach

While HyperNEAT has been applied to multiagent problems in the past [4,
31, 30], these previous experiments did not involve communication between the
agents. This paper extends HyperNEAT by allowing it to define inter-network
connections that act as communication channels between agents. Such commu-
nication can be advantageous in situations where agents must cooperate closely
or come to consensus, such as in this paper. Because the agents communicate
through regular ANN connections, the experimenter does not need to define a
specific “language” for communication, and in fact, the agents can devise one of
their own that is easily integrated into their neural architecture.

For simplicity, the teams in this paper are composed of homogeneous agents,
that is, agents who all have the same control policy. Thus HyperNEAT needs
only to create a single ANN and communication scheme and copy this plan to all
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agents in the team. The substrate (i.e. the controller ANN and its geometry) for
a single agent is shown in figure 1b and is made up of five layers: input, receive,
hidden, transmit, and output. The input, hidden, and output layers are familiar
ANN constructs, but the transmitting and receiving layers are additions that
facilitate communication between agents. The transmit layer takes input from
one agent’s hidden layer and sends it to another agent’s receiving layer, which
in turn inputs into the target agent’s hidden layer. In this way messages can
be passed among the entire team of agents. The weights of these connections
are encoded by the CPPN through the inclusion of CPPN input zt (figure 1a)
that defines the target agent of a connection. In this paper communication is
limited to left and right neighbors, so zt is defined as −1 for left neighbors, 0
for intra-agent connections, and 1 for the right neighbor, although more general
communication schemes are possible.

(a) CPPN
(Encodes Substrate)

(b) Substrate
(ANNs)

Fig. 1. Hive brain substrate. The CPPN (a) that encodes the connection weights in
a hive substrate (b) is augmented with a zt input that determines the target of the
connection. The hive substrate (b) includes input, output, and hidden layers. However
two of the hidden layers are designated as transmitting and receiving layers that are
used for communication. The flow of information between agents is shown by the dashed
lines. The inputs are the left and right sensors and the output is interpreted as a motor
command, which are discussed in Section 4.

4 Synchronization Experiment

To demonstrate the ability to communicate, the robots are tested on their abil-
ity to synchronize their movements as they patrol a room. This domain is mo-
tivated by the natural phenomenon called odd sympathy [5], in which closely
situated pendulums tend to synchronize their motions through tiny vibrations.
In effect these vibrations are like simple messages; thus the hive brain commu-
nication scheme should in principle be able to produce similar results. In this
domain, synchronization is defined for the robots as moving in unison such that
their patrol trajectories begin and end at the same time. To focus on the issue
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of synchronization, the robots are restricted to moving left and right within a
rectangular room. Thus an optimal solution would be for all robots to reverse
direction at the same time before hitting a wall. Overall, the robots should
oscillate back and forth between walls in synchrony, thereby covering the room
reliably and systematically. The challenge is that the robots are not started in
synchrony, so they must cooperate to achieve it, which tests the ability of the hive
to produce a coordinated result. An interesting advantage of this approach is that
it does not require explicit positional information to be encoded in the agents,
which may not be easily obtained in the real world due to sensor ambiguity.

Each robot has left and right rangefinder sensors that return the distance of
the robot to a wall, up to 30 cm, normalized between 0.0 and 1.0. The robot has a
single effector that determines both the direction and speed of motion: an output
between 0 and 0.5 will cause the robot to move left at a speed between 2.5 cm/sec
and 5.0 cm/sec based on the value of the output. Similarly, an output between
0.5 and 1.0 will cause the robot to move right at a velocity within that same
range. To determine the output for a given timestep, each network is activated
four times: enough so that information about an agent’s current input can travel
to the output, but not enough times for information about neighbors’ inputs
to reach the output, effectively creating a communication delay. Importantly,
the robots cannot see each other and can only see walls, so they must rely on
communication to properly synchronize.

Training (i.e. evolution) occurs in a robot simulator (figure 2a) where teams of
four agents are trained on five different initial configurations of robots between
two walls between which they must patrol. These configurations are created
by lining the robots up in the center of the room and then staggering their
positions by different amounts. This approach forces the robots to find a general
syncing policy that can work from multiple starting configurations. Teams are
trained by HyperNEAT with a multiobjective reward scheme through NSGAII
[32] with three objectives: (1) minimize the distance between each robot and
its neighbors, (2) patrol back and forth in the room, and (3) maintain genomic
diversity (calculated through NEAT speciation [20]). The distance objective is
calculated by, at each time step, summing the distance from each robot to the
next robot in the line and then dividing by the number of robots minus one. The
average of these normalized sums over all time steps is the distance objective.
The patrolling objective is simply the average number of patrol cycles performed
by each robot divided by 25 (the maximum number of cycles possible in the given
time).

An ideal team should quickly synchronize their behaviors so that the distances
are minimized and continually patrol the room without crashing or getting stuck.
Because teams start out desynchronized it is impossible to completely maximize
both objectives, so a team with a normalized sum of 1.9 or greater is considered
to have solved the problem in the simulator. The third objective, diversity, is
only included to increase the efficiency of the optimization process, i.e. it is not
the explicit goal of the experiment, so it is not included in the performance
measure. The multiobjective approach was found useful in this domain because
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the two tasks of minimizing distance and patrolling are simple to accomplish on
their own, but deceptively complex to accomplish simultaneously.

Selected teams were later transferred to actual Khepera III robots to per-
form the same task in the real-world (figure 2b). These robots have several IR
rangefinder sensors: the rear sensor serves as the “left” sensor from simulation,
and because there is no direct front sensor, the average of the two front-most
sensors is used to determine the value of the “right” sensor. The robots are
placed on a posterboard surface between two walls 68.5cm apart that are made
of red bricks. In addition to the training size of four robots, the scalability of
the solutions was also tested in the real world by testing teams of three and five
robots from the same CPPN that was trained on only four. Furthermore, the
robustness of solutions was tested by manually desynchronizing the robots once
they already synchronized themselves.

(a) Simulated Robots (b) Actual Robots

Fig. 2. Synchronization Domain. In this domain, robots are placed inside a room such
that their positions are initially staggered. The goal is for them to move such that their
motions become synchronized.

4.1 Experimental Parameters

Because HyperNEAT differs from original NEAT only in its set of activation
functions, it uses the same parameters [20]. The experiment was run with a
modified version of the public domain SharpNEAT package [33]. The size of the
population was 500 with 20% elitism. The number of generations was 300. Sex-
ual offspring (50%) did not undergo mutation. Asexual offspring (50%) had 0.96
probability of link weight mutation, 0.03 chance of link addition, and 0.01 chance
of node addition. The coefficients for determining species similarity were 1.0 for
nodes and connections and 0.1 for weights. The available CPPN activation func-
tions were sigmoid, Gaussian, absolute value, and sine, all with equal probability
of being added to the CPPN. Parameter settings are based on standard Sharp-
NEAT defaults and prior reported settings for NEAT [20, 34]. They were found
to be robust to moderate variation through preliminary experimentation.
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5 Results

From 20 simulated runs of evolution, 17 runs evolved a solution with performance
above or equal to the success threshold of 1.90. On average the algorithm took
41 generations to find such a solution (stddev = 52). Of these solutions, all but
two maintained a performance of 1.90 or greater when tested on untrained team
sizes of three and five in simulation.

The best-performing team in each run that produced a solution was trans-
ferred to real Khepera III robots. Of the 17 runs that were successful in simu-
lation, 15 were able to duplicate that behavior in real robots (figure 3). When
robots were agitated during evaluation, i.e. removed from formation and then
returned to the room out of sync, the teams could quickly resynchronize their
motions. Additionally, the two teams that had the highest sum of objectives dur-
ing simulation were further tested on their ability to synchronize in real robots
when scaled to teams of three and five robots (on which they were not trained)
and were able to successfully synchronize. Videos of the robots synchronizing
can be found at http://eplex.cs.ucf.edu/demos/hive-brain-patrol.

Every working solution demonstrated a similar strategy: The team moves in
the same direction towards a wall until the first agent detects the wall with
its rangefinder. At that point all other agents either move towards the wall to
catch up or oscillate near the wall while waiting for other agents to gather. Once
enough agents gather at the wall or enough time passes all agents ultimately
flip direction and run the same procedure on the opposite wall. Over several
such iterations the agents lock into phase. This behavior was observed both in
solutions running in the simulator and the solutions transfered to the actual
Khepera III robots.

Fig. 3. Synchronization Example. The robots start out disorganized and unaligned,
but using communication they are able to synchronize their movements.

Another capability that derives from this kind of team is the ability to synchro-
nize regardless of the initial direction of each agent. With no further training the
teams are able to synchronize against alternating opposite walls in real robots,
creating a staggered patrolling pattern that covers more of the room at any given
time (as can be seen in the videos at the above address), demonstrating that a
variety of behaviors can be synchronized from this approach, and suggesting the
potential for learning more complex patrol routes in the future.

http://eplex.cs.ucf.edu/demos/hive-brain-patrol
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6 Discussion

The results demonstrate that the hive brain approach to communication does
allow agents to learn on their own to communicate effectively. Thus even with
only the ability to communicate with direct neighbors the team is coming to
a simple consensus about when it should leave the wall, which clearly requires
communication and is the subject of many studies [35].

The hive brain approach was also often successful in real robots despite sensor
and actuator noise (and manual desynchronization), implying that the policies
discovered can be robust. The ability for teams to scale to new sizes, despite
only being trained with four agents, also suggests that a general synchronization
policy is consistently found. Perhaps most interestingly, the multiagent hive brain
makes up its own communication strategy to solve the task, without any a priori
programming.

These results open up a number of possible directions for future research
based on the hive brain. First, a natural step would be to exploit multiagent
HyperNEAT to create heterogeneous teams of communicating agents, whose
communication can also thereby be heterogeneous. The robots in this paper were
homogeneous and had predefined partners with which to communicate; however
it would also be possible to allow HyperNEAT to decide with whom they need to
talk to accomplish the task. Preliminary experiments suggest that letting every
agent talk to every other agents produces too much cross-talk, resulting in poor
performance. However, approaches like HyperNEAT-LEO [36] could potentially
allow HyperNEAT to define appropriate patterns of communication on its own.
There is also substantial room to explore how the communication connections are
configured; in this paper there are explicit transmitting and receiving layers for
communication, but other approaches such as directly connecting output layers
to hidden layers could prove useful depending on the domain. Finally, the hive
brain approach could be combined with other learning algorithms in addition to
HyperNEAT.

7 Conclusion

This paper demonstrated a new multiagent communication technique called the
hive brain, in which the ANNs of agents are directly connected to each other.
The initial demonstration of this approach in this paper allowed simulated agents
to synchronize their movements through communication and the strategies that
were discovered were verified in actual Khepera III robots. This new technique
opens the door to significant additional research and applications by suggesting
a new way of thinking about robot communication.
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Abstract. This paper presents the field testing in virtual environments
for performance evaluation of cooperative multi-robot systems. Once mo-
tions of robots, objects of interests are modeled, a real-like virtual en-
vironment is created. Robots are then physically linked to the virtual
environment within a simulator and cooperatively operate in the envi-
ronment. Unlike a real field testing, the virtual testing allows users to
evaluate performance of cooperation of robots both in qualitative and
quantitative ways. Additionally, due to its easiness of controlling the en-
vironmental conditions the virtual testing can be effectively utilized for
testing multi robot cooperation under the same or different conditions.
In this paper, a team of multiple robots are assigned to one or more
missions in the virtual environment, and their cooperative performances
are numerically analyzed within the simulator.

1 Introduction

Cooperative use of multiple robots has advantages over the use of a single robot
in both efficiency and capability. If each robot is assigned a task which does
not duplicate with those of other robots, the efficiency will be multiplied by the
number of robots. If multiple robots are assigned a single task, the capability is
multiplied by the number of robots. As a consequence, the last few decades have
seen the increasing popularity of studying multi-robot cooperation. Contrary
to single robot operation, multi-robot maneuvering is complicated, requiring
additional conditions to be considered to make them work cooperatively [1].

Due to this complexity, there needs a large number of testing of not only coop-
erative algorithms but also hardware performance such as on-board computing
and communication. One possible solution to this problem is to build a group
of robots and to examine field testing within the real environment. However,
several issues that make real field testing difficult exist including time for robots
to be built, difficulties of repeating experiments many times, and difficulties of
quantitative evaluation of performance of robots. And these issues get worse as
the number of robots increases. In this respect, it is desirable that the perfor-
mance of the system be tested in virtual environments before being tested in
real environments.

The past efforts on the virtual testing of multi-robot systems can be divided
into two areas. In the first, the primary focus has been directed to the modeling
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of a complex system including the multi-agent system, kinematics and dynamics
of each robot and its environments [2], [3], [4], [5]. Object-oriented programing
and visualization belong to this area. The second area has been more focused on
communication and network [6], [7]. The development of a server-client system
that allows the visualization of multiple robots on multiple computers belong to
this. While dramatic progress has been seen in these areas, the current systems in
each area are rather evolving independently without integration. In addition, the
virtual testing is mostly focused on the simulation or the qualitative analysis of
the cooperative estimation and control strategy where important performance
criteria such as the effect of hardware and the quantitative capability of the
cooperative estimation and control strategy are completely missing.

This paper presents virtual field testing for performance evaluation of cooper-
ative multiple autonomous robots. In order to evaluate cooperative performance
of these robots as a team, virtual field testing using a simulator so-called the
Platform- and Hardware-In-the-Loop Simulator (PHILS) is introduced. The co-
operative performance of the team of the robots is analyzed in terms of the
accuracy of the map and localization of objects of interests (OOIs), and the
efficiency of the cooperative exploration by the robots. Then, the virtual field
testing for quantitative analysis of cooperation of the tema of multiple robots is
performed within the framework of the PHILS.

This paper is organized as follows. Section 2 deals with modeling of the OOIs,
and the sensor platform for virtual environment. In section 3, the design and the
development of the PHILS are presented and Section 4 describes the cooperative
performance evaluation of the team of multiple robots under a simple cooperative
exploration scenario. In section 6, experimental results show the qualitative and
quantitative analysis of the cooperation of the team of the robots within the
PHILS, and conclusions are summarized in the final section.

2 Object and Sensor Platform Model

Consider an object o of interest, the motion of which is discretely given by

xo
k+1 = fo (xo

k,u
o
k,w

o
k) , (1)

where xo
k ∈ X o is the state of the object at time step k, uo

k ∈ Uo is the set of
control inputs of the object, and wo

k ∈ Wo is the “system noise” of the object.
In order for the formulation of the cooperative estimation and control problem,

this moving object is searched and tracked by a group of sensor platforms s =
{s1, ..., sns}. Assuming the global states of sensor platforms are assumed to be
known, the motion model of sensor platform si is thus given by

xsi
k+1 = fsi (xsi

k ,usi
k ,wsi

k ) (2)

where, xsi
k ∈ X si and usi

k ∈ Us
i represent the state and control input of ith

vehicle, respectively, and wsi
k ∈ Wsi is the “system noise” of the sensor platform.

The sensor platform also carries a sensor with an “observable region” as its
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Fig. 1. Concept of the platform- and hardware-in-the-loop simulator

physical limitation to observe an object of interest. The observable region is
determined not only by the properties of the sensor such as signal intensity but
also the properties of the object such as the reflectivity. Defining the probability
of detection (POD) 0 ≤ PD (xo

k|x
si
k ) ≤ 1 from these factors as a reliability

measure for detecting the object o, the observable region can be expressed as
siX o

O = {xo
k|0 < PD (xo

k|x
si
k ) ≤ 1}. Accordingly, the object state observed from

the sensor platform, sizok ∈ X o, is given by:

sizok =

{
siho (xo

k,x
si
k , sivo

k) xo
k ∈ siX o

o

ø xo
k /∈ siX o

o
(3)

where, sivo
k represents the observation noise, and ø represents an “empty ele-

ment”, indicating that the observation contained no information on the object
or that the object is unobservable when it is not within the observable region.
Note here that the terms “sensor platform” and ‘robot’ are used interchangeably
in this paper as the configuration of sensors can be negligible.

3 Platform- and Hardware-in-the-Loop Simulator

The platform- and hardware-in-the-loop simulator (PHILS) was developed for
the evaluation of cooperative performance of multiple autonomous robots and
their testing in virtual environments. Figure 1 shows the schematic design of the
PHILS. The PHILS consists of computers, monitors, a network switch that links
the computers, and a server-client simulation software system installed on the
computers. Out of the computers, three computers create an environment: one
computer runs a server program so that client computers can share the same
environment; another computer calculates motion of mobile objects, if there
are any in the environment, using GPU since the motion of multiple objects
can be parallelly calculated; the last computer with a GPU and a monitor acts
as the environmental server and manages environmental parameters such as
time, weather and communication speed whilst visualizing the behavior of all
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Fig. 2. Developed platform- and hardwar-in-the-loop simulator

the autonomous robots in the environment under the support of GPU. The
other computers are each equipped with a GPU and connected to a monitor,
run a client visualizer using the GPU and view the environment with static and
mobile objects as well as autonomous robots where one computer is allocated to
each autonomous robot to calculate its motion in (2) and show its view.

The cooperative performance of multiple autonomous robots can be evalu-
ated by linking computers each to be mounted on a robot to the network switch
and by testing cooperative strategies such as cooperative mapping and explo-
ration. The PHILS provides a monitor to each on-board computer, since the
performance of the on-board computers, which we check at the base station,
can be monitored simultaneously. The computer to be used as the base station
can also be connected and tested in the virtual environment. Unlike the conven-
tional hardware-in-the-loop simulators or multi-robot simulators, the primary
advantage of the PHILS is that it can test cooperative autonomous robots and
analyze their cooperative performance as well as hardware performance in a
real-time virtual environment, enabling the implementation of synchronous and
asynchronous communication strategies and the control of communication delay
and loss.

Figure 2 shows the PHILS developed by realizing the design. In the current
setup, the PHILS has eight sets of computers meaning that it can accommodate
the cooperation up to eight autonomous robots. The eight computers, as well as
the other three computers that create an environment, are all those with the CPU
of Dual Core 2.4GHz and the GPU of 32 stream processors. The eight monitors
showing the views of autonomous robots are of 40 inch in size while the other
eight monitors to connect to the on-board computers are of 19 inch in size. The
network switch is of Gigabit speed so that the speed of wireless communication
can be controlled with delay. The server, the client and the visualiser are all
of Flight-Gear, which is an open-source simulator which was primarily designed
for aerial vehicles but can now also incorporate ground vehicles. By accessing to
the server, the FlightGear client can possess information on all the autonomous
robots and mobile objects as well as the other environmental objects such as
terrain and static objects and visualize them on the client computer. For the
network communication, both the TCP/IP and the UDP are utilized.
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4 Performance Evaluation within the PHILS

Environmental conditions in the PHILS can be easily controlled, which means
the performance evaluation of a team of multiple robots is available under the
designed conditions regardless of number of repetition. Also, true positions of
objects in the environment can be easily monitored and used to numerically
evaluate individual and/or cooperative performance of a team of robots. The
performance of cooperative robots can be analyzed in several different ways
depending on types of systems and objectives of the mission that the robots
are involved. In this paper, a simple multi robot exploration scenario will be
considered, where there are a number of OOIs at random positions.

The performance of a team of multiple robots can be numerically evalu-
ated in terms of the accuracy of mapping, the efficiency of cooperative explo-
ration, and the accuracy of OOI localization. The accuracy of mapping and
OOI localization heavily relies on the solution to the problem of pose estimation
and map building of each robot, and it is given by the SLAM algorithm. Let

Zk =
{
zjk|∀j ∈ {1, · · · , np}

}
be the current observation by the laser range finder

(LRF) mounted on ith robot which is a set of points, where np is the number of
points. Using the current and past observations, the pose of the robot and the
map are computed by maximizing the joint probability shown below:

p(xsi
k ,si M|siZ1:k,

si u1:k) (4)

where, siMk is the map created by ith robot, siz1:k and siu1:k are observations of
ith robot and control inputs for the robot up to time step k, respectively. Multi
robot operation is not directly related to the problem of pose estimation and map
building of each robot, however, the quality of the map of the whole environment
can be associated with the cooperation of the robots. For analyzing the accuracy
of the map, users of the PHILS can easily put recognizable landmarks on the
virtual environment whose true locations are given only to users. While the
robots cooperatively explore the environment, the combined map can be created
by the maps of individual robots in the same coordinate frame. Once the team
of robots is finished with building the combined map, the quality of the map can
be assessed by computing position errors between true positions of landmarks
and mapped positions of landmarks:

e =
1

nl

nl∑
i=1

∥∥∥xli
k − x̂li

k

∥∥∥2 (5)

where, xli
k and x̂li

k are true and mapped position of ith landmark, and nl is the
total number of landmarks. Similarly, the accuracy of OOI localization can be
evaluated by the error between true and estimated positions of the OOIs.

In order to evaluate the efficiency of n-robot cooperation, let tβ,n elapsed time
for n robots to explore more than β% of the whole environment. tβ,n may vary
depending on the number of robots, thus how much the number of robots can
affect the efficiency of the cooperation can be analyzed by changing the number
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Fig. 3. Virtual environment with mobile and static OOIs

of robots and comparing elapsed times for each case. When n1 robots and n2

robots explore the same area separately, time difference between these two cases
is given by:

Δtβ,n2,n1 =
tβ,n2 − tβ,n1

n2 − n1
(6)

where, n1 and n2 are numbers of robots to be used for autonomous exploration
where n1 < n2. A negative Δtβ,n2−n1 means the total elapsed time for exploring
β% of the whole space is decreased. On the other hand, if Δtβ,n2−n1 is nonneg-
ative, it is not worth adding more robots.

5 Experimental Results

In this section a simplified multi robot autonomous exploration scenario was
considered within a 100× 100m unknown virtual environment which had both
outdoor and indoor areas (Fig. 3). There were 4 mobile OOIs and 2 static OOIs
in outdoor and indoor environment, respectively, and 4 up to 8 virtual robots
operated at the same time. The team of robots was required to complete the
mapping task and to neutralize all the OOIs. As discussed in the previous sec-
tion, cooperative performance of multiple robots was mainly evaluated based on
the quality of mapping, the efficiency of the cooperative exploration, and the
accuracy of OOI localization. Additionally, the robustness of the cooperative
strategy applied to the team of the robots is evaluated throughout the success
rate of the completion of the scenario. An OOI was regarded as being neutralized
when two robots detected and successfully tracked the OOI for a few seconds
keeping certain distance.

Figure 4 shows the average accumulated mapping error with respect to num-
ber of landmarks for three tests with different number of robots. Each test was
conducted 50 times, and landmarks are assumed to be detected if they are within
the field of view of a robot. As can be seen in the figure the average accumulated
mapping error increases almost linearly, which means each mapped landmark is
equally away from the true position of the corresponding landmark. The average
mapping error, defined as the average accumulated error divided by the number
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of landmarks, is within a few centimeters regardless of the number of robots
indicating that the cooperative mapping is very accurate and the accuracy is
not related to the number of robots. One reason for the result is that the ac-
curacy of the map is highly dependent on the complexity of the environment,
and the virtual test environment used for performance evaluation is relatively
well structured. Also, since these landmarks are not used for localization of the
robot, the number of landmarks has no impact on the accuracy of the map.

Figure 5(a) shows the average percentage of the area explored out of the whole
environment with respect to time when the number of robot is 4. The figure shows
three different tests with different initial positions of the robots, and each test was
conducted 50 times of experiments with the same initial positions of the robots.
In this experiment, OOI neutralization was not included since time required to
explore the environment could be significantly different depending on locations of
OOIs. Although an increase of speed of each robot can accelerate exploration, it
has nothing to do with efficiency of cooperative strategy. Thus, velocity of robots
is set to 8 km/h for outdoor exploration and 4 km/h for indoor exploration.
The result shows that the virtual environment is entirely explored (β = 85)
within 19 minutes on average, and that the cooperative exploration generally
works fine since the initial positions of the robots do not play significant roles
during the experiment. The simplicity of the environment also helps the result
be consistent. As the number of robots increases, the efficiency of exploration
also improves as shown in Fig. 5(b). It can be seen that the performance of
cooperative exploration gradually increases until the number of robots reaches
7, but there is no big difference between using 7 and 8 robots.

The accuracy of position estimations of the OOIs is shown in Fig. 6. Also note
that each test has the same initial positions of the OOIs, and was conducted 50
times, where OOI 1 to 5 are mobile OOIs and OOI 6 and 7 are static OOIs.
From this figure variance from the true position and estimated position of OOIs
is small. For localization of mobile OOIs, the error rate is slightly higher than
that of static OOI since the level of uncertainty is relatively large. However,

Fig. 4. Average accumulated mapping error
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(a) Average area explored vs. time

(b) time difference vs. number of robots

Fig. 5. Performance of cooperative exploration

there is no single failure of mobile OOI neutralization since velocities of mobile
OOIs are set to 3 km/h, which are slower than those of robots.

Last three experiments have shown the cooperative performance of a single
mission. Figure 7, on the other hand, shows the success rate of completion of two
missions at the same time to verify the robustness of the cooperative strategy
applied to the team of the robots. Two missions include the neutralization of
all the OOIs and the exploration of the entire environment (β = 85) within 20
minutes. When the number of robots is less than 7, the success rate stays within
30% after 100 times of experiments each of which has different initial positions
of robots and OOIs. However, the success rate suddenly rises when the number
of robots is greater than or equal to 7. From the result it can be said that the
cooperative algorithms implemented on each robot requires at least 7 robots to
successfully explore the environment within 20 minutes.
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Fig. 6. OOI localization error

Fig. 7. Success rate of completion of two missions

6 Conclusion and Future Work

This paper has presented virtual testing for evaluation of cooperative perfor-
mance of the team of robots. The PHILS that can be utilized for virtual testing
was first introduced and the evaluation of cooperative performance within the
PHILS was described. Virtual field testing was conducted using 4 up to 8 robots
within the PHILS and the results showed that the PHILS can be effectively used
for quantitative analysis of the performance of cooperative robots.

The current study is limited only to a part of cooperation between a team of
robots. For the future work capabilities of autonomous robots can be evaluated in
terms of different aspects of cooperation. In addition, different platforms can also
be testified, and more complicated environmental parameters can be considered
during virtual performance evaluation.
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Leader-Follower Formation Control Using PID 
Controller 

In-Sung Choi* and Jong-Suk Choi  
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Abstract. This paper presents a robust formation control method independent 
on noise of compass sensor. There are various formation control method for 
multi-robot system. These methods offer great way to keep the (d, ϕ )-
formation. In real environment, however, heading angle of each robot is 
affected by noise of compass sensor. Because of this reason, follower can’t 
keep exact formation. In this paper, we suggest formation control method that 
uses PID controller to resolve this problem. And we also prove that PID 
controller is effect to reduce position error. 

Keywords: Formation Control, Leader-Following, Multi-agent robot, PID 
controller. 

1 Introduction 

In the last few years formation control became one challenge research topic among 
multi-robot research issues. This is because there are many potential advantages of 
such systems over a single robot, including greater flexibility, adaptability to 
unknown environments and robustness. Formation control is defined as the 
coordination of group of robots that maintain a formation within specified geometrical 
shapes, such as a wedge or a chain. Potential application areas of formation control 
include many cooperative tasks such as exploring, surveillance, search and rescue, 
transporting large objects and control of arrays of satellites. Several approaches have 
been proposed in the literature for the formation control of mobile robot[1-6]. But 
these approaches can be demonstrated on the assumption that all of position value are 
guaranteed to use for formation control. In real environment, sensor value can’t 
satisfies this assumption. It is very important to obtain the position of the robots 
exactly for formation control. A state of robot is composed of ,x y  and θ . Of these, 

θ  is used in prediction the movement of leader. So It is difficult to maintain the 
target formation effectively, if follower don’t know exact value of θ . Actually value 
of θ  measured compass sensor was inaccurate in real environment. That’s why this 
approach in this paper is proposed. PID control is used to compensate such 
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uncertainty of θ . By using PID control, Follower can keep the formation effectively 
without heading angle of each robot. This paper, first, gives the typical method of 
formation control[1]. Next problem occurred in real environment is verified. Finally 
formation control method proposed in this paper is presented. 

2 Leader-Follower Formation Control 

2.1 Goal of Leader-Follower Formation 

In the formation, the robot can be divided into the leader and the Followers. To keep 
the Formation, the followers should know the position of themselves with regard to 
leader. There are two major methods: ( ,d d ) control and ( ,d ϕ )-control to keep the 

formation in the leader-follower method. In ( ,d ϕ )-formation control, to keep  

the formation, the followers must maintain the relative distance and bearing angle to 
the leader. That is say the robots will be in formation, only if the value of ( ,d ϕ ) can 

keep in the desired value ( ,ref refd ϕ ). ( ,ref refd ϕ )-formation is presented in Fig. 1. 

 

 

Fig. 1. ( ,ref refd ϕ )-formation 

Where ,ref refd ϕ  are the desired relative distance and bearing angle between two 

robot. With reference Fig. 1, consider the following definition. 
 

0ref
jid > . (1) 

2 2
ref

ji
π πϕ− < < . 

(2) 
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2.2 Typical Method of Formation Control 

In order to keep the ( ,ref refd ϕ )-formation, follower must know the linear and angular 

velocities for the formation control. There are many formation control methods to 
obtain appropriate velocities. we choose [1] for our experiment. This formation 
control method is divided into step. First step is exact formation control that can keep 

( , )ref ref
ji jid ϕ -formation relative to linear velocity of leader and difference of heading 

angle ,j jiυ β . Optimal linear velocities are given by [1] 

cos( )

cos

ref
ji ji

i j ref
ji

β ϕ
υ υ

ϕ
−

= . (3) 

sin

cos

ji
i j ref ref

ji jid

β
ω υ

ϕ
= . (4) 

Second step is a stabilization making the position error decrease to zero. The 
stabilization method in [1] is modified in a simple form in our research. The error E is 
decomposed with respect to Eτ and Eν . 

 

Fig. 2. Decomposition of Error 
 
Where, 

cos cosref ref
ji ji ji jiE d dτ ϕ ϕ= − . (5) 

sin sinref ref
ji ji ji jiE d dν ϕ ϕ= − . (6) 

Considering above error, Eqs. (3,4) are expended as Eqs. (7,8). 
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cos( )

cos

ref
ji ji

i j ref
ji

E Kτ υ
β ϕ

υ υ
ϕ
−

= + . (7) 

sin

cos

ji
i j ref ref

ji ji

E K
d

ν ω
β

ω υ
ϕ

= + . 

 

(8) 

Where jiβ = j iθ θ−  and ,K Kυ ω  are gains of linear and angular velocities. 

We simulated formation control with above method(method 1) as shown in Fig. 3. 

( , )ref ref
ji jid ϕ  are set to (2m,-45 deg) in this Simulation. 

 

Fig. 3. Trajectories of the leader and Follower 

 

Fig. 4. ( ,d ϕ ) between two robot using method 1 
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As shown in Fig. 4, the follower approaches to the leader as soon as starting. And the 
follower keeps the (2(m), -45(deg))-formation while following the leader. Total 
position error(E) obtained experiment can be presented by numerical value as 
following Eqs. 

1

N

k
k

E

E
N

==


. 

 

(9) 

2 2
kE E Eτ ν= + . (10) 

 
Where N is elapsed time index. Position error(E) of Simulation result using Method 1 
is 0.021m. This Simulation experiment show that the control strategy proposed in [1] 
is very effective. 

2.3 Problem of Inaccurate Heading Angle 

Difference of heading angle( jiβ ) is the important variable in Eqs. (7,8). Inaccurate 

value of the jiβ  can bring about a bad result, because it has a bad effect. Actually, 

heading angle of robot( ,i jθ ) has had very large noise in real environment. Robot was 

looking in the same direction, but jiβ  was changing depending on location because 

of ground effect. ,i jθ  is measured by compass sensor and presented as Fig. 5. 

 

Fig. 5. Noise and ground effect 
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Average of above values is 47.5 degree, and standard deviation is 20.7 degree. 
There is problem at formation control using such value. We experimented about effect 
of jiβ  in real environment.  

 

Fig. 6. Outdoor Experiment result 

Fig. 6. Shows trajectory of two robot and ( ,d ϕ ) while follower is following the 

leader. In case (a), value of the compass sensor including noise is used as jiβ . And in 

case (b), jiβ  fixed to zero(method 2).  Eqs. (7,8) can be reduced as following Eqs., 

fixing jiβ to zero. 

i j E Kτ υυ υ= + . (11) 

i E Kν ωω = . (12) 

As shown, Exact control part is removed while stabilization part is only left. Total 
position Errors of each case are (a) 0.096m and (b) 0.049m. method of case (b) offer 
much better result than case (a). In conclusion, using only stabilization part is better 
than adding exact control part including noise for formation control. 

However, if we only use stabilization part, some problem can be occurred.  
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Fig. 7. ( ,d ϕ ) between two robot using method 2 

 
We also simulated formation control with method 2 in same condition as Fig. 3. 

As we can see Fig. 7, Simulation result with method 2 has position error in 
comparison with result with method 1(see Fig. 4). Position Error is increasing when 
leader begin turning the corner.  

2.4 Formation Control Using PID Controller 

We confirmed problems that are occurred when using exact control part including 
noise and only stabilization part. This paper proposes to use PID controller in order to 
make position error occurred in corner to zero(method 3). A Proportional-integral-
derivative(PID) controller is generic control loop feedback mechanism widely used in 
industrial control systems. A PID controller calculates an error value as the difference 
between a measured process variable and desired setpoint. The controller attempts to 
minimize the error by adjusting the process control inputs. The PID controller 
calculation involves three separate constant parameters, and is accordingly sometimes 
called three-term control: the proportional, the integral and derivative values, denote 
P, I and D. Heuristically, these values can be interpreted in terms of time: P depends 
on the present error, I on the accumulation of past error, and D is a prediction of 
future error, based on current rate of change. Equation of formation control applied 
PID controller is presented as following : 
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[ ]i j P I DK E K E K E
τ τ ττ τ τυ υ= + + + Δ . (13) 

i P I DK E K E K E
ν ν νν ν νω = + + Δ . (14) 

Where , ,P I DK K K is proportional gain, integral gain and derivative gain tuning 

parameter. To use this method, each gain should be obtained by several tuning 
methods. Manual tuning method is used in out experiment. In this way position error 
which occurred using only stabilization part can be decrease effectively. Fig. 8.  
shows the result of simulation that used PID controller. As we can see, the follower 
maintains goal distance and bearing angle. This is much better than previous method 
using only P controller, because I,D controller can reduce position error.  

 

Fig. 8. ( ,d ϕ ) between two robot using method 3 

 
We can compare efficiency of each method through Table. 1. The position error in 

simulation using method 3 is small than position error using method 1 which is our 
target. That’s why PID controller let follower moves to target position more quickly 
as soon as starting. 
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Table 1. Total Position Error in Simulation 

Experiment Error(E) 

Method 1 0.021m 

Method 2 0.12m 

Method 3 0.018m 

3 Experimental Results 

Fig. 9 shows the result of the experiment in real environment. The leader moves along 
the reverse curve with jυ = 0.3m/s, jω =0.2rad/s. The ( ,d ϕ )-formation is set to 

(1.5m, -45deg). Compared with simulation result, the biggest difference is that result 
using method 1 have large amount of position error because of sensor noise.  
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Fig. 9. Experiment result 
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Table 2. Total Position Error in experiment 

Experiment Error(E) 

Method 1 0.165m 

Method 2 0.080m 

Method 3 0.059m 

 
 

Table 2 shows the total position error in experiment.  

4 Conclusions and Future Works 

In this paper, we propose a new method for formation control of multiple mobile 
robot based on the leader-following approach. Three Simulation and experiment 
results demonstrate the effectiveness of our approach. We can compare efficiency of 
each method through Table. 1 and Table. 2. Our future work will consider experiment 
in wide range of conditions such as outdoor environment. And we will also deal with 
various Formation control which are composed of more than two robot. 
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Abstract. Few works only deal with telerobotics of mobile manipulators via the 
Internet. This paper consists of a contribution in this research field and 
describes an Internet-based multi-agent telerobotic system of such robots. 

The developed system provides the operator with a human/robot interface, 
accessible via the Internet, for remote control of mobile manipulators. This 
interface displays all sensors data and video images delivered by the eye-in-
hand IP camera. In addition, the interface allows the operator to perform 
primitive tasks, either separately by the manipulator or by the mobile base, or in 
cooperation by both of them. 

The proposed telerobotic system is implemented on the RobuTER/ULM mobile 
manipulator. The validity of the system is demonstrated through telerobotic 
experiments of four primitive tasks via the Internet over a long distance. 

Keywords: Mobile Manipulators, Internet-based Telerobotics, Multi-agent 
Architecture, RobuTER/ULM. 

1 Introduction 

Telerobotic systems are traditionally implemented by using dedicated communication 
channels. Moving the local/client and/or the remote sites requires the movement of all 
the equipments and the network reconfiguration of the communication channel 
connecting the two sites. Another disadvantage is that operators are, also, forced to 
move at the client site in order to work and to prepare tasks. Moreover, if the client 
machine (where the human/robot interface is implemented) breaks down, it becomes 
difficult (or very expensive) to continue accomplishing the task successfully. 

In recent years, with the popularity of the Internet, Internet-based telerobotic 
systems are becoming a very interesting and promising field of researches in robotics. 
Telerobotics via Internet involves control of remote robots within a web browser [1]. 
Such a system eliminates most of the traditional problems mentioned previously. 
Furthermore, it allows easy and low-cost relocation of operators, and does not depend 
on the location of the equipment that controls the robot (located on a remote site). The 
development of an Internet interface, provides an opportunity for researchers to work 
and to cooperate together to control the robot from anywhere in the world [2]. 
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The literature on telerobotics over the Internet is numerous. A brief survey on the 
main researches is given in what follows. 

In September 1994, a six-dof manipulator was put online in the University of 
Western Australia [3]. This system allowed the operators, via a web page, to control 
the robot located above a table with wooden blocks placed on it [4]. Mercury Project 
[5] was put online in August 1994 in the University of Southern California. This 
project consists of a SCARA manipulator over a semi-annular workspace containing 
sand and buried artifacts. The CINEGEN project [6] seeks to facilitate simulation 
aspects and offline programming of manipulators for non-specialists. The 
PUMAPaint Project [7] is an online manipulator located at Roger Williams 
University, and allowing any operator with a web browser to control a PUMA760 
manipulator in order to paint on white paper with real brushes and paint. 

Other mobile base projects have been interested in Internet-based telerobotics. 
These systems allow the operator to control a mobile base, either in a static 
environment or in the exploration of dynamic ones. KhepOnTheWeb system [8] 
allows operators to control a Khepera mobile base in a static environment. Carnegie 
Mellon University developed Xavier autonomous indoor mobile base on the web [9]. 
This robot accepts commands to travel to different offices within a building and 
broadcasts camera images as it travels. Another web system is the WebPioneer project 
[10] where the operator drives a Pioneer mobile base in a dynamic environment. 

Few researchers only have been interested in telerobotics of mobile manipulators 
via the Internet. In RISCbot project [2], the authors implemented a web-based 
teleoperated mobile manipulator via sensor fusion. The RISCbot consists of a 
wheelchair mobile base with an end-effector capabilities for manipulation. Carelli and 
colleagues [11] proposed a combination of autonomous control and teleoperation 
command that gave more flexibility to the entire system. Their prototype consists of a 
three-wheeled mobile base with a five-dof standard manipulator mounted on it. 

As few works only deal with telerobotics of mobile manipulators via the Internet, 
this paper consists of a contribution in this field. It describes an Internet-based multi-
agent telerobotic system of such robots. The paper is structured into seven sections. 
The first section proposed a brief state-of-the-art on Internet-based telerobotic 
systems. The different control modes for telerobotics are analyzed in the next section. 
The third section presents the hardware structure of the experimental robotic system. 
Section four describes the proposed Internet-based telerobotic system of mobile 
manipulators. The fifth section describes the human/robot interface developed for 
telerobotics of the RobuTER/ULM over the Internet. Experiments and obtained results 
are presented in section six. Finally, conclusions and future work are presented. 

2 Control Modes for Telerobotics 

Chong [12] proposed a taxonomy for telerobotic systems (i) Single Operator Single 
Robot (SOSR), (ii) Single Operator Multiple Robot (SOMR), (iii) Multiple Operator 
Single Robot (MOSR) and, finally, (iv) Multiple Operator Multiple Robot (MOMR) 
[13]. Fong and colleagues [14] studied SOSR systems, which is the case of our 
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developed telerobotic system, where cooperation occurs between a single operator 
and a single robot. In this case, telerobotic control modes can be separated into four 
types ranging from “no assistance provided to the operator by the robot” to “no 
assistance provided to the robot by the operator” [15]. 

Direct Mode. The operator specifies all the robot motion by continuous input. He 
uses, thus, a suitable input device to control the movement of the robot such as a 
joystick, a mouse, etc. The robot does not take any initiative except to stop when it 
recognizes that communications breakdown [16]. 

Traded Mode. This mode provides alternative control of the robot. The competence 
of the robot includes capabilities to choose its own path, to respond intelligently to the 
environment, and to accomplish local goals. The operator assumes direct control in 
case of critical situations [15]. 

Shared Mode. The operator and the robot control, concurrently, different aspects of 
the telerobotic system. This mode relieves the operator from controlling details and 
lets him concentrate on the goals of telerobotics [17]. 

Autonomous Mode. The operator performs high-level planning and monitors the 
execution of the robot. He may have to interrupt the execution of the robot in 
dangerous situation or help it to execute tasks [17]. 

3 Hardware Structure of the Experimental Robotic System 

The experimental robotic system, given by Fig. 1, consists of the RobuTER/ULM 
mobile manipulator. The robot is controlled by an on-board industrial PC and by four 
MPC555 microcontroller cards communicating via a CAN bus. 

 

Fig. 1. Structure of the experimental robotic system (RobuTER/ULM) 
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RobuTER/ULM is composed of a six-dof ultra-light manipulator (ULM) with two-
fingered electrical gripper, mounted upon a rectangular non-holonomic differentially-
driven mobile base (RobuTER). 

The mobile base is equipped with an odometer sensor on each driven wheel, a laser 
measurement system at its front and a belt of 24 ultrasonic sensors. The manipulator 
is equipped with an incremental position sensor for each articulation, a six-dof effort 
sensor and an eye-in-hand IP camera installed on the gripper. The robot has also a 
wireless communication system in order to communicate with an off-board PC. 

4 Internet-Based Telerobotic Architecture of Mobile 
Manipulators 

4.1 Internet Constraints 

The time delay depends on the distance separating the local/client from the remote 
site. It depends, also, on the processing time required for coding and data 
transmission, the processing speed and the load of nodes, the connection bandwidth 
and the transmission speed, the amount of data, etc. [18]. Such delays may be 
constant in case of direct connection, but may be variable according to the load of the 
network servers and to the dynamicity of the network structure (which is the case of 
the Internet) [19]. 

It is clear that direct control mode needs a high-speed network to achieve online 
direct control of the robot. The previous constraints make direct telerobotics 
unsuitable for time critical, constrained and dangerous interactions (for example 
collision between the robot and its environment). In this case, we refer to a 
shared/traded control mode of telerobotics, with the remote robot executing a set of 
primitive (or more complex) tasks in a completely autonomous mode [20]. 

4.2 Internet-Based Multi-agent Telerobotic Architecture 

The Internet-based telerobotic architecture of mobile manipulators is shown by Fig. 2. 
It consists of four local agents (SA, LMRA, LARA and VSA) and two remote agents 
(RMRA and RARA). The roles of each agent are given here below: 

• Supervisory Agent (SA): it receives the task to be carried out and, decides on its 
feasibility according to the status and the availability of the required resources and 
sensors. If the task is accepted, SA distributes it on the local agents. 

• Local Mobile/Manipulator Robot Agent (LMRA/LARA): it cooperates with the other 
local agents (LARA/LMRA, VSA) in order to build an operations plan. In addition, 
this agent receives information on the environment of the mobile base/manipulator 
and feedback (from RMRA/RARA) on the execution of operations. Moreover, 
LMRA/LARA sends requests to RMRA/RARA for execution. 

• Vision System Agent (VSA): it observes the environment of the robot by the camera 
and, extracts useful and required information for the execution of the task from the 
captured images (images processing, recognition of objects, etc.). 
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• Remote Mobile/Manipulator Robot Agent (RMRA/RARA): it scans the sensors 
equipping the mobile base/manipulator and sends useful information to 
LMRA/LARA. In addition, RMRA/RARA controls the movement of the mobile 
base/manipulator in order to move to the desired situation. 

 

Fig. 2. Internet-based multi-agent telerobotic architecture of mobile manipulators 

4.3 Implementation of the Proposed Architecture 

This work was performed on a mixed environment (i) Windows XP for the off-board 
PC (client) and (ii) Linux Redhat for the on-board PC (robot). 

The implementation of the Internet-based telerobotic architecture consists of 
hosting the four local agents (SA, LMRA, LARA and VSA) into a IIS Web server that 
allows to publish the control interface (the web application developed in ASP.net). 
The remote agents (RMRA and RARA) are installed on the on-board PC of the robot. 
The client can be any device running a web browser (PC, Laptop, PDA, Smartphone, 
etc.) in order to access the web page of the control application. 

5 Human/Robot Interface 

Following the connection of the operator to the server, an authentication page 
appears. The operator must enter his username and his password in order to access the 
control web page. Often, there are many clients making requests at the same time. 
Because our current system accepts one request at a time, only one client can have 
access to the control web page at the same time. The other clients (requests) are all 
ignored. Once the username and the password are verified, the control page of Fig. 3 
appears. It consists mainly of six parts: 
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First Part. The first part concerns the LMRA agent. It displays all the data relative to 
the sensors of the mobile base (i) its current situation (New_X, New_Y, New_θ) and 
(ii) data of both right and left encoders (E_R, E_L). This part enables, also, activating 
US and LMS sensors, and computing the odometry (localization) of the mobile base 
(Odo_X, Odo_Y, Odo_θ). Finally, it allows to send requests to the mobile base in 
order to move to a given situation (X, Y, θ) while avoiding possible obstacles. 

Second Part. This part is reserved to LARA agent. It allows to move the manipulator, 
either axis by axis (Axis1, …, Axis6), or by specifying a given situation (x, y, z, ψ, θ, 
ϕ). It permits, also, to open/close the gripper. This part displays data of the sensors (i) 
six-dof effort sensor (Fx, Fy, Fz, Tx, Ty, Tz), (ii) position sensors of the joints (Axis1, …, 
Axis6) and (iii) the current situation of the end-effector (x, y, z, ψ, θ, ϕ). 

Third Part. This part concerns the VSA agent. The operator can visualize, in real-
time, video images on the environment of the robot delivered by the eye-in-hand IP 
camera placed on the gripper of the manipulator. This part offers the ability to the 
operator to capture an image and to perform the necessary processing. 

Fourth Part. This area displays the different messages exchanged between the agents 
of the architecture and shows the result after each operation/task (success/failure). 

Fifth Part. This button is used to stop completely the mobile base and the 
manipulator while keeping the operator connected to the robot. 

Last Part. The operator can stop completely and disconnect from the robot by 
clicking on Logout. 

 

 

Fig. 3. Human/robot interface for Internet-based telerobotics of RobuTER/ULM 
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7 Conclusion 

The objective of this work is to develop an Internet-based telerobotic system for 
mobile manipulators. Such a system allows using mobile manipulators in order to 
accomplish complex tasks in dangerous, inaccessible and hostile environments via the 
Internet. 

We described the control interface, available via the Internet, of the 
RobuTER/ULM mobile manipulator. Through this interface, the operator has a panel 
for telerobotics of the robot. The operator has all the sensors information of the 
RobuTER/ULM displayed on its web interface. He has, also, control mechanisms of 
the mobility, the manipulation, the sensors and the end-effector of the robot. In 
addition, the interface allows the operator to visualize the environment of the robot 
through the video images delivered by the eye-in-hand IP camera. This latter can be 
controlled via the web interface allowing more flexibility to view the environment. 

The connection to the RobuTER/ULM mobile manipulator (RMRA and RARA) has 
been tested in three distinguished cases (i) Direct connection via a network cable, (ii) 
connection through the local network of the CDTA and, finally, (iii) connection via 
the Internet. It is obvious that connection over the Internet takes much more time 
compared with direct connection or via the CDTA's LAN. 

While performing the tasks, we noticed a difference of less than 03 seconds (01 to 
03 seconds much more) in the average total execution times of all the tasks. This 
augmentation is acceptable regarding all the other advantages of using the Internet. 

Once the operator connected to the web control interface via a browser, he must 
authenticate to access the various tasks to be performed by the robot. These latter are 
of three categories (i) control of the manipulator, (ii) control of the mobile base and 
(iii) cooperative control of the manipulator and the mobile base. 

Our system suffers by forcing operators to work sequentially and wait in a queue. 
Consequently, the next step is to emigrate from Single Operator Single Robot (SOSR) 
current system onto Multiple Operator Single Robot (MOSR) system. 
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Abstract. This paper presents a control approach of mobile manipulators so 
that they can carry out the task of pulling doors open. The approach is split up 
into five sub-tasks (i) the door is located and the handle is recognized by using 
the sensors of the robot (ii) the robot moves towards the door while avoiding 
obstacles so that its gripper can reach the handle (iii) the manipulator grasps the 
handle of the door (iv) the manipulator twists the handle following a predefined 
trajectory and, finally, (v) the robot carries out a coordinated movement by 
requesting both of the manipulator and the mobile base to achieve the task. 

The proposed approach is integrated into a multi-agent control architecture 
of mobile manipulators and implemented on RobuTER/ULM. Experimental 
results are presented and discussed to verify the performances of the approach. 

Keywords: Mobile Manipulators, Pulling Doors Open, Multi-agent Control 
Architecture, RobuTER/ULM. 

1 Introduction 

Mobile manipulators have applications in several fields such as grasping and 
transporting objects, mining, construction, etc. Recently, the environments of such 
robots have migrated from industrial and factory environments to human 
environments [1]. Because mobile manipulators are well adapted to human tasks [2], 
these robots are currently present in offices, hospitals, homes for assisting disabled 
and/or elderly people, etc. 

A mobile manipulator that evolves autonomously within human environments 
must be able to carry out the task of opening a door. For more than a decade, this task 
has served as a challenge problem for such robots. It still remains unsolved because it 
requires addressing of all the issues related to (i) the accurate identification of the 
position and the size of the door and its handle, (ii) the computation of the right 
approach to grasp and to manipulate the handle, (iii) the computation of a coordinated 
movement between the mobile base and the manipulator that allows opening the door 
and, finally, (iv) the navigation through the opened door. In addition, this task is 
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difficult because of the high variability in the conditions under which the doors may 
be opened (i) doors vary in their sizes and types, (ii) some doors are opened by 
pulling and others by pushing, (iii) some doors are opened to the left and others to the 
right and, finally (iv) environment around the door may contain obstacles which limit 
how wide the door can be opened and the space where the robot can move [3]. 

Several approaches were proposed in the literature. Klingbeil et al. [4] used a 
vision-based learning algorithm that can locate the handle of the door and decide the 
direction in which it should be turned. Once this step accomplished, a pre-planned 
trajectory is executed for twisting the handle. Niemeyer et al. [5] presented a method 
which is based on an online estimation of the kinematics of the door. During the 
movement, the actual velocity of the system is observed and the robot pushes into the 
direction of the least resistance in order to open the door. In [6], a door opening 
system was presented that was able to open a series of doors by pushing them. 
Reactive controllers were used to coordinate the motion of the manipulator and the 
mobile base with the door. Ott and colleagues [7] used a Cartesian impedance 
controller to make a mobile manipulator able to push to open doors. In this work, the 
authors assume the direction of twisting the handle of the door. Jain and Kemp 
presented in [8] a door opening approach using equilibrium point control. The robot 
could detect, navigate towards and push open doors. Rhee et al. considered in [9] this 
task with a compliance controlled mobile manipulator. The size of the door and its 
direction of opening are fixed before carrying out the task. The robot grasps the 
handle of the door by its multi-fingered hand by using map matching, vision and 
tactile sensing. Finally, the robot plans a door opening trajectory and pulls door open. 

As it can be noticed, most of the works presented above deal with the problem of 
pushing doors open and few researchers attempted to pull doors open. For this reason, 
this paper tries to propose a simple approach for the problem of pulling doors open by 
a mobile manipulator. This task is considered as a benchmark for the multi-agent 
control architecture of mobile manipulators proposed previously in [10]. Our 
approach implies a knowledge of the size of the door and the direction of its opening 
(left or right). It needs, moreover, pre-planned trajectories for the mobile base and the 
manipulator in order to accomplish the task. 

The paper is structured into six sections. The first section presented a brief state-of-
the-art on the task of opening doors by mobile manipulators. The different parameters 
of the task, in a cluttered environment, are presented in the next section. The third 
section presents the structure of the experimental robotic system. Section four 
describes the proposed approach for dealing with the task of opening a door by 
pulling on it. Experiments and obtained results are presented and discussed in section 
five. Finally, conclusions and future work are presented. 

2 Parameters of the Task 

Fig. 1 gives a simple representation of the task of opening doors by mobile 
manipulators in presence of obstacles. The different parameters are given as follows: 

• RA(OA, xA, yA, zA): it represents the absolute reference frame. 
• RB(OB, xB, yB, zB): this frame is attached to the mobile base. 
• RM(OM, xM, yM, zM): this frame is fixed to the basis of the manipulator. 
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• RE(OE, xE, yE, zE): it is attached to the end-effector. 
• BaseInit(xBInit, yBInit, θBInit): it is the initial situation of the mobile base given in RA. 
• BaseFin(xBFin, yBFin, θBFin): BaseFin is the final situation of the mobile base in RA. It is 

computed so that the handle of the door belongs to the new workspace of the robot. 
• HandleInit(xPInit, yPInit, zPInit): it is the position of the handle of the door given in RA. 
• HandleFin(xPFin, yPFin, zPFin): it is the new position of the handle of the door given in 

the new RM when the mobile base arrives to BaseFin. 
• ConfigInit(Q1Init, …, QdofInit): it represents the initial configuration of the manipulator 

where dof is the number of degrees of freedom. 
• ConfigFin(Q1Fin, …, QdofFin): it corresponds to HandleFin. ConfigFin is computed by 

using the Inverse Kinematic Model (IKM) of the manipulator. 
• EffectorInit(xEInit, yEInit, zEInit, θEInit, ψEInit, φEInit): it represents the initial situation of the 

end-effector given in RA. 
• EffectorFin(xEFin, yEFin, zEFin, θEFin, ψEFin, φEFin): it represents the final situation of the 

end-effector given in RA. 
• Obstaclei(xObi, yObi, zObi): it is the position of the obstacle i (i=0…n) given in RA 

where n is the number of obstacles present in the environment. 
• MTE: this matrix defines RE in RM and corresponds to the Direct Kinematic Model 

(DKM) of the manipulator. 
• ATE: this matrix defines RE in RA. 
• ATB: it defines RB in RA. 
• BTM: it is the matrix defining RM in RB. 

 

Fig. 1. Parameters of the task of opening a door 

3 Proposed Approach 

3.1 Multi-agent Control Architecture 

A multi-agent architecture has been proposed in [10] for remote control (telerobotics) 
of mobile manipulators. It consists of four local agents and two remote agents. The 
roles of each agent are given here below: 
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• Supervisory Agent (SA): this first agent receives the task to be carried out and, 
decides on its feasibility according to the status and the availability of the required 
resources and sensors. If the task is accepted, SA distributes it on the local agents. 

• Local Mobile/Manipulator Robot Agent (LMRA/LARA): LMRA/LARA cooperates 
with the other local agents (LARA/LMRA, VSA) in order to build an operations plan. 
In addition, this agent receives information on the environment of the mobile 
base/manipulator and feedback (from RMRA/RARA) on the execution of operations. 
Also, LMRA/LARA sends requests to RMRA/RARA for execution. 

• Vision System Agent (VSA): it observes the environment of the robot by the camera 
and, extracts useful and required information for the execution of the task from the 
captured images (images processing, recognition of objects, etc.). 

• Remote Mobile/Manipulator Robot Agent (RMRA/RARA): it scans the sensors 
equipping the mobile base/manipulator and sends useful information to 
LMRA/LARA. In addition, RMRA/RARA controls the movement of the mobile 
base/manipulator in order to move to the desired situation. 

3.2 Proposed Approach 

The proposed approach can be split up into five consecutive sub-tasks. Each one can 
be considered as a distinguished whole problem. Only the last four phases are 
described in this paper. The other phases have been the objects of other works. 

When the operator introduces the task to be carried out, SA receives that task and 
tests whether the robot is able to perform it. If the robot cannot execute the task, SA 
displays a failure message (Task impossible) on the interface of the operator. 
Otherwise (Task accepted), SA sends a request to VSA in order to locate the handle of 
the door and to extract its real 3D coordinates HandleInit(xPInit, yPInit, zPInit). 

First Sub-Task. How the robot can locate the door, recognize the handle and 
compute its real 3D coordinates HandleInit? Our door and handle recognition system is 
built on the works done in [11] and [12]. Here, two different approaches were 
proposed to compute HandleInit in RA. In the first one, a laser-vision system was 
developed. The second approach is based on a pair of captured images from two 
different configurations of the eye-in-hand camera of the robot. 

Second Sub-Task. How to control the manipulator to reach the handle of the door 
and to adjust the gripper on the exact position of the handle? As shown by Fig. 2, two 
possible cases can be distinguished when LARA receives HandleInit from VSA: 

• HandleInit is within the current workspace of the robot (HandleInit≡HandleFin): LARA 
uses the IKM of the manipulator to compute ConfigFin(Q1Fin, ..., QdofFin) and sends it 
to RARA. After that, the manipulator opens its gripper and moves to reach the 
computed configuration ConfigFin as shown by (1). When the robot reaches the 
handle, it adjusts the position of the gripper relatively to the handle and, finally, 
closes its gripper to grasp the handle. If the manipulator succeeds these operations, 
LARA sends another request to RARA to twist the handle. 

EffectorFin≡HandleFin                    (1) 
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• HandleInit is outside the current workspace of the robot (HandleInit≡HandleFin): The 
mobile base moves towards the door and stops at a certain distance from it (more 
details are given below). The process continues as in the preceding case. 
 

 

Fig. 2. Possible configurations of a handle 

Third Sub-Task. At the end of the second sub-task, another problem must be solved: 
How the mobile base will move in order to approach the door? If HandleInit is outside 
the current workspace of the manipulator (Fig. 3), LARA will send HandleInit to 
LMRA. After that, this latter agent computes BaseFin by using (2). LMRA sends this 
information to RMRA to move to BaseFin. For this aim, the neural-based navigation 
approach developed in [13] is used in order to navigate and to avoid obstacles on the 
trajectory of the mobile base while moving to BaseFin. ݁ݏܽܤி௜௡  = ൜ ஻ி௜௡ݔ = ௉ூ௡௜௧ݔ ൅ ஻ி௜௡ݕ  ߙ  = ௉ூ௡௜௧ݕ ൅ ,ߙሺ    ߚ ∋ ߚ  ܴሻ    (2) 

Fourth Sub-Task. Once the previous sub-tasks are accomplished, a pre-planned 
trajectory is executed by the manipulator (fourth, fifth and sixth axes) for twisting the 
handle of the door. If the robot cannot twist the handle in the first direction (according 
to the information delivered by the six-dof effort sensor), it will try to twist the handle 
is the other direction. If it does not work again, the door is considered as closed and 
LARA sends an error message (Door closed) to SA. 

Fifth Sub-Task. The last sub-task consists of moving backwards the robot while 
holding the handle of the door until it is fully open. This sub-task requires cooperation 
between the mobile base and the manipulator. Three different ways exist for pulling 
door open: 

• The mobile base is stopped at a certain distance in front of the door and the 
manipulator performs it alone. In this case, SA sends a request to LARA to track a 
predefined operational trajectory for the manipulator in order to complete the task. 

• The manipulator grasps the handle of the door and remains fixed in this 
configuration whereas the mobile base moves backwards until the door is fully 
opened. For this second manner, SA sends a request to LMRA to track a pre-planned 
trajectory in form of an arc. 

• Both of the mobile base and the manipulator realize, simultaneously, a combined 
movement. Here, SA sends a request to both LMRA and LARA to achieve the task. 

The protocol diagram of Fig. 3 shows the execution progress of the task rather than 
the agents that work together in order to achieve it. 
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Fig. 3. Protocol diagram of the execution of the task of opening doors 

4 Experimental Results 

4.1 Structure of the Experimental Robotic System 

RobuTER/ULM, given by Fig. 4, consists of a six-dof ultra-light manipulator (ULM) 
with two-fingered electrical gripper, carried on a rectangular non-holonomic 
differentially-driven mobile base (RobuTER). The robot is equipped with an odometer 
sensor on each driven wheel, a laser measurement system at the front of the mobile 
base, a belt of 24 ultrasonic sensors, an incremental position sensor for each  
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Fig. 4. Structure of the RobuTER/ULM mobile manipulator 

articulation of the manipulator, a six-dof effort sensor integrated on the gripper and an 
eye-in-hand camera. 

4.2 Obtained Results 

The approach described above has been implemented on RobuTER/ULM. The 
manipulator is supposed to be fixed rigidly on the mobile base which is assumed, in 
its turn, moving on the plan. Also, no sliding is considered between the wheels of the 
mobile base and the ground. In addition, the obstacles are considered only on the 
ground and they do not interfere (no collision) with the manipulator while moving to 
the desired configuration. Finally, the environment around the door is considered free 
of obstacles and the mobile base can move freely in front of the door. 

Table 1. Initial and final conditions of the task of opening doors 

BaseInit(xBInit, yBInit, θBInit) (0mm, 0mm, 0°) 

ConfigInit(Q1Init, Q2Init, Q3Init, Q4Init, Q5Init, Q6Init) (0°, 0°, 0°, 0°, 0°, 0°) 

EffectorInit(xEInit, yEInit, zEInit,ψEInit, θEInit, ϕEInit) (-432mm, -108.49mm, 164mm, -180°, -180°, -180°) 

HandleInit(xpInit, ypInit, zpInit) (-4800mm, 190mm, 1050mm) 

Obstacle1(xOb1, yOb1, zOb1) (-1800mm, 50mm, 150mm) 

BaseFin(xBFin, yBFin, θBFin) (α=650, β=-10) (-4150mm, 200mm, 0°) 

HandleFin(xPFin, yPFin, zPFin) (-650mm, -10mm, 410mm) 

ConfigFin(Q1Fin, Q2 Fin, Q3 Fin, Q4 Fin, Q5 Fin, Q6 Fin) (0°, 15°, 105°, 0°, 0°, 0°) 

 
 
The door is about 500mm width and must be open to the right by a combined 

movement of the mobile base and the manipulator for an angle of 60°. The obtained 
results are shown by the following snapshots of Fig. 5: 
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(a) Real trajectory of the mobile base while approaching the door and avoiding the obstacle 
(b)  

 
 

(b) Operational trajectory of the end-effector 

 

(c) Real trajectory of the mobile base 

Fig. 6. Combined movement of the robot while pulling door open 

4.4 Manual vs. Autonomous Control 

The average execution times of the task for both manual and autonomous control 
modes are summarized and distributed as shown in Table 2. A great difficulty has 
been noticed while opening the door manually and most of the tests have failed. 

Table 2. Average execution time for both manual and autonomous modes 

 Time of the task of opening a door (seconds) 
Success rate 

(%)  
Total 

time

Navigation of the mobile base (a 

distance of 4m without obstacles)

Movement of 

the manipulator

Twisting 

the handle

Open 

the door 

Autonomous 42 20 05 05 12 52% 

Manual 87 20 25 12 30 08% 

-4160             -4140               -4120               -4100            -4080               -4060              -4040 

  Real trajectory of the mobile base while opening the door 

Twisting the handle 

  Real operational trajectory of the end-effector while opening the door 

BaseInit 

Ba

Position of the
obstacle 

Real trajectory of the mobile base while approaching the door 
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5 Conclusion 

This paper proposed a simple approach to deal with the problem of pulling doors 
open. This approach has been integrated into a multi-agent control architecture of 
mobile manipulators and implemented on RobuTER/ULM. The proposed approach 
implies a knowledge of the door size, the direction of its opening (left or right) and 
needs, besides, pre-planned trajectories for the mobile base and the manipulator. 

The proposed approach is split up into five consecutive sub-tasks. In the first one, 
the handle of the door is located and recognized. The second sub-task moves the robot 
in front of the door while avoiding obstacles so that handle belongs to the new 
workspace of the manipulator. Next, the gripper of the manipulator is inserted into the 
door handle. Then, the manipulator twists the handle via a predefined trajectory. 
Finally, the robot uses both of its mobile base and manipulator to pull door open. 

In the future, we aim to improve the success rate of the task. We aim, also, to 
extend the proposed approach for pushing doors open and pulling/pushing doors close 
in indoor environment. The other perspective consists of improving the sub-task of 
locating and recognizing the handle of the door by using the vision and the laser-
vision system and, to use it to adjust the gripper of the robot on the handle of the door. 
The last perspective consists of developing a strategy that allows the mobile base to 
navigate through the opened door. 
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Abstract. This research presents a planar area calculation method, focusing on 
image warping to top view. An orientation sensor attached to a camera is used 
to acquire the camera’s orientation in real time. In practice, alignment between 
camera and sensor is imperfect. Therefore, calibration between camera and 
sensor is addressed using Iterative Least Square method. Then, extrinsic 
parameters derived from the calibrated sensor and pre-computed intrinsic 
parameters will be used to generate homography matrix. Homography matrix 
and a separately required translation matrix will be used to generate a top view 
image. In the top view image, we can directly count the number of target pixel. 
Finally, the number of pixel is converted to area size in real-world unit. 

Keywords: Area calculation, orientation sensor, multi-sensor calibration, 
homography, image warping, iterative least square. 

1 Introduction 

Presently, in agricultural field, it is highly beneficial to correctly predict yield of crops 
such as maize, wheat, rice and so on. Ground survey is one method to approximate 
such number. However, it uses a lot of man-power, time, and expense. On the other 
hands, remote sensing using satellite image is sensitive to weather. Also a scheme to 
perform image classification of satellite data is inadequate [1]. Therefore, automatic 
ground survey system is proposed for crop calculation to reduce time and cost. 

A good practical example of automatic ground survey system is China’s Crop 
Watch program. [2], [3] applies their algorithm with using Vehicle & GIS & GPS & 
Video System (VGGVS) for navigation, data collection, and computation. On the top 
of a vehicle, a camera and an orientation sensor are attached together in order to 
control the estimation precision. The camera receives an angle from the sensor to 
adjust a motor to be perpendicular with ground plane all the time. Therefore, the 
motor adjusting is necessary for the algorithm. 

In our work, the motor adjusting is removed by applying image warping instead. 
Homography information based on the orientation sensor generates top view image 
                                                           
* Corresponding author. 
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similar to [4]. Then, counting the number of pixel followed by calculating the actual 
area size in the real world can be performed in the real time. 

Our assumption is the system would be installed on a vehicle. We also assume that 
height between the camera and the planar field is known. All calibrations explained in 
this paper would be done offline. 

For programming, a camera model in OpenCV (Open Source Computer Vision 
library) is used as it has many good features, such as the precise calibration results, 
efficient computing, a fast computing speed, etc. as discussed in [5],[6]. Homography 
is applied for the warping that transforms a perspective view to a top view image. For 
each frame of image, the homography matrix can be derived from camera’s intrinsic 
and extrinsic parameters. Camera calibration technique with checker board method is 
used to identify intrinsic parameters as in [7], whereas extrinsic parameters are 
derived in real time using information from an orientation sensor. 

Furthermore, we address a problem of translational parameters in homography 
matrix. We found out that two (out of three) translation parameters make the output 
image’s size changes dramatically if Roll angle changes. So instead of doing 
translation directly in the homography matrix, a separate translation matrix would be 
applied after the image was warped to top view. 

Moreover, as alignment between camera and sensor is not perfect, we need to find 
rotational relationship between them. Ideally, the camera coordinate must be parallel 
with the sensor coordinate. Thus, calibration between camera and sensor is required 
for more accurate area calculation. Iterative Least Square (ILS) method [8] is 
proposed to solve this problem. 

Finally, our final contribution is finding a relationship between the top view pixel 
size and the actual area size. 

2 Study Area and Experimental Setup 

Our experiments consist of three phases. Pre-processing step consists of camera 
calibration, sensor calibration and calibration between camera and sensor. Processing 
step consists of warping to top view using orientation sensor in real time. Post-
processing step consists of comparing the warped image with the ground truth and 
mapping factor from pixel to actual area size. These steps require parameters as will 
be shown below. 

As mentioned earlier, we assume that the height between the camera and the planar 
area is known. Orientation of the camera around present axis is defined using Roll, 
Pitch, Yaw angles, as shown in Fig. 1. We found that change in roll and yaw angle 
does not affect mapping factor from pixel to actual area size. So, only change in pitch 
angle is study extensively in this work. 
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Fig. 1. Angle between object and camera coordinates: Roll (α), Pitch (β) and Yaw (γ) around 
world axis are the rotation around the Zo-Xo-Yo axis respectively. We illustrate it as Zo-Xo-Yo 
just to be compatible with the notion of ‘angle between object and camera’. For other parts in 
this paper, the angle will be defined as Roll Yaw Pitch around present axis (Zc-Yc-Xc, 
respectively). 

 

Images are captured in arbitrary perspective views. Distortion parameters are used 
to undistort the input image. Viewpoint is changed to top view using homography, 
which consists of intrinsic and extrinsic parameters. Whereas extrinsic parameters 
will be derived in real time, intrinsic parameters are shown in Table 1. 

Table 1. Experimental parameter 

Parameters Values 
Intrinsic parameters fx =1038.71, fy =1037.18 

cx = 471.87, cy =361.42 
Distortion parameters k1=-0.243, k2=0.14, k3=0 

p1=-0.0031 p2= -0.004836 
 

3 Method 

Our area calculation scheme relies a lot on warping based on homography matrix. So 
instead of starting from calibration, this chapter explains about homography, 
rotational parameters from sensor, warping, quality enhancement by calibration 
between camera and orientation sensor, and area mapping, respectively. 

3.1 Homography  

Homography matrix (H) is a transformation matrix from a perspective view to a top 
view which consists of intrinsic matrix (M) and extrinsic matrix ([R|T]). It relates 
points in real-world coordinate (Q) to points in camera coordinate (q). Intrinsic 
parameters, namely focal length (

yx ff , ) and principal point (
yx cc , ) are generated by 

camera calibration. Extrinsic parameters, namely rotation (R) and translation (T), in 
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general, can be derived by the calibration as well. We will explain the basic of 
calibration first, and will show how to further calculate extrinsic matrix for moving 
camera later. 

According to a pinhole camera model, the camera performs a perspective 
projection of a 3D point onto an image point located on a retinal plane. Using 
homogenous coordinates, the projective relation between a 3D point and its image can 
be expressed as (1) and (2) 

QTRMsq ]|[=  . (1)


















































=

















1
100

0

0

1 3333231

2232221

1131211

Z

Y

X

trrr

trrr

trrr

cf

cf

y

x

s yy

xx  . 
(2)

Where, s is an arbitrary scale factor for the pinhole camera model [9]. In other words, 
the quantities in projective geometry are determined up to a constant factor [10]. 

When the structure under observation is a plane, a simpler formulation of [R|T] 
becomes available. Since the world coordinate system can be set anywhere, it can be 
conveniently positioned on the plane, such that latter has zero Z coordinate. From (2), 
it can be rewritten as (3) and (4), which is homography. 
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QHsq
~=  . (4)

3.2 Rotational Parameters from Orientation Sensor 

The extrinsic parameters based on (3) are the projection matrix. In this work, it is 
derived in real time using an orientation sensor. 9DOF Razor IMU [11] incorporates 
four sensors which can become an Attitude and Heading Reference System that 
compose of: 

 LY530AL (single-axis gyro) and LPR530AL (dual-axis gyro) measure the 
angular velocity. 
 ADXL345 (triple-axis accelerometer) measures the acceleration. 
 HMC5843 (triple-axis magnetometer) is tilt compensated in Yaw axis. 

The 9DOF board is programmed with DCM algorithm on the 8MHz Arduino 
bootloader by Arduino IDE. The outputs of all sensors are processed by an on-board 
ATmega328 to Roll, Pitch, Yaw angles. The three parameters are output through a 
serial interface with baud rate of 57600 bps. 
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3.3 Warping 

Warping from perspective view to top view is done by inverting homography matrix 
and set s = 1, in (4). This can be written as (5). 

 

qHQ 1~ −=  . (5)

(5) can generate real time top view image using rotational parameters ( , , )α β γ  from 

the orientation sensor. For translation parameters (t1, t2, t3), they are set to (0, 0, fx /2). 
Setting t3, zoom, to fx /2 makes the top view image covers as many pixels in its 
original image as possible. This is preferable as we are going to apply the top view 
image for area calculation. 

For t1 and t2, shift, normally it is used to shift the warped image to be viewable. 
However, doing so introduces output image’s size changes dramatically when roll 
angle changes. One example is in Fig. 2. The reason can be analyzed by replacing (5) 
with (6). 

 

 
(a) (b) 

Fig. 2. Warping to top view using (t1, t2, t3) equal to (cx, cy, fx /2), from (a) input perspective 
image, resulting in (b) output unorganized top view image 
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Then, look at the first term on the right side of the equation. It defines (inverse) 
rotational and translational relationship between perspective view and top view when 
intrinsic parameters are neglected. By inputting roll and pitch angles, we found that 
(6) will be different between one with t1 or t2 and one with t3, as shown in (7), (8), and 
(9), respectively. 
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To understand the effect of (7)-(9), let’s focus on 2-by-2 left upper members of each 
matrix. We can compare them to 2D image’s affine transformation. For (7)-(8), they 
introduces unorganized output image when Roll (α ) changes, as mentioned. For (9) 
they are similar to rotational plus shear and scaling, which is what we need to do 
warping, as expected. This is the reason why we need to do translation in row and 
column of each image separately, as shown in (10). 

qSHQ 1~ −=  . (10)

Where, 
1 0

0 1

0 0 1

x

y

c

S c

 
 =  
  

 performs shifting as required, resulting in an appropriate top 

view image as will be shown in Fig. 3. 

3.4 Calibration between Camera and Sensor 

To compensate for imperfect alignment, from (1), rotation matrix (R) acquired from 
the sensor must be transferred to that of the camera using a correction matrix (Roffset). 
In our calibration, the world coordinate (Q) and the imager coordinate (q) are known. 
The intrinsic (M) and translation vector (T) are pre-defined. In (11), we need to find 

Roffset for correcting Rsensor to Rcamera. Iterative Least Square (ILS) technique [8] is 
applied to find Roffset as follow. 
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sensoroffsetcamera RRR =  . (11)

(11) can be represented as (12) which consists of 9 unknown parameters. We 
rearrange (12) as (13). 
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(13)

Alternatively (13) can be written as (14), where i is the ith sample in the data 
collection process. 

199919 ][][][ ××× = ONM ii  . (14)

To estimate 9 parameters in O, it can be determined in a least-squares sense. 
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The large number of sample significantly increases the system accuracy. Thus, to 
update (15) after every control point is collected, Iterative Least Squares method [8] is 
applied as in (16)  
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After O is calculated, it means the imperfect alignment can be corrected by getting O 
rearranged in the form of Roffset before multiply Roffset back into (10). And then, apply it 
in homography matrix. 

3.5 Area Mapping 

Finally, the number of target pixels must be mapped to area size in real world unit by 
a pre-calibrated equation. Such equation is derived by (17). The calibration requires a 
known planar area (K) and its corresponding number of pixels (k). By rule of three, 
unknown planar area (A) can be estimated from its corresponding number of pixels 
(a).  
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The number of pixels of the known area varies according to pitch angle (β). Hence 
(17) can be replaced by (18). Where, gradient (m) and intercept (c) of linear equation 
can be known from the pre-calibrated equation. 
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The next chapter explains such mapping in more detail based on an experimental 
result. 

4 Experiment 

In the experimental setup, the pitch angle was manually varied from 20 degree to 80 
degree. In case of pitch angle are 0-20 and 80-90 degree, the top view cannot be 
generated by the orientation information effectively due to a limitation of sensor. The 
experiment parameters are stated in Table1. 

Fig. 3 (a) and (b) shows the perspective view, top view warped image, and the 
number of red pixels at 20 and 70 degree pitch angle, respectively. 

 

 
(a) 

 
(b) 

Fig. 3. Perspective view input, top view output, and the number of target pixels with (a) pitch 
angle of 20o and (b) pitch angle of 70o 
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After comparing the warped image with the ground truth, we could get the 
mapping factor from pixel to the real world unit. From many captured data, linear 
equation for area size approximation is illustrated in Fig. 4. We found that the size of 
the field linearly depends on the pitch angle. After sensor alignment compensation, 
the line fitting is more linear which R-square increases from 0.9885 to 0.9978. For 
accuracy, it is improved from 94.01% to 97.86% without and with sensor alignment 
compensation, respectively. 

 

 
(a) (b) 

Fig. 4. Relation between pitch angle and pixel numbers of the same object, (a) without sensor 
alignment compensation and (b) with sensor alignment compensation 

5 Conclusion 

This paper addresses three issues of image transformation and warping and area 
calculation. First, warping an image to its top view can be made effectively by 
performing shifting separately from homography matrix. Second, to use a camera 
with an orientation sensor attached effectively, a method to calibrate orientation 
between them is proposed using Iterative Least Square. Finally, a closed-form 
formula to approximate an area size in real world from its number of pixels is 
proposed. The overall method of area transformation and calculation achieves high 
approximation accuracy. 
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Abstract. We propose a system for enhancing a human-robot interac-
tion system. The goal is to embrace surrounding persons into a conversa-
tion with the robot by means of establishing or keeping eye contact. For
this, a simple and hence computationally efficient people tracking algo-
rithm has been developed, which in itself is an enhancement of existing
approaches. As the foundation of our approach we use a vanilla Kalman
filter that explicitly models the velocity in the state space, while the ob-
servations are transformed into a unified global coordinate system. We
evaluate different integration strategies for multiple sensor cues. Further-
more, we extend an algorithm for group detection to be able to recognize
individuals.

Keywords: people tracking, sensor fusion, Kalman filter, multi-
modality, human-robot interaction.

1 Introduction

Our goal is to develop an interactive musem tour-guide robot. While interacting
with the visitors, the robot should show an observable awareness behavior, like
moving the head to its interaction partners. Coming from the fact that eyes play
a central role in human-human communication, Ito et al. [8] and Yoshikawa et
al. [18] investigated the influence of establishing eye-contact between robot and
human user. They argue that eye-contact is not only simple "looking at each
others eyes", but is itself a procedure to confirm the partner’s intention. To do
so, the robot first has to perceive the persons within its vicinity. Mostly, the
robot is interacting with groups of persons. It is not necessary to sense all of
them all of the time, because the robot can only look at one person at a time.
Right now the verbal interaction is controlled by a human in a Wizard of Oz
scenario, as we are still evaluating our dialog model. The head of the robot is
not controlled by the human, so he can concentrate on the dialog. Therefore we
need the people tracking and autonomous awareness behavior to give persons
the impression that the robot is listening and encourage them to speak to it in
a natural way.
� This work was supported in part by ESF grant number 100071902.
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Our robot (figure 1) is a SCITOS G5 platform equipped with two laser range
finders 40 cm above the ground, an omnidirectional camera above the head, a
depth camera on top, a ring of sonar sensors and a head with two eyes that
has no further sensor capabilities, but is used for interaction purposes. Except
for the sonar, all of the mentioned sensors are used for detecting and tracking
persons.

Fig. 1. Our robot

We need to be able to robustly track groups of persons in
a cluttered environment and it has to be simple and com-
putationally efficient, as other processes are running (local-
ization, navigation, etc.). In the past decade, a variety of
approaches have been proposed for the detection and track-
ing of people. The detection of persons in laser scans can be
done via learned features [1], predefined patterns (e.g. spa-
tially related local scan minima) [3] or clustering algorithms
[14,10]. While feature based techniques (trained or prede-
fined) show decreasing robustness in case of highly variable
appearances of people due to occlusions, clothing, or scene
content, clustering does not require special assumptions of
people’s appearance and is computationally efficient. His-
tograms of oriented gradients (HOG) [6] are very successful
at detecting pedestrians in still images and extensions even
make use of the data of depth cameras [12], but suffer from
a high computational complexity. The Viola-Jones-Detector
[11,9] is an efficient alternative for detecting persons within images.

For robust tracking in real-world environments, the fusion of multiple sen-
sors in a probabilistic framework is often utilized to compensate for errors of
single sensors [14,2]. In case of non-linear transition and measurement models,
extended or unscented Kalman filters as well as particle filters can be used for
probabilistic tracking. The vanilla Kalman filter could only be used if the models
were linear. When new observations arrive, they have to be assigned to existing
tracks. There are many probabilistic approaches to solve this data association
problem, like multi-hypotheses tracking [15] and joint-probabilistic data associ-
ation [7,16], but they are quite complex and computationally expensive. A very
simple, yet sufficient, solution is the nearest neighbor technique with a one-to-one
association [2].

This paper is structured as follows. Section 2 describes our approach, section
3 shows and discusses experimental results and section 4 concludes the paper.

2 Approach

In order to look at people, the robot has to know the position of the head
of each person. The measurements of all sensors will be transformed into a
global coordinate system. Laser and sonar sensors can only see the legs of the
persons and have no possibility to sense the height of the head, while cameras
can only give rough estimations of the distance to the detected head based
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on assumptions of the size of that head. Therefore the information of different
sensor cues should be fused and uncertainties should be modeled to account for
uncertain information (like the distance from the camera cues).

We use a tracking-by-detection approach, where a sensor cue detects persons
at certain times and passes those detections to the tracker, which updates tracks
to combine them with previous detections. In fact, each object is tracked inde-
pendently of others using a Kalman filter. To keep the sensor cues consistent
and make integration of new cues easy, their detections will be converted into
normal distributions describing the estimated position of the detected person’s
head in three-dimensional Euclidean space before passing them to the tracker.

2.1 Detection

Laser Scan Clustering. To detect most of the persons even in cluttered scenes
with many people partially occluding each other, we do not use features or pat-
terns for detection inside the laser scans. Instead, our approach, that is inspired
by [10], uses cluster algorithms to estimate the positions of the persons. The
laser scan gets preprocessed to distinguish between static and dynamic objects.
We use the estimated pose of the robot and an occupancy grid map of the envi-
ronment that is dilated to compensate for uncertain localization. The endpoints
of the laser measurements will be extracted and the points that end in an occu-
pied cell will be removed. Hence, the only remaining observations are the ones
that can not be explained by the environment model. To prevent outlier mea-
surements, the points get clustered using single-linkage-clustering with a small
distance (5 cm) and all clusters with less than three points will be removed.

Starting with each point being its own cluster, single-linkage-clustering will
combine the two clusters closest to each other as long as their distance is below
a threshold that defines the minimum distance between two clusters. With a
distance bigger than a typical step width of a human (e.g. 50 cm) in the mounting
height of the laser range finder, the points can be clustered into groups of persons.
If there is enough space between them, each group will only contain one person,
but if they are close to each other, there may be more than one per group.

Similar to [10] we estimate the legs of the persons, but unlike them, we use
complete-linkage-clustering. Like single-linkage-clustering, it will start with each
point being its own cluster, where two clusters will be combined to a bigger
cluster, but it uses the maximum distance (between the farthest points) instead.
A threshold of 25 cm should be more than the diameter of a single leg, but less
than two legs, so in most cases there will be one cluster per leg. Wide skirts,
coats or bags might lead to a slight over-estimation of the number of legs. Then,
the legs will be assigned to each other in a pairwise manner using a nearest
neighbor algorithm with a maximum distance between the centers of the legs of
60 cm. The average of the assigned legs (and single legs, if there are remaining
ones) will be the centers of the persons.

The covariance matrix of the resulting observation will be chosen depending
on the number of detected persons inside a group. If there are more than two legs
inside a group, then legs of two different persons might be assigned incorrectly
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Fig. 2. Clustering approach to people detection in laser range scans. Black dots indicate
points that were removed because they represent the background or are outliers. Left:
Outlier and background points are removed, the remaining laser points are clustered
into separate groups of people. The colors represent different group clusters. Center:
Each group is clustered to roughly identify legs of people. The colors represent different
leg clusters. Right: The big circles correspond to persons that result from the pairwise
assignments of the legs and the remaining ones.

and therefore the positions of the persons could be wrong. Because of that, the
algorithm chooses a covariance matrix with higher uncertainty. If there are just
two legs in a group (or only one), then the uncertainty will be lower, as there is
only one possible assignment.

That clustering approach is simple and delivers reliable results on groups of
people even with partial occlusions, where approaches using explicit detections
might fail. The clusters and resulting person detections are shown in figure 2.

Face and Upper Body Detection. The images of the omnidirectional (color
values) and depth camera (intensity values) are used to detect faces as well as
upper bodies using OpenCV’s Viola-Jones-Detector [11,9], which is known to
be very efficient. Although they operate on the same sensor, the two detectors
result in two different cues per camera.

To reduce processing time, the search windows for the omnidirectional camera
will be limited to regions where tracks of persons already exist [5]. Therefore,
only parts of the image have to be analyzed, but the detection is dependent on
the observations of other sensor cues, which might lead to a delayed or prevented
track initialization if other cues do not detect the person.

Using the known field of view of the camera, the resolution of the image,
the width of the detection window and the estimated width of that window in
real space, the distance to the detected face or upper body can be estimated.
Because this estimation is pretty rough, the uncertainty in the camera’s direction
is chosen to be higher than the lateral uncertainty. For the depth images there
is no need to estimate the distance based on that calculation, as the depth is
given. It will be averaged using 25 measurements around the center of the head.

2.2 Tracking

Because sensor measurements are uncertain and prone to error, probabilistic
approaches are most often used in mobile robotics for state estimation [17].
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Instead of including the positions of all persons into one joint state space, we
do track them independently of each other, so the state space has a low dimen-
sionality and the problem remains computationally efficient. To be able to look
at people, we have to know the position of the heads, so the important part
of the state of a person is the three-dimensional position of the head in Eu-
clidean space, represented in Cartesian coordinates. A constant velocity model
will help predicting new positions and therefore make the assignment of ob-
servations to tracks less error-prone. But instead of modeling the velocity as
a three-dimensional vector, we assume the velocity parallel to the z-axis to be
zero [2], because persons rarely change their height (at least in our scenario).
The length of the resulting two-dimensional velocity vector encodes the walking
speed in meters per second. The state vector xt = (px, py, pz, vx, vy)

T consists of
position of the head p and the velocity v. We assume the state to be normally
distributed, and make use of the Kalman filter for estimation. Unlike [2], our
motion and measurement models are linear, and therefore we can use the vanilla
Kalman filter instead of the extended or unscented one. Linearization, if neces-
sary, lies within the responsibility of the sensor cues. The following noisy linear
equations express the motion (eq. 1) and measurement model (eq. 2), where εt
and δt are zero-mean Gaussian distributions.

xt = Atxt−1 + εt, At =

⎛
⎜⎜⎜⎜⎝

1 0 0 Δt 0
0 1 0 0 Δt
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎞
⎟⎟⎟⎟⎠ (1)

zt = Ctxt + δt, Ct =

⎛
⎝1 0 0 0 0

0 1 0 0 0
0 0 1 0 0

⎞
⎠ (2)

The time Δt since the last update will be used to predict the position using the
velocity and the observation zt will consist of the observed head position, which
is equivalent to the first three dimensions of the state.

The assignments of new observations to the correct tracks was kept computa-
tionally efficient. A gating step removes assignments that are highly unlikely and
a nearest neighbor approach assigns observations to tracks, so each track is up-
dated by at most one observation and each observation will update at most one
track. The gating and assignment is based on the Mahalanobis distance between
the track and observation distributions. Measurements that are not associated
with any track will be used to initialize new tracks.

Our approach benefits from the availability of different, at least partially com-
plementary sensor cues. But in order to obtain a confident and robust tracking
result, some specific aspects have to be considered. As there may be false de-
tections, it is useful to assign to each track a likelihood for being a human at
all [13,14]. An estimation in Bayesian manner is not possible, because there are
only observations that state the presence of humans and the update rates of
the sensors influence the resulting probability. Different to [13,14], we want that
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Fig. 3. Contribution to the likelihood of being a human of an example sensor cue. The
contribution per update depends on the confidence value λc of the cue and the update
rate of the sensor. The contributions of the last second of all cues will be summed up
and capped at one, so the resulting value lies between zero and one.

likelihood to be stable if the person is constantly measured by one or more sen-
sors. That way we avoid problems with the likelihood approaching zero even if
the track is consistently confirmed. If the likelihood reaches zero, the track is
deleted. We simply add a likelihood fraction of each sensor cue update within
the last second and cap values above one. Figure 3 (left) shows the likelihood
that is contributed by an example sensor cue. The amount per update depends
on the chosen confidence value λc and the update rate of the sensor, the colored
area represents the likelihood fraction. That area will be equal to the confidence
value if the sensor cue does confirm the presence of a person with each update
within the last second. To ensure that at least two sensor cues must confirm the
presence of a person, the threshold for the likelihood for being a human must
simply be higher than the confidence value of each cue. Equation 3 shows the
computation of the likelihood lh of a track for being a human. C is the set of
sensor cues, Uc is the set of updates of sensor cue c of the last second, Iu equals
one if the track was confirmed within that update and zero otherwise, fc is the
update rate of the sensor cue in seconds and λc is the confidence value of the
cue.

lh = min(1,
∑
c∈C

∑
u∈Uc

Iufcλc)) (3)

Because of missing detections and sensor data arriving asynchronously, the like-
lihood is not as stable as one would hope and it may drop below the threshold,
even if the person is reasonably detectable. Therefore a second threshold is intro-
duced that must be undercut by the likelihood for the person to not be regarded
as a human anymore. This leads to a hysteresis behavior. To prevent non-human
objects to be regarded as a person, the second threshold should be above the
confidence of sensor cues that state the existence of some object, but not the
kind of object, like the laser cue. At the same time, detection cues of camera
images are not as likely to return detections of objects that are not recognizable
as persons, so their confidence may be higher than the second threshold.

Because the detections inside the camera images take considerably longer
than others (like detections in laser scans), the order the results arrive in might
not be the order the sensor measurements were taken in. We want to ensure
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two things: The measurements should be incorporated in the right order and
the latest arriving sensor measurement should be incorporated, no matter what.
Therefore we save the states and observations of the past few seconds and roll
back the current state if detection results arrive that are older than the current
state. In this case, the existing observations will be re-evaluated based on the
new past state.

2.3 Behavior

To give surrounding persons the impression that the robot is aware of them,
it turns its head, so it appears as it would look at them. To give the people a
stronger feeling of being looked at [18], the robot changes the person he looks at
from time to time (every ten seconds if there are other persons). The choice of
the person to look at is random, but not each person has the same probability of
being chosen. The probability is computed from the distance to the robot, the
necessary head movement and the time since the person was looked at before.
Therefore, the robot prefers nearby persons, little head movement, and persons
it has not looked at for a while or at all.

3 Results

For the evaluation of our people tracking approach, we used log data from our
robot. The logs consist of sensor measurements and show some persons that
stand close to the robot and look at it for most of the time. The location on
the ground plane of each person was labeled manually for every five seconds, so
an evaluation is possible for these times only. The height of a person was not
included in the ground truth data, because the estimation based solely on the
camera images would be quite uncertain.

The tracking was evaluated by simulating the robot using the sensor data of
the log files and comparing the tracked persons to the labeled persons whenever
this information is available (every five seconds). Persons whose distance to the
robot was more than three meters were ignored because the robot was interacting
with people right next to the robot and a robust tracking was not possible in
that distance, because of the low camera resolution and laser range. We tried to
stay close to the CLEAR MOT metrics [4] with the difference that we did not
evaluate every frame and were not able to detect mismatches with our labeled
data, as we did not add IDs to persons. CLEAR MOT measures the error in
estimated position for matched tracks and persons (multiple object tracking
precision MOTP) and the misses, false positives and mismatches compared to
the overall number of objects (multiple object tracking accuracy MOTA).

The output of the people tracker was compared against the labeled ground
truth data by assigning them to each other in a one-to-one manner based on the
Euclidean distance using a global nearest neighbor algorithm with a correspon-
dence threshold of 50 cm.

We recorded and labeled two different kinds of logs, one with persons only
slightly moving (except for approaching and leaving the robot) and one with
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Table 1. Results of the experiments. Test A was done using our approach, test B using
the likelihood computation of [14], test C using leg patterns for laser based people
detection [3] and D with using leg patterns with additional background subtraction.

Log Test Miss rate False positive rate MOTA MOTP

first

A 39.35 % 0 % 60.98 % 6.44 cm

B 47.1 % 0 % 52.9 % 5.48 cm

C 43.23 % 6.45 % 50.32 % 6.27 cm

D 49.03 % 0 % 50.91 % 5.73 cm

second

A 46.64 % 0.45 % 52.91 % 9.06 cm

B 49.78 % 0 % 50.22 % 9.03 cm

C 55.95 % 1.01 % 43.4 % 8.94 cm

D 48.32 % 0.11 % 51.57 % 10.68 cm

more people, which were moving from time to time, even outside of the viewing
area of the robot (far away or occluded). The logs together had a length of
around ten minutes. Test A in table 1 shows the average results after repeating
each experiment three times. The high amount of misses is explained by the
necessity of detections within the camera images (as otherwise the likelihood for
being human will drop below the threshold, when only the laser cue is confirming
a track). Those detections are not available when persons are occluded within
the images, do not look to the camera, are seen from the side or are moving fast
(due to motion blur).

Because there were no bags, coats or skirts on any of the persons, there were
hardly any false positive detections of the laser cues. Therefore the results might
have been better if the confidence of that cue was chosen higher than the lower
likelihood threshold. But just because the sensor logs are quite ideal in that
regard, that does not mean that it is always like that and therefore we chose the
parameters to cope with cases of false detections in the laser cues.

To evaluate our improvements, we compared them to other approaches. We
begin with the computation of the likelihood for a track of being a human, where
our computation differs from the one of [14]. The parameters were chosen to kind
of copy the behavior of our system - in both cases it should need around one
second for a track to become a confirmed person if it is detected by a laser and
one camera detection cue and it should need the same time to become non-human
when the camera detection stays away and only the laser cue confirms the track.
We also included the second threshold, because otherwise our solution of the
asynchronicity issue would interfere with the likelihood computation. Test B in
table 1 shows the results. While the MOTA is worse than with our approach, the
precision is higher. This can be explained by the fact that the persons, that count
as misses in test B but were detected in test A, are not confirmed that much by
different sensor cues (compared to the persons that were detected in both cases)
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and that the uncertainty of the position estimation was higher because of the
lower number of observations.

With our computation, a steady detection will lead to an increasing likelihood
until the maximum confidence of the sensor cue is reached, then it will stay at
that value until the person is not detected anymore or other cues start to deliver
detections. With the other computation method, the likelihood will increase
or decrease most of the time and it will decrease whenever only a single cue
confirms the track until the track disappears (likelihood reached zero) and in
the next time frame the track re-appears because of the detection. This unstable
behavior influences the results of the first sensor log more than of the second
one.

We compared our clustering approach to people detection in laser scans to the
leg patterns of [3], the results can be seen in table 1, test C. The Hokuyo laser
range finder, that is mounted at the back of the robot, does not deliver smooth,
consistent measurements, but misses some of them if they are few meters away
or have a certain color and structure. Therefore in the first log the leg pattern
approach spots patterns in the background, detects two persons where there
is only one and misses one person completely, that is subsequently missed in
the omni-image, because of the missing track and the restriction of the search
window for detections. The cluttered environment of the second sensor log is
especially bad for that approach, as there are many false positive detections
that enlarge the search windows of the face and upper body detections and
make those detections need more time. Additionally there are missed detections
inside the laser scans, just like with the first log file.

To make the comparison with our approach more fair, we made a second
try with background subtraction, see table 1, test D. The problems with false
positives in the background are gone, but the others that arise from the unsteady
measurements of the back laser range finder still remain, just like problems with
persons occluding each other. Additionally there were some measurements of a
person’s leg in the first log that were removed, because the person stood near a
table, and therefore the leg pattern was destroyed, leading to a higher miss rate.

Even though some of the results show a better MOTP than our approach, the
difference is at most 1 cm, which is not that much. Furthermore, the MOTA is
quite a bit worse in that cases, as both values depend on the chosen assignment
threshold.

4 Conclusion

We have introduced a people tracking approach that enables our robot to look
at people during an interaction situation. It can cope with groups of people in a
cluttered environment and is computationally efficient.

Our approach for people detection within the laser scan detects persons even
if they are occluded by others or have a high variety of appearances, though it
assumes that most of the non-human objects were removed by the background
subtraction. Problems may arise with persons wearing coats or bags, but that
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is quite uncommon in our scenario, as most of the visitors leave their wardrobes
at the cloakroom. The introduced likelihood computation leads to stable likeli-
hoods, is a filtering mechanism for false positives and a way to remove tracks
that are not confirmed anymore. Our approach is simple and efficient, yet works
very well.
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Abstract. This paper presents a vision-tracking system for mobile robots, 
which travel in a 3-dimentional environment. The developed system controls 
pan and tilt actuators attached to a camera so that a target is always directly in 
the line of sight of the camera. This is achieved by using data from robot wheel 
encoders, a 3-axis accelerometer, a 3-axis gyroscope, pan and tilt motor 
encoders, and camera. The developed system is a multi-rate sampled data 
system, where the sampling rate of the camera is different with that of the other 
sensors. For the accurate estimation of the robot velocity, the developed system 
detects the slip of robot wheels, by comparing the data from the encoders and 
the accelerometer. The developed system estimates the target position by using 
an extended Kalman filter. The experiments are performed to show the tracking 
performance of the developed system in several motion scenarios, including 
climbing slopes and slip cases. 

Keywords: Vision tracking system, Sensor data fusion, Kalman filter, Slip 
detection. 

1 Introduction 

Continuous monitoring of a target is one of the most important issues in the human 
robot interaction (HRI) research area. Several studies in the visual servoing area have 
proposed methods to control the motion of a camera which senses the object of 
interest [1-5]. The feedback information for the camera-motion-control is extracted 
from the data of the camera, by using the computer vision processes. However, the 
vision data have some weaknesses, such as the time delay of the data due to the 
relatively heavy computational load of the computer vision processing and the noise 
of the data due to the motion of the camera. To overcome these problems of the vision 
data, several approaches are proposed, which integrate the vision data and the robot 
motion data [6-13]. The robot motion data are measured by the physical sensors such 
                                                           
* Corresponding author. 
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as inertial sensors. Recently, some studies present effective data fusion methods for 
the control of camera motion, which improve vision-tracking performance while a 
robot moves around [11-13]. The systems presented by Hwang et al. [11], Park et al. 
[12], and Kim et al. [13] use the data from a camera, inertial sensors and encoders to 
control the motion of camera. Hwang et al. [11] and Park et al. [12] proposed vision-
tracking systems for mobile robots using two Kalman filters and a slip detector. These 
systems show high tracking performance even when the robot wheels slip. Since these 
systems are designed for use in flat surfaces, the systems may not provide satisfactory 
performances when the robots climb slopes. Kim et al. [13] proposed a vision system 
for mobile robots for tracking moving targets using stereo vision and motion 
information. This system is designed for use in a 3-dimentional environment, and 
estimates the target position with respect to the robot. However, this system requires a 
relatively high computational load in stereo vision processing.  

This paper presents a vision-tracking system for mobile robots, which travel in a 3-
dimentional environment. The developed system controls pan and tilt motors attached 
to a camera so that a target is in the line of sight of the camera. The developed system 
calculates the actuation angles of the pan and tilt motors, by estimating the 3-
dimentional coordinates of the target with respect to the robot. In the estimation 
process, the developed system uses the data from robot wheel encoders, a 3-axis 
accelerometer, a 3-axis gyroscope, pan and tilt motor encoders, and camera. The 
developed system is a multi-rate sampled data system that the sampling rate of the 
camera is different with that of the other sensors of the developed system. For the 
effective estimation, Kalman filters are applied to the developed system. The 
developed system detects the situation that robot wheels slip, and changes the 
measurement model of robot velocity estimator. As a result, the developed system can 
continue the vision-tracking while intermittent slip occurs. 

2 System Configuration 

The purpose of the presented system is the vision-tracking of a target while the 
mobile robot, on which the developed system is installed, moves on a 3-dimentional 
terrain. The developed system actuates pan and tilt motors attached to a camera so 
that a target is in the line of sight of the camera. The main structure of the developed 
system is shown in Fig. 1. 

The image processor uses the face detection algorithm, developed by Postech and 
Electronics and Telecommunication Research Institute (ETRI), to extract the position 
and the size information of the target [14]. The developed system calculates the 
position of center point of the detected target, to compute the error to the set point (0, 
0). The frame transformation calculator generates the vision data, by combining the 
output data of the image processor and the pan and tilt angle data. The controller 
receives the vision data and the robot motion data, to estimate the position of target. 
The structure of the controller is explained in detail in Section 3. 

The kinematic modeling of the developed system is shown in Fig. 2. The designed 
model is similar with the model presented by Kim et al. [13]. The motion of the robot 
is represented as the change in the target position vector with respect to the robot 
frame. The hardware of the developed system is shown in Fig. 3. 
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Fig. 1. The structure of the developed vision-tracking system 
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Fig. 2. The kinematic modeling of the developed system 
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Fig. 3. The hardware of the developed system 
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3 Sensor Data Fusion Method 

The detailed structure of the controller is shown in Fig. 4. The designed controller 
includes the robot velocity estimator, the target position estimator and the actuation 
angle calculator. The controller receives the robot wheel encoder data, the 
accelerometer data, the gyroscope data, and the vision data as input. The controller 
outputs the angle command for the pan and tilt actuators. 
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Fig. 4. The structure of the controller 

3.1 Robot Velocity Estimation 

The robot velocity estimator is composed of a slip detector and two Kalman filters. 
The Kalman filter I and the Kalman filter II are designed for slip case and no-slip 
case, respectively. The robot wheel encoder data and the accelerometer data are the 
input of the robot velocity estimator. The robot velocity data and the process noise 
data for Kalman filter III are the output of the robot velocity estimator. 

The wheel encoders provide fairly accurate displacement data when the robot 
wheels do not slip. However, the encoder data are not reliable, when the wheels slip, 
or when the robot is kidnapped. The slip detector finds out the slip case, by comparing 
the data from the encoders and the accelerometer. The following statement shows the 
condition of the slip cases. 

( ), , , ,

1

k

enc k accel xk accel yk accel zk

i k l

v v v v threshold
= − +

− + + >
 

(1)

where ,enc kv  is the X-axis velocity of the target, which is calculated by using encoder 

data, and ,accel xkv , ,accel ykv  and ,accel zkv  are the X-axis, Y-axis and Z-axis velocities of 

the target, respectively, which are calculated by using accelerometer data. When the 
slip case is detected, the proposed system does not use encoder data in the estimation 
of the robot velocity by selecting Kalman filter I as the velocity estimator. It is 
supposed that the state of each axis is uncorrelated. The states of Kalman filter I are 
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[ ]1

T

k xk xkv a=x


, 2

T

k yk ykv a =  x


 and [ ]3

T

k zk zkv a=x


. The system model of 

Kalman filter I can be written as follows: 

( 1) ( 1)

1 t

0 1ik i k i k− −

Δ 
= + 
 

x x w
  

 . (2)

where 1,2,3i =  and ~ (0, )ik ikQw


. The measurement model of Kalman filter I is 

represented as follows: 

[ ]0 1ik ik ik= ⋅ +z x v
  

 (3)

where ~ (0, )ik ikRv


. The measurements of Kalman filter I are 1 ,k accel xka =  z


, 

2 ,k accel yka =  z


 and 3 ,k accel zka =  z


 where ,accel xka , ,accel yka  and ,accel zka  are X, Y 

and Z axes data of the accelerometer, respectively. The processes of state estimate 
extrapolation, error covariance extrapolation, Kalman gain matrix calculation, state 
estimate update, error covariance update can be written as following equations, 
respectively: 

1 1
ˆ ˆ

k k k
− +

− −= Φx x
 

 , (4)

1 1 1 1
T

k k k k kP P Q− +
− − − −= Φ Φ +  , (5)

1( )T T
ik ik ik ik ik k ikK P H H P H R− − −= +  , (6)

ˆ ˆ ˆ( )k k k k k kK H+ − −= + −x x z x
   

 , (7)

and 

( )k k k kP I K H P+ −= −  . (8)

For the no-slip case, it is supposed that the translational motion of the robot can be 
expressed by using only X-axis data with respect to the robot frame, i.e. ykv , zkv , 

yka , and zka are zero. The states of Kalman filter II is [ ]1

T

k xk xkv a=x
 .

 The system 

model of Kalman filter II is same with that of Kalman filter I, except the process noise 

1 1~ (0, )k kQ′w


. The measurement model of Kalman filter II is represented as follows: 

1 1 1

1 0

0 1k k k

 
= ⋅ + 
 

z x v
  

 . (9)

where 1 1~ (0, )k kR′v


. The measurements of Kalman filter II is 

1 , ,

T

k enc k accel xkv a =  z


 . (10)
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where ,enc xkv  is the velocity of robot measured by the encoders. The other processes 

of Kalman filter II are same with that of Kalman filter I. 

3.2 Target Position Estimation 

The target position estimator is composed of a Kalman filter III, which is an extended 

Kalman filter. The states of Kalman filter III is 
T

k k k kx y z=   x


, where kx , ky  

and kz  are X, Y and Z axis coordinates of the target position, respectively, with 

respect to the robot frame. The input of Kalman filter III is 
T

k xk yk zkv v v =  u


. 

The state transition model of Kalman filter III is incremental ZXY Euler angle 

rotation matrix using gyroscope data [ ]T
xk yk zkω ω ω  and sampling time tΔ . The 

system model of Kalman filter III can be written as follows: 

1 1 1 1 1 1 1 1( , , )k k k k k k k k kf F t− − − − − − − −= = ⋅ − Δ ⋅ +x x u w x u w
     

 (11)

where 

1 2 3[ ] [ t t t]T T
k k k zk xk ykθ θ θ ω ω ωΔ Δ Δ = ⋅ Δ ⋅ Δ ⋅ Δ  , (12)

cosik ikc θ= Δ  , (13)

sinik iks θ= Δ  , (14)

1 3 1 2 3 1 2 1 3 1 2 3

1 3 1 2 3 1 2 1 3 1 2 3

2 3 2 2 3

k k k k k k k k k k k k

k k k k k k k k k k k k k

k k k k k

c c s s s s c c s s s c

F c s s s c c c s s c s c

c s s c c

− − + 
 = + − 
 − 

 , (15)

and ~ (0, )k kQw


. The measurement model of Kalman filter III is 

( , ) =
T

k k k k k k k kh H x y z= ⋅ +  z x v v
   

 , (16)

where 

1 0 0

0 1 0

0 0 1
kH

 
 =  
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. (17)

and ~ (0, )k kRv


. The measurement of Kalman filter III is the vision data, which are 

the coordinate of the target with regard to the robot frame. The processes of state 
estimate extrapolation, error covariance extrapolation, Kalman gain matrix 
calculation, state estimate update, error covariance update can be written as following 
equations, respectively: 
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1 1 1
ˆ ˆ( , ,0)k k k kf− +

− − −=x x u
  

 , (18)

1 1 1 1
T

k k k k kP F P F Q− +
− − − −= +  , (19)

1( )T T
ik ik ik ik ik k ikK P H H P H R− − −= +  , (20)

ˆ ˆ ˆ( ( ,0))k k k k k kK h+ − −= + −x x z x
   

 , (21)

and 

( )k k k kP I K H P+ −= −  , (22)

where 

ˆ ˆ ˆ ˆ
T

k k k kx y z− − − − =  x


 . (23)

The sampling rate of the vision data is 27 Hz, and therefore, the sampling rate of the 
other sensors are synchronized at 108 Hz, which is an integer multiple of the vision 
rate. If the vision data are not ready after the Kalman gain matrix calculation, the 
developed system repeats the state estimate extrapolation with the updated data from 
the gyroscope and the velocity estimator. When the vision data are not ready, the 
following are used: 

1 1
ˆ ˆ

k k
+ −

− −=x x
 

 (24)

and 

1 1k kP P+ −
− −=  . (25)

3.3 Actuation Angle Calculation 

The actuation angle calculator transforms the target position vector with respect to the 
robot frame to the position vector with respect to the actuator frame, of which the 
camera is located on the origin. The pan angle α  and the tilt angle β  are calculated 

as follows: 

1tan
A

T
A

T

y

x
α −  

=  
 

 , (26)

and 

( ) ( )
1

2 2
tan

A
T

A A
T T

z

x y
β −

 
 

= −  
 +
 

 (27)

where 
TA A A A

T T T TP x y z =   is the target position with respect to the actuator 

frame.  
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4 Experimental Results 

To show the performance of the developed system, two kinds of experiments are 
performed. In the experiment 1, the robot moves on the trajectory, which includes 10 
° slopes. The trajectory of the robot in experiment 1 is shown in Fig. 3. In translation 
sections, the motion commands are given to the robot to move forward at 0.5 m/sec. 
In rotation sections, the motion commands are given to the robot to rotate at 50 °/sec. 
In the experiment 2, the motion command is given to the robot to move forward for 1 
m. The robot is forced to stay at the initial position while the wheels slip. When the 
robot wheels stop, the robot is released, and the motion command is given to the robot 
to move forward for 1.5 m. The trajectory of the robot in experiment 2 is shown in 
Fig. 4. The vision error and its root mean square (RMS) are measured in each 
experiment with following equations: 

2 2
, ,(Vision error)= i x i yε ε+  (28)

and 

2 2
, ,

1

( )
(RMS of vision error)=

N
i x i y

i N

ε ε

=

+
  (29)

where ,i xε  and ,i yε  are vision errors of X and Y axes in i-th image, respectively. 

The size of the images is VGA (640 by 480 pixels). 

(1) (2)
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(4)

(5)(7)

(8)

Target
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1.3 m

1.5 m

(a)

 
(1)

(2)

Target

Wheels slip for 4 seconds

1 m

(b)

 

Fig. 5. The trajectory of the robot in the experiments. (a) Experiment 1. (b) Experiment 2. 

Experiment 1 is performed with two systems, the developed system and the vision-
tracking system which has the 2-dimentional model. The RMS vision error of the 
former is 8.92 pixels, and that of the latter is 27.50 pixels. The vision errors of the 
systems in experiment 2 are shown in Fig. 5. It is shown that the developed system has 
improved performance in section (2) ~ (4), especially, in Fig. 7-(a), compared with Fig. 
7-(b). In section (2) ~ (4), the robot has pitch motions and displacement in Z-axis, which 
the 2-dimentional model cannot cover. However, the developed system compensates for 
the disturbances made by the slopes, to perform vision-tracking successfully. 

Experiment 2 is performed with two systems, the developed system and the vision-
tracking system which does not have slip detection function. The RMS vision error of 
the former is 8.48 pixels, and that of the latter is 96.26 pixels. The vision errors of the 
systems in experiment 2 are shown in Fig. 8. It is shown that the developed system 
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has improved performance in section (2), especially, in Fig. 8-(a), compared with Fig. 
8-(b). Since the robot stays at one place in section (1), the measurement update of the 
position estimator enables the system to find the direction of the target, even if the 
system cannot detect the slip case. However, the error of estimated target position 
increases rapidly in the system without slip detector. In section (2), since the robot has 
motion, the error of estimated target position in the system without slip detector 
diminishes the performance of the system. On the other hand, the developed system 
can perform successful vision-tracking, even if the slip case occurs, since the 
accumulated error does not increase fast in the developed system. 

(a)
(1) (2) (3) (4) (5) (6) (7) (8)

(b)
(1) (2) (3) (4) (5) (6) (7) (8)

 

Fig. 6. Results of the experiment 1. (a) The developed system. (b) The vision-tracking system 
which has the 2-dimentional model 
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Fig. 7. Results of the experiment 2. (a) The developed system. (b) The vision-tracking system 
which does not have slip detection function. 

5 Conclusion 

In this paper, the vision-tracking system for mobile robots which travel in a 3-
dimentional environment is presented. The developed system controls pan and tilt 
motors attached to a camera so that a target is in sight of the camera. The developed 
system calculates the actuation angles of the pan and tilt motors by estimating the  
3-dimentional coordinates of the target with respect to the robot. For the effective 
estimation, Kalman filters are applied to the developed system. In the estimation 
process, the developed system uses the data from robot wheel encoders, a 3-axis 
accelerometer, a 3-axis gyroscope, pan and tilt motor encoders, and camera.  
The developed system is a multi-rate sampled data system that the sampling rate of 
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the camera is different with that of the other sensors of the developed system. Since 
the sampling rate of camera is relatively low, the developed system uses the data from 
the other sensors between the samples of the camera, to estimate the target position 
with respect to the robot. The developed system detects the situation that robot wheels 
slip, and changes the measurement model of robot velocity estimator. As a result, the 
developed system can continue the vision-tracking while the slip cases occur 
temporarily. The experimental results show that the developed system achieves 
improved tracking performance in the various scenarios.  
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Abstract. This paper presents a multiple target tracking method that uses the 
Dezert-Smarandache Theory (DSmT) for data association. A detailed 
framework is developed to show how the DSmT can be used to associate 
measurements with the corresponding correct targets. We will discuss the 
choices of the tracking hypotheses in the DSmT and we will demonstrate the 
effectiveness of the developed approach on simulated and real tracking 
scenarios that uses color and infrared cues. 

Keywords: DSmT, Multiple Target Tracking, Data association. 

1 Introduction  

The purpose of Multi-target tracking (MTT) systems is to provide a unified and 
comprehensive picture of the environment using data reported by one or more 
sensors. The goal of an MTT system is to form and maintain tracks on targets of 
interest from scans of measurement provided by the sensors. The MTT problem is 
made more difficult by manoeuvring targets and by the presence of clutter [1]. The 
detection and tracking of multiple targets is a problem that arises in a wide variety of 
context. Examples include radar based tracking of aircraft, video-based tracking of 
people for surveillance or security purposes, mobile robotics, and many more.  

Data association is of crucial importance for multiple target because of the 
necessity to relate each measurement to correct object [1,2]. Simpler techniques such 
as Nearest-Neighbour approaches are commonly used in MTT systems, but their 
performance degrades in clutter. The more complex Multiple Hypotheses Tracker 
(MHT) [3] provides improved performance, but it's difficult to implement and in 
clutter environments a large number of hypotheses may have to be maintained, which 
require extensive computational resource. The Joint Probabilistic Data Association 
(JPDA) approach, which is an extension of the Probabilistic Data Association (PDA) 
algorithm, has been widely applied to perform data association in MTT systems. The 
JPDA can be implemented successfully even in the presence of heavy clutter [4][5].  

Evidential data fusion processes such as Dempster-Shafer Theory (DST) [6] and 
the recent Dezert-Smarandache Theory (DSmT) [7] have also been applied to achieve 
multiple target tracking. The classical Dempster-Shafer Theory (DST) represents the 
uncertainty and imprecision in the measurements via confidence values that are 
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committed to single or a union hypotheses. DST does not require the knowledge of 
prior probabilities. Dempster's rule combines the issued measurements and provides a 
reliable assessment of the uncertainty, especially in case of low conflicts between the 
measurements. When the conflict increases the Dempster's rule of combination leads 
to false conclusions or cannot provide a reliable result at all. While DST considers the 
tracking hypotheses as a set of exclusive elements, DSmT relaxes this condition and 
allows for overlapping and intersecting hypotheses. This allows for quantifying the 
conflict that might arise between the different sources throughout the assignment of 
non-null confidence values to the intersection of distinct hypotheses. Recently, many 
DSmT−based approaches for multiple target tracking were proposed in the literature. 
In [8], a particle filter using a DSmT step is proposed to achieve multiple targets 
tracking in cluttered scenes with location and colour cues. In [9], the DSmT is used to 
track pedestrians using a combination of infrared, color and location cues. In [8] and 
[9], the notion of plausibility was used to calculate and update the particle weights. In 
[10], fuzzy memberships are used to generate DSmT’s mass functions and produce a 
Belief matrix, which in turn is used to undergo on-road vehicle tracking. The authors 
presented a comparison of their experimental results with those obtained using the 
JPDA. In [11], the concept of generalized data (kinematics and attribute) association 
is used to improve track maintenance performance in complicated situations (closely 
spaced targets). A combination of the Global Nearest Neighbour-like approach and 
the Munkres algorithm is proposed to resolve the generalized association matrix. The 
DSm hybrid rule of combination is used to deal with particular integrity constraints 
associated with some elements of the free Dedekind’s distributive lattice. 

In the DSmT based tracking techniques proposed in the literature, the DSmT 
framework was used to achieve data fusion between multiple measurements 
associated with the same individual target. In this paper, we assume that the 
measurement-target association is unknown, and we apply the DSmT to estimate the 
best association scheme. We will focus on the calculation steps of the association 
probabilities using the DSmT. The paper is organized as follows: Section 2 presents 
the tracking model. The principles of data association using DSmT is presented in 
section 3. The experimental results are given in section 4. 

2 Background 

In the following, let’s assume that the number of targets,߬, and the number of 
measurements, ݀, are known up to time ݐ െ 1. Each target is associated with a track ൛ߠ௝ൟ௝ୀଵఛ

. The objective is to combine the ݀ measurements to determine the best track 

for each candidate at time ݐ. The measurements are considered to originate from 
targets, if detected, or from clutter. The clutter is a special model for so-called false 
alarms, whose statistical proprieties are different from the targets. We describe the 
motion of the ݆௧௛ target by the following nonlinear discrete time equation: ݔ௧,௝ = ௧݂൫ݔ௧ିଵ,௝൯ ൅  ௧,௝,                                                       (1)ݓ

Where ࢐,࢚ࢄ = ൫࢞૚,࢐, ࢞૛,࢐, ڮ , ࢚࢞,࢐൯ is a first order Markov process that describes the 
state vector of the ࢎ࢐࢚ target. At time ࢚, the received measurements are given by 
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࢚ࢠ = ሼ࢒ࢠሽ࢒ୀ૚ࢊ . The measurement vector up to time ࢚ is given by ࢚ࢆ = ሺࢠ૚, ,૛ࢠ ڮ ,  .ሻ࢚ࢠ
In (1), ࢚ࢌ is a transition function of states and ࢚࢝ is a random vector describing noise 
and uncertainties in the state transition model. 

3 Dezert-Smarandache Theory (DSmT) and Data Association  

3.1 Basics of DSmT 

DSm Theory of plausible and paradoxical reasoning is a generalization of the 
classical DST [7], which allows formal combining of rational, uncertain and 
paradoxical sources. In DST [6], there is a fixed set of mutually exclusive and 
exhaustive elements, called the frame of discernment, which is symbolized by Θ = ሼߠଵ, ,ଶߠ ڮ ,  ேሽ. The frame of discernment Θ defines the hypotheses for which theߠ
information sources can provide confidence. While DST considers Θ as a set of 
exclusive elements, DSmT relaxes this condition and allows for overlapping and 
intersecting hypotheses. This allows for quantifying the conflict that might arise 
between the different sources due to occlusion and clutter. This is done throughout the 
assignment of non-null confidence values to the intersection of distinct hypotheses. In 
DSmT, a hyper-power set ܦΘ is defined as the set of all composite hypotheses 
obtained from the frame Θ with ∪ and ת operators. ܦΘ constitutes the free DSm 
model ࣧfሺΘሻ, which allows to work with vague concepts when there is no constraint 
on the elements of the frame Θ. For a given fusion problem, some exclusivity 
constraints and possibly non-existential constraints have to be taken into account on 
the element of ܦΘ. This allows to construct a hybrid DSm model ࣧሺΘሻ. Each hybrid 
fusion problem is then characterized by a proper hybrid DSm model. Shafer’s model, 
denoted ࣧ0ሺΘሻ, corresponds to a very specific hybrid DSm model where all the 
elements of Θ are truly exclusive.  

A map ݉ሺ∙ሻ is defined from ܦΘ to ሾ0,1ሿ to assign to each hypothesis ܣ in ܦΘ a 
mass function ݉ሺܣሻ that satisfies the following conditions [7]:  

                                             ቐ 0 ൑ ݉ሺܣሻ ൑ 1                  ݉ሺ׎ሻ = 0,                         ෌ ݉ሺܣሻ஺∈஽౸ = 1                                                          (2) 

If ݉ሺܣሻ ൐ 0, then ܣ is called a focal element. 
Two functions are usually evaluated to characterize the uncertainty about a 

hypothesis ܣ. The belief function, ݈݁ܤ, measures the minimum uncertainty value of ܣ; 
whereas, the plausibility function, ݈ܲ, reflects the maximum uncertainty value. Belief 
and plausibility functions are defined from ܦΘ to ሾ0,1ሿ as follows [7]:  

ቐ݈݁ܤሺܣሻ = ෌ ݉ሺܤሻ஻∈஽౸஻ك஺   ݈ܲሺܣሻ = ∑ ݉ሺܤሻ஻∈஽౸஻ת஺ஷ(3)                                                          ׎ 

DSmT uses the classical DSm Conjunctive (DSmC) rule to combine the mass 
functions from the sensors when assuming a free DSm model ࣧfሺΘሻ according the 
following equation [7]:  
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݉ሺܣሻ = ∑ ∏ ݉௟ሺܤ௟ሻௗ௟ୀଵ஻భ,஻మ,ڮ,஻೏∈஽౸஻భת஻మתڮת஻೏ୀ஺ .                                  (4) 

The hybrid DSm (DSmH) rule of combination is a generalization of the DSmC 
combination rule which allows to work on any hybrid model. The DSmH combination 
rule for ݀ independent sources is defined for all ܣ ∈ ሻܣ஀ as follows [7]: ݉ሺܦ = ߶ሺܣሻ ∙ ሾ ଵܵሺܣሻ ൅ ܵଶሺܣሻ ൅ ܵଷሺܣሻሿ,                          (5) 

where: 

ଵܵሺܣሻ = ෍ ෑ ݉௟ሺܤ௟ሻௗ
௟ୀଵ஻భ,஻మ,ڮ,஻೏∈஽౸஻భת஻మתڮת஻೏ୀ஺

; 
ܵଶሺܣሻ = ෍ ෑ ݉௟ሺܤ௟ሻௗ

௟ୀଵ஻భ,஻మ,ڮ,஻೏∈஽౸஻భ∪஻మ∪ڮ∪஻೏ୀ஺஻భת஻మתڮת஻೏∈׎
; 

ܵଷሺܣሻ = ෍ ෑ ݉௟ሺܤ௟ሻௗ
௟ୀଵ஻భ,஻మ,ڮ,஻೏∈׎ሾ௎ୀ஺ሿשሾሺ௎∈׎ሻרሺ஺ୀூ೅ሻሿ

. 
Note that the function ߶ሺܣሻ is the characteristic non-emptiness function of a set ܣ i.e. ߶ሺܣሻ = 1 if ܣ ב ሻܣand ߶ሺ ,׎ = 0 otherwise. The empty set ׎

 
is the set of all 

elements of ܦ஀, which have been forced to be empty through the constraints of the 
model, and the classical/universal empty set. ଵܵሺܣሻ is the DSmC combination rule 
for ݀ independent sources based on ࣧfሺΘሻ given in equation (4). ܵଶሺܣሻ is the mass of 
all relatively and absolutely empty sets that is transferred to the total or relative 
ignorance associated with non existential constraints. ܵଷሺܣሻ transfers the sum of 
relatively empty sets directly into the canonical disjunctive form of non-empty 
sets. ܷ = ଵܤ ∪ ଶܤ ∪ ڮ ∪ ்ܫ ௗ andܤ  is the total ignorance. The DSmH rule is 
mathematically well defined and works with any model independently of the value of 
the degree of conflict. 

3.2 DSmT-Based Data Association  

Even though DSmT was originally developed to carry out data fusion from multiple 
sensors, it can also achieve data association when applied in the context of multiple 
target tracking. Unlike probabilistic data association techniques such as the JPDA, 
which associates measurements with individual tracks only, the DSmT allows the 
association of measurements with the union and intersection of tracks to tackle the 
uncertainties and conflicts that might arise during the tracking. For this purpose, The 
DSmT defines a hyper-power set ܦ஀ which contains all the association hypotheses for 
which measurements can provide confidence values. These hypotheses are:  

1) The empty set: ׎; 
2) Individual tracks: ൛ߠ௝ൟ௝ୀ଴ఛ

; 
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3) Unions of tracks: ߠ௥ ∪ ڮ ∪  ;௦ߠ
 4) Intersections of tracks: ߠ௥ ת ڮ ת  ;௦ߠ
5) Tracks combined using ∪ and ת operators. 

The confidence value is expressed in terms of mass functions ሼ݉௟ሺ∙ሻሽ௟ୀଵௗ  that are 
committed to each association hypothesis. Given this framework, ݉௟ሺߠ௝ሻ, expresses 
the confidence level with which measurement ݖ௟ is associated with track ߠ௝, for ݆ = 1, ڮ , ߬, and the false alarm hypothesis ߠ଴. A mass ݉௟ሺߠ௥ ∪ ڮ ∪  ௦ሻ models theߠ
ignorance in assigning measuremement ݖ௟ to any of the hypotheses included in ߠ௥ ∪ ڮ ∪  ௦. This situation occurs when some targets share a similar profile, andߠ
therefore they are difficult to separate. A mass ݉௟ሺߠ௥ ת ڮ ת  ௦ሻ quantifies theߠ
conflict that might arise between tracks ߠ௥, ڮ ,  ௟. The conflict can result from clutter or targets’ occlusion.  If some exclusivity orݖ ௦ regarding the origin of measurementߠ
non-existential constraints have to be taken into account, the empty set ׎ should be 
updated to contain the excluded hypotheses.  

The pairings’ confidences ሼ݉௟ሺ∙ሻሽ௟ୀଵௗ  for each individual measurement are then 
combined into a single map function ݉ሺ∙ሻ which quantifies the overall confidence 
level with which all the measurements can be jointly associated with every hypothesis 
in ܦ஀. ݉ሺ∙ሻ can be derived according to the DSmC combination rule in (4) if an ࣧfሺΘሻ is considered, or according to DSmH combination rule in (5), in case of an ࣧሺΘሻ hybrid model. Other combination rules such as the Proportional 
Redistributions Rules (PCR), Dempster’s rule or the Uniform Redistribution Rule  
can be considered as well [7]. Some rules can be better justified than others depending 
on their ability or not to preserve associativity and commutativity properties of the 
combination. However, they are all based in the calculation of the conjunctive rule 
and the redistribution of the conflict if there are some constraints. A general 
combination rule of ݀ independent measurements can then be written as follows ݉ሺܣሻ = ߶ሺܣሻ ∙ ሾ݉௖ሺܣሻ ൅ ݉௥ሺܣሻሿ                                         (6) 

for all ܣ ∈  ሻ is the characteristic non-emptiness functionܣ஀. As in equation (5), ߶ሺܦ
of ܣ. ݉௖ሺܣሻ is the DSmC combination rule based on ࣧfሺΘሻ given in equation (4). ݉௥ሺܣሻ is the portion of partial or total conflict that is redistributed on ܣ.  

For the purpose of tracking, only individual targets modeled by individual 
hypotheses in ܦ஀ are considered for decision making. This is carried out by 
transferring the confidence values of combined hypotheses towards single hypotheses 
using the belief function or the plausibility function as follows [7]:  ݈݁ܤ൫ߠ௝൯ = ∑ ݉ሺܣሻ,஺∈஽౸஺كఏೕ   ݈ܲ൫ߠ௝൯ = ∑ ݉ሺܣሻ஺∈஽౸஺תఏೕ(7)                                 ׎ב 

 ௝൯ quantify the detection belief and the detection plausibility ofߠ௝൯ and ݈ܲ൫ߠ൫݈݁ܤ
target ߠ௝ by ݀ independent measurements. The belief function sums over all 
hypotheses ܣ contained in ߠ௝; whereas, the plausibility function sums over all 
hypotheses ܣ containing ߠ௝.  

To illustrate the data association process using DSmT, let’s consider the tracking 
case of two targets using two measurements. This tracking problem is characterized 
by the following frame of discernment: 
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Θ = ሼߠ଴, ,ଵߠ   ଶ ሽߠ
Where ߠଵ and ߠଶ refer to individual targets and ߠ଴ refer to the false alarm hypothesis. 
Measurements can originate from the targets and the false alarm. Furthermore, we 
assume that individual measurements cannot be associated with composite hypotheses 
built with the union and/or intersection operators. Consequently, all the measurements 
share the same set of focal elements which we define as follows: ܩ௟ = Θ = ሼߠ଴, ,ଵߠ ݈     ,ଶ ሽߠ = 1,2                                         (8) 

As an exclusivity constraint, we assume that two measurements cannot originate from 
the same target. It follows then a hybrid model ࣧሺΘሻ where ߶ሺߠ୨ሻ = 0 for ݆ = 1,2. It 
is important to note that this assumption is not mandatory. It however makes the 
tracking scenario similar to the one used in the JPDA [4][5]. The confidence values 
assigned to the hypotheses in ܩ௟ are then combined using the rule in (6). The resulting 
set of focal elements is denoted by ܩ ؿ ܩ :஀ and it is given byܦ  = ሼߠ଴, ଴ߠ ת ,ଵߠ ଴ߠ ת ,ଶߠ ଵߠ ת  ଶ ሽ,                                          (9)ߠ

If ܣ ∈ ሻܣthen ݉ሺ ,ܩ ൐ 0. In fact,  ܩ is a unified frame that contains all the possible 
association hypotheses for ߬ = ݀ = 2 and the given exclusivity constraint. Table 1 
illustrates how ܩ is constructed from ܩଵand Gଶ. 

Table 1. DSmT association hypotheses for 2 targets and 2 measurements ܩଶ\ܩଵ ߠଵ ߠଶ ߠ଴ ߠଵ ߠ ׎ଵ ת ଵߠ ଶߠ ת ଵߠ ଶߠ ଴ߠ ת ଶߠ ׎ ଶߠ ת ଵߠ ଴ߠ ଴ߠ ת ଶߠ ଴ߠ ת  ଴ߠ ଴ߠ

Hypothesis ߠଵ ת  ଶ results from the association of measurement 1 with target 1 andߠ
measurement 2 with target 2 or from the association of measurement 1 with target 2 
and measurement 2 with target 1. Hypothesis ߠ௝ ת ݆ ଴, forߠ = 1,2, results from the 
association of measurement 1 with target 1 or target 2 and measurement 2 with the 
false alarm or vice versa. Hypothesis ߠ଴  results from the association of both measures 
with the false alarm. Simple hypotheses ߠଵ and ߠଶ are excluded due to the fact that 
only one measurement can originate from a target. The total conflict resulting from 
such a constraint is given by: ܭ = ݉ଵሺߠଵሻ ∙ ݉ଶሺߠଵሻ ൅ ݉ଵሺߠଶሻ ∙ ݉ଶሺߠଶሻ,                                  (10) 

The conflict can be redistributed proportionally on the focal elements ܣ ∈  using ܩ
Dempster’s rule as follows: ݉௥ሺܣሻ = ௄ଵି௄ ∙ ݉௖ሺܣሻ,                                               (11) 
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Therefore: ݉ሺܣሻ = ݉௖ሺܣሻ ൅ ௄ଵି௄ ∙ ݉௖ሺܣሻ = ଵଵି௄ ∙ ݉௖ሺܣሻ,                                 (12) 

which satisfies (2). Using (12) and the DSmC rule in (6), we obtain the confidence 
value of each association hypothesis in ܩ:  ݉ሺߠ଴ሻ = ݉ଵሺߠ଴ሻ ∙ ݉ଶሺߠ଴ሻ/ሺ1 െ ଵߠሻ ݉ሺܭ ת ଶሻߠ = ሾ݉ଵሺߠଵሻ ∙ ݉ଶሺߠଶሻ ൅ ݉ଵሺߠଶሻ ∙ ݉ଶሺߠଵሻሿ/ሺ1 െ ଵߠሻ ݉ሺܭ ת ଴ሻߠ = ሾ݉ଵሺߠଵሻ ∙ ݉ଶሺߠ଴ሻ ൅ ݉ଵሺߠ଴ሻ ∙ ݉ଶሺߠଵሻሿ/ሺ1 െ ଶߠሻ ݉ሺܭ ת ଴ሻߠ = ሾ݉ଵሺߠଶሻ ∙ ݉ଶሺߠ଴ሻ ൅ ݉ଵሺߠ଴ሻ ∙ ݉ଶሺߠଶሻሿ/ሺ1 െ  ሻܭ

Finally, the plausibility of detecting each target is calculated by summing over the 

hypotheses using (7):  

Plሺߠଵሻ = ݉ሺߠଵ ת ଶሻߠ ൅ ݉ሺߠଵ ת ଶሻߠ଴ሻ and  Plሺߠ = ݉ሺߠଵ ת ଶሻߠ ൅ ݉ሺߠଶ ת  ଴ሻߠ

4 Experimental Results 

4.1 Multiple Target Tracking Simulation  

In this section, the DSmT data association technique developed in this paper is 
applied to track two simulated targets using two measurements (߬ = 2 and ݀ = 2). 
Unlike the example described in section 3.2, the DSmT is implemented using a full 
set of hypotheses that includes also the individual hypotheses (i.e. ߶ሺߠ୨ሻ = 1 for ݆ = 1,2). This aims to show the contribution of the mass functions of individual 
hypotheses in the decision process. We recall that a mass function assigned to an 
individual hypothesis results from the association of two measurements to the same 
target, which is explicitly excluded in the JPDA framework. 

The position ሺݔ௧,௝, ,௧,௝ݑ௧,௝ሻ of the ݆௧௛ target and its velocity ሺݕ  ௧,௝ሻ in Cartesianݒ
coordinates are used to describe the target’s state ܺ௧,௝ = ሺݔ௧,௝, ,௧,௝ݕ ,௧,௝ݑ  .ݐ ௧,௝ሻ்at timeݒ
The following discrete time system is used for the state transition: ܺ௧,௝ = ࡲ ∙ ܺ௧ିଵ,௝ ൅ ௧ܹ,௝,       ݆ = 1,2                                     (13) 

In equation (13), ࡲ is a square matrix defining the deterministic component of the 
target's motion model, and ௧ܹ,௝ 

is its random component. We set ࡲ = ൬ࡵଶൈଶ ݐ∆ ∙ ଶൈଶ૙ଶൈଶࡵ ଶൈଶࡵ ൰ and ௧ܹ,௝ is assumed to follow a Gaussian distribution ࣨሺ0, diagሺߪ௫௫ଶ , ௬௬ଶߪ , ௨௨ଶߪ , ௩௩ଶߪ ሻሻ. The two-by-two null matrix and unity matrix are 
denoted ૙ଶൈଶ and ࡵଶൈଶ respectively. Tentative measurements are simulated from true 
position and velocity as follows: ܼ௧,௝ = ൬ටݔ௧,௝ଶ ൅ ௧,௝ଶݕ , arctan ൬௬೟,ೕ௫೟,ೕ൰ , ,௧,௝ݑ ௧,௝൰்ݒ ൅ ࣟ,                      (14) 

Where ࣟ is an additive noise that is assumed to follow a Gaussian distribution ࣨሺ0, diagሺߪ௥௥ଶ , ఏఏଶߪ , ௨௨ଶߪ , ௩௩ଶߪ ሻሻ.   
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In the following experiments, we set ߪ௫௫ = ௬௬ߪ = ௥௥ߪ ,1.5݉ = 0.1݉, ఏఏߪ ௨௨ߪ ,݀ܽݎ0.05= = ௩௩ߪ = 0.75 ݉ ⁄ݏ , and a time step ∆ݐ =  The initial state vectors .ݏ0.1
are ܺ଴,ଵ = ሺ200,110, െ20,20ሻ் , ܺ଴,ଶ = ሺ110,110,20,20ሻ். At each time step two 
measurements are generated using equation (14). To evaluate the performances of our 
method, a root mean square error (RMSE) is calculated over Ns=100 tracking 
simulations and 40 time samples.  

Figure 1 presents the tracking result in the ݕݔ plane. 

 
 
 
 
 

From figure 1, we notice that our method is able to track the two targets before, 
during and after the occlusion. The RMSE of the position, shown in figure 2, 
demonstrated the robust behavior of the DSmT. 

 
Fig. 3. Plausibility of detection of target j = 1, 2 

Figure 3 shows the DSmT’s mass functions and the plausibility of detecting each 
target. From the results, we see that the mass function of ߠଵ ת  ଶ characterizes theߠ
occlusion between the two targets. This mass function is low before and after the 
occlusion and is high in between. 
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The mass function of hypotheses ߠ௝ ת  ଴ characterizes the ability to detect theߠ
target by only one measurement. The other measurement is supposed to originate 
from the clutter. However during the occlusion phase, the first measurement results 
from the occluding target while the second one results from the occluded target. 
Consequently, the mass function of ߠ௝ ת  ଴ decreases as illustrated in figure 3. Theߠ
mass function ݉൫ߠ௝൯ represents the confidence level of having both measurements 
originate from the same target. ݉൫ߠ௝൯ is low before and after the occlusion where 
only one measurement originates from each target. However, during the occlusion, 
both targets share the same position which increases the confidence value of ݉൫ߠ௝൯. 
Figure 3 shows also that the combination of ݉൫ߠ௝൯, ݉ሺߠଵ ת ௝ߠଶሻ and ݉൫ߠ ת  ଴൯ߠ
increases the plausibility of target detection during all the phases of tracking. 
Consequently, the decision is made with a higher level of confidence, which improves 
the accuracy of the tracking.   

4.2 Multiple Target Tracking Using Color and Infrared Measurements 

The approach developed in this paper is used to track two persons walking in an indoor 
scene using color and infrared images. In the tracking scene shown in figure 4, two 
persons undergo a simple intersection while they walk toward each other. It is important 
to note that both thermal and Color frames were synchronized and corrected for minor 
misalignments before the tracking. The tracking was carried out using the particle 
filtering algorithm described in [8]. Unlike [8], the data association is not done 
manually; but using the approach described in section 3. At each time step, two 
measurements were generated from the scene. Each measurement is composed of a 
color and an infrared component. These components are evaluated as the bhattacharya 
distances between the histograms of particle samples and the target models [9]. 

    
 

    
a) frame 1             b) frame15              c) frame 29             d) frame 51 

Fig. 4. Tracking of two intersecting persons. The tracking results are shown with colored 
rectangles on color and infrared image streams.  

As shown in figure 4, the tracking is accurate before, during and after the 
occlusion. During the occlusion phase, the tracking is particularly challenging due to 
the closeness of the targets, which perturbs the color cue and might lead to a false 
identification. The color measurement loses gradually its ability to separate the targets 
as they converge to the intersection point. During the occlusion, all the color 
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measurements are associated with the occluding target. However, the infrared cue 
remains stable given the similarity of the thermal profile of the targets. Consequently, 
the thermal profile of the occluding target keeps the particles of the occluded target in 
a correct position. Once, the hidden target appears again, the mass functions 
associating the measurements with the occluded target increase again, and as a result 
the particles are attracted to the right target.  

5 Conclusion 

In this paper, we presented a new method for data association in the context of 
multiple targets tracking using multiple sensors. The presented approach is based on 
the Dezert-Smarandache Theory (DSmT). In this work we show that the DSmT can 
be employed to carry out data association. The experiments of tracking two targets 
using two measurements given in this paper demonstrated that the developed 
approach provides accurate tracking. Future work will focus on tests with increased 
number of targets and measurements. 
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Abstract. In this paper, it is shown how robust execution of assembly skills can
be planned by using sensor state space graphs. The here proposed method is eval-
uated by some assembly skills in which force feedback is applied. Assembly
skills are implemented by manipulation primitive nets which constitute an inter-
face between planning and execution of robotic systems. The sensor state space
graph is introduced, which is an extension of the contact formation graph in a
more general way, when various sensors might be used simultaneously for as-
sembly execution. It is shown, how contact formation graphs can be generated
by simulation of rigid body motions. The known contact formation graphs are
enhanced by the definition of contact types between higher order surfaces. Addi-
tionally, a more general view is given by introducing sensor state space graphs. It
is shown how contact formation graphs can be mapped to manipulation primitive
nets, which allow the robust execution of assembly skills, despite the appearance
of uncertainties. The approach is demonstrated successfully on some assembly
tasks. Here the task of plugging a power socket on a top hat rail is illustrated
due to its complex sequence. The shown assembly task is characterized by small
fitting tolerances, where the application of force feedback is indispensable.

Keywords: Assembly skills, sensor state space graphs, contact formation graphs,
manipulation primitive nets.

1 Introduction

Skill based robot programming has become very popular in last decades in particular
for assembly tasks. Sensors are highly needed in order to guide the robot during the
assembly process due to the appearance of uncertainties. Thus, the usage of various
sensors in assembly skills increases continuously. Most of the implementation process
for assembly skills is done by time consuming and expensive manual work. One aim is
to let skills be reused by different robots in different environments and another aim is
to let the implementation process be done automatically. In this paper, a generic frame-
work is suggested in order to automize these time consuming programming tasks. Fig 1
illustrates the various levels of abstraction for robot programming. On the top level an
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assembly process consisting for example of a sequence of tasks. Each task is imple-
mented as a state chart of skills. The instantiation of the skills can be taken out of a
predefined skill library or can be generated automatically. Each skill is implemented
as a net of manipulation primitives. This instantiation is shown in the second middle
level. The execution of elemental motions (manipulation primitives) is illustrated in the
lowest level of abstractions. In the terminology of manipulation primitive nets, a single
manipulation primitive belongs to the lowest level, a net of the manipulation primitives
constitutes an assembly skill and refers to the middle level of abstraction. Based on
this, each assembly skill can be coded as net of manipulation primitives. For more in-
formation on this topic refer to [4,13,7]. The specification of manipulation primitive
follow Mason’s compliance-frame concept as well as De Schutters and Van Brussel’s
task-frame formalism [8,11]. Meanwhile Smits et al. [12] suggest the iTaSC formalism
in order to specify robot motions, in which relative transformations between feature
frames of objects need to be controlled to let the robot successfully execute e.g. assem-
bly operations. In order to estimate the possible feedback and to guide the robot through
several states during assembly the contact formation graph has been introduced by Ji
and Xiao [6]. The contact formation graph is widely used for planning the execution
of complex robot tasks see Meeussen et al. [9] or for recognizing contacts during the
learning of assembly skills compare to Hertkorn et al. [5]. Therewith the contact states
during the execution of an assembly process can be estimated, but each elementary mo-
tion has to be instantiated off-line by advanced robot programmers familiar with the
task-frame formalism. Considering the iTaSC approach, which is based on Ambler and
Poppelstones’ symbolic special relations [1]. A single instantiation may establish the
relation between two feature frames, which can be monitored by a camera system.

As the numbers of sensors in the assembly process is increased, contact formation
graphs need to be extended to the more general sensor state space graph which is able to
represent relations between two objects according to different sensors. For force feed-
back controlled robots the contact formation graph is sufficient to own all possible con-
tact states. For other sensors like camera systems, the contact formation graphs need
to be enhanced to sensor state space graphs. Here a theoretical introduction into the
sensor state space graphs is given. The contact formation graph can be considered as
an instance of the sensor state space graph. With contact formation graphs planning for
force feedback controlled robots becomes possible and with sensor state space graphs
the planning for other sensors can be achieved. In the next section the sensor state space
graph is defined. As an example the generation of contact formation graphs is shown.
The section next after defines assembly skills as manipulation primitive nets. Section
number four illustrates how the contact formation graph can be mapped to manipulation
primitive net in order to be executed by force controlled robots.

2 The Sensor State Space Graph

The sensor state space graph constitutes an extension of the former known contact for-
mation graph. A contact formation graph is here considered as a sensor state space
graph in which only force feedback is used. A state between two rigid objects can be
described by the relative transformation between two object features. Hence we need a
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clear definition of features. An object may have various features. A feature can either
be a vertex, an edge, a circular arc, a face, a cylindrical face or a spherical face in cases
where sensor states are estimated by force feedback. For vision feedback a feature can
also be a circle, a shaft, or even an edge. In particular it can be everything which is
measurable by any sensor. Hence a node in the sensor state space graph is a measur-
able constraint between two or even more features. The edges between the nodes in the
sensor state space graph represent a possible elemental motion to switch between these
two sensor states.

„Manipulation Primitive Net“ 

„Manipulation
Primitive“

„Manipulation
Primitive“

„Manipulation
Primitive“

Conditions Conditions

Layer 1:Motion Level

Robot executes a manipulation primitive

Layer 2: Skill Level 

Assembly Sequence:

transfer skill

mating skill
perception skill

grasp skill transfer skill

Library of Skills:

„Peg-in-Hole“
„Object Placing“
„Bayonet Closure“
„Look for Object“
„

Layer 3: Task Level

task 1 task i task n

Layers of abstraction for robot programming Sensor state measured by 
a laser and a camera

Fig. 1. On the left side the abstraction layers for robot programming are shown. The entire as-
sembly sequence is instantiated by a sequence of skills. Each skill can be coded as a net of
manipulation primitives, which are mapped to a robot controller for execution. Each manipula-
tion primitive changes the contact states in cases where force feedback is applied. Manipulation
primitive nets can be coded by hand, but in this paper an algorithm is shown to automize this
process. On the right side it is shown how the rotational degree of freedom for the upper object
can be measured by a laser and a camera. The state with front faces parallel is represented by a
node in the sensor state space graph can can be detected by a camera system.

2.1 Generating Features from Object Models

In order to obtain possible sensor states, features need to be extracted automatically
from model data. The relation between features corresponds to a measurable state in
the sensor state space graph. Objects are often represented by triangle meshes. Thus,



Planning Sensor Feedback for Assembly Skills 699

Fig. 2. Left: Original data (triangle mesh); middle: segmentation into planes, and right: segmen-
tation into cylindrical and spherical surfaces

it is necessary to extract features from this model information. For general planning
purposes as many features as possible need to be extract. Taking as an example force
feedback, the following features (topological elements) need to be segmented from tri-
angles meshes, because the relations between theses features can be recognized by using
force feedback:

tei ∈ T E := {vertex(V ),edge(E),circular arc(A), face(F),

cylindrical surface(C),spherical surface(S)}
(1)

The idea is to fit planes, cylinders and spheres in the triangle mesh and then define
contact states between theses elemental features. Therefore, an algorithm according
to [2] is implemented which works on closed loop meshes, represented as a queue of
neighboring edges. Here the algorithm is implemented as a greedy approach, meaning
that as many neighboring triangles are taken to enlarge a given primitive shape as the
least square error is less than a predefined threshold. For example, for fitting a face
primitive consisting of 3d points {p1, . . . ,pn} with center point c into the mesh the
covariance matrix Mcov is estimated according to

Mcov = ∑
i

a(pi)(pi − c)(pi − c)T (2)

where a(pi) can be considered as a weight for the influence of pi. The new fitting plane
segment seg = segk ∪ segl passes through c and its normal vector n is the eigenvector,
corresponding to the minimum eigenvalue of Mcov. When estimated the fitting plane
given by parameters (n,d) the least square error L2 is consequently obtained by:

L2 = ∑
i

a(pi) · (n ·pi − d)2 ∀pi ∈ segk ∪ segl (3)

If the least square error is less than a certain threshold the two segments seg := segk ∪
segl are merged into a new segment. For fitting other shape primitives into the triangu-
lated objects the procedure is equivalent. Therewith after this segmentation procedure
an object is attached with many features called topological elements. Fig. 2 illustrates
the results of the segmentation algorithm for the power socket.

In cases where lasers and cameras are used, symbolic spatial relations like the ones
suggested in [1] can be used.
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2.2 Planning Sensor States by Simulation

In the previous section, it is shown how topological elements can be generated from
triangle meshes. Given these elements, possible contact states need to be simulated.
Therefore, the relative position of two objects is sampled by a Halton sequence. From
this sequence a set of relative 6d transformations between two rigid objects is obtained:
X = {x1, . . . ,xn}. A sensor state is then defined as a measurable relative pose between
two rigid objects. In case force feedback is used, a sensor state is a contact formation:

Definition 1: A contact formation (CF) between two assembly parts is given by a set
of main contacts: CF := {MC1, . . . ,MCn}. Additionally, we write CFX , where X repre-
sents the set of relative object poses between A and B, which ensure the contact state.

with a main contact defined as:

Definition 1: A main contact (MC) between two topological elements is given by a tuple
(tei, te j) ∈ TEA × T EB, where the sets TEA are all topological elements of assembly
part A and TEB respectively of part B.

In a more general form a sensor state is:

Definition 2: A sensor state (ST) between two assembly parts is given by a set of mea-
surable pose constraints PC : ST := {PC1, . . . ,PCn}. Additionally, we write ST X , where
X represents the set of relative object poses between two objects.

Thus, the sensor states are obtained from simulation of possible relative object transfor-
mations and considerations of their relative feature pose. For example considering two
edges, each of it belongs to another part. During simulation all the samples for the rigid
body motion can be collected, which ensure a relative motion, where these edges are
kept in parallel.

A vision sensor could be used to monitor this constraint during assembly. Hence
this extracted sensor state may help to guide the assembly process. Thus the sensor
state space graph is a more general way to describe assembly process states and can
be exhaustively used to plane sensor feedback for assembly skills. At first the nodes
are generated by simulation and then the edges are inserted into the sensor state space
graph as described in the following section.

2.3 Generating Sensor State Transitions

For the extraction of nodes all sensor states, which may occur, or which are useful to be
considered need to be generated. Further on it is important to ensure correct transitions
between these sensor states. Again, considering force feedback only the neighborhood
of two nodes in the sensor state space graph according to Xiao [14] can easily be defined:

Definition 3: Two contact formations CFXi
i and CF

Xj
j are neighbors, if either CFXi

i ⊂
CF

Xj
j or CF

Xj
j ⊂ CFXi

i applies. The relation is given, if all reducible main contacts

MC ∈CFXi
i are within CF

Xj
j .
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For a more general view, the neighborhood of sensor states can be defined as follows:

Definition 4: Two sensor states ST Xi
i and ST

Xj
j are neighbors, if either STXi

i ⊂ ST
Xj
j or

ST
Xj
j ⊂ STXi

i applies. The relation is given, if all relations between features are within
their neighboring state.

This implies that sensor state spaces are neighbors if the features expressing the rigid
body transformation between objects are neighbors, too. This means that during transi-
tions the dofs are reduced step by step. Consequently, a sensor state space graph consists
of a set of nodes, the sensor states. In cases where only force feedback is used a sensor
state is a contact formation, CF := {CFX1

1 , . . . ,CFXn
n }, enriched with a set of edges

called transitions T .

2.4 The Algorithm for Generating Enhanced Contact Formation Graphs

Here an contact formation graph is considered as an instance of the sensor state space
graph. In order to simulate contact states, relative object poses are sampled. Then the
nodes are extracted and in a next step the possible transitions are predicted and in-
serted into the graph. This computation is shown for the contact formation graphs
G := (C F ,T ), but can also be applied for sensor state space graphs.

3 Definition of Skills by Manipulation Primitive Nets

In this section a brief introduction into manipulation primitive nets is given, because the
sensor state space graph is mapped to manipulation primitives which build the interface
to the control system. For a more detailed description please refer to Finkemeyer et
al. [3], Kroeger et al. [7] or an earlier description of nets of skill primitives to Thomas
et al. [13].

Definition 5: A manipulation primitive is a hybrid robot motion parametrized by the
four elements
MP := 〈HM,λ ,τ,σ〉, where each element is:

– HM it is the hybrid robot motion specified with respect to a given task frame: TF
– λ it is a stop condition, which maps the measured and filtered sensor values in a

given time window to a boolean expression.
– τ is a set of tool commands, which can be executed simultaneously to the hybrid

robot motion.
– σ provides the current sensor values as return values, when the hybrid motion is

finished, which means that λ could be evaluated to true.

The hybrid motion is defined wrt. a given task frame. The task frame is a reference sys-
tem in which the hybrid motion is specified. In most cases, the task frame is set to the
contact point. Additionally, for each dof the appropriate controller needs to be selected.
This can either be a position, force or velocity controller or a controller, which auto-
matically switches between free space and contact as implemented by Reisinger [10].
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Fig. 3. A generated contact formation graph for the power socket to be assembled on top of the
hat rail

For each dof at least one controller is selected. For example, in a second controller hi-
erarchy a position controller might be selected additionally to a force controller. Each
manipulation primitive owns a stop condition λ and can return required sensor values σ .
Furthermore a tool command τ can be invoked. Moreover, for the execution of complex
assembly tasks manipulation primitive nets are needed, which are defined as follows:
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Algorithm 1. Generate Contact-Formation-Graph
Require: active part A := {T EA}, passive part B := {T EB} consisting of their topological ele-

ments.
Ensure: G = (C F ,T )
1: CF ← /0, T ← /0, X := {x1, . . . ,xm} samples
2: for each xi ∈ X do
3: CF ← C F ∪CONTACTFORMATION(T EA,T EB,xi)

4: for each CFXi
i ∈ C F do

5: for each CF
Xj

j ∈ CF do
6: if (i �= j)∧ (CFi =CFj) then)

7: CF ← C F \CF
Xj

j
8: Xi ← Xi ∪Xj

9: for each CFi ∈ CF do
10: for each CFj ∈ CF do
11: if i �= j∧ (CFi ⊂CFj ∨CFj ⊂CFi) then
12: T ← T ∪ (CFi,CFj) � add transition

return (CF ,T )
13: function CONTACTFORMATION(TEA,T EB,xi)
14: CFX

k ← /0 with X ← {xi}
15: for each tei,A ∈ T EA do
16: for each te j,B ∈ T EB do
17: if (tei,A, te j,B,xi) ∈ MC and is contact then
18: CFk ←CFk∪ contact type of (tei,A, te j,B)

19: for each MCi ∈CFk do
20: for each MCj ∈CFk do
21: if (i �= j)∨ (MCi ∈ MCj) then
22: CFk ←CFk \MCi � reduce contacts

return CFX
k

Definition 6: A manipulation primitive net MPN := 〈Σ ,Π ,Ξ ,Ω ,Ψ 〉 is defined by the
items:

– Σ is the set of manipulation primitives Σ = {MP∗},
– Π is a set of defined start MPs Π ⊆ Σ ,
– Ξ is a set of defined stop MPs Ξ ⊆ Σ ,
– Ω is a set of transitions. A transition is given by ωi j := (σi,σ j), which fulfills
∀ ωi j ∈ Ω ∃ σi,σ j ∈ Σ . Hence a transition represents the edge and it is a con-
nection between the previous manipulation primitive σi ∈ Σ and its succeeding
manipulation primitive σ j ∈ Σ

– Ψ is a set of global net variables, which can be changed by traversing an edge. To
each global variable a ψ := 〈value, type〉 ∈ Ψ belongs a basic data type type ∈
{int,double, f loat} and its value.

Each node in the net represents a single manipulation primitive net, where the arcs
represent possible transitions from one manipulation primitive to the next. Each arc
obtains an equation, which triggers the arc if the equation given over measured sensor
values is fulfiled.
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Based on the computed contact formation graph and additional absolute values re-
garding the expected contact forces, manipulation primitive nets can be generated.

4 Planning Force Feedback for Assembly Skills by Mapping
Contact Formation Graphs to Executable Nets

To generate manipulation primitive nets, rules have to be applied in order to transform
nodes and edges of an enhanced contact formation graph into respective manipulation
primitives and transitions. In addition to these rules, a look-up table is used for the
selection of appropriate controller values. Each edge in the contact formation graph
represents a change of the contact state, which could be carried out by one manipulation
primitive. But, the following example should be considered: Given the contact state
called free and the succeeding contact states in Fig. 3; only one manipulation primitive
lets the contact situation switch from free into all succeeding contact states. Thus, only
one manipulation primitive is necessary. Each contact formation CF is annotated by a
set of configurations X . Therewith, the algorithm searches for a transformation from
free space into all other succeeding contact states, which can be reached according to
the inertial object pose. In the given example, a single translational transformation is
necessary. The free space node has five succeeding contact states, thus five transitions
are needed to decide, in which situation the assembly task is after the execution of the
first manipulation primitive. Hence iteratively the manipulation primitives need to be
filled with the following parameters: A) The task frame, B) parameters for the hybrid
robot motion and C) stop condition and equations for the transitions.

4.1 Computation of the Task Frame

As mentioned above the task frame should be placed in the contact point. For each
contact formation CF all main contact types are known: {MC1, . . . ,MCn}. Hence the
task frame can be placed inside the convex hull of all contact points:

CH{∪∀pi∈T EA{pi|∀pj ∈ TEB : pi = p j}} (4)

with TEA = ∪∀MCi∈CF{teA|teA ∈ MCi} and TEB = ∪∀MCi∈CF{teB|teB ∈ MCi}. There-
with, the position of the task frame is assigned. For the orientation, we determine the
longest contact region, which serves as the x-axis. For the z-axis the normal vector of
the contact region is applied. By supplement to the right hand rule, the y-axis is given,
hence we obtain a specification for the task frame.

4.2 Parametrizing the Hybrid Robot Motion

For the automatical parametrization of the hybrid motion, the contact formation graph
needs to be enhanced by directions. A contact formation CFX is annotated by a set of

relative object poses X between part A and part B, hence the CF
Xj
j is successor of CFXi

i
if

min{∪∀xl∈CF
Xi
i
||xl − xgoal||}> min{∪

∀xk∈CF
Xj
j

||xk − xgoal||} (5)
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holds. This means a configuration exists in the successor, which is closer to the given
goal position. Now, a constraint is introduced in order to reduce the further search prob-
lem: Each manipulation primitive should only reduce one degree of freedom at a time.
Hence a transformation xi Tx j with a single movement in one direction is searched. Given
this parameter and assuming contact the switching controller is selected. The controller
set values are taken from the look-up-table.

4.3 Setting Up the Stop Condition and Transitions

Setting up the stop condition can be arranged quite easily, because we apply the con-
straint again; that one dof (degree of freedom) is reduced by one manipulation primitive.
The stop condition values need to be set up and are caused by the direction the motion
is specified. Additionally a time out is set and bounds are specified for the other axes to
ensure an appropriate motion. For conditions annotated at the transitions the inequations
need to be determined. Hence, we assume a motion according to the hybrid motion and
the given task frame. Thereafter, we divide the possible contact surfaces into regions
according to the topological elements of the active object. Therewith we obtain equa-
tions for reaction forces and torques. The conjunctions of all outgoing transition cover
the entire possible contact space, such that no deadlock arises.

Fig. 4. Generated manipulation primitive net (left) for the shown robot task (right)
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5 Experiments

The experiments have been carried out with various robot tasks started in different
poses. A success rate close to a 100 % could be reached. Here the assembly task “plug-
ging a power socket on a top hat rail” is depicted in Fig. 4 on the right side. The situ-
ations, in which the colored manipulation primitives in Fig. 4 (left side) are executed,
are illustrated on the right side. First of all, with a translational movement, the socket
comes in contact with the top hat rail, and in our example an edge/edge contact is estab-
lished (MP 001). With the evaluation of the condition (Tx <−0.3Nm) ∧ (Ty> 0.2Nm)
the contact E1/E11 is recognized (image B in Fig. 4). Now, with the next manipulation
primitive (MP 002), the robot rotates the socket about edge E1 until a surface/edge con-
tact F1/E11 is established ( C, i and C, ii in Fig. 4). With a translational orthogonal
movement to edge E11, the next contact state E1/E11,E3/F12 is ensured and recognized
by evaluating the equation ((Ty > 0.3 Nm)∧ (T z > −0.2 Nm)) (Fig. 4 right (D, i) and
(D, ii)). Subsequently, a rotation about the edge E3 is executed, such that further rotation
about E11 is necessary in order to assemble the socket on the top hat rail successfully
(images (E, i) and (E, ii)). The longest edge of the hat rail is now collinear with the edge
E11. Finally, the power socket is rotated about this edge as long as the measured torque
is less than a determined threshold of 2,5 Nm. When the stop condition is evaluated to
be true, the socket is fixed on the top hat rail (Fig. 4 right, image (F)).

6 Conclusion

The sensor state space graph is suggested, which is a generalization of the contact for-
mation graph, for planning sensor feedback in assembly skills. If force feedback is ap-
plied only, the sensor state space graph is a contact formation graph, where each contact
formation represents a measurable contact state between objects. In the current state the
generation of contact formation graphs is used as a sub-step for generating the entire
assembly skill as a manipulation primitive net, which then can be executed by a robot
controller supporting primitives. This approach is evaluated by some assembly tasks. In
the future the sensor state space graph can be used to plan the usage of more sensors
during assembly skill execution. Further on, the shown approach should be applied to
more examples. Overall with this approach assembly skills can be generated with less
human interaction. In the future it will be shown how this planning process can work
for various sensors.
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Höcherl, Johannes II-164
Hong, Henry II-207
Horn, Joachim III-542
Hoshino, Yohei II-366
Hou, Zengguang II-85
Hou, Zifeng II-439
Hu, Jianming III-299
Hu, Jin II-85
Hu, Liang I-579
Hu, Muhua III-552
Hu, Qinglei I-443
Hu, Yonghui III-342
Hu, Yueming II-116
Hua, Nie III-376
Hua, Yongzhi I-240
Huang, Chaojiong I-348
Huang, Jidong II-344
Huang, Sheng-bin III-258
Huang, Yuanhao II-145
Hulin, Thomas III-181



Author Index 711

Ibarguren, Aitor II-235
Imamoglu, Nevrez II-21
Iwaki, Satoshi III-1

Jahn, Michael I-87
Jang, Byung-Moon II-676
Janssen, Markus I-663
Javid, Amir A. I-1
Jeschke, Sabina I-686, I-696, I-706
Jia, Qiuling I-323
Jian, Chuanxia II-127
Jiao, Jile III-42
Jin, Ying I-453
Jing, Xin III-311
Jing, Yuanwei I-453
Ju, Zhaojie I-499
Jung, Kyunghoon I-377

Kaili, Zhang I-493
Kampmann, Peter III-406
Kannan, Balajee II-472
Kanno, Jun III-151
Kantor, George II-472, III-365
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