


Lecture Notes in Artificial Intelligence 7506

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



Chun-Yi Su Subhash Rakheja
Honghai Liu (Eds.)

Intelligent Robotics
and Applications
5th International Conference, ICIRA 2012
Montreal, QC, Canada, October 3-5, 2012
Proceedings, Part I

13



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jörg Siekmann, University of Saarland, Saarbrücken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbrücken, Germany

Volume Editors

Chun-Yi Su
Concordia University
Department of Mechanical and Industrial Engineering
Montreal, QC H3G 1M8, Canada
E-mail: cysu@alcor.concordia.ca

Subhash Rakheja
Concordia University
Department of Mechanical and Industrial Engineering
Montreal, QC H3G 1M8, Canada
E-mail: rakheja@alcor.concordia.ca

Honghai Liu
The University of Portsmouth
School of Creative Technologies
Portsmouth, PO1 2DJ, UK
E-mail: honghai.liu@port.ac.uk

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-33508-2 e-ISBN 978-3-642-33509-9
DOI 10.1007/978-3-642-33509-9
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2012946931

CR Subject Classification (1998): I.2.8-11, I.5.3-4, I.4.8-9, K.4.2, J.2, J.3, C.3, C.2,
G.1.10

LNCS Sublibrary: SL 7 – Artificial Intelligence

© Springer-Verlag Berlin Heidelberg 2012
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The Organizing Committee of the 5th International Conference on Intelligent
Robotics and Applications aimed to facilitate interaction among participants
in the field of intelligent robotics, automation, and mechatronics. Through this
conference, the committee intended to enhance the sharing of individual experi-
ences and expertise in intelligent robotics with particular emphasis on technical
challenges associated with varied applications such as biomedical applications,
industrial automations, surveillance, and sustainable mobility.

The 5th International Conference on Intelligent Robotics and Applications
was most successful in attracting 271 submissions addressing state-of-the-art
developments in robotics, automation, and mechatronics. Owing to the large
number of submissions, the committee was faced with the difficult challenge of
selecting the most deserving papers for inclusion in these lecture notes and for
presentation at the conference, held in Montreal, Canada, October 3–5, 2012.
For this purpose, the committee undertook a rigorous review process. Despite
the high quality of most of the submissions, a total of 197 papers were selected
for publication in 3 volumes of Springer’s Lecture Notes in Artificial Intelligence,
a subseries of Lecture Notes in Computer Science.

The selected articles were submitted by scientists from 25 different countries.
The contribution of the Technical Program Committee and the referees is deeply
appreciated. Most of all, we would like to express our sincere thanks to the
authors for submitting their most recent work and the Organizing Committee
for their enormous efforts to turn this event into a smoothly running meeting.
Special thanks go to Concordia University for their generosity and direct support.
Our particular thanks are due to Mr. Alfred Hofmann and the editorial staff of
Springer-Verlag for enthusiastically supporting the project.

We sincerely hope that these volumes will prove to be an important resource
for the scientific community.

July 2012 Chun-Yi Su
Subhash Rakheja

Honghai Liu
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Tim Köhler, Christian Rauch, Martin Schröer,
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Abstract. The current research is devoted to the field of sensor data processing 
and communication system. The purpose of this research is to develop an 
autonomous mobile robot to organize automatic inspection platform for 
inspection tasks in areas which are not easily accessible by humans such as 
small range pipelines. This paper investigates a new sensing approach for 
inspection of inaccessible tubular structures that is able to exceed the 
restrictions of available inspection systems. A well-organized platform using 
various sensors and actuators has been proposed. The purpose of this paper is to 
develop a mobile robot which acts as a pipe inspector, along with presenting a 
control system to design the navigation system of such platform.  

Keywords: Pipeline inspection, Mobile robot, Controlling mobile inspector. 

1 Introduction 

All over the world, there are millions’ miles of pipelines carrying different types of 
liquid from water to crude oil, these sources are necessary for our everyday life and 
our everyday growing industries to survive.. Any chemically stable substance could 
be conveyed all the way through a pipeline. One of the main problems of these 
pipelines is that they are prone to damage by internal and external corrosion, third 
party damages, cracking and manufacturing flaws, and many other different factors 
that may lead to form different types of defects in pipelines. Thus, distinctive 
industries spend  huge amount of money for their pipelines to be inspected and also 
to be repaired to avoid causing dangerous failures [1]. Despite these pipelines 
inspections there are many types of pipes that have narrow width and hence are 
inaccessible for inspectors to get inside them and perform required inspection. The 
only solution remains here is to use some sort of automatic machines to do the job for 
us. The massive development in robotic systems makes robots a good option for such 
a purpose [2, 3]. More specifically, automatic mobile robots can be the best intelligent 
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agents invented by human kinds that can be used to do the inspections we want. For 
centuries, people have been involved in constructing machinery that duplicates the 
behaviors and capabilities of living beings. Perception and action are tightly coupled 
in living beings,  animals execute particular head and eye activities to see around 
them, to act reciprocally with the environment, they foresee the result of their actions 
and forecast the performance of other substance [4].Consequently, considering the 
problems in pipelines, we can say that using robots for inspection is the only way to 
diagnose defects in inaccessible pipelines particularly. In inspection of pipeline in 
service, an automatic system is inevitable due to the big range of inspection manuals 
making it hard to be performed accurately and perfectly by humans. Beside 
inaccessibility of such areas, the other problem in some conditions is that these areas 
are very dangerous for human due to different kind of hazardous gases or lack of 
oxygen which may danger the human life [5]. Moreover, apart from inspection, in 
most cases analyzing the data by means of automation systems is faster than 
interpreting by technician. For instance, in financial field, accountants use computer 
as an autonomous system to execute their task. Using such a system in industrial field 
will save time and increases the accuracy of the task. Nowadays, many robotic 
systems for pipeline inspection and monitoring have been developed. Such systems 
range from small to large-sized in different functionality [6-9]. Suzumori [10] 
designed a small-sized (12 mm diameter) mobile robot inspector. A pneumatic power 
was used for activating a camera and the micro arm, but the inspection method was 
not satisfactory enough in sharply curved pipelines. In [11] the authors proposed 
several types of inspector robots ranging from 25, 50, up to 150 mm diameter 
pipe.The presented mechanism not only overcomes the existing limitations, but also 
enables the robot to detect any fine or coarse obstacles such as any contaminations in 
the pipeline. A comprehensive model based on reflectance theory used in an 
ultrasonic transducer, analysis of the output signals of such a sensor, and path analysis 
by controlling DC motors has been developed precisely.  

2 State of the Art of Robotic Platform for Pipe Inspection 

Study for pipe inspection robots have been done for a long time, and so far many 
original motion concepts have been suggested to solve the enormous difficulties 
related to the altering in pipe diameter, elbows, curves and energy supply. Below 
some of these robots have been noted as a review. 

2.1 Heli-Pipe 

Heli-pipe family comprise of four diverse types of robots for in-pipe inspection. The 
robots have two divisions expressed with a worldwide joint. One part, which is called 
stator, is directed along the pipe by a set of wheels stirring parallel to the axis of the 
pipe. A single motor (With gear reducer built-in) is located between the two bodies to 
construct the movement. All the wheels are established on a deferment to house for 
varying curves in the pipe and tube diameter. The robots carry their own radio links 
and batteries, so they are autonomous [12]. The schematic of Heli-pipe robots is 
depicted in Fig. 1.  
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Fig. 1. Heli-Pipe inspector [12] 

2.2 Multifunctional Robotic Crawler for In-Pipe Inspection 

This robot has six slider-crank mechanisms, which are organized at 120° one from the 
other one, each of these bands have a specific driving wheel. The wheels are activated 
by belt transmission and DC motors. The robot is deliberated as the springs  
(see Fig. 2) to activate the mechanisms with the same power. This arrangement 
enables the robot to shift within pipes with vertical, horizontal, and elbow-typed parts. 
But the progress of the robot within T junctions is not doable [13]. 

 

Fig. 2. Multifunctional robotic crawler for in-pipe inspection [13] 

3 Kinematics of the Robot DaNI  

Kinematics is the fundamental sympathetic of how a mechanism moves. It does not 
regard the forces implicated, only the motion. Kinematics is significant to recognizing 
where a robot can go and how to obtain that position. In this case, motion means 
driving from point A to point B given the position and orientation in a reference 
coordinate system such as one shown in Fig. 3 [14]. Global coordinates depict the 
area where the robot works, and local coordinates explain the position and orientation 
of the robot. The entire dimensionality of the DaNI differential drive robot chassis on 
the plane is three, two for position in the plane and one for orientation along the 
vertical axis. 

Using the orientation of the local coordinate system in Fig. 3 what is the equation 
that describes the distance moved in straight forward driving in connection with linear 
robot velocity 
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Fig. 3. Local and global coordinate frames 

What is the equation that states the affiliation between motor rotating velocity and 
wheel distance travelled? The answer to all of these questions is in the equation 
below. 

   (1)

Where Lw is wheel distance travelled, d shows wheel diameter which is 4 inches for 
DaNI, and φ  is wheel rotational velocity (radians/s).  

If both wheels are driving forward at the same speed with no sliding, the equation 
which explicates the relationship between the wheel distances travelled and the robot 
linear speed x  is: 

 x L
  (2)

Which considers turning as well as driving straight forward? The equation that 
describes the angle  rotated about the left wheel and the robot rotational velocity   
in connection with the linear velocity of the right wheel, (for wheel 1) is: θ 360°/2πl wheel distance travelled  (3)

Where L = distance between each wheel and  
P = 6.5 inch for DaNI 
Circle perimeter distance = 2πl 

  WDT = πd/rotation φ tπd/ rotation φ t   (4)

And finally the equation that relates wheel rotational speed θ  (Rad/s) to robot 
rotation speed ω0 when turning about one wheel is: ω φ  rad/s 1/2π rev/rad 4π in/rev 3602 13π °/in          
To budge from point A to point B (the goal position) in Fig. 4, one might first direct 
the robot at point B by rotating in place. Thus, only the orientation is changed and not 
the coordinates of the robot. 

The equation relating wheel rotational velocity  (rad/s) to robot rotation 
velocity  when turning the robot in place is: 



 Control Strategies of a Mobile Robot Inspector in Inaccessible Areas 5 

ω φ rad/s 1/2π rev/rad 4π in/rev 360/2 13 °/  (5)

 

Fig. 4. Frames to move from start to goal 

4 Ultrasonic Transducer 

DaNI which has been used as a prototype robot in this study is equipped with an 
ultrasonic transducer. The range of the ultrasonic transducer in DaNI is between 0.2 
and 3 meter, but for real experiment we should test the tolerance of the sensor, since 
DaNI’s sensor like other transducers can detect noises as well (Fig. 5). Taking the 
noise into consideration, DaNI’s sensor does not give good values when the sensor is 
perpendicular to the detected surface. On the contrary, if this angle is increased, the 
results from the sensor would be more acceptable. To find the suitable sensor angle, 
different angles have been tested for DaNI which were between 0° and 90°, 30° is the 
best one for this robot (Fig. 6). 

 

 

Fig. 5. Graph of sensor distance with noise (top) and without noise (bottom) 
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Fig. 6. The best sensor angle value to reduce noises during detecting the pipe wall 

For this task, DaNI should be moved toward an obstacle with diverse distances and 
then data have to be compared. According to the results, the minimum and maximum 
differences are between 0 and 0.07 meters. The differences are due to the noise in the 
environment, thus we can ignore them, since the exact distance is not very important 
in this study and we can fix a desired distance and find the suitable one by trial and 
error method. 

5 Programing the Results in LabVIEW 

In this part, the main written program in LabVIEW software will be demonstrated. 
Using Open and Close FPGA VI is the first step. The positive point in presented 
program is that a simple and complete program has been used.  

The first step after calling FPGA is specifying the value of sensor angle. According 
to the algorithm of the system, the robot should check its front to detect any possible 
obstacles.  

The angle of the robot path and wall direction should start from zero at the 
beginning. Moreover, in this loop the output of the sensor should be filtered due to 
noises as was mentioned earlier. In Fig. 7 the first loop of the program is depicted.  

The next part is to adjust the velocity of motors based on the output that sensor 
provides. But depending on the distance from the robot to the wall, the velocities of 
the motors should be altered. In fact, the velocity of each motor will be added or 
subtracted to a specific value. 

There is an indicator in Fig. 9 (Motor ON/OFF indicator) which shows that the 
robot can move or not. Such permission depends on two factors: 1) is the Motor 
On/Off Switch on and 2) is there any obstacle in front of the robot. In Fig. 9, the 
combination of the two above mentioned conditions has been shown to be applied in 
the program. One technique that has been used in this program is using “Local 
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Variable” in LabVIEW. According to this technique instead of using many wires in 
the program, Local Variables of any command have been employed such as “Motor 
ON/OFF indicator”. 

 

Fig. 7. First loop: calling FPGA, set the sensor angle, get sensor distance and then filtering 

 

Fig. 8. Adjusting the velocities of the motors 

 

Fig. 9. Running motors permission 

Next step is adjusting the sensor angle. The sensor should stay at its front for 1 
second and locate to the wall for 3 second. This task has been done by means of while 
loop, wait until and shift register as shown in Fig. 10. 

 

Fig. 10. Setting the time period for sensor by means of while loop, wait until and shift register 
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Fig. 11. Adjusting the velocities of the motors 

Another point which needs to be pointed out is that applying time periods should 
be in order, so using “Flat Sequence Structure” command is inevitable.The reason of 
using “Wait” command in the first sequence is that when the sensor turns back to the 
0°, it takes time to give a proper distance to the program, and this problem leads to 
run the motors for a short distance. Although this movement is small, it is not 
negligible since experiences showed that after 5 to 7 seconds the robot will get to  
the obstacle which is fault. The experimental results of the sensor output during the 
survey are shown in Fig. 12. The top signals are the distance from the obstacle and the 
bottom signals are the distances from the pipe wall. Due to the noises which have 
been noted by red ellipse in Fig. 12 it seems that the sensor detects a spurious 
obstacle. However it is not obstacle. Experimental results showed that the best time 
period in “Wait” command for this purpose is 250 milliseconds.  

In order to get the above presented results, extensive programming and work has 
been done and the authors have come up with some new empirical rules (such as 
proper angle of DaNI for noise rejection) through trial and error. 

 

 

Fig. 12. Detecting obstacle and pipe wall by the sensor 

6 Conclusion 

The performed research proved that a sensing approach of exploiting a mobile 
controllable platform to attain smooth movement develops the inspection during the 
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survey. In the framework of this approach, the growth of a comprehensive model 
came up with a perception into the behavior of the ultrasonic transducer in the pipe 
environment and promoted precise sensor detection.  

The system algorithm has been initiated to match the sensor and actuators of the 
platform and the programming of such algorithm has been done in one of the high-
level programming languages. The system has been evaluated for pipes through 
experiments in simulated environments, and developments in both sensing quality and 
automation aspects are achieved. 

To sum up, the results of the ultrasonic transducer outputs were analyzed and 
developed. Following that, the importance of sensor orientation was presented to get 
more accurate results. In addition the system algorithm to control sensor and DC 
motors was designed and the hierarchy of that was explained. And finally, to run the 
robot, the programming of the system in LabVIEW software was done. 
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Abstract. The XY-table is composed of two piezo electric actuators (PEA) and 
a positioning mechanism (PM). Due to existence of hysteretic nonlinearity in 
the PEA and the friction in the PM, the high precision control for the XY-table 
is a challenging task. This paper discusses the high precision adaptive control 
for the XY-table, where the hysteresis is described by Prandtl-Ishlinskii model. 
The proposed control law ensures the global stability of the controlled stage, 
and the position error can be controlled to approach to zero asymptotically. 
Experimental results show the effectiveness of the proposed method.  

Keywords: XY-table, piezo electric actuators, hysteresis, adaptive control.  

1 Introduction 

Recently, piezo-actuated stage has many effective applications in ultra-high precision 
positioning systems [2]-[6]. The piezo electric actuator (PEA) is used to meet the 
requirement of nanometer resolution in displacement, high stiffness and rapid 
response. However, the main disadvantage of PEA is the hysteresis phenomenon 
between the applied electric voltage and the displacement. Due to the undifferentiable 
and nonmemoryless character of the hysteresis, it causes position errors which limit 
the operating speed and precision of the PEA. The development of control techniques 
to mitigate the effects of hysteresis has been studied for decades and has recently re-
attracted significant attention. Interest in studying dynamic systems with actuator 
hysteresis is motivated by the fact that they are nonlinear system with nonsmooth 
nonlinearities for which traditional control methods are insufficient and thus require 
development of alternate effective approaches. Development of a control frame for 
the piezo-actuated stage is quite a challenging task.  

About the challenge of controlling the piezo-actuated stage, the thorough 
characterization of the hysteresis forms the foremost task [1] [10]. Appropriate 
hysteresis models may then be applied to describe the nonsmooth nonlinearities for 
their potential usage in formulating the control algorithms. It is reported in the 
author’s previous work [2] that the Prandtl-Ishlinskii (PI) model can describe the 
hysteretic nonlinear relation between the applied electric voltage and the displacement 
in the piezo electric actuator. The basic idea of PI hysteresis model consists of the 
weighted aggregate effect of all possible so-called elementary hysteresis operators. 
Elementary hysteresis operators are noncomplex hysteretic nonlinearities with a 
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simple mathematical structure, where the stop operator which is parameterized by a 
single threshold variable is employed [1] [10]. 

In order to effectively drive the piezo-actuated stage, it is by nature to seek means 
to fuse the PI hysteresis models with the available control techniques to mitigate the 
effects of hysteresis, especially when the hysteresis is unknown, which is a typical 
case in many practical applications. However, the results on the fusion of the 
available hysteresis models with the available control techniques is surprisingly spare 
in the literature[2], [7]-[9]. The most common approach in coping with hysteresis in 
the literature is to construct an inverse operator, which is pioneered by Tao and 
Kokotovic [12], and the reader may refer to, for instance, [5] [6] [9] and the 
references therein. Essentially, the inversion problem depends on the modeling 
methods of the hysteresis. Due to multi-valued and non-smooth features of hysteresis, 
the inversion always generates certain errors and possesses strong sensitivity to the 
model parameters. These errors directly make the stability analysis of the closed-loop 
system very difficult except for certain special cases. 

This paper tries to fuse of the adaptive control techniques with the Prandtl-
Ishlinskii hysteresis model for the XY-table, which is composed of two PEAs and a 
positioning mechanism. The advantage is that only the parameters in the formulation 
of the controller need to be adaptively estimated, and the real values of the parameters 
of the stage need to be neither identified nor measured. The proposed control law 
ensures the global stability of the adaptive system, and the position error of the XY-
table can be controlled to approach to zero asymptotically. Experimental results 
confirm the effectiveness of the proposed method. 

2 Problem Statement 

2.1 System Description  

In this paper, the nano-positioner is composed of two peizo-actuators and a positioning 
mechanism (PM). The scheme of the positioner is shown in Figure 1. First, let us 
consider one direction of the table, say y-axis. The positioning mechanism can be 
modeled as a mass-spring-damper mechanic system. The PEA can be regarded as a 
force generator which generates force due to the applied voltage. The dynamic 
equation of the piezo-actuated stage in y-axis can be formulated as follows 

)()()()( 21 tutytytym yyyy =++ ξξ  ,  (1)

where )(ty  represents the y-axis displacement of the table, )(tu y  is the force 

generated by the PEA in y-axis; ym  is the mass of the y-axis mover, 1yξ  is the 

viscous friction coefficient (which is very small) of the PM in y-axis and 2yξ  is 

stiffness factor satisfying 12 yy ξξ >> . 

Now, express (1) as 
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Let T be the sampling period and suppose )(tu y  is constant during the sampling 

instants. By discretizing system (2) based on ZOH input, the input-output discrete 
time expression of system (1) can be given by  

)()()()( 111 kuqbqkyqa y
−−− = , (3)

where 1−q  is the delay operator, )( 1−qa  and )( 1−qb  are polynomials defined by 

2
2

1
1

1 1)( −−− ++= qaqaqa , (4)

1
10

1 )( −− += qbbqb . (5)

The parameters 21 , aa , 0b  and 1b  are unknown.  

Probe

 

Fig. 1. The experimental setup 

Lemma 1. If 1.0<<T , then )( 1−qa  and )( 1−qb  are coprime, )( 1−qb  is a Hurwitz 

polynomial, and 00 >b . 

Now, consider the discrete time model of the Positioner. By referring (3) and 
considering the interference between the two axes, the model of the Positioner can be 
expressed by the following relation 

  ( ) ( )kuqBqkzqA )()( 111 −−− = ,  (6)

( ) Tkykxkz )](),([= , ( ) T
yx kukuku )](),([=  (7)
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with 

2
2

1
1

1 1)( −−− ++= qAqAqA , 1
10

1 )( −− += qBBqB   (9)
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where )(kx  represents the x-axis displacement of the table, )(ku x  is the force 

generated by the PEA in x-axis. Let )(kvx  and )(kv y  be the voltages applied to the 

actuators, and express the relation between )(kvx  and )(ku x and the relation 

between )(kv y  and )(ku y  as 

 )]([)( kvHku xxx = , )]([)( kvHku yyy = ,    (11)

where ][⋅xH  and ][⋅yH  are the hysteresis operators which will be given later.  

The control purpose is to drive the position ( ) Tkykxkz )](),([=  of the Positioner 

to track a uniformly bounded signal ( ) T
ddd kykxkz )](),([=  for the system (6) 

together with (11).  

2.2 Hysteresis Model  

In this paper, we adopt the Prandtl-Ishlinskii (PI) model in discrete time. The 
hysteresis is denoted by the operator )]([)( kvHkw = , where )(kv  is the input 

(voltage), )(kw  is the output (generated force) of the PEA. The basic element of the 

PI operator is the so-called stop operator )](;[)( 1 kwvEk r −=ω  with threshold r. For 

arbitrary piece-wise monotone function )(kv , define RRer →:  as 

)),max(,min()( vrrver −= .  (12)

For any initial value Rw ∈−1  and 0≥r , the stop operator )](;[ 1 kwEr −⋅  is 

defined as 

))0(()0](;[ 11 −− −= wvewvE rr ,  (13)

))](;[)()(()](;[ 11 irirr kwvEkvkvekwvE −− +−= ,   (14)

for 1+≤< ii kkk , where the function )(kv  is monotone for 1+≤≤ ii kkk . The stop 

operator is mainly characterized by the threshold parameter 0≥r  which determines 
the height of the hysteresis region in the ( )wv,  plane. For simplicity, denote 

)](;[ 1 kwvEr −  by )]([ kvEr  in the following of this paper. It should be noted that the 

stop operator )]([ kvEr  is rate-independent. The PI hysteresis model is defined by  
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=
R

r drkvErpkw
0

)]([)()( ,  (15)

where )(rp  is the density function which is usually unknown, satisfying 0)( ≥rp  

with ∞<
∞

0
)( drrrp , R is a positive constant which is sufficient large.  

For the piezo electric actuator, the constant R depends on the saturation input 
voltage.  

3 Adaptive Control Design 

3.1 Some Preliminaries 

To begin with, define the variable 

( ))()()()( 1 kzkzqCks d−= − ,  (16)

where )( 1−qC  is in the form 
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Clearly, 0)(lim =
∞→

ks
k

 implies ( ) 0)()(lim =−
∞→

kzkz d
k

.  

Now, consider the polynomial matrix equation 

)()()( 1111 −−−− += qFqqAqC ,  (18)

where )( 1−qF  is in the following form  

1
10

1 )( −− += qFFqF , (19)

0F  and 1F  are 22×  matrices. Thus, if the parameters 1A  and 2A  are known, 

then the parameters in )( 1−qF  can be determined uniquely. 

Multiplying (18) with z(k) and employing (6) gives  

)()()()()1()( 111 kzqFkuqBkzqC −−− +=+ , (20)

where )(ku  is the force generated by the PEAs defined as 

( ) T
yx kukuku )](),([= ( ) [ ]( ) ( ) [ ]( )

TR R

yryxrx drkvErpdrkvErp 



=  0 0

, ,   (21)
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)(rpx  and )(rp y  are respectively the density functions of of PEAs in x and y axes. 

Substituting (21) into (20) yields  

)1()( 1 +− kzqC )(kT φθ=
( ) [ ]( )
( ) [ ]( ) 













+

R

yry
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dr
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B

0 0
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( ) [ ]( ) 














−
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R

yry

xrx
dr
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B

0 1
1

1
  (22) 

with 

( ) ( ) ( )[ ]TTT kzkzk 1, −=φ , [ ]TFF 10 ,=θ . (23)

Relation (22) will be used to formulate the adaptive control. 

3.2 Parameter Estimation 

Since the parameters 1A  and 2A  are unknown in practice, the parameters in 

)( 1−qF  can not be obtained. Furthermore, the density functions )(rpx  and )(rp y  

are also unknown in practice. In the following, we will try to estimate the unknown 
parameters. Let  

( ) ( ) ( )[ ]TkFkFk 10
ˆ,ˆˆ =θ   (24)

denote the estimate of the unknown parameter θ  at the k -th step and let  

( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )















=

krbkrb

krbkrb
krB

ii

ii

i

,ˆ,ˆ

,ˆ,ˆ
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2221

1211
  (25)

with ( ) ( ) 0,ˆ,ˆ )0(
21

)0(
12 == krbkrb  be the estimate of  )(rPBi  for a fixed r at the k -th 

step, where )(rP  is defined as
( )

( )






=

rp

rp
rP

y

x

0

0
)( . 

By observing (22) and replacing the parameters θ  and )(rPBi  in the right hand 

side with their corresponding estimates, the estimation error can be defined as  

( ) [ ]Tkekeke )(),( 21=  

( ) ( ) ( ) ( )11ˆ1 −−−= − kkkzqC T φθ ( ) [ ]( ) 
=

−−−−
1

0
0

11,ˆ
i

R

ri drikvEkrB    (26) 

Define 

[ ]( ) [ ]( ) [ ]( )[ ]Tyrxrr kvEkvEkvE ,=   (27)

( ) ( ) ( )111 −−=− kkk T φφχ [ ]( ) [ ]( ) 
=

−−−−−
1

0
0

11
i

R

r
T
r drikvEikvE . (28)
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( )krBi ,ˆ  and ( )kθ̂  are updated by the following adaptation laws with constraints  

  ( ) ( ) ( ) ( )
( )11
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1ˆˆ

−+
⋅−+−=
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kek
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χ
φγθθ     (29)
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⋅−

+−=
k

kekvE
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γ    (30)
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χ
γ     (31)
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The initial conditions should be chosen such that ( ) ( ) 00,ˆ 0 >rbii  and 

∞<
∞

0

)0( )0,(ˆ drrbr ii . The adaptation gain γ  should be chosen as 20 << γ . 

Lemma 2. For the adaptation algorithm in (29)-(32), the following properties hold.  

(P1). )(ˆ kθ  and 
R

i drkrB
0 2

),(ˆ  are bounded for all 0>k . 

(P2). 0
)(1

)1(
lim

2

2 =
+

+
∞→ k

ke

k χ
 

(P3). For any positive finite integer υ , 

( ) 0)(ˆ)(ˆlim =−−
∞→

υθθ kk
k

, ( ) 0),(ˆ),(ˆlim
0

=−−∞→

R

ii
k

drkrBkrB υ  

3.3 Control Input Design and Stability Analysis 

The control input is determined so that 0)(lim =
∞→

ks
k

.  

Define  









=

)(

)(
)(

2

1

kw

kw
kW  

)()(ˆ kkT φθ−= [ ] −−
R

r drkvEkrB
0 1 )1(),(ˆ )()1()( 1 kskzqC d ⋅+++ − δ ,   (33) 

where δ  is defined as 







=

2

1

0

0

δ
δ

δ  with 10 << iδ  for 2,1=i . It is obvious that 

)(kW  is an available signal at instant k.  

In the following, we try to derive a signal )(* kVi  such that  
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)()]([),(ˆ
0

*)0( kWdrkVEkrb i

R

irii = .     (34)

Let [ ]max,1min,1 , vv  and [ ]max,2min,2 , vv  be the corresponding practical input ranges 

to the PEAs in x-axis and y-axis, and define  

=
R

iriisati drkvEkrbkW
0 max,

)0(
, )]([),(ˆ)( ,    (35)

=
R

iriisati drkvEkrbkW
0 min,

)0(
, )]([),(ˆ)( .      (36)

Thus, it yields )()]([),(ˆ)( ,0

)0(
, kWdrkEkrbkW sati

R

riisati ≤≤  α  for any 

max,min, )( ii vkv ≤≤ α .  

For simplicity, we give the algorithm of deriving )(* kVi  for the case 1=i . 

Without loss of generality, suppose )(1 kW  is monotonically increasing on 

1+≤< ii kkk .  

For each 1+≤< ii kkk , define new variables )(kVμ  and )(kWμ , where μ  is a 

parameter varying in the range [ )min,1max,1,0 vv −∈μ  

)(kVμ μ+−= )1(*
1 kV ,       (37)

)(kWμ =
R

r drkVEkrb
0

)0(
11 )]([),(ˆ

μ .      (38)

If )(1 kW )(,1 kW sat> , let )(*
1 kV max,1v= ; 

If )(1 kW )(,1 kW sat< , let )(*
1 kV min,1v= ; 

If )()()( ,11,1 kWkWkW satsat ≤≤ , the value of )(*
1 kV  is derived from the following 

algorithm. 
Step 1: Let μ  increase from 0. 

Step 2: Calculate )(kVμ  and )(kWμ . If )()( 1 kWkW <μ , then let μ  increase 

continuously and go to Step 2; Otherwise, go to Step 3. 

Step 3: Stop the increasing of μ , memorize it as 0μ  and define )()(
0

*
1 kVkV μ= . 

Similarly, )(*
2 kV  can be derived. In this paper, the adaptive control input is 

considered as   

)()( *
1 kVkvx = , )()( *

2 kVkv y = .   (39)

Theorem 1. Consider the system (6) together with (21) controlled by the derived 
input (39). If ≤≤ )()(, kWkW isati  )(, kW sati  for 2,1=i , then all the signals in the 

closed-loop remain bounded and 0)(lim =
∞→

ke
k

. Furthermore,  

 ( ) 0)()(lim =−
∞→

kzkz d
k

.  (40)
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4 Experimental Results 

For the experiment setup shown in Figure 1, the piezo electric actuators used in the 
experiment are PFT-1110 (Nihon Ceratec Corp.). The generated maximum force is 
not less than 80kgf. The maximum displacement is not smaller than mμ83 . The 

applied voltage range is -10V~150V. The non-contact capacitive displacement 
(NCCD) sensors (PS-1A, Nanotex Corp.) with 2nm resolution are used to measure the 
displacement of the stage. The real values of the parameters 21 , AA , 0B , 1B  and 

the density functions in )(rP  are needed neither to be measured nor to be identified. 

The experiments are conducted for the following desired signal. 

))10(2sin(5 3−×= kxd π mμ , 

))10(2cos(5 3−×= kyd π mμ . 

 

Fig. 2. Control inputs  

 

Fig. 3. Output tracking error in x-axis 
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Fig. 4. Outputs in XY plane 

Figure 2 shows the control inputs to the piezo actuators in x-axis and y-axis.  
Figure 3 shows the displacement error in x-axis, where the maximum error in the 
steady state is about mμ02.0 . The displacement error in y-axis is similar to that 
shown in Figure 3. Figure 4 shows the outputs in the XY plane, where a circle 
tracking can be confirmed. It can be seen that relatively good results have been 
obtained. Furthermore, the convergence of the estimated parameters has also been 
confirmed. 

5 Conclusions 

This paper has discussed the adaptive control for the piezo-actuated Positioner. The 
hysteresis existing in the piezo electric actuator is described by Prandtl-Ishlinskii 
model. Only the parameters directly needed in the formulation of the controller are 
adaptively estimated online, where the parameters of the table need not to be 
identified or measured. The proposed control law ensures the global stability of the 
controlled piezo-actuated positioner, and the position error can be controlled to be 
relatively small. Experimental results have shown the effectiveness of the proposed 
method.  
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Abstract. There are three improvements based on GP algorithm in this paper and 
a fixed-structure GP algorithm for classification was proposed. Traditional GP 
algorithm relies on non-fixed-length tree structure to describe the classification 
problems. This algorithm uses a fixed-length linear structure instead of the 
traditional structure and optimizes the leaf nodes’ coefficients based on the 
hill-climbing algorithm. Meanwhile, aiming at the samples on the classification 
boundaries, an optimization method of classification boundaries is proposed 
which makes the classification boundaries continuously tend to the optimal 
solutions in the program evolution process. At the end, an experiment is made by 
using this improved algorithm and a two- categories sample set with 
classification boundary is correctly classified (This sample set is an accurate data 
set from UCI database) Then it shows the analysis of classification results and the 
classification model produced by this algorithm. The experimental results 
indicates that the GP classification algorithm with fixed structure could improve 
the classification  accuracy rate and accelerate the solutions’ convergence 
speed, which is of great significance in the practical application of classification 
systems based on GP algorithm. 

Keywords: GP algorithm, Classifier systems, Data mining, Classification 
boundary. 

1 Introduction 

Classification is an important part of data mining, its goal is to extract models which 
can describe the basic characteristics of classes from the data set and use these models 
to classify each sample in the data set into one of the known categories [1]. In machine 
learning field, the commonly used methods for classification in theory and application 
including Bayesian method, decision tree method, neural network, support vector 
machine (SVM) method, K-the nearest (KNN) method and so on. However, the 
applications of these methods have some limitations because of the complexity of 
classification problems. For example, Bayesian method requires the data have accurate 
distribution probability and does not support classifications based on features 
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combination [2]; Decision tree method may cause the tree’s structure very complicated 
so that the classification efficiency is low when the class space is huge; The Neural 
network has high requirements on weights, local convergence or divergence may occur 
if the weights chose improperly [3]; SVM method has some difficulties on solving 
multiple classification problems and is hard to carry out on a large scale of training 
samples [4]; KNN method needs to compare in all the sample spaces which makes the 
classification efficiency very low. Study on the limitations of these methods is one of 
the hot topics in this field. 

Genetic Algorithm (Genetic Algorithm, GA) is a random method which uses the law 
of evolution (the survival of the fittest) for reference [5]. It is a general optimization 
algorithm, which does not need the certain rules and adaptively adjust the search 
direction in the search space. On the basis of it, American scholar Koza put forward the 
Genetic Programming Algorithm (Genetic Programming, GP) which uses the 
hierarchical computer program to describe a problem in the 1990s [6,7]. Compared 
with the traditional genetic algorithm using the long linear string to express problems, 
genetic programming uses a tree structure to describe the hierarchical problem and 
evolves by the thought of genetic algorithm. The most important feature of genetic 
programming algorithm is achieving the concurrent optimization of the structure and 
parameters. In recent years, it has been widely used in fields such as prediction and 
classification, image and signal processing, data mining, information retrieval and 
robot path planning [8]. 

2 GP Algorithm and Classification Problems 

2.1 GP Algorithm 

GP has the same frame with GA. At first, it creates a random population, then evaluates 
the fitness function of each individual, after that, applies evolution genetic operators 
Reproduction /Crossover/ Mutation) probabilistically to obtain a new computer 
program and evaluates the fitness function of new population after the new computer 
program is inserted into it. Repeat the last 3 steps until it finds the optimal solution. 

We should notice that: 1. the GP individuals have tree structures, nodes of the trees 
are divided into two categories, branch nodes and leaf nodes. We must choose the 
proper candidate solutions for these two types of nodes before initialization. The branch 
nodes’ candidate solution set is called functions set while that of the leaf nodes’ is 
called terminals set. Individuals of original population are combined with n  
functions in functions set F: F= {f1，f2，···，fn} and n terminals in terminals set T: T = 
{a1，a2，···，an}. The functions in F can be mathematical operators, logical operators, 
trigonometric functions, logarithmic functions and exponential functions, conditional 
expressions, and iterated functions, etc. T includes constant and variable elements [9]. 

2. The genetic operation process of GP is much different from GA because the tree 
structures of GP can produce solutions of arbitrary size and complexity, as opposed to  
the fixed-length genetic algorithms. For example, in crossover operation, it randomly 
picks crossover points in both parents and swaps the sub trees. If the parents are same, 
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the offspring will often be different. The mutation is to pick a mutation point in one 
parent and replace its sub-tree with a randomly generated tree. The new tree’s size may 
be different from the old one. Thus, the tree structure allows the GP algorithm to search 
the solution space more freely and makes the algorithm not easily fall into the local 
optimal solution.  

3. Different from selection, crossover and mutation are operated in cycles in the 
groups, the genetic operations of GP is separately carried out in cycles. The next 
generation of groups includes some individuals after selection operation, some 
individuals after crossover operation and a small part if ones after mutation operation, 
which makes the better individuals retain in a higher rate. 

4. In solving practical problems, GP algorithm constantly evolves and stops 
immediately when meeting the termination conditions. According to actual situations, 
usually there are two terminate standards: 1). reaching the maximum evolution 
generation; 2). Meeting the pre-set problem-solving conditions (such as the fitness of 
some individuals in groups reaches 0). For some problems, we couldn’t determine their 
solving conditions, so the evolution is usually terminated according to the approximate 
successful conditions; we could also decide whether to terminate the evolution or not 
by analyzing the results when the evolution generation reaches a certain value if the 
problem-solving conditions could hardly be established. 

2.2 GP Classification Algorithm 

Appling the GP algorithm to solve classification problems is to find the link between 
data and mathematical expressions quickly by its own learning and do not need to 
reserve a lot of priori knowledge. Its algorithm structure is easy to combine with other 
algorithms, thus the classifier system based on GP algorithm has greater optimization 
spaces in all aspects. Its flexibility and powerful evolutionary search capability also 
show a strong advantage during the process of solving classification problems. 
Therefore, the GP algorithm’s applying research has great advantages and significance 
in the classification areas. 

The difficulty of GP classification algorithm lies in the classification boundaries 
determination and the fitness function design. How to determine the class boundaries 
has a direct impact on the classification accuracy. The common boundary determining 
methods are static class boundary method and based on center dynamic class boundary 
method. 

The static class boundary method pre-sets class boundary values according to priori 
knowledge. The regions between the boundaries map different categories linearly and 
these boundary values and categories orders keep constant during the evolutionary 
process. That means for n-categories classification problems, we must pre-set n-1 
boundaries and judge the sample’s category according to which region the algorithm's 
output falls in[10,11], as shown in the following equation:   
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The advantages of this method are fixed boundaries and the classification model in the 
evolutionary process does not need to be repeated calculation boundary, fast operation. 
However, in the iterative process of the program, the best boundary is a dynamic 
variable, the pre-set boundaries may not be the best and the demand for a priori 
knowledge of the method has some limitations. 

The method based on the center of the dynamic boundary is a improvement method 
on the basis of static boundary method. Class boundary with a genetic program 
evolution process adjusts gradually, and the class order is nonlinear distribution with 
changing boundaries. The dynamic choosing boundary processes are as follows [12]: 

Step1: Some fixed real number is given in advance as the initial boundary. 

Step2: Every generation of evolution population genetic program has obtained the 
program output value. Repeat execution Step3 and Step4 in the evolutionary process. 

Step3: According to the mean of the categories dynamically adjust the classification 
boundary. New boundaries and type of order are calculated by equation (2) and (3). 
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p is the population scale. iu represents the sum of individuals which belong to class i. 

icenter  is the mean value of class i. pfitness  is the fitness value of program p. 

puiresult  is the output value of the p-th genetic program of the k-th training sample in 

class i. f is a function which determines the weighting factor of procedures. The weight 
is the user-defined weighting factor. 

Step4: Calculate the value of classification boundary according to the area and the 
mean of the adjacent categories. 

Step5: Calculate the category that map the output vector of genetic program through 
the new boundary values and the fitness of a genetic program. 

The dynamic boundary method does not need to rely on people’s feeling and priori 
knowledge to set fixed class boundaries like static boundary method, which makes use 
of the system ability of self-study to dynamically determine the boundary range. This 
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method strengthens the practicability of the classification system and expands its 
application domain. But the calculating formula of classification produced by dynamic 
boundary method is relatively complex, increased the amount of calculation program 
and cause the speed reduced. In this paper we made some improvements to the method 
of the dynamic boundary, the new method dynamically adjusts the classification 
boundary according to the errors of classification output model in the evolutionary 
process. The improvement algorithm avoids that using trivial mathematical formula 
repeatedly calculates the result, and reduces the calculation of program and complexity 
of the algorithm, improve the computational speed. 

The implementing steps of GP classification algorithm is shown in figure 1. 
Initialization is to determine the training parameters, such as the crossover probability 
and mutation probability, population size, iteration number etc. 

Start

InItialization
Construct Individual Trees

Generate the Initial Population

Read sample and Calculate the 
value of each individual

Determine the classification 
boundary

Evaluate the fitness of  each 
individual

Fitness is standard or
Evolution to limit number?

Genetic Operating
Select,Cross,Mutate

Choose the best fitness 
classification model

End
 

Fig. 1. The implementing steps of GP classification algorithm 
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3 Fixed-Structured GP for Solving Classification Problems 

3.1 Fixed Structured Genetic Programming 

In the evolution process of GP, the bloat, defined as an excess of tree growth without a 
corresponding improvement in fitness, may happen. This leads to the creation of a huge 
tree [13], which is useless and can also slow down the speed of evolution. 

This paper firstly changes the description of classification problems to control the 
bloat. Instead of tree-structured traditional GP, we use a fixed-length linear table to 
describe the results of problems. A fixed structured Genetic Programming, which 
effectively controls the bloat problem, is proposed. Meanwhile, traditional description 
of hierarchical problem is changed into a fixed-length linear structure, thus, many 
improved algorithms of GA can be used to optimize the classification problems. For 
example, complete binary tree as shown in figure 2 describes the formula (4). # 
represents the terminator or function which has been neglected. 

1 1 2ln( ) exp( )y a x b x x= ∗ + ∗ ∗  (4)

 

Fig. 2. The expressions of complete binary tree of formula (4) 

Assume that the expression tree’s depth is d, a fixed-length linear table with 2 1d −  
nodes is used to store this binary tree and the tree could be got by preorder traversing 
this linear table. Makes 2 1dD = − , then all expressions represented by a depth d binary 
tree can be described by a D-dimensional vector. The tree’s structure is determined by 
traversal order. If it is preorder traversal, figure 2 can be expressed as string S shown in 
table 1. 

Table 1. The ordinal expression of formula (4) 

 Position   17    18    19    20    21    22    23    24    25    26     27     28     29     30     31

 Symbol     *     LT    LT    b     #     #     #     #    exp    *      x
1
     x

2
      #      #      #

 Position   1     2     3     4     5     6     7     8     9     10     11     12     13     14     15     16

 Symbol     +     *     LT    LT    a     #     #     #     #     RT     #      #      #      ln     x
1
     #
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The expression of fixed structured GP is made up of functions and terminals which 
are the same as traditional GP. Moreover, two additional functions, LT and RT, are 
added in the function set. LT means to get the left child of the node, while RT means to 
get the right one. Thus, the function set F={LT，RT，f1，f2，···，fn}. The terminal 
set is the same as before. By changing the function set, the result of hierarchical 
problem can be described by a complete binary tree. And the leaf node we defined in 
this paper includes two parts, a variable which represents the corresponding input of a 
specific system and a coefficient by which the variable is multiplied [14]. 

A complete binary tree with the depth d can be expressed by a linear table with the 
length 2 1d − . The order of nodes in the linear table is decided by the traversal sequence 
of the tree. In fixed structured GP, all trees have the same depth while the details of 
nodes vary from each other. Therefore, before the evolution, the positions of nodes in 
the linear table are fixed and would not change during the process, so the detail of a 
node, whether it’s a leaf node or not and which function or terminal it represents, can be 
told by its position. 

3.2 Hill-Climbing Algorithm 

In the fixed structured GP for classification problems we proposed in this paper, every 
individual in the population represents a classification model. We have mentioned that 
the individual in this paper is a fixed-length linear table, and every leaf node is made up 
of a variable and a coefficient. Experiments have proved that the coefficients have a 
great influence on the precision of the model. Therefore, it is necessary to optimize the 
coefficients individually during the evolution. 

In this paper, we used the thought that the hill-climbing algorithm [15] could find the 
local best to optimize the coefficients. Firstly, a specific climb time and the changing 
scope of coefficients are defined. The scope should not be too large, here we use -0.5 to 
0.5. The processes of hill-climbing in this paper are as follows: 

1) Calculate the fitness of the individual before its hill-climbing, named f(1) 
2) Make a little change of coefficient in every leaf node, and every change is to plus 

a random number in [-0.5, 0.5] 
3) Calculate the fitness of the individual after 2, named f(2) 
4) Compare f(1) and f(2). If f(1)>f(2), representing that the changing individual is 

better than the original one, then the original individual is substituted by the changing 
one. Else if f(1)<f(2), representing the changing individual is not better, then the 
original individual stays. 

5) Climb time add 1. 
6) Repeat step 2～5 until climb time reaches the specified value 

In this paper, every time when new individual is created, hill-climbing is used to 
optimize its coefficients. For example, after the population is initialized, every 
individual is optimized by hill-climbing. Also after crossover or mutation, new 
individual is optimized.  
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Hill-climbing of the coefficients can improve the precision of one individual, and 
finally we can get better classification model. 

3.3 The Optimization of Classification Boundary and the Design of Fitness 

Function 

Two-class classification is the foundation of multi-class classification. For two-class 
classification problems with classification boundary, the classification result can be 
signed as 1, -1, and 0, which 0 means the sample is on the boundary. However, the 
classification problems in our daily life usually don’t have a boundary. Experiments 
have shown that fixed structured GP is effective to solve these problems, and the 
success ratio to classify the samples could reach 100% easily. Samples with values on 
the boundary, however, are hard to classify. Therefore, how to find the correct function 
of the boundary is the most essential problem to solve in the fixed structured GP. 
Classification boundary is shown in figure 3. 

 

Fig. 3. Classification boundary 

To classify the samples with values on the boundary, we proposed a method to find 
the boundary’s function. First of all, a specific scope of classification error is given, and 
set a rule that the error value couldn’t exceed the scope. This way is to prevent the 
circumstance that the fitness doesn’t converge or the convergence speed is too slow. 
During the iteration of the algorithm, the classification error decreases constantly, and 
finally we could get a classification boundary model with the minimum error, which is 
the best boundary function of the samples. The detailed process is as follows: 

1) The initial error value, e0, is given, 0.5, for example 
2) The scope of classification error is given, (-0.5, 0.5), for example 
3) Judge the current input sample, if the real classification of the sample is 0, then the 

sample is on the boundary 
4) Calculate the output value, v, of the sample, if v is in the error scope, then e0= v, 

else e0 is still equals to 0.5 

The classification error for samples not on the boundary is defined as follows: 
If the real classification of the sample is 1 and the output value calculated is a 

positive number, then the classification error is 0, which means the classification for 
this sample is correct.  
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Else if the real classification of the sample is -1 and the output value calculated is a 
negative number, then the classification error is also 0. 

Else, which represent the classification is wrong, and then the classification error is 
set to be a given number. 

The method to calculate the fitness of an individual in the fixed structured GP is to 
calculate the quadratic sum of all samples’ classification error. The experiment shows 
that the proposed optimization method of classification boundary could make the 
fitness converge to 0 quickly and efficiently, and finally we can get a better 
classification model. 

4 The Classification of Balance Scale Sample 

4.1 Sample Introduction 

The classification of samples used for standard data sets in the UCI database. The 
sample name as follows: Balance Scale Data Set [16], contains the contents of the 
weight of left and right ends of balance scale and distance data. The samples are the two 
types of classification with the classification boundary, 0 is the classification boundary. 
There are 625 samples in the Data Set, which represent the equilibrium sample are 49 
groups and these samples in the classification boundary, their value is 0. On behalf of 
the left state and right state sample are 288 groups, their category value is -1 and 1 in 
respectively. Each group of samples consists of five properties, from left to right: 
category, left weight, left distance, right weight and right distance. For example, the 
sample: [-1 1 4 3 1], which mean this sample’s category value is -1and its left weight, 
left distance, right weight, right distance are 1,4,3and1 in respectively. All attribute 
values are integers, the attribute value intervals are [1 5] except class attribute value. 
There are no missing attribute values in the sample set. 

Attribute Information: 

1) Class Name: 3 (-1, 0, 1) 
2) Left-Weight: 5 (1, 2, 3, 4, 5) 
3) Left-Distance: 5 (1, 2, 3, 4, 5) 
4) Right-Weight: 5 (1, 2, 3, 4, 5) 
5) Right-Distance: 5 (1, 2, 3, 4, 5) 

We used the 0X , 1X , 2X and 3X to represent the left weight, left distance, right weight 

and right distance. The correct way to find the class is ( )2 3 0 1Y X X X X= − , and Y is the 

result. If the result is 0, then the sample is on the classification boundary and its value is 
0. If the result is negative, then the sample category to the left and its value is -1. If the 
result is positive, the sample category to the right and its value is 1. 

In this algorithm, we used four properties as the input value except the category of 
sample to get an actual output value, and compared this value with the category value to 
obtain the classification error and fitness function value. 



 Application of Fixed-Structure Genetic Programming for Classification 31 

4.2 Analyze the Classification Model of the Fixed Structure 

This paper used a fixed structured GP classification algorithm to generate classification 
model expressions, from which we selected several ones with different forms shown in 
Table 2 together with their corresponding simplified expressions. 

Table 2. Classification Model Expression 

Classification Model Expression Simplified Expression 

2 3 1 01.162763 0.788191 0.980876 0.934356Y X X X X= × − × ( )2 3 0 10.916Y X X X X= −

2 3 1 01.295937 0.981643 1.037292 1.226415Y X X X X= × − × ( )2 3 0 11.272Y X X X X= −

3 2 0 10.977162 0.831456 0.546259 1.487345Y X X X X= × − × ( )2 3 0 10.813Y X X X X= −

3 2 1 0

2 3

0.387432 ( 0.293868 ) 2.281428 0.874852

1.605700 1.313906

Y X X X X

X X

= × − − ×
+ ×

( )2 3 0 11.996Y X X X X= −

Coefficients in the table above do not affect the classification results. From the table 
above, we can see that the classification models generated by the fixed structured GP 
classification algorithm are all equivalent, almost consistent with the accurate 
classification formula mentioned in section 4.1, proved that the classification models 
are able to classify the samples correctly. In this paper, the samples with classification 
boundary are divided into three types: 1, 0 and -1 according to the output. If the output 
Y<0, the sample category is -1; If Y=0, the sample is on the boundary; If Y>0, the 
sample category is 1.That is: 

0    1

0    

< 0    1

CLASS

Y CLASS

CLASS

> ∈
 = ∈
 ∈ −

0  

The type of variable 0X , 1X , 2X and 3X is the characteristic parameters of a single 

sample. For example, to sample[1.0,1.0,1.0,1.0,2.0],the first value represents  
the sample of category -1,and the other values represents the characteristic parameters 
of sample, in the above model corresponding 0X , 1X , 2X and 3X four variables. 

4.3 Model Validation 

We randomly selected 15 groups samples from a given samples, each category contains 
five groups. Choose the first model from Table 2 to class the samples, the calculation 
results are shown in table 3. 
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Table 3. The Result of classification 

Category 
Characteristic Parameter Result 

0X
  1X 2X 3X Y   

-1 

1 2 1 1 -0.916 

2 2 1 1 -2.748 

3 2 1 3 -2.748 

4 2 1 1 -6.412 

5 3 2 4 -6.412 

0 

1 1 1 1 0 

2 2 1 4 0 

3 2 2 3 0 

4 5 4 5 0 

5 4 5 4 0 

1 

1 2 3 4 9.165 

2 1 3 4 9.165 

3 1 4 1 0.916 

4 2 3 3 0.916 

5 3 5 4 4.582 

 
From table 2, the optimal classification model that was trained out by the GP fixed 

structure classification algorithm can correctly class the given sample. 

5 Conclusion 

As a branch of GA, GP algorithm is widely used nowadays. This paper deeply 
researched the basic principle of GP algorithm and described the steps for solving 
classification problems by GP algorithm. Furthermore, some improvements are made 
on GP classification algorithm. The new algorithm is proved to be feasible by making 
experiments with real samples. In this paper, the classification models that generated by 
the fixed structured GP classification algorithm made the expression form of problems 
more simple and avoided the scale explosion phenomenon of traditional GP. It is 
convenient for us to use all kinds of GA improved methods on this algorithm to get 
better results. At the same time, the fixed structured GP classification algorithm 
obviously improved the classification accuracy rate and accelerated the solutions’ 
convergence speed which makes it quite important for the practical application of 
classification systems based on GP algorithm. 
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Abstract. Improvements of wind power generator in energy utilization rate, 
electric generation efficiency and reliability can be achieved when maglev 
technology is applied. This paper presents a maglev horizontal axis wind power 
generator with two radial permanent magnet bearings and one permanent 
magnet biased axial magnetic bearing. The structure and working principle of 
the maglev wind power generator and axial magnetic bearing are presented. The 
finite element simulations of electromagnetic field in the axial magnetic bearing 
are performed by ANSYS, and the current stiffness and displacement stiffness 
are obtained. In order to fit the rapidity and randomness of wind load, the axial 
displacement of the rotor is controlled based on the variable universe fuzzy PID 
control strategy. The simulation of the control system is performed in 
MATLAB. 

Keywords: wind power, magnetic bearing, variable universe, fuzzy PID 
control. 

1 Introduction 

Magnetic bearing is a new bearing part. It attracts great attention for its advantages of 
no mechanical contact, no wearing and no lubrication [1]. Applying the maglev 
technology to wind power generator can greatly improve the energy utilization rate, 
electric generation efficiency and reliability of the generator [2, 3].  

Magnetic bearing can be classified into two types - passive magnetic bearing and 
active magnetic bearing, according to their controllability. Passive magnetic bearing 
can be further classified into normal permanent magnet bearing [4] and 
superconducting magnetic bearing [5]. For normal permanent magnet bearing, the 
natural repulsion or attraction force between magnetic materials is used to bear the 
rotor. For superconducting magnetic bearing, the diamagnetism of superconductor is 
used to provide suspension force.  

On the other hand, active magnetic bearing can actively control the magnetic force 
between stator and rotor and realize stable suspensions of rotor. An active magnetic 
bearing system consists of electromagnet, displacement sensor, controller and power 
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amplifier. According to the difference in the bias magnetic field establishment, the 
active magnetic bearing can be categorized into electromagnetic biased type and 
permanent magnet biased type. Conventional pure electromagnetic bearings have 
large power consumption because their bias magnetic fields and control magnetic 
fields are both created by electromagnets. In comparison, permanent magnet biased 
magnetic bearings have lower power consumption, smaller volume and lighter weight 
[6]. 

This paper presents a 5-DOF magnetic levitation wind power generator which 
consists one generator, two radial permanent magnet bearings and one permanent 
magnet biased axial magnetic bearing. The rotor is passively suspended by permanent 
magnet bearings in radial axis and actively controlled by permanent magnet biased 
magnetic bearing in axial axis. Such magnetic levitation system has low cost and 
energy consumption, and it has high application value in fields which with high 
demand on cost and power consumption such as electric power generation and energy 
storage systems[7, 8]. 

However, active magnetic bearing system is highly nonlinear and hard to develop a 
practical mathematical model base on. Hence, traditional PID control strategy is 
difficult to obtain the best control parameters, and the control parameters also cannot 
realize real-time online adjustment. the parameters tuning is more difficult especially 
when wind force which changes rapidly and randomly is the the load of magnetic 
bearing Many experts and engineers have been dedicated to the research of self-
adjusting parameters. They combined fuzzy-control of intelligent control with 
traditional PID control and called it fuzzy-PID control [9]. In order to get better 
dynamic and static performance indicators of the system, this paper introduces the 
thought of variable universe [10] and suggests gives a brand-new PID control method 
variable universe fuzzy-PID control. It can improve the control precision of fuzzy-
PID control system. 

2 Structure of the Prototype 

2.1 5-DOF Magnetic Levitation Wind Power Generator 

The structure of a 5-DOF magnetic levitation wind power generator is shown in  
Fig. 1. 

Two radial permanent magnet bearings are made of NdFeB rare earth material and 
magnetized in radial direction. The force between the stator and rotor is repulsive. 
The main load of these two radial permanent magnet bearings is the weight of the 
whole rotor. The two auxiliary bearings - are normal ball bearings and they support 
the rotor in radial and axial direction when the load goes beyond the capacity of the 
magnetic bearings or the active magnetic bearing losses its stability. The axial 
magnetic bearing is an active magnetic bearing and its bias magnetic field is 
established by permanent magnets to reduce energy consumption. The main load of 
the axial magnetic bearing is the axial components of the wind force imposed on the 
rotor though the impeller. 
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1. auxiliary bearing Ⅰ 2. radial permanent magnet bearing Ⅰ 3. generator 

4. permanent magnet biased axial magnetic bearing 5. radial permanent magnet bearing Ⅱ 6. 

auxiliary bearing Ⅱ 7. impeller 

Fig. 1. Structure of 5-DOF magnetic levitation wind power generator 

2.2 Permanent Magnet Biased Axial Magnetic Bearing 

The structure of the permanent magnet biased axial magnetic bearing is given in Fig. 
2. The axial stator and rotor core are made with solid soft magnetic material. The 
axial control coils are made with enameled wires. The permanent magnet ring is made 
from NdFeB rare earth material and magnetized in radial direction. 

 

1 2 53 4  
1. axial stator 2. permanent magnet ring 3. axial control coils 4. rotor 5. Rotor Core 

Fig. 2. Structure of permanent magnet biased axial magnetic bearing 

The body parameters of the permanent magnet biased axial magnetic bearing are 
given in Table 1. 

Table 1. Body parameters of the permanent magnet biased axial magnetic bearing 

Name Value
Length of air gap 0.5 mm
Total length 43 mm
Total diameter 68 mm
Rated bearing force 800 N
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3 Mathematical Modeling of Magnetic Bearing Control System 

3.1 Magnetic Bearing Closed-Loop Control System 

According to the working principle of the active magnetic bearing system, the 
structure of single-degree-of-freedom magnetic bearing closed-loop control system is 
shown in Fig. 3. 

 

 

Fig. 3. Magnetic bearing closed-loop control system 

The power amplifier and displacement sensor are both expressed as a proportional 
constant: Ka and Ks, and Ka=1, Ks=2000. 

In general, the linearized motion equation of magnetic bearing is expressed as 
Equation (1). 

x
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Kms

K
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−
−== 2)(

)(
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m: the weight of rotor. 
Kx: the displacement stiffness. 
Ki: the current stiffness. 

The proportional constant Ka and Ks should be obtained before establishing the 
mathematical modeling of magnetic bearing. 

3.2 Displacement Stiffness and Current Stiffness 

In order to get the displacement stiffness and current stiffness of the axial magnetic 
bearing we establish a 3D finite element model in ANSYS, a software for finite 
element simulation. The meshed 3D finite element model is shown in Fig. 4. 

 

Fig. 4. Meshed 3D finite element model of axial magnetic bearing 
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The simulation results of bias magnetic field, control magnetic field and 
superimposed magnetic field are shown in Fig. 5. 

 

 
Bias magnetic field               Control magnetic field          Superimposed magnetic field 

Fig. 5. Magnetic field simulation 

After adjusting the rotor displacement from 0 to 0.25mm and obtaining from 
ANSY the bearing force in different displacements, we can get the displacement 
stiffness of the magnetic bearing, as shown in the left picture in Fig. 6. When the rotor 
is in the central place, adjust the control current from 0 to 3A and get from ANSY the 
bearing force in different current, then we can get the current stiffness of the magnetic 
bearing, as shown in the right picture in Fig. 6. From the curves we can get that the 
displacement stiffness is about 2800N/mm and the current stiffness is about 270N/A. 

 

 
Displacement stiffness                                       Current stiffness 

Fig. 6. Magnetic field simulation 

4 Variable Universe Fuzzy PID Control Strategy 

4.1 Theory of the Variable Universe Fuzzy PID Control Strategy  

The theory of variable universe says  that under the premise of the same universe’s 
fuzzy division, the universe contracts with decreasing error decreasing, and expands 
with increasing error. Universe contraction makes local refinement of rules, 
equivalent to increasing the number of rules. With that, the precision of the system 
control improves. 
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Assume that the fuzzy domain of input variable xi is Xi=[-E, E], and the fuzzy 
domain output variable yj is Yj=[-U, U]. Variable domain refers to the domain Xi and 
Yj with changes in variables xi and yj. Hence, we get: 

Xi(xi)=[-αi(xi)·E, αi(xi)·E] (2)

Yj(yj)=[-βj(yj)·U, βj(yj)·U] (3)

 
αi(xi): the expansion factor of input domain.  
βj(yj): the expansion factor output domain. 
i: the number of input variables. 
j: the number of output variables. 

The key problem of variable universe fuzzy-PID controller is how to determine a 
reasonable mechanism of domain expansion. In other words, the key is to determine 
the appropriate expansion factor to guarantee ultimate control to meet requirements. 
Expansion factor commonly used is based on the function model. 

So far, expansion factor of variable universe fuzzy control algorithm has not been 
in uniform forms, This article adopts the more commonly used function model of the 
universe expansion factor. Equation (4) and (5) present this function model used. 

)exp(1)( 2kxx −−= λα  (4)

where λ∈(0, 1), k>0. 

( ) ( )0)(
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=
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t

i

n

i
ii

 (5)

The structure of variable universe fuzzy-PID controller is given in Fig. 7. The 
control system primarily includes a conventional PID controller and a variable 
universe fuzzy controller. 

 

 

Fig. 7. Variable universe fuzzy PID control system 
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4.2 Design and Simulation of the Variable Universe Fuzzy PID Control 
Strategy 

1) Selection and fuzzification of quantitative factors 
According to the results of simulations, the basic domain of the input variables’ 
displacement deviation e and the deviation rate ec are [-0.3, 0.3] and [-12, 12] 
Respectively, as for the output variables Δkp Δki Δkd, the basic domain are [-3, 3],  
[-0.6, 0.6], [-3, 3]. The fuzzy domain of all the variables is {-6, -5, -4, -3, -2, -1, 0, 1, 
2, 3, 4, 5, 6}. 
Quantization factor of the input variable e: qe=6/0.3=20; 
Quantization factor of the input variable ec: qec=6/12=0.5; 
Scaling factor of the output variable Δkp: qp=3/6=0.5; 
Scaling factor of the output variable Δki: qi=0.6/6=0.1;  
Scaling factor of the output variable Δkd: qd=3/6=0.5. 

For these two input variables e and ec and output variables Δkp Δki Δkd above, we 
take seven fuzzy subsets- NL (Negative Large), NM (Negative Medium), NS 
(Negative Small), ZE (Zero), PS (Positive Small), PM (Positive Medium), and PL 
(Positive Large) respectively.The shape of the membership function has an effect on 
the control performance. Taking into account the convenience of programming 
calculation in practice, we select the symmetric triangular function as the membership 
for all the variables. 
2) Selection of expansion factors 

According to the function model of expansion factor in Equation (4), we select λ = 
0.6, k = 0.5.Then the expansion factors of the input domain are α(e)=1-0.6exp(-
0.5e2)，α(ec)=1-0.6exp(-0.5ec2) respectively. 

Adopt the following principles for the expansion factor of output domain: the 
expansion factor of output variable Δkp, Δkd should be monotonous consistent with 
error, while the expansion factor of output variable Δki should be monotonous 
opposite to error. Therefore, the expansion factor of the output domain should make 
Δkp, Δkd sufficiently large, and Δki appropriately small. To do this, select the 
expansion factor of Δkp, Δkd using the Equation (6) listed below: 

βp=2|e|; βi=1/(|e|+0.7); βd=2|e| (6)

3) Fuzzy control rules and fuzzy control table 
According to the impact of the PID parameters on system performance and 

referring to the expert domain knowledge, Table 2 shows the fuzzy control rule table 
of output variables ΔKp,ΔKi,ΔKd for different fuzzy input variables E and EC. 
4) Fuzzy control algorithm 

In this control system, the fuzzy rules are obtained according to 'Mamdani' 
reasoning method, the center of gravity method is selected as fuzzy inference and 
defuzzification method. 
5) The initial values of parameters 

According to chart of structure of magnetic suspension bearing closed-loop control 
system shown in Fig. 3, in MATLAB environment, we built the simulation diagram 
of the magnetic bearing system that adopted the conventional PID control based on 
SIMULINK. PID parameters were debugged and adjusted, and ultimately we 
obtained a suitable set of PID parameters kp0=5, ki0=0.02, kd0=0.01, which are also the 
initial values of the variable domain PID control system. 
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Table 2. ΔKp ,ΔKi, ΔKd fuzzy control table 

E 
EC 

NL NM NS ZE  PS PM PL 
NL PB/PB/PB PB/PB/PM PM/PB/PB PM/NM/PB PS/NM/PB ZE/NS/ZE ZE/ZE/PS 
NM PB/PB/PM PB/PB/PS PM/PM/PB PS/NS/PM PS/NS/ZE ZE/ZE/NM NS/ZE/PS 
NS PB/PB/PS PM/PB/ZE PS/PS/PS ZE/ZE/PS NS/ZE/PS NS/PS/PS NM/PS/PS 
ZE PM/PB/PS PS/PS/NB PS/PS/PM ZE/ZE/NS NS/PS/SZ NS/PM/NS NM/PM/PS 
PS PS/PM/NS PS/PS/NS ZE/ZE/PS NS/ZE/NS NS/PS/SZ NM/PB/ZE NM/PB/PS 
PM PS/PS/NB ZE/ZE/PS NS/ZE/PS NM/NS/ZE NM/PS/NS NM/PB/NS NB/PB/PS 
PL ZE/ZE/NB ZE/ZE/PS NM/ZE/NS NM/NM/ZE NM/PB/PS NB/PB/NM NB/PB/PS 

 
According to equation (1) and stiffness parameters from finite element simulation, we 

established the simulation model in MATLAB. The variable universe fuzzy self-adaptive 
subsystem is given in Fig. 8, and the PID control subsystem is given in Fig. 9. 
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Fig. 8. Variable universe fuzzy self-adaptive subsystem 
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Fig. 9. PID control subsystem 

Imposing a step-input with amplitude of 0.2 (The amplitude express the given input 
value which was set when thrust plate displacement the equilibrium position of 1 mm), 
we got the simulation curve shown in Fig. 10. The curve (3), (2), (1) represent the 
different controllers of magnetic bearing control system in Fig. 3, which are conventional 
PID control, conventional fuzzy PID control and variable universe fuzzy PID control. 
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Fig. 10. Compare of different control strategy 

Table 3 shows the comparison of conventional PID control, conventional fuzzy 
PID control and variable universe fuzzy PID control in control performance 
parameters. 

Table 3. Comparison in control performance parameters 

 Overshoot Adjusting time 
(s) 

Peak time (s) Adaptive 
ability 

Conventional PID control 38% 0.052 0.017 No 
Conventional fuzzy PID 
control 

21% 0.025 0.013 Good 

Variable universe fuzzy 
PID control 

8% 0.013 0.008 Very good 

5 Conclusions 

A 5-DOF magnetic levitation wind power generator system is presented. Two radial 
permanent magnet bearings and one permanent magnet biased axial magnetic bearing 
are applied to suspend the rotor to reduce the cost and power consumption and to 
advance the performance of the system. 

A 3D finite element model is established in finite element simulation software 
ANSYS. The displacement stiffness and current stiffness of the permanent magnet 
biased axial magnetic bearing are obtained through magnetic field simulation. 

In order to improve the control performance of the axial magnetic bearing, a 
variable universe fuzzy PID control strategy is investigated. The simulation results in 
MATLAB show that the variable universe fuzzy-PID control strategy is superior to 
conventional PID control strategy and conventional fuzzy PID control strategy in 
static performance and dynamic performance. 
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Abstract. In this paper, the tracking problem for a class of uncertain
perturbed strict-feedback nonlinear systems with unknown Duhem hys-
teresis input is investigated. Different with the conventional nonlinear
systems, the existence of the unknown preceded hysteresis will affect the
system performance and bring a challenge for the controller design. To
overcome the difficulties caused by the unknown hysteresis, the Duhem
model is used to describe the hysteresis in this paper. The properties of
the Duhem model are utilized to get the explicit expression of the hys-
teresis output, which makes it possible to deal with the unknown hys-
teresis input. Following the conventional backstepping design procedure,
a dynamic surface control method in each step is used to avoid “the
explosion complexity” in the backstepping design, and the Nussbaum
function method is used to solve the time-varying coefficient problem in
the explicit expression of the Duhem model. Under the proposed control
approach, the semiglobal uniform ultimate boundedness of all the signals
in the close-loop system is guaranteed. The effectiveness of the proposed
design scheme is validated through a simulation example.

Keywords: Nonlinear systems, hysteresis, dynamic surface control.

1 Introduction

As a class of strongly nonlinear phenomena, hysteresis nonlinearities occur in nu-
merous physical systems and industrial elements, such as electromagnetic fields,
mechanical systems, and smart materials-based actuators [1–3]. Compared with
the conventional nonlinearities, non-smooth and multi-values properties of hys-
teresis limit the system performance, and the available traditional control ap-
proaches may not be effective for these systems. Therefore, the modeling and
control problems for the controlled systems with hysteresis have attracted more
attention, and the unknown hysteresis as the systems input becomes a new chal-
lenge for the control system design.
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Addressing this challenge, the hysteresis modeling methods become the
primary step for the control design. So far, hysteresis models can be simple
classified as operator-based hysteresis models, such as Preisach model,
Krasnosel’skii-Pokrovskii (KP) model, and Prandtl-Ishlinskii (PI) model etc.
[4–6], and differential equation-based hysteresis models, such as backlash-like
model, Bouc-Wen model and Duhem model etc. [7–9].

Recently, lots of new control strategies based on the above various hysteresis
model are developed to suppress the detrimental effects caused by hysteresis non-
linearities [10–12]. These control approaches can also be classified as constructing
the hysteresis inverse and without constructing the hysteresis inverse. Construct-
ing the hysteresis inverse approach is pioneered by Tao and Kokotovic [13]. The
main advantage of this approach is to cancel the negative effects caused by hys-
teresis directly, when the inverse model matches the hysteresis exactly. However,
this method is very sensitive to the model parameters and may cause a new dif-
ficulty for the stability analysis. To avoid these difficulties, another alternative
control approach without constructing the hysteresis inverse is developed in [7].
As an illustration, a robust adaptive control law was investigated for a class of
nonlinear systems with unknown backlash-like hysteresis [7]. Adaptive variable
structure control was proposed for a class of nonlinear systems preceded by PI
hysteresis in [14]. The common feature of this scheme is the hysteresis model can
be decomposed as linear component and nonlinear bounded component[15–17],
and this property can be utilized in the control design.

In this paper, the Duhem model is used to represent the hysteresis nonlin-
earities. The Duhem model can describe a class of general hysteresis shapes by
choosing different input functions. However, due to the existence of the nonlinear
input functions, it generates the difficulty for the controller design, which needs
a special new treatment. By exploring the characteristics of the Duhem model,
the explicit expression of the Duhem model can be transferred as a linear input
with time-varying coefficient, which facilitates the control design. Different with
the classical backstepping method, the dynamic surface control (DSC) method
without the inverse of the Duhem hysteresis is discussed in this paper. This
method can mitigate the effects caused by the Duhem hysteresis effectively and
avoid “the explosion complexity” coming from the backstepping by applying the
low-pass filters in the design of dynamic control laws [18]. Under the proposed
control approach, semiglobal uniform ultimate boundedness of all the signals in
the close-loop system is guaranteed. Finally, the effectiveness of the proposed
design scheme is validated through a simulation.

2 Problem Statement

Consider a class of perturbed strict-feedback nonlinear systems with unknown
hysteresis nonlinearities described as⎧⎨

⎩
ẋi = θifi(x̄i(t)) + gixi+1(t) + di(x(t), t)
ẋn = θnfn(x(t)) + gnw(t) + dn(x(t), t)
y = x1

(1)
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where x̄i(t) = [xi(t), ..., xi(t)]
T ∈ Ri, i = 1, ..., n are the system states, x(t) :=

x̄n(t) = [x1(t), ..., xn(t)]
T ∈ Rn. y ∈ R is the system output. gi, θi, i = 1, . . . , n

are unknown system parameters. di(x(t), t), i = 1, . . . , n denote the unknown
uncertain disturbances. fi(·), i = 1, . . . , n are known smooth functions. w(t) ∈ R
is the system input, which is also the output of the preceded hysteresis. In this
paper, the hysteresis is represented by the Duhem model in [9] as follows:

dw

dt
= α

∣∣∣∣dudt
∣∣∣∣ (λ(u)− w) + du

dt
ψ(u) (2)

where u is the input of the hysteresis, α is a constant, and the Duhem hysteresis
model discussed in this paper satisfies three conditions[6].

Condition 1. λ(u) is piecewise smooth, monotone increasing, odd, with lim
u→∞ λ̇(u)

finite.

Condition 2. ψ(u) is piecewise continuous, even, with

lim
u→∞ψ(u) = lim

u→∞ λ̇(u) (3)

Condition 3. λ̇(u) > ψ(u) > αeαu
∫∞
u |λ̇(ζ) − ψ(ζ)|e−αζdζ for all u > 0.

Satisfying the above conditions, the Duhem model defined in (2) can be solved
explicitly as [6]

w = λ(u) + ϕ(u) (4)

where

ϕ(u) = [w0 − λ(u0)]e−α(u−u0)sgn(u̇)

+e−αusgn(u̇)

∫ u

u0

[ψ(ζ) − λ̇(ζ)]eαζsgn(u̇)dζ

In [6], it has been proven that ϕ(u) is bounded.
Since λ(u) in Duhem model satisfies Condition 1, it is obvious that the mean

value theorem can be used for λ(u). By choosing λ(θ) = 0, λ(u) in (4) can be
expressed as follows

λ(u) = λ(u)− λ(θ) = λ̇(ϑ(u))(u − θ) (5)

where ϑ(u) = ςu+ (1− ς)θ with 0 ≤ ς ≤ 1.
Utilizing this transform based on mean value theorem, the Duhem hysteresis

output w can re-presented as

w(t) = λ̇(ϑ(u))u − λ̇(ϑ(u))θ + ϕ(u(t)) (6)

For the convenience of expression, we define the function L(t) as

L(t) = λ̇(ϑ(u(t))) (7)
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then w can be expressed as

w(t) = L(t)u(t) + S(t) (8)

where S(t) = −L(t)θ + ϕ(u(t)).
Substituting (8) into the controlled systems defined in (1), it has⎧⎨

⎩
ẋi = θifi(x̄i(t)) + gixi+1(t) + di(x(t), t)
ẋn = θnfn(x(t)) + gn[L(t)u(t) + S(t)] + dn(x(t), t)
y = x1

(9)

3 Adaptive DSC Design and Stability Analysis

In this section, the adaptive dynamic surface control design method and the
stability of the closed-loop system are presented.

In order to present the developed control laws, the following assumptions
regarding the systems (9) and a lemma are required.

Assumption 1. The desired trajectory vectors are continuous and available, and
[yd, ẏd, ÿd]

T ∈Ωd with known compact setΩd=
{
[yd, ẏd, ÿd]

T : y2d + ẏ
2
d + ÿ

2
d ≤ B0

}
⊂ R3, whose size B0 is a known positive constant.

Assumption 2. The signs of gi are known, and there exist unknown positive
constants gi0 and gi1 such that 0 < gi0 ≤ |gi| ≤ gi1 < ∞. Without loss of
generality, it is assumed that 0 < gi0 ≤ gi, i = 1, ..., n.

Assumption 3. The disturbances terms di(x(t), t), i = 1, . . . , n satisfy

|di(x(t), t)| ≤ biρi(x̄i(t)) (10)

where ρi(x̄i(t)) are known positive smooth functions and bi are unknown positive
constants.

Assumption 4. There exist unknown positive constants h0 and h1, such that

0 < h0 ≤ λ̇(u) ≤ h1 (11)

Remark 1. Assumption 1 is a basic requirement of dynamic surface control
method. For Assumptions 2, it is reasonable to assume the bound of the dis-
turbances terms di(x(t), t), i = 1, . . . , n. Assumption 3 is a basic condition for
control system (9) to avoid the controller singularity. It should be noted that
the values of gi0 and gi1 are not needed to be known. Assumption 4 implies that
L(t) and ϕ(u(t)) are bounded, and further means the term S(t) is bounded, we
denote it as D, where D is an unknown positive constant.
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Lemma 1. Let V (.), ζ(.) be the smooth functions defined on [0, tf ] with V (t) ≥
0, ∀t ∈ [0, tf ], and let N(.) be an ever smooth Nussbaum-type function [19]. If
the following inequalities holds:

V (t) ≤ c0 + e−c1t

∫ t

0

[G(.)N(ζ) + 1]ζ̇ec1τdτ (12)

where c0 represents some suitable constant, c1 is a positive constant, and G(.) is
a time-varying parameter which takes values in the unknown closed intervals I =
[l−, l+], with 0 �∈ I, and then V (t), ζ(t), and

∫ t
0
G(.)N(ζ)ζ̇dτ must be bounded

on [0, tf ].

3.1 Adaptive DSC Design

Due to the strong nonsmooth and multi-values properties of the hysteresis, the
conventional control approaches may not be effective for the systems preceded
by hysteresis. Besides, the system input is not obtained since the output of the
hysteresis is unknown, which brings a new challenge for the controller design. In
this section, one adaptive dynamic surface controller is investigated for a class
of nonlinear systems to explore the way handling the unknown hysteresis input.

Firstly, the following coordinate transformation are used: z1 = x1 − yd and
zi = xi − si−1, i = 2, ..., n, where si−1 are the output of a first order filters with
the input αi−1 as

μiṡi + si = αi, si(0) = αi(0), i = 1, ..., n− 1. (13)

where μi are the filter parameters, αi are the intermediate control for the ith
subsystems and their definitions will be given thereinafter.

For the dynamic surface control design, the boundary filter errors ei are de-
fined as

ei = si − αi, i = 1, ..., n− 1. (14)

Step i (1 ≤ i ≤ n− 1). For convenience, we denote e0
μ0

= −ẏd, g0 = 0. Utilizing

zi = xi − si−1 and the definitions for si and ei in (13) and (14), it has

si = ei + αi, ṡi = −ei
τi
, i = 1, ..., n− 2. (15)

żi = θifi(x̄i(t)) + gixi+1(t) + di(x(t), t) +
ei−1

τi−1

= θifi(x̄i(t)) + gi[zi+1 + αi + ei] + di(x(t), t) +
ei−1

τi−1
(16)

Choose the following Lyapunov functions as

Vi = Vi−1 +
1

2

(
1

gi
z2i +

1

γθi
θ̃2gi +

1

γbi
b̃2gi +

1

γḡi
˜̄g
2
gi

)
(17)
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where θ̃gi = θgi − θ̂gi , b̃gi = bgi − b̂gi and ˜̄ggi = ḡgi − ˆ̄ggi with θ̂gi , b̂gi and ˆ̄ggi
as the estimation of θgi = θi/gi, bgi = bi/gi and ḡgi = 1/gi, respectively. γθi , γbi
and γḡi are positive design parameters. Then we have

V̇i = V̇i−1 +
zi
gi
(θifi(x̄i(t)) + gi[zi+1 + αi + ei] + di(x(t), t) +

ei−1

τi−1
)

+
1

γθi
θ̃gi

˙̃θgi +
1

γbi
b̃gi

˙̃bgi +
1

γḡi
˜̄ggi

˙̄̃ggi

≤ V̇i−1 + zi(zi−1 + θgifi(x̄i(t)) + αi + bgiρi(x̄i(t)) tanh(
ziρi(x̄i(t))

ω
) + ḡgi

ei−1

τi−1
)

+zizi+1 − zizi−1 + ziei + 0.2785ωbgi +
1

γθi
θ̃gi

˙̃
θgi +

1

γbi
b̃gi

˙̃
bgi +

1

γḡi
˜̄ggi

˙̄̃ggi

= V̇i−1 + zi(zi−1 + θ̂gifi(x̄i(t)) + αi + b̂giρi(x̄i(t)) tanh(
ziρi(x̄i(t))

ω
) + ˆ̄ggi

ei−1

τi−1
)

+zizi+1 − zizi−1 + ziei + 0.2785ωbgi + θ̃gi(zifi(x̄i(t))−
1

γθi

˙̂
θgi)

+b̃gi(ziρi(x̄i(t)) tanh(
ziρi(x̄i(t))

ω
)− 1

γbi

˙̂
bgi) + ˜̄ggi(zi

ei−1

τi−1
− 1

γḡi

˙̄̂ggi) (18)

By choosing the adaptive virtual control αi and adaptive laws for θ̂gi , b̂gi and
ˆ̄ggi for the ith subsystem as

αi = −kizi − zi−1 − θ̂gifi(x̄i(t))

−b̂giρi(x̄i(t)) tanh(
ziρi(x̄i(t))

ω
)− ˆ̄ggi

ei−1

τi−1
(19)

˙̂
θgi = γθi(zifi(x̄i(t))−�iθ̂gi) (20)

˙̂
bgi = γbi(ziρi(x̄i(t)) tanh(

ziρi(x̄i(t))

ω
)− μib̂gi) (21)

˙̄̂ggi = γḡi(zi
ei−1

τi−1
− νiˆ̄ggi) (22)

where ki, �i, μi, νi are positive design parameters, and using the following in-
equalities

�iθ̃gi θ̂gi ≤
�i

2
(−θ̃2gi + θ

2
gi) (23)

μib̃gi b̂gi ≤
μi
2
(−b̃2gi + b

2
gi) (24)

νi˜̄ggi ˆ̄ggi ≤
νi
2
(−˜̄g

2
gi + ḡ

2
gi) (25)

it can be obtained
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V̇i ≤ −
i∑

j=1

kjz
2
j −

i∑
j=1

(
�1

2
θ̃2g1 +

μ1
2
b̃2g1 +

νi
2
˜̄g
2
g1)

+zizi+1 +
i∑

j=1

(zjej + 0.2785ωbgj +
�j

2
θ2gj +

μi
2
b2gj +

νi
2
ḡ2gj ) (26)

Step n. In the last step, the control law u(t) will be designed to ensure the
performance of the closed-loop system. Similarly, Considering zn = xn − sn−1

and ṡn−1 = −en−1/μn−1, it has

żn = θnfn(x(t)) + gn[L(t)u(t) + S(t)] + dn(x(t), t) +
en−1

τn−1
(27)

and the Lyapunov-Krasovskii function for the system can be chosen as

Vn = Vn−1 +
1

2

(
z2n +

1

γθn
θ̃2gn +

1

γbn
b̃2gn +

1

γḡn
˜̄g
2
gn

)
(28)

where θ̃gn = θgn − θ̂gn , b̃gn = bgn − b̂gn and ˜̄ggn = ḡgn − ˆ̄ggn with θ̂gn , b̂gn and ˆ̄ggn
as the estimation of θgn = θn, bgn = bn, ḡgn = gnD, respectively. γθn , γbn and
γḡn are positive design parameters.

Based on the expression for zn in (27), we have

V̇n = V̇n−1 + zn(θnfn(x(t)) + gn[L(t)u(t) + S(t)] + dn(x(t), t) +
en−1

τn−1
)

+
1

γθi
θ̃gn

˙̃θgn +
1

γbn
b̃gn

˙̃bgn +
1

γḡn
˜̄ggn

˙̄̃ggn

= V̇n−1 + znθnfn(x(t)) + zngnL(t)u(t) + zngnS(t) + zndn(x(t), t)

+zn
en−1

τn−1
+

1

γθn
θ̃gn

˙̃θgn +
1

γbn
b̃gn

˙̃bgn +
1

γḡn
˜̄ggn

˙̄̃ggn (29)

By using the following inequalities in [20]

zngnS(t) ≤ ḡgn |zn| ≤ ḡgnzn tanh(
zn
ω
) + 0.2785ωḡgn

zndn(x(t), t) ≤ bn |zn| ρn(x(t))

≤ bnznρn(x(t)) tanh(
znρn(x(t))

ω
) + 0.2785ωbn (30)

we have

V̇n ≤ V̇n−1 + znθnfn(x(t)) + zngnL(t)u(t) + ḡgnzn tanh(
zn
ω
)

+0.2785ωḡgn + 0.2785ωbn + bnznρn(x(t)) tanh(
znρn(x(t))

ω
)

+zn
en−1

τn−1
+

1

γθn
θ̃gn

˙̃θgn +
1

γbn
b̃gn

˙̃bgn +
1

γḡn
˜̄ggn

˙̄̃ggn
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≤ V̇n−1 + znzn−1 + znθ̂nfn(x(t)) + zngnL(t)u(t) + ˆ̄gzn tanh(
zn
ω
)

+0.2785ωḡgn + 0.2785ωbn + b̂nznρn(x(t)) tanh(
znρn(x(t))

ω
) + zn

en−1

τn−1

+θ̃gn(znfn(x(t)) −
1

γθn

˙̂
θgn) + b̃gn(znρn(x(t)) tanh(

znρn(x(t))

ω
)− 1

γbn

˙̃
bgn)

+˜̄ggn(zn tanh(
zn
ω
)− 1

γḡn

˙̄̃ggn)− znzn−1 (31)

In the last step, the adaptive virtual control u and adaptive laws for ζ, θ̂gn , b̂gn
and ˆ̄ggn for the nth subsystem can be chosen as

u = N(ζ)[knzn + zn−1 + θ̂gnfn(x(t)) + ˆ̄ggn tanh(
zn
ω
)

+b̂gnρn(x(t)) tanh(
znρn(x(t))

ω
) +

en−1

τn−1
] (32)

ζ̇ = knz
2
n + znzn−1 + znθ̂gnfn(x(t)) + ˆ̄ggnzn tanh(

zn
ω
)

+znb̂gnρn(x(t)) tanh(
znρn(x(t))

ω
) + zn

en−1

τn−1
(33)

˙̂
θgn = γθn(znfn(x(t)) −�nθ̂gn) (34)

˙̂
bgn = γbn(znρn(x(t)) tanh(

znρn(x(t))

ω
)− μnb̂gn) (35)

˙̄̂ggn = γḡn(zn tanh(
zn
ω
)− νiˆ̄ggi) (36)

where ki, �i, μi, νi are positive design parameters.
By using the following inequalities

�nθ̃gn θ̂gn ≤ �n

2
(−θ̃2gn + θ2gn) (37)

μnb̃gn b̂gn ≤ μn
2
(−b̃2gn + b2gn) (38)

νn˜̄ggn ˆ̄ggn ≤ νn
2
(−˜̄g

2
gn + ḡ2gn) (39)

it can be obtained

V̇n ≤ −
n∑

j=1

kjz
2
j −

n∑
j=1

(
�j

2
θ̃2gj +

μj
2
b̃2gj +

νj
2
˜̄g
2
gj )
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+[gnL(t)N(ζ) + 1]ζ̇ + 0.2785ωḡgn +

n−1∑
j=1

(zjej)

+

n∑
j=1

(0.2785ωbgj +
�j

2
θ2gj +

μi
2
b2gj +

νi
2
ḡ2gj ) (40)

3.2 Stability Analysis

The semiglobal boundedness of all of the signals in the closed-loop system will
be given.

Based on (15) and (19), it can be obtained that

ėi = ṡi − α̇i

= −ei
τi

+ (
∂αi

∂zi
żi +

∂αi

∂θ̂gi

˙̂
θgi +

∂αi

∂b̂gi

˙̂
bgi +

∂αi

∂ˆ̄ggi

˙̄̂ggi)

= −ei
τi

+Bi(z1, ..., zi, θ̂g1 , ..., θ̂gi , b̂g1 , ..., b̂gi , ˆ̄gg1 , ..., ĝgi , yd, ẏd, ÿd) (41)

where Bi(z1, ..., zi, θ̂g1 , ..., θ̂gi , b̂g1 , ..., b̂gi , ˆ̄gg1 , ..., ĝgi , yd, ẏd, ÿd) =
∂αi

∂zi
żi+

∂αi

∂θ̂gi

˙̂
θgi+

∂αi

∂b̂gi

˙̂
bgi +

∂αi

∂ˆ̄ggi

˙̄̂ggi , which are continuous functions, i = 1, ..., n− 1.

Thus, it follows

eiė ≤ −e
2
i

τi
+
∣∣∣eiBi(z1, ..., zi, θ̂g1 , ..., θ̂gi , b̂g1 , ..., b̂gi , ˆ̄gg1 , ..., ĝgi , yd, ẏd, ÿd)

∣∣∣ (42)
Denote Ωi := {[z1, ..., zi, θ̂g1 , ..., θ̂gi , b̂g1 , ..., b̂gi , ˆ̄gg1 , ..., ĝgi ] : Vn+

n−1∑
i=1

e2i ≤ 2P0} ⊂

R4i as the compact set of the initial conditions with P0 a positive constant.
Combining Assumption 1, for any B0 > 0, P0 > 0, the set Ωd and Ωi are compact
in R4 and R4i. Thus, Bi(z1, ..., zi, θ̂g1 , ..., θ̂gi , b̂g1 , ..., b̂gi , ˆ̄gg1 , ..., ĝgi , yd, ẏd, ÿd) has
a maximum value Mi, i = 1, ..., n− 1 on Ωd ×Ωi.

Theorem 1. Under Assumptions 1-4, considering the closed-loop system (1) with
unknown Duhem hysteresis (2), the designed controller and adaptive control
laws are given in (32)-(36), then for any initial conditions Ωi, there exist control
feedback gains ki and filter parameters μi, such that the closed-loop control
system is semiglobally stable in the sense that all signals in the closed-loop
remain ultimately bounded.

The proof is omitted due to the space limit.

4 Simulation Studies

In this section,a nonlinear system (43) with Duhem hysteresis is used to illustrate
the effectiveness of the proposed scheme in Section III.{

ẋ = θf(x(t)) + gw(t) + d(x(t), t)
y = x

(43)
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Fig. 1. Tracking error of the closed-loop system
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Fig. 2. Control signal u and the Duhem hysteresis output w

where θ = 1, g = 1, f(x(t)) = 1−e−x

1+e−x , d(x(t), t) = e−0.5x. Correspondingly, b =

1, ρ(x) = e−0.5x. For the Duhem model, λ(u) = tanh(u) + 0.1u and ψ(u) =
λ̇(u)(1 − 0.58e−|u|). The objective is make the output y of system (43) to track
the desired trajectory xd(t) = 5 sin(2t) + cos(3.2t).

In this simulation, the Nussbaum function is chosen asN(ζ) = eζ
2

cos(πζ2 ), ω =

0.01.The initial parameters for update laws are chosen as θ̂g1(0) = 0, b̂g1(0) =
0, ˆ̄gg1(0) = 0, ζ(0) = 0, and the initial condition of system is chosen as x(0) = 0.5.
The control parameters are chosen as k = 15, γθ1 = 5, γb1 = 8, γḡ1 = 10. The
filter parameter and σ-modification parameters is defined as τ1 = 0.01 and
�1 = μ1 = ν1 = 0.1 respectively.
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The simulation results are shown in Figs. 1-2. In Fig. 1, the tracking error
is shown and Fig. 2 shows the control input u. From the results, the proposed
control scheme can overcome the effects of the hysteresis and ensure the bound-
edness of the closed-loop system.

5 Conclusion

In this paper, an adaptive dynamic surface controller for a class of uncertain per-
turbed strict-feedback nonlinear systems with unknown Duhem hysteresis input
is developed. By utilizing DSC technique, “the explosion complexity” in the clas-
sical backstepping design method is avoided. To avoid the difficulties of the last
recursive step caused by the unknown Duhem hysteresis, the unknown Duhem
model is decomposed as nonlinear smooth component and nonlinear bounded
component. By using mean value theorem, the nonlinear smooth component
can be transformed as an unknown time-varying coefficient form, which makes
it possible to solve the control design difficulty. Semiglobal uniform ultimate
boundedness of all the signals in the close-loop system is guaranteed under the
proposed control approach. Finally, simulation studies are given to demonstrate
the effectiveness of the proposed design scheme.
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Abstract. This paper presents a structure of robust adaptive control for
biped robots which includes balancing and posture control for regulating
the center of mass position and trunk orientation of bipedal robots in
a compliant way. First, the biped robot is decoupled into the dynamics
of center of mass (COM) and the trunks. Then, the adaptive robust
controls are constructed in the presence of parametric and functional
dynamics uncertainties. The control computes a desired ground reaction
force required to stabilize the posture with unknown dynamics of COM
and then transforms these forces into full-body joint torques even if the
external disturbances exist. The verification of the proposed control is
conducted using the extensive simulations.

1 Introduction

Recently, advances in both mechanical and software systems have promoted
development of biped robots around the world [1], [2]. Although, many works
on dynamics and control of biped robot had been investigated in [2], [3], the
realization of reliable autonomous biped robots is still limited by the current
level of motion control strategies. For example, some control algorithms were
proposed by introducing passive dynamics, linearized model, and reduced-order
nonlinear dynamic model for biped robots in the past two decades [7], [8].

Most biped robots founded in the real world are composed of a lot of inter-
connected joints, and the dynamic balance and posture need to be considered
simultaneously. As such, nonlinear biped systems are one of the most difficult
control problems in the category. Owing to the complexity of the multi-degrees-
of-freedom (multi-DOF) mechanism of humanoid robots, an intuitive and effi-
cient method for whole-body control is required. However, how to improve the
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tracking performance of biped robots through designed controls is still an chal-
lenging research topic that attracts great attention from robotic community. In
this paper, considering both the dynamic balance and the posture position to be
guaranteed, we decouple the dynamics of biped into the dynamics of center of
mass (COM) and the trunks, and then implement decoupled control structure
due to the biped’s specific physical nature.

Due to the finite foot support area, pure position control is insufficient for
executing bipedal locomotion trajectories. Therefore, some approaches utilized
force sensors in the feet for implementing an inner force or ZMP (Zero Moment
Point) control loop [9], [10], and [11]. However, in this paper, we propose an
approach which gives a desired applied force from the robot to the ground to
stabilize the posture position and ensures the desired contact state between the
robot and the ground, then distributes that force among predefined contact
points and transforms it to the joint torques directly. The approach does not
require contact force measurement or inverse kinematics or dynamics.

Since, along the walk, toe and heel are independently characterized by non
penetration and no-slip constraint with the ground, in this paper, we consider
the holonomic and nonholonomic constraints [5] into the biped dynamics. The
biped robot is firstly decoupled into the dynamics of center of mass (COM) and
the trunks. Then, the adaptive robust control is constructed in the presence
of parametric and functional dynamics uncertainties. The control computes a
desired ground reaction force required to stabilize the posture with unknown
dynamics of COM and then transforms these forces into full-body joint torques
even if the external disturbances exist. Finally, simulation results are presented
to verify the effectiveness of the proposed control.

2 Dynamics of Biped Robots

Consider a multi-DoF biped robot contacting with the ground, as shown in Fig.
1. Let r ∈ R3 be translational position coordinate (e.g., base position) and q ∈ Rn

be the joint angles and attitude of the base. Using the generalized coordinates
x = [rT , qT ]T ∈ R3+n , the exact nonlinear dynamics of the biped with the
holonomic constraints and nonholomic constraints (generated by the respective
situations of one or both feet grounded with no-slip) can be derived using a
standard Lagrangian formulation

M(x)ẍ+C(x, ẋ)ẋ+G+D = u+ JTλG (1)

where M(x) =

[
Mr Mrq

Mqr Mq

]
∈ R(n+3)×(n+3) is the inertia matrix; C(x, ẋ) =[

Cr Crq

Cqr Cq

]
∈ R(n+3)×(n+3) is the centrifugal and Coriolis force term; G ∈ R(n+3)

is the gravitational torque vector; D ∈ R(n+3) is the external disturbance vector;
u = [03×1, τ

T
n×1]

T ∈ R(n+3) is the control input vector; J = [JT
n , J

T
h ]T and

λG = [λTn , λ
T
h ]

T are Jacobian matrix and Lagrangian multiplier corresponding
to the nonholonomic and holonomic constraints.
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Let rc = [xc, yc, zc]
T ∈ R3 be the position vector of the center of mass (COM)

coordinate, and rp = [xp, yp, zp]
T ∈ R3 be the position vector from COM to

the contact point. The contact point does not move on the ground surface.
The constraint forces λG = [λTn , λ

T
h ]

T and a ground reaction force fR satisfy
λG + fR = 0.

If we replace r by rc, we can rewrite the dynamics (1) as the decoupled
dynamics [12][

Mrc 0
0 M

] [
r̈c
q̈

]
+

[
0

C(q, q̇)q̇

]
+

[
G
0

]
+

[
Dr

Dq

]
=

[
0
τ

]
+

[
I
JT

]
λG (2)

where Mrc ∈ R3×3 is the diagonal mass matrix for the center of mass (COM) of
the biped, M ∈ Rn×n is the inertia matrix, C(q, q̇)q̇ ∈ Rn is the centrifugal and
Coriolis term, and I ∈ R3×3 denotes the identity matrix.

The first part of equation(2) corresponding to the dynamics of the COM is
the simple linear dynamics

Mrcr̈c +G+Dr = λG (3)

which can be used to produce the desired forces from the ground for dynamic
balancing of the biped.

There are some useful properties for the dynamics of COM listed as follows.

Property 1. Matrix Mrc is symmetric and positive definite.

Property 2. There exist some finite unknown positive constants ϑ2, ϑ2, ϑ2 such
that ∀q, q̇ ∈ Rn, ‖Mrc‖ ≤ ϑ1, ‖G‖ ≤ ϑ2, and sup‖Dr‖ ≤ ϑ3.

The second part of equation (2) corresponding to the dynamics of trunks is the
nonlinear dynamics

M(q)q̈ + C(q, q̇)q̇ +Dq = τ + J
TλG (4)

3 Ground Constraints

3.1 Nonholonomic Constraints

Consider no-slip between each foot and the ground. The biped is subjected to
nonholonomic constraint with matrix Jn. Assume that the l nonintegrable and
independent velocity constraints can be Jn(q)q̇ = 0, where Jn(q) ∈ Rl×n. Since
Jn(q) ∈ Rl×n, there exists define an auxiliary time function
ż(t) = [ż1(t), · · · , żn−l(t)]

T ∈ Rn−l such that

q̇ = S(q)ż(t) = s1(q)ż1(t) + · · ·+ sn−l(q)żn−l(t) (5)

It is easy to have

q̈ = Ṡ(q)ż + S(q)z̈ (6)



Balancing and Posture Controls for Biped Robots 59

Considering (5) and (6), we can rewrite (1) as

M(q)S(q)z̈ + [M(q)Ṡ(q) + C(q, q̇)S(q)]ż +Dq = τ + J
T
n (q)λn + JT

h (q)λh(7)

Multiplying (7) by ST (q), we have

M1z̈ + C1ż +D1 = ST τ + STJT
h λh (8)

where M1 = ST (q)M(q)S(q), C1 = ST (q)[M(q)Ṡ(q) + C(q, q̇)S(q)], and D1 =
ST (q)Dq.

The force multiplier λn can be obtained by (7)

λn = Z1

(
(M(q)Ṡ(q) + C(q, q̇)S(q))ż +Dq − τ − JT

h λh

)
(9)

where Z1 = (Jn(q)M
−1(q)JT

n (q))−1Jn(q)M
−1(q). Consider the control input τ

decoupled into the locomotion control τa and the interactive force control τb as
τ = τa − JT

n τb. Then, (8) and (9) can be changed to

M1z̈ + C1ż +D1 = ST τa + S
TJT

h λh (10)

λn = Z1

(
[M(q)Ṡ(q) + C(q, q̇)S(q)]ż +Dq − τa − JT

h λh

)
+ τb (11)

3.2 Holonomic Constraints

Assume that both feet are in contact with a certain constrained surface Φ(z)
that is represented as Φ(χ(z)) = 0, where Φ(χ(z)) is a given scalar function,
χ(z) ∈ Rm denotes the position vector of the end-effector in contact with the
environment.

It is easy to have matrix J(z) = JhS = ∂Ω/∂z, which can be partitioned as
J(z) = [J1,J2] with J1 = ∂Ω/∂zh and J2 = ∂Ω/∂zc, and the Jacobian matrix
J2 ∈ Rm×m never degenerates in the set Ω. It is easy to have ż = Hżh with

H =
[
In−l−m −J1J

−1
2

]T
, where H(q) is full column rank if and only if J−1

2

exists. There exists a matrix JT such that HT JT = 0. Consider the control input
ST (q)τa decoupled into τa1 and the force control τa2 as ST (q)τa = τa1 − JT τa2,
and ż = Hżh, a reduced-order model is obtained by taking the above constraints
into consideration, one obtains

M2z̈h + C2żh +D2 = U (12)

λh = Z2[C1ż +D1 − τa1] + τa2 (13)

where M2 = HTM1H , Z2 = (JM1
1 J

T )−1JM−1
1 , C2 = HT [M1Ḣ + C1H ], D2 =

HTD1, U = HT τa1.
From (11) and (13), it is easy to have

λh = Z2(q)H
+T (q)M2(q)z̈h + τa2 (14)

λn = Z1(q)S
+T (q)M1(q)z̈ + τb (15)

where H+(q) = H(q)(HT (q)H(q))−1 is the pseudo-inverse of H(q) and S+(q) =
S(q)(ST (q)S(q))−1 is the pseudo-inverse of S(q).
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Remark 1. [5] Matrices H+(q) and S+(q) exist and are bounded for all q.

Property 3. Matrix M2 is symmetric and positive definite and matrix Ṁ2 − 2C2

is skew-symmetric.

Property 4. There exists a unknown finite positive vector C = [c1, c2, c3, c4]
T

with ci > 0, such that ∀q, q̇ ∈ Rn, ‖M2‖ ≤ c1, ‖C2‖ ≤ c2 + c3‖q̇‖, supt≥0‖D2‖ ≤
c4.

Property 5. All Jacobian matrices are uniformly bounded and uniformly contin-
uous if q is uniformly bounded and continuous.

According to the definition of (12), zhj is denoted as the jth element of zh ∈
R(n−l−m), and zh = [zh1, zh2, . . . , zh(n−l−m)]

T , M2 = [mji](n−l−m)×(n−l−m),
C2 = [cji](n−l−m)×(n−l−m), D2 = [dj ](n−l−m)×1, then we can obtain the jth
local dynamics as

mjj z̈hj + cjj(q, q̇)żhj + dj +
n−l−m∑
i=1,i�=j

mjiz̈hi +
n−l−m∑
i=1,i�=j

cji(q, q̇)żhi = Uj (16)

4 Control Objective

In order to balance the biped, we should give the desired position rdc and velocity
ṙdc for the COM. Therefore, the first control objective is to design a balancing
control such that the tracking error of rc and ṙc from their respective desired
trajectories rdc and ṙdc to be within a small neighborhood of zero, i. e. ‖rc−rdc‖ ≤
ε1, and ‖ṙc − ṙdc‖ ≤ ε2. The desired reference trajectory zdh is assumed to be
bounded and uniformly continuous, and has bounded and uniformly continuous
derivatives up to the second order.

The second control objective can be specified as designing a controller that
ensures the tracking error of zh from their respective desired trajectories zdh to
be within a small neighborhood of zero, i.e., ‖zh(t)− zdh‖ ≤ ε1, ‖żh(t)− żdh‖ ≤ ε2
where ε1 > 0 and ε2 > 0. Ideally, ε1 and ε2 should be the threshold of measurable
noise.

In order to avoid the slipping or slippage and tip-over, from (3), rc → rdc
brings the ground applied constraints force to a desired value λdG = [λdTn , λ

dT
h ]T ,

therefore, the constraint force errors and (λG − λdG) should be to be within a
small neighborhood of zero, i.e., ‖λG − λdG‖ ≤ ς , where ς > 0 is the threshold of
measurable noise. For the impact phase, we should guarantee the system stability
during the transition phase.

The controller design will consist of two stages: (i) a virtual control input λdG
is designed so that the subsystems (3) converge to the desired trajectory, and (ii)
the actual control input τ is designed in such a way that zh → zdh and λG − λdG
to be stabilized to the origin.
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Lemma 1. For x > 0 and δ ≥ 1, we have ln(cosh(x)) + δ ≥ x [5].

Assumption 41. Time varying positive function f(t) converges to zero as t→
∞ and satisfies

lim
t→∞

∫ t

0

f(ω)dω = � <∞

with a finite constant �.

5 Adaptive Robust Control

5.1 Balancing Control

For the subsystem (3), we can define ec = rc − rdc , ṙrc = ṙdc − Λec, s = ėc + Λec
with Λ being diagonal constant matrix. Considering the above definition , we
can rewrite (3) as

Mr ṡ = λG −Δ (17)

Δ =Mrr̈
r
c +G+Dr (18)

where Mr is diagonal and λG ∈ R3.

Lemma 2. Consider Property 2, the upper bound of kth sub-vector Δk of Δ
satisfies

‖Δk‖ ≤ ln(cosh(‖Ψk‖)) + δ (19)

where δ ≥ 1 is a small function, Ψk = γTk ϕk with ϕk = [1, sup ‖sk‖]T , and
γk = [γk1, γk2]

T is a vector of positive constants defined below.

For the kth vector λGk, we can design the desired producing constrain force λGk

as

λGk = −Υksk − ln(cosh(Ψ̂k))sgn(sk)− δsgn(sk) (20)

Ψ̂k = γ̂Tk ϕk

˙̂γk = −ηγ̂k + κϕk‖sk‖ (21)

where the designed constant Υk > 0, κ > 0, if sk ≥ 0, sgn(sk) = 1, else sgn(sk) =
−1; δ ≥ 1 and in the simulation, we choose δ = 1 + 1

(1+t)2 ; and η satisfies

Assumption 41, i.e., limt→∞ η(t) = 0 and limt→∞
∫ t
0 η(ω)dω = �η <∞ with the

finite constant �η, i.e. η can be chosen as 1
(1+t)2 .

Theorem 1. Consider the dynamics of COM described by (3), using the control
law (20) and the adaptive law (21), the following hold for any (rc(0), ṙc(0)):

(i) rc = [rc1, rc2, rc3]
T converges to the desired trajectory rdc = [rdc1, r

d
c2, r

d
c3]

T as
t→ ∞;

(ii) eck and ėck converge to 0 as t→ ∞, and λG is bounded for t ≥ 0.
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5.2 Posture Control

Let e = zh−zdh, żrh = żdh−Λe, r = ė+Λe with Λ being diagonal positive definite
constant matrix. Considering the above equations, we can rewrite (12) as

M2ṙ + C2r = U − Ξ (22)

Ξ =M2z̈
r
h + C2ż

r
h +D2 (23)

According to the definition of Ξ ∈ R(n−l−m), we denote Ξk, k = 1, 2, . . . , (n −
l −m) as the kth elements of Ξ, which corresponds to the kth equation in the
dynamics of the jth sub-system. Similarly, we denote rk as the kth element of
r ∈ R(n−l−m), and in addition, denote r = [r1, r2, . . . , rn−l−m]T .

We define the kth component of trunk dynamics in (22) as

n−l−m∑
j=1

mkj ṙj +
n−l−m∑
j=1

ckj(q, q̇)rj = Uk − Ξk (24)

Lemma 3. Consider Property 4, the upper bound of Ξ satisfies

‖Ξk‖ ≤ ln(cosh(‖Φk‖)) + δ (25)

where δ is a small function, Φj = αT
k ϕ with ϕ = [1, sup ‖r‖, sup ‖r‖2]T ,and

αk = [αk1, αk2, αk3]
T is a vector of positive constants defined below.

We propose the following control for the biped

Uk = −kkrk − ln(cosh(Φ̂k))sgn(rk)− δsgn(rk) (26)

τa2 = λdh −Kh(λh − λdh) (27)

τb = λ
d
n −Kn(λn − λdn) (28)

Φ̂k = α̂T
k ϕk

˙̂αk = −Σα̂k + Γϕk‖rk‖ (29)

where kk > 0, δ > 1, if rk ≥ 0, sgn(rk) = 1, else sgn(rk) = −1, and Γ > 0, Σ

satisfies Assumption 41, such as, limt→∞Σ = 0, and limt→∞
∫ t
0
Σ(ω)dω = ρΣ <

∞ with the finite constant ρΣ, i.e. Σ = 1
(1+t)2 . It is observed that the controller

(26) only adopt the local feedback information.

Theorem 2. Consider the mechanical system described by (12) and its dynam-
ics model (24), using the control law (26) and (29), the following hold for any
(zh(0), żh(0)):

(i) rk converges to a set containing the origin as t→ ∞;
(ii) ek and ėk converge to 0 as t→ ∞; and τ are bounded for all t ≥ 0; and
(iii) λG − λdG = [eTh , e

T
n ]

T = [(λh − λdh)T , (λn − λdn)T ]T is bounded and can be
made arbitrarily small.
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Fig. 1. The biped robot Fig. 2. The video snapshots of walking

6 Simulations

Consider a 12-DOF biped robot shown in Fig. 1 modeling using ADAMS, which
consists of a torso, and a pair of legs composed of six links. The left and right
legs are numbered Legs 1 and 2, respectively. The height of the biped is 1.2m,
the lower limbs are 460mm, and the height of foot is 90mm, the weight is 22kg.

In this study, a cycloidal profile is used for the trajectories of the hip and ankle
joints of the swinging leg, which can be found in [4]. This profile is used because
it shows a similar pattern to a human’s ankle trajectory in normal walking
and it describes a simple function which can be easily changed for different
walking patterns. The equations are given as follows: xa(i) =

a
π [

2π
κ i− sin(2πκ i)],

za(i) =
d
2 [1 − cos(2πκ i)], xh(i) =

1
2xa(i) +

a
2 , zh(i) =

1
2za(i) + l1 + l2 −

d
2 , where

xh and zh denote the positions of the hip, and xa and za denote the positions of
the swinging angle, a is the step length, d is the height of the swinging ankle, κ
is the total sampling number of a step, and i is the sampling index, and li is the
length of link i. In order to avoid the tumbling, we design the lateral trajectory as
yh(i) = 102.5 sin(πκ i), where yh is the projection of COM on the ground such that
the position of COM is in the foot support area, n is the total sampling number
of a step, and i is the sampling index, and 102.5mm is the distance between
the COM and support leg. In the simulation, we choose the parameters as a =
200mm, d = 120mm, and l1 = 235.5mm, l2 = 233.5mm, n = 200. Therefore, we
can obtain the every joint in the working space. For the support leg, q1 and q2,
the constraint equation is given by l1 cos(q1) + l2 cos(q2) = zh, therefore, q1 is

independent coordinate, and q2 = Φ(q1) = cos−1 zh−l1 cos(q1)
l2

we design the H =

[1, 0, 0, 0; ∂Φ
∂q1
, 0, 0, 0; 0, 1, 0, 0; 0, 0, 1, 0; 0, 0, 0, 1], Jn = [1, 01×5]. The parameters

in the adaptive control are set as ϑ̂ = [0.0, 0.0, 0.0]T , α̂ = [0.0, . . . , 0.0]T , and
κ = Γ = diag[1.0], η = Σ = diag[ 1

(1+t)2 ], δ = 1+ 1
(1+t)2 , the balance control gain

are choose as Λ = 10 and Υ = [20000, 20000, 20000]T. The posture control gain
is listed in Table 1.
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Table 1. The parameters in the adaptive control

Joints DOF Λ k

Hip Roll 20 250000
Hip Pitch 125 20000
Knee Pitch 45 20000
Angle Roll 140 3500
Angle Pitch 10 40000
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Fig. 3. The trajectories of left leg (rad)
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The video snapshots are shown in Fig. 2. The positions tracking for each joint
profiles of the left and right leg are shown in Figs. 3 and 5. Similarly, the input
torques for the joints of the left and right leg are shown in Figs. 4 and 6.

7 Conclusions

In this paper, a structure of adaptive robust control has been presented for a
biped robot which includes balancing control and posture control for regulating
the center of mass position and trunk orientation of bipedal robots in a com-
pliant way. The controller computes a desired ground reaction force required to
stabilize the posture with unknown dynamics of COM and then transforms these
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forces into full-body joint torques even if the external disturbances exist. The
verification of the proposed control has been conducted by using the extensive
simulations.
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Abstract. Rolling force model is a basic model of cold rolling process control 
system, and the main influential factors on forecasting accuracy of rolling force 
are the material deformation resistance and friction coefficient. Bland-Ford-Hill 
model which is the classic rolling force model of cold rolling process is selected 
to calculate rolling force. Five methods of calculating friction coefficient are 
explained. Deformation resistance is calculated by the deformation resistance 
formula derived through Bland-Ford-Hill formula, and its model parameters are 
acquired through the least squares method. Then the friction coefficient and the 
deformation resistance are substituted into the rolling force model to calculate 
rolling force. By comparing with the actual rolling force, the method 4 can 
make the average error smaller. therefore, method 4 is selected to establish the 
model library of friction coefficient and deformation resistance of different 
kinds of steels. Finally, the model parameters adaptive learning method is 
proposed to improve the prediction precision of rolling force in this paper.  

Keywords: rolling force, deformation resistance, friction coefficient, model 
parameters adaptive learning. 

1 Introduction 

Precise prediction of the rolling force plays an important role in the presetting of cold 
rolling production control and the key of improving rolling force prediction precision 
is to select two appropriate sub-models which are the material deformation resistance 
K model and the friction coefficient μ model. Therefore, high-precision sub-models 
must be established to guarantee the accuracy of rolling force prediction [1], then the 
model parameters adaptive method should be applied to improve the prediction 
accuracy of rolling force. In the solution of K and μ, many scholars have made 
outstanding contributions, such as inverse Stone equation, calculation of forward 
slip[2], the establishment of K model and μ model[3]. However, most models are very 
complex, and the model parameters are not readily available. As a result, the K and μ 
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are not easy to determine. In this paper, a method which establishes the deformation 
resistance K model and the friction coefficient μ model is presented, and a library of K 
and μ model of different steels can be created by this method. By using the model 
parameters adaptive method, the K and μ of the next coil about the same steel can be 
predicted. In the rolling process of the site, the rolling force can be predicted by using 
the model parameters in model library and the measured process parameters. 

2 Establishment of Model Library by Measured Data 

2.1 Rolling Force Model  

The Bland-Ford-Hill cold rolling force model, which is strict in theory and takes full 
account of the external friction, tension, roll elastic flattening and other factors, is the 
classic theoretical model of cold rolling force. So this model is applied as the rolling 
force model to calculate the rolling force, the Bland-Ford-Hill rolling force model[4] 
is as follows:  
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,where P is the rolling force (KN); B is the strip width (mm); 'L is the contact arc 
length of the flattening deformation zone (mm); R is the roll radius (mm); 'R is the 
flatten roll radius (mm); Qp is the influence coefficient of friction; KT is the influence 
coefficient of tension; K is the strip deformation resistance(MPa), and 1.15* sK σ= ,σs 

the principal stress (mm); ε is the reduction rate at each pass, 0 1 0( ) /h h hε = − , in 

which h0 and h1 are the strip thickness of entry and exit respectively at every pass 
(mm); τf  and τb are the front and back tensile stress respectively (MPa). 

In this equation, only the μ and K can not be measured directly. 

2.2 Calculation of the Friction Coefficient 

Friction coefficient varies in the production process, and almost all the process and 
device parameters can affect the friction conditions of deformation zone which causes 
changes in μ, and it makes the determination of μ very complicated. The μ is usually a 
function relation of the forward slip which can be measured by the test, so we can get 
it through the inverse computation of forward slip[5]. 
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According to the characteristics of cold rolling process, the status characteristics of 
rolling process is greatly reflected by the strip thickness of exit h1 and reduction rate ε 
at each pass; therefore, an initial model form of friction coefficient[6] is obtained.  

0 1 1 2b b h bμ ε= + +  (2)

,where b0 , b1 and b2 are the coefficients to be estimated. Lots of data indicate that 
whether it is high-speed broadband steel or low narrow strip, this form can well fit the 
experimental results, and is a better model form. 

In this way, five kinds of methods can be used to calculate the μ at each pass with 
measured data. 

Method 1: Based on the measured forward slip and rolling force[7], the μ can be 
calculated by the Stone equation, which is: 
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Method 2: Equation (2) should be applied to linear fit the μ of each pass calculated by 
method 1, and then the μ of each pass can be calculated with the fitted model 
parameters. 

Method 3: Computation of the μ can be inversed by using the forward slip equation 
based on the measured forward slip and rolling force, in which γ is neutral angle, 
which is : 
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(4)

Method 4: Equation (2) should be applied to linear fit the μ of each pass calculated by 
method 3, and then the μ of each pass can be calculated with the fitted model 
parameters. 

Method 5: The μ is selected by the experience, and it is different in different rolled 
piece and rolling conditions. In this paper, the μ is 0.03. 

2.3 Calculation of Deformation Resistance 

Only the μ and K in equation (1) can not be measured directly, and the μ can be 
obtained by the five kinds of methods in 2.2, so the calculation equation of K can be 
reversely derived according to equation (1) as follows: 

/

1
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2 b f

p

P
K

B R hQ
τ τ= + +

Δ
 

(5)

Since the μ of each pass by the five methods is obtained, the K of each pass can be 
calculated when the measured process parameters are substituted into the equation 
(5). According to the characteristics of the cold rolling process, the K primarily relates 
to the corresponding εΣ, so the regression model of the K is chosen as follows: 
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0
n

sσ σ βεΣ= +  (6)

,where σs is principal stress that has the relationship with the K that 1.15* sK σ= ;σ0 is 

the initial principal stress, and σ0, β and n are the coefficients which need to be fitted; 

εΣ is the cumulative reduction rate, and 0 11 2

3 3

H h H h

H H
ε

− −= + , in which H is the 

original strip thickness that is the entry thickness of the first pass. 
Select a set of measured process parameters as the calculating data. 

Table 1. Measured process parameters  

Pass 
number 

Entry 
thickness 

(um) 

Exit 
thickness 

(um) 

Measured 
rolling 

force(KN) 

Forward 
slip 
(%) 

Back 
tension 
Tb (KN) 

Front 
tension 

 Tf (KN) 

1 2405 1580 6961 0.248 9 132 

2 1580 1000 6378 0 118 104 

3 1000 630 6124 0.032 84 65 

4 630 400 5927 0.359 64 44 

5 400 282 5964 4.608 47 30 

 
Where R is the roll radius, 194R = (mm); B is the strip width, 1219B = (mm); Tb 

and Tf are the back and front tension respectively, the relationship between the back, 
front tension and the back, front tensile stress is as follows: 

1

0

f
f

b
b

T

Bh

T

Bh

τ

τ


=



 =

 
(7)

The calculated principal stress by five methods is as follows: 

Table 2. Relationship between the calculated principal stress and the cumulative reduction rate 
by five methods.  

Pass 
num 

Cumulative 
reduction 

rate εΣ 

Method 1 
principal 

stress 
(MPa) 

Method 2 
principal 

stress 
(MPa) 

Method3 
principal 

stress 
(MPa) 

Method 4 
principal 

stress 
(MPa) 

Method 5 
principal 

stress 
(MPa) 

1 0.24 494.52 495.05 527.23 522.18 512.11 

2 0.51 593.73 591.27 588.70 601.83 569.59 

3 0.69 667.34 670.68 656.30 659.25 603.36 

4 0.81 743.02 741.86 723.72 704.73 630.76 

5 0.87 712.95 712.89 678.41 680.90 674.35 
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These data are drawn into a curve which can be more intuitive to study the 
relationship of change, as shows below: 

 

Fig. 1. Relationship curve between cumulative reduction rate εΣ and principal stress σs 

It can be seen from Figure 1 that no matter which method is used to calculate the 
principal stress, εΣ and σs is almost in a linear relationship when the εΣ is small, that is 

1n = , and 0 *sσ σ β εΣ= + ; therefore, the σ0 can be obtained by linear fitting the εΣ 

and σs of the first four passes . 
After the σs is obtained, the original model can be transformed, transposing 

into 0 * n
sσ σ β εΣ− = .Taking logarithmic of both sides

0ln( ) ln lns nσ σ β εΣ− = + , the 

nonlinear model can be changed into the linear model y=a+bx by ordering 

( )0ln sy σ σ= − , lnx εΣ= , lna β= , and b = n .As the coefficient a and b can be got 

using the least squares regression, and ,ae n bβ = =  can be obtained, then all the 

coefficients can be calculated in 
0

n
sσ σ βεΣ= +  ,and then the new K can be calculated.  

2.4 Calculation of Rolling Force 

The rolling force can be calculated by substituting the μ and K calculated by the above 
methods into the equation (1). First, calculate the rolling force P0 according to the R. 
Second, inverse compute the R′ according to P0.Third, re-calculate the rolling pressure 
P1 according to R′ . Then compare P0 and P1. If the error is less than the preset error, 
it is done. If it is larger than the preset, iteration should be continued. The flow chart 
of calculation is as follows: 
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Fig. 2. Bland-Ford-Hill iterative equation flow chart 

Computed rolling force by five methods is as follows: 

Table 3. Comparison of computed rolling force and measured rolling force by five methods 

Pass 
num 

Measured 
P(KN) 

Comput
P1(KN)

Error1 
(%) 

Compute
dP2(KN)

Error2 
(%) 

Compute
d P3(KN)

Error3 
(%) 

Compute
d P4(KN)

Error4 
(%) 

Compute
dP5(KN) 

Error5 
(%) 

1 6961 6940.9 0.29 6935.1 0.37 6916.3 0.64 6966.6 -0.08 6943.9 0.25 

2 6378 6941.7 -1.78 6528.8 -2.37 6616.7 -3.74 6401.2 -0.36 6410.5 -0.51 

3 6124 6146.8 -0.37 6105.0 0.31 6097.7 0.43 6057.7 1.08 6254.1 -2.12 

4 5927 5551.4 6.34 5562.6 6.15 5450.1 8.05 5682.6 4.12 6039.5 -1.90 

5 5964 6281.0 -5.32 6279.0 -5.28 6323.7 -6.03 6318.7 -5.95 5623.3 5.71 

Average absolute
error (%) 

 2.82  2.90  3.78  2.32  2.10 

 
P1, P2, P3, P4, and P5 in the above table are rolling force computed by five 

methods respectively. This is just a set of test data, so it may not be a good description 
of which method is better. In order to ensure the accuracy of the results, 1000 sets of 
data are selected for testing, and the test results are as follows. 
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Table 4. Rolling force errors using five methods by 1000 sets of test data 

 
Error 1 

(%) 
Error 2 

(%) 
Error 3 

(%) 
Error 4 

(%) 
Error 5 

(%) 

Average absolute error (%) 1.45 1.87 1.40 1.24 1.27 

Mean square error 1.43 1.71 1.45 1.22 1.22 

 
From Table 4, it can be intuitively seen that method 4 has the minimum error, so 

method 4 is chosen to calculate the coefficient friction and deformation resistance to 
predict the rolling force. 

2.5 Establishment of Model Library 

Since the model parameters of μ and K are not known in the beginning, the 
parameters of 

0 1 1 2b b h bμ ε= + +  and 
0

n
sσ σ βεΣ= +  need to be calculated by the 

measured data of method 4, and then they will be stored to establish the model library. 
This makes it easy to apply model parameters adaptive method to improve the 
calculation accuracy of rolling force. 

Model library is as the following format 

Table 5. Model library of the deformation resistance and friction coefficient 

Steel 

types 

σ0_ 

old 

β_ 

old 

n_ 

old 

σ0_ 

next 

β_ 

next 

n _ 

next 

b0_ 

old 

b1_ 

old 

b2_ 

old 

b0_ 

next 

b1_ 

next 

b2_ 

next 

Type 1 402.9 333.4 1.12 402.9 333.4 1.12 0.021 0.006 0.024 0.021 0.006 0.024 

Type 2 347.1 503.8 0.85 347.1 503.8 0.85 0.043 0.006 -0.089 0.043 0.006 -0.089 

Type 3 403.9 422.4 0.96 403.9 422.4 0.96 0.006 0.001 0.103 0.006 0.001 0.103 

Type 4 401.6 442.9 1.09 401.6 442.9 1.09 0.012 0.007 0.032 0.012 0.007 0.032 

Type 5 460.7 411.9 1.04 460.7 411.9 1.04 0.041 0.005 -0.086 0.041 0.005 -0.086 

 
σ0_old，β_old and n_old are the K model parameters of preceding rolled steel coil; 

σ0_next，β_next and n_next are the predicted K model parameters of next rolling 
steel coil. Similarly, b0_old，b 1_old and b 2_old are the μ parameters of preceding 
rolled steel coil; b0_next, b1_next and b2_next are the predicted μ model parameters of 
next rolling steel coil. The model parameters of next rolling steel are the same as the 
preceding in the initialization of the model library. 

3 Online Adaptation of Model Parameters 

3.1 Prediction on the Model Parameters of Next Rolling Steel Coil by 
Exponential Smoothing 

By establishing the model library through the above method, the model parameters of 

0 1 1 2_ _ * _ *b next b next h b nextμ ε= + + and _
0 _ _ * n next

s next nextσ σ β εΣ= +  stored in 
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the model library of corresponding steel can be directly called to predict the μ and K 
of next rolling steel coil, and then the rolling force can be calculated. Using this 
rolling force to roll, real-time measured data can be got, and then new model 
parameters by measured data can be obtained by reusing method 4, expressing as 
σ0_new, β_new, n_new, b0_new, b1_new, and b2_new, and the model parameters of 
next rolling steel roil can be predicted by using exponential smoothing method. 

Equations are as follows: 

0 0 0

0 0 0

1 1 1

2 2 2

_ (1 )* _ * _

_ (1 ) * _ * _

_ (1 ) * _ * _

_ (1 ) * _ * _

_ (1 )* _ * _

_ (1 ) * _ * _

next new old

next new old

n next n new n old

b next b new b old

b next b new b old

b next b new b old

σ α σ α σ
β α β α β

α α
α α
α α
α α

= − +
 = − +
 = − +
 = − +
 = − +


= − +

 
(8)

,where α is the smoothing factor, which has a range of 0-1. After the rolling 
parameters of next coil are predicted according to the smoothing method, they will be 
deposited into the model library, and parameters should be updated with σ0_next, 
β_next, n_next and b0_next, b1_next, b2_next. Then σ0_old, β_old, n_old, b0_old, 
b1_old, b2_old are replaced by σ0_new, β_new, n_new, b0_new, b1_new, b2_new, and 
finally the model library gets updated. And then the roll parameters of the next rolling 
steel coil can be continued to predict by the above steps. 

3.2 Selection of the Smoothing Factor α 

Smoothing factor α is equivalent to the scale factor. The smaller α is, the more greatly 
predicted model parameters are affected by the preceding rolled steel coil, so select 
α=0.1, 0.2, 0.3, 0.4, 0.5 , comparison results of the predicted rolling force error are as 
follows: 

Table 6. Error of predicted rolling force by different smoothing factor 

 α=0.1 α=0.2 α=0.3 α=0.4 α=0.5 

Average absolute error 4.12 4.08 4.10 4.08 4.13 

Mean square error 6.40 6.28 6.30 6.19 6.22 

 
Table 6 provides the errors of predicted rolling force with 1000 sets of data, which 

intuitively reflects that there is the minimum rolling force error of adaptive prediction 
when α=0.4 , so select the smoothing factor as 0.4. 

Since the errors in table 6 are calculated by the predicted model parameters, they 
are all larger than errors in the table 4 which calculated by the measured data. 
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3.3 Summary of Adaptive Steps 

To facilitate understanding, the adaptive process of section 2 is simplified as the 
following steps, as shows below: 

 

Fig. 3. Flow chart of adaptive process 

4 Conclusion 

The calculation results of 1000 sets of data show that the minimum error of rolling 
force appears when is fitted through the model 

0 1 1 2b b h bμ ε= + + , in which the μ is 

inversely computed by the forward slip equation based on the measured forward slip 
and rolling force. Hence, method 4 is selected to establish model library of μ and K. 
By the model parameters adaptive method, select α=0.4, the adaptive predicted result 
is the most accurate, and errors are all less than 5%. As a result, the highly precise 
model parameters adaptive method can be applied in the actual production mill to 
meet the need for accurate prediction of rolling force in the industrial field. 
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Abstract. It has been a difficult but hot subject to improve the vehicle 
trafficability in some complex soft-terrain environments in the research area for 
off-road vehicle dynamics and control. Based on previous study for a semi-
tracked air-cushion vehicle, a novel soft-terrain concept vehicle with a walking 
mechanism by using six air-cushion boots is proposed. The vehicle motion is 
realized by driving-gears while the boots vertical motion is realized by air 
charging or discharging. Therefore the modeling of a single boot is the first 
important task for vehicle motion modeling and control. In this paper, the 
structure and working principle of the vehicle are described firstly. Then a 
parameterized steady-state model of air-boots considering the rubber elastic 
deformation is established, which is verified by comparing with finite element 
simulation results. The model can still be used while the size and material of 
boots changing. Finally, a numerical method to simulate boot air-charging 
process by using the established model is discussed, and a typical process is 
taken as an example. The research results provide useful references for future 
work on vehicle modeling and control algorithm design. 

Keywords: Soft-terrain vehicle, Air-cushion boot, Finite element analysis, 
numerical simulation. 

1 Introduction 

It has been a difficult but hot subject to improve the vehicle trafficability in some 
complex soft-terrain environments in the research area for off-road vehicle dynamics 
and control [1]. Based on previous study for a semi-tracked air-cushion vehicle [2-4], 
a novel soft-terrain concept vehicle with a walking mechanism by using six air-
cushion boots is proposed. 

The new vehicle structure has potential advantages as follows,  

• Air-cushion provides low ground pressure on soft terrain and good adaptive ability 
on uneven terrain. 

• Non-conventional walking mechanism further improves vehicle’s crossing-terrain 
ability. 

Therefore, the novel vehicle may have a good performance on soft and uneven terrain 
conditions and also bring new inspiration. 
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Before taking some related actual experiments, it is necessary to make preliminary 
dynamics analysis for economy consideration. The modeling of a single boot would 
become the first important task for vehicle dynamics analysis.  

In this paper, the structure and working principle of the vehicle are described 
firstly. Then a parameterized steady-state model of air-boots considering the rubber 
elastic deformation is established, which is verified by comparing with finite element 
simulation results. The model can still be used while the size and material of boots 
changing. Finally, a numerical method to simulate boot air-charging process by using 
the established model is discussed, and a typical process is taken as an example. The 
research results provide useful references for future work on vehicle modeling and 
control algorithm design. 

2 Structure and Working Principle of the Vehicle 

The structure of the novel soft-terrain vehicle is shown in fig. 1. In the design, the 
walking mechanism consists of six air-cushion boots (7 and 8) distributed in right and 
left sides symmetrically under the vehicle body. Each boot is similar to a diaphragm 
air spring and its capacity is variable. There is a high-pressure air chamber (2) inside 
the vehicle body. The pressure is maintained in an appropriate range by an air 
compressor (1) with driving motor under the control of designed algorithm. Each boot 
is connected with three-phase electromagnetic valve (3) through an airway (4). The 
volume of inner air is changed by switching phases. When the valve is switched to 
phase one, boot is connected with air chamber, the high-pressure air will flow into 
boot, then the boot is released on the ground. When the valve is switched to phase 
three, boot is connected with atmosphere, the air in the boot will be pushed out by an 
extension spring (6), then the boot is raised from the ground. The phase two is closed  
 

 

Fig. 1. Sketch map of the novel soft-terrain vehicle  (1-air compressor with driving motor 2-
high-pressure air chamber 3-electromagnetic valve 4-airway   5-air-cushion boots longitudinal 
driving mechanism 6-spring(stretched) 7-air-cushion boot(charged) 8-air-cushion boot 
(discharged)) 
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state, which will be switched to after a predetermined action finished to keep boot’s 
current states. Furthermore, a low-pressure air chamber and one more phase could be 
added in case the rise up power is not enough. The longitudinal motion is realized by 
a longitudinal driving mechanism (5), whose structure detail will not be discussed in 
this paper. 

3 Parameterized Steady-State Model of Air-Boots 

3.1 Structure Detail of Air-Boots 

A single air cushion boot is a hollow rotationally symmetric object, whose cross-
section through symmetry axis is shown in fig.  2. 

 

Fig. 2. Sketch map of air-boots 

The air-cushion part of boots is made of rubber. In fig. 2, the black dots represent 
steel rings to limit the deformations when inner pressure is high. A circular steel plate 
is placed on the top of rubber part also to limit the top deformation. 

The height of boot H changes when boot charged or discharged. The power of 
discharging comes from an extension spring in the boot. The design parameters of 
boot are listed in table 1. 

Table 1. Design parameters of boot 

parameter value 
Diameter of support area L1/mm 300 
Length of side plotlines L2/mm 50 
Thickness of the rubber layer h/mm 5 
Height of boot H/mm Changes with working status 
Spring stiffness K/(N/m) 1000 

3.2 Description of the Modeling Problem 

Based on the structure of air-cushion boots, in the steady state, the height of boot H is 
only decided by inner pressure P and the volume of inner air V. The relationship can 
be expressed using the function, 

L1
L2

H
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( , )H f P V=  (1)

(1) is what we are interested in actually. But it is hard to get the mapping from P V to 
H directly. On the other hand, if we know the mapping from H P to V, that is, 

( , )V g H P=  (2)

(2) can be treated as 

( )pV h H=  (3)

Where  ( ) ( , ) |p y Ph x g x y == , then 

1( )pH h V−=  (4)

(4) is equivalent to (1). 
So in this section, different displacement constraint and pressure load are applied 

on boot to observe the variation law of the volume of inner air, after getting the 
mapping relationship from H P to V, the specific form of (1) can be obtained by 
mathematical transformation. 

3.3 Conventions and Assumptions 

The conventions, simplifications and assumptions are as follows, 

1. The thickness of ruber is treated as zero in geometric analysis. 
2. Shown in fig. 3, the intersection polyline DA1B1A2B2A3B3A4B4A5B5A6E of a plane 

through the symmetry axis and the boot is used as object to study the deformation 
of boot.  

 

 

Fig. 3. Air-cushion boot ployline element 
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3. A coordinate system of Oxyz is established, whose origin is point A1，x-direction 
is from A1 to B1, z-direction is perpendicular to the plane, y-direction is defined by 
right-hand rule. 

4. Another coordinate system of Ox’y’ is established, whose origin is point D, x’-
direction is from D to C, y’-direction is from D to A1. 

5. Non-spring model is discussed in this session, the spring force will be treated as 
external force in the following research. 

6. All lines in set { AiBi，BiAi+1（i=1,2,3,4,5）}deformate symmetrically. 

There are also some inferences. 

1. The volume of air can be calculated as 1 1 10A B CDV × , where 1 1A B CDV  represent the 
volume of body made by rotating the polygon A1B1CD around the boot axis. The 

following part will focus on 1 1A B CDV . 
2. The shape of boots, the applied displacement constraint H and the pressure load P 

are all axisymmetric, so the total force applied on the ployline element in the z 
direction is 0. 

3.4 Theoretical Derivation of the Model 

1 1A B CDV  is defined by the location and sharp of line A1B1. In coordinate system of 
Ox’y’, the coordinates of point A1 never change, the coordinates of point B1 are 
determined by displacement constraint and pressure load, the sharp of line A1B1 is 
determined only by pressure load. For steady-states analysis, it is feasible to assume 
that the coordinates of point B1 determined by displacement constraint firstly(shown 
in fig. 4(a)), then the coordinates of point B1 change caused by pressure load (shown 
in fig. 4(b)) and finally line A1B1 deformates caused by pressure load (shown in fig. 
4(c)) . 

 

Fig. 4. The assumed deformation process of line A1B1 

In condition of fig. 4(a), assume that all lines keep their length.  
So A1B1’=B1’A2’=A1B1=B1A2=L2, the distance R from B1’ to C can be obtained by 

(5). 

2 2
1 2/ 2 ( /10)R L L H= + −  (5)
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In condition of fig. 4(b), the pressure applied on line A1B1 is perpendicularity to line 
A1B1, so it does not affect the coordinates of point B1. The pressure applied on line 
A2B1 makes line A1B1 stretched. The stretched length can be obtained by (6). 

2 2
2 2

0.5 sin 2 ' sin 'cos 'P L b PL
L L L

E b h Eh

θ θ θ× × × ×Δ = × =
× ×

 (6)

Where E   is rubber tensile elastic modulus, b is the breadth of the element which 

can be eliminate, 'θ   is shown in figure. In this condition, θ   and 'θ  are treated 
as equal, so (6) can be translated to, 

2
2

sin cosPL
L L

Eh

θ θΔ =  (7)

Where θ   is defined by  
2 2

/10
arcsin arcsin

10

H H

L L
θ = = . 

Condition of fig. 4(c) is similar to a typical condition in mechanics of materials, 
uniform load supply on simply supported beam. Reference to existing results, the 
deformation of line A1B1 can be expressed as (8) in coordinate system of Oxyz, 

3 2 3
2 2 2( ' 2 ' ) 0 '

24

qx
y L L x x x L

EI
= − + ≤ ≤  (8)

Where q  is uniform load defined by q P b= × , I  is moment of inertia defined by 
3 / 3I bh= , 2 'L  is the length of line A1B1 considering tensile deformation defined 

by 2 2'L L L= + Δ . 
Rewrite (8) in coordinate system of Ox’y’ in implicit function form,  

1

' sin ' cos '

' cos ' sin ' / 2

x x y

y x y L

θ θ
θ θ

= −
 = + +

 (9)

Where 
2 2

/10
' arcsin arcsin

' 10 '

H H

L L
θ = = . 

By calculus, 

2

1 1

/10
2 2

1

' 0 0

' ' ( cos ' sin ' / 2) ( sin ' cos ')
H L

A B CD

x x

V y dx x y L d x yπ π θ θ θ θ
= =

= = + + −   (10)

And, 

1 110 A B CDV V=  (11)

(11) is the specific form of  (2). 
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It is hard and not necessary to write the analytic form of (11) out. In the following 
discussion, the numerical solution of  (11) is used. 

3.5 Finite Element Simulations 

In order to examine the correctness of the model, take a kind of rubber and the design 
size (see in table 1) as example, the finite element simulations are carried. ANSYS is 
used as the software platform, whose effectiveness is recognized. 

An actual experiment may be more persuasive. But actually, the change of boot 
volume is not significant, so it is hard to design a method to measure the volume of 
inner air precisely under the influence of measurement error. On the other hand, this 
paper is focus on preliminary analysis for economy consideration. So the actual 
experiment is postponed. 

Choose SHELL208 as element type, and mooney-rivlin hyperelastic material 9-
parameter model[5] as the Material model. The parameters of the mooney-rivlin 
hyperelastic model are listed in table 2. 

Table 2. Mooney-rivlin hyperelastic model parameters 

C10 C01 C20 C11 C02 
1.6MPa 

－0.858MPa 0.888Mpa 
－2.758Mpa 1.993Mpa 

C30 C21 C12 C03  
0.219Mpa 

－1.460Mpa 2.967Mpa 
－1.727 Mpa  

 
The rubber tensile elastic modulus is 10.52Mpa corresponding to the mooney-

rivlin hyperelastic material model. Poisson ratio is set to 0.5. 
Fig. 5 shows the simulation results and the error between theoretical model and 

simulation results. 

 

Fig. 5. Finite element simulation results (left) and the errors between theoretical model and 
simulation results (right) 



Modeling and Simulation of Air-Boots for a Novel Soft-Terrain Walking Concept Vehicle 83 

The errors between theoretical model and simulation results are very small. So the 
assumptions made in this section are acceptable. The error may be caused by the 
difference of model detail. 

Furthermore, specific form of (1) is got by numerical method using (11). 

4 Air-Charging Process Simulation 

4.1 Numerical Method 

In order to design control algorithm, the air-charging transient dynamics process 
should be studied clearly. (The discharging process can be studied by the same way.) 
A numerical way to simulate the air-charging process is proposed in fig. 6. 

(12) is used to calculate flow capacity [6] 

2
in i

i q
P P

Q c A
ρ
−=  (12)

Where qc  is volumetric efficiency, A is cross-sectional area of airway, ρ  is air 

density.  

 

Fig. 6. The simulation flow diagram 

Poisson's formula of the ideal gas is used to calculate the volume of inner air, 

1

1

1

'

'

' '

n n
i i i i

n n
in i i i

i i i

PV P V

P V P V

V V V

+

+

+

 =
 Δ = Δ
 = + Δ

 (13)
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Where n is polytropic exponent, the letters with apostrophe represent the volume of 
“air mass” of the i +1 time. It is worth mentioning that all P’s appeared in (13) 
represent absolute air pressure, which is different from other equations. 

The enlarged and bold “boot model” is the model discussed in section 3. 

4.2 Simulation Condition 

The condition is shown in fig. 7. An object placed on a fixed platform, with an air 
cushion boot connected to below the bottom. Air charging start until the height of 
boot is 300mm. 

The simulation parameters are listed in table 3. 

 

Fig. 7. Simulation condition 

Table 3. Simulation parameters 

parameters value 

qc  0.82 

A 0.0007m2
 

ρ  1.324kg/m3
 

n 1.4 
Pin 10Kpa 
M 45kg 
H0 150mm 
D 100mm 

 

4.3 Simulation Results 

Fig. 8 shows the changes of height of boot, flow capacity, volume of inner air and 
pressure of inner air over time. 

The results show that after charging started 0.13s, the boot reaches the ground, then 
the object is lifted in about 0.01s, and the height of boot becomes 300mm finally. 
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Fig. 8. Simulation results 

5 Conclusions 

This paper gets a parameterized steady-state model of air-boots considering the rubber 
elastic deformation, which is verified by comparing with finite element simulation 
results. This will benefits parameter design optimization. But the relationship between 
the model and the boot’s size and material cannot be expressed in a concise form. An 
approximate analytical formula composed by boot’s size and material constants could 
be studied in the further work. 

A numerical method to simulate boot air-charging process is also discussed in this 
paper. The discharging process can be simulated in the same way. This will benefits 
the whole vehicle modeling and control algorithm design. The complete model 
including the soft-ground will be studied in the further work. 

The novel soft-terrain concept vehicle may provide potential applications for the 
transportation and operation in some special requirements e.g. military and scientific 
exploration etc. Its feasibility will be further discussed and related control algorithm 
will be designed in the future. 
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Abstract. This paper describes the mechanical structure, electrical lay-
out and control concept of the four-wheeled electric vehicle EO smart
connecting car (EO scc). This car is able to change its shape, a fea-
ture provided by a foldable chassis, which also allows the coupling with
suitable vehicle modules to thereby reconfigurable automobile unions.
A concept for modular vehicle unions and extended maneuverability is
provided by an innovative suspension. This suspension features 5 degrees
of freedom for each wheel that can be controlled individually, being im-
plemented as a parallel hybrid structure. The software control and the
mechanical and electronic components, as well as simulation-based de-
sign of construction and mobility concepts of the EO scc are described.

Keywords: modular electric car, extended maneuverability, wheel hub
motor, drive by-wire, morphology, car docking, road train.

Fig. 1. The EO Smart Connecting Car (EO scc)
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1 Introduction

A constantly increasing number of road users leads to increasing occurrences
of traffic jams and overcrowded roads, this poses a problem to be solved by
new transport concepts utilizing new approaches. Examples of such concepts are
the straddling bus concept (3D Express Coach) from Shenzhen Huashi Future
Parking Equipment 1, the person cabs at high rails of SkyTran [1], the aerial
cableway concept [2] or the autonomous cab transport system of the company
Ultra [3]. The European Union project SARTRE [4] studied the coupling of
road vehicles to road trains by communicating via radio link. In this paper,
the software control and the mechanical and electronic components, as well as
simulation-based design of construction and mobility concepts of the EO smart
connecting car (EO scc) are described. The EO scc was developed and tested as
real prototype (Figure 1) at DFKI RIC in Bremen2.

2 Coupling Concept and Mechanical Structure

A coupleable chassis offers a possibility for a united vehicle entity to adapt to
the desired space, transport capacity or age-appropriate accessibility of each
individual demand. Aerodynamics or driving dynamics can be adjusted to the
individual user behavior and environmental conditions. Smaller modular units
are expandable to Multi Purpose Vehicles (MPVs) on demand.

Fig. 2. Motion modes of the four-wheeled drive unit EO scc

1 Shenzhen Huashi Future Parking Equipment http://www.hsfuture.com/
2 DFKI EO scc,
http://robotik.dfki-bremen.de/de/forschung/robotersysteme/

eo-smart-connecting-car.html

http://www.hsfuture.com/
http://robotik.dfki-bremen.de/de/forschung/robotersysteme/eo-smart-connecting-car.html
http://robotik.dfki-bremen.de/de/forschung/robotersysteme/eo-smart-connecting-car.html
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Fig. 3. Definition of EO scc suspension dynamics

Figure 2 illustrates the versatility of such a modular system, presenting some
basic examples. Also, by attaching and detaching functional segments the vehicle
configurations can be adapted to the individual task of transportation.

The central element of the EO scc for achieving this flexibility is the active
suspension mechanism (Figure 3). The chassis configuration of the EO scc pro-
vides the possibility of a modular concatenation of multiple chassis elements
by electromechanical clutches, analogous to reconfigurable robotic systems like
Swarm-Bot [5]. In a basic setup resembling a usual car, two chassis axles with a
folding mechanism provide a similar effect to space saving and shape changing,
as also shown by the City Car concept of MIT [6].

Figure 2 illustrates the main maneuverability features of EO scc, both for a
single vehicle and for a multi-vehicle unioned setup. The basic structure of the
electric vehicle EO scc is characterized by a movable connection of the passenger
cabin implemented by a pivoted front axle, inclinable and tiltable rear axle,
and by the four individually adjustable suspensions with wheel hub motors.
Small flexible electric vehicles with distributed drives for urban use were already
presented, e.g. the Nissan Pivo [7]; active suspensions are already tested e.g. with
the F 300 Life Jet [9] or used in series by BMW [8]. The EO scc integrates those
technologies, altogether offering 23 individually adjustable degrees of freedom.
Three independently controllable axes implement the folding mechanism, five
adjustable axles hold each of the four wheel suspensions of the unit. The active
suspensions provide the maneuverability necessary for positioning the coupling
points and also offer the characteristics needed for different driving conditions
onroad, offroad, stable driving along curves and entry-exit situations.
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These suspensions implemented in the EO scc enable the vehicle to variably
change it’s geometry, based on the principle of a double wishbone. In the imple-
mentation of the suspension units (Figure 3), the wheel hub motor is bolted to
the steering knuckle, which is directly controlled from the 2250N steering cylin-
der A3. The knuckle is rotatably mounted in the swivel-fork with a 2500N-linear
actuator by the setting of A1. The axis of A1 is met at the pivot point, which
links the lifting boom swivel at the bottom of the knuckle and provides the wheel
to perform an additional horizontal movement relative to the chassis.

Fig. 4. Control and linkage of the folding mechanism

Table 1. Characteristics of the EO scc,
min and max values depend on the folding
state of the vehicle, weight includes main
battery (LiFePO4)

EO scc characteristics

min. max.

lenght 1480mm 2250mm

width 1400mm 1600mm

height 1650mm 2090mm

weight approx. 755kg (unloaded)

payload approx. 200kg

The height adjustment of the Eo
scc suspensions (Figure 3(c)) is imple-
mented by a 4-membered linkage be-
tween the knuckle and chassis carrier.
This lifting boom is controlled by the
6800N-linear actuator A2 by a lever
to the shock absorber. An additional
1100N linear actuator A4 is mounted
for adjustment of the angular position
of the fork by changing the regulating
distance (wheel camber).

The folding mechanism (length and
height adjustment) of the EO scc de-
picted in Figure 4 is based on a linkage
of three variable transmission elements
and offers one degree of freedom at the
front axle carrier and 2 DOF on the rear carrier. by use of the actuator q7, the
inclination of the front and rear axle carrier can be adjusted relative to a hori-
zontal plane by changing the length of q6 and q8. The console and seat module
is also connected to the folding swing arm (q8), thereby an upright position of
the driver is retained.



Concept of Actuation and Control for the EO scc 91

The variable wheelbase allows EO scc to adapt to all kinds of transportation
needs, e.g. on space-saving parking, small ways, easy entry, united group driving
or frontal wind resistance (Cf. table 1).

3 Simulation-Based Design

The EO scc morphology has been geometrically modeled in Solidworks 3 and the
CAD data designed in Solidworks has been exported to the multi-body dynamic
simulator ADAMS 4 to simulate and test its physical properties. In the ADAMS
simulator, several physical properties, such as mass, spring, actuator dynamics,
wheel-road contact dynamics with the pac2002 tire model [10], etc., have been
modeled additionally.The low-level control properties such as kinematic algorithms
and behavior patterns have been modeled and tested in the ADAMS/MATLAB
co-simulation framework. Figure 3(a)-(d) show the wheel suspension with four
cylinders. Algorithm 1 shows the inverse kinematic algorithm. The coordinates
S(x, y, z) and E(x, y, z) of the cylinder-lengths A1, A2, A3 and A4 (Figure 3(d))
are rotated by the angles α, β, φ and ϕ. Displacements y and z of the suspension
point S1 and rotation angles φ and ϕ are the inputs to the inverse kinematic algo-
rithm, are the outputs from them.

Given T (translation matrix), R (rotation matrix) on an arbitrary axis ( #»v ),
and U (input matrix), rotation about the axis is described by the Euler angle as
follows,

Y = T−1R−1
x R−1

y RzRyRxTU (1)

Algorithm 1. Inverse Kinematic Algorithm of Wheel Suspension

1: Initialization: S1, S2, S3, S4, E1, E2, E3, E4, α, β, φ, ϕ,C
2: Input: Δy,Δz,Δφ,Δϕ
3: calculate # »vβ from Δα,Δσ according to inputs Δy,Δz (see Figure 3(c))
4: rotate points S1, S2, S3, S4, E3, E4, C by Δσ on the axis # »vβ using the Euler angle
5: rotate points S1, S2, S3, S4, E3, E4, C by Δα on the z-axis of the zero position using

the Euler angle
6: calculate #»v1 through S1E1

7: calculate Δψ of rotation on #»v1 in order to rotate S3, S4, C by Δϕ
8: rotate points S1, S2, S3, S4, E3, E4, C by Δψ on the axis #»v1 using the Euler angle
9: calculate the flat vector of wheel # »vw

10: #»v2 ← cross product #»v1 × # »vw

11: rotate points S1, S2, S3, S4, E3, E4, C by Δφ on the axis #»v2 using the Euler angle
12: calculate S2, E2 according to S1 using the cosine rule.
13: A1 ← S1E1, A2 ← S2E2, A3 ← S3E3 and A4 ← S4E4

14: Return A1, A2, A3, A4

3 Solidworks, http://www.solidworks.com
4 ADAMS, http://www.mscsoftware.com

http://www.solidworks.com
http://www.mscsoftware.com
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Fig. 5. Test and optimization of steering and swing behavior pattern in simulation

The driving modes proposed in Figure 2 have been achieved using the inverse
kinematic algorithm and the motion-patterns have been developed and opti-
mized. Figure 5(a) shows the motions for the mode-change from the frontal
driving mode to the sideways driving mode (see Figure 2): The method 1 con-
sists of two steps in which the first step is a swing and the second is a rotation,
whereas the method 2 has the swing and rotation together in one step and it
definitely reduces the force of cylinder A4. When the wheel has a swing motion
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without any changing of wheel angle, cylinder A4 has a big force like shown in
Figure 5(b). An adaptation of yaw angle of the wheel belong to the motion of
the wheel center can reduce the maximum force of cylinder 4: Figure 5(b) shows
a comparison of the swing motions with the adaptation and without one.

4 Electrical Topology and Components

A 48V main power supply circuit of EO scc is used for the locomotion of the
vehicle with 4 wheel hub motors, for adapting the morphology and changing

: 48V 4kW BLCD motor, : lighting system, : 4kW BLCD ana-

logue motor controller, : Motor contoller board interfacing BLDC controller,

: electric linear actuator, : DFKI developed H-Bridge, : low

level controller for safety and peripherals, : 48 V main battery and

12V secondary battery

Fig. 6. EO scc electrical topology



94 M. Jahn et al.

the driving behavior through changing the suspensions run-time properties. A
secondary power supply circuit based on 12V is used for the main control systems
of the vehicle, peripheral devices and lighting system (Figure 6). Monitoring and
control of the circuits is handled by a industrial PC and a low level controller
implementing a basic battery and power management system.

The most power consuming elements in the main power circuit while driving
are the brushless hub motors with related power of 2,5kW and a maximum power
of 4kW. They can reach a maximum torque of 140Nm, a related rotational speed
of 650rpm, a maximum speed of ca. 70km/h and up to 84,5 percent efficiency.
Each motor is controlled by a 4kW analogue motor controller, which creates
3-phase pwm current for the motor. Per chassis axle there is one motor control
board responsible for the control of these 2 analogue motor controllers. The
maximum power consumption of the linear electric motors can be up to 800W
by 48V. The control task of each of the linear motors was implemented by DFKI-
developed H-Bridges. The H-Bridges of each axle are connected with the motor
controller board and the control PC directly on a CAN-bus. The PC used is
based on the PC/104 industrial standard 5 and is powered by the secondary
power circuit independently of the primary circuit.

5 Control Concept and Software Implementation

As the vehicle presented here is highly modular, a modular approach has also
been choosen for the control concept, even on the physical level of the imple-
mentation. That is, every drive element, consisting of a suspension unit and a
wheel hub motor, is controlled exclusively. This is implemented physically by
the utiziation of independent, dedicated electrical controllers, logically by the
utiziation of independent, dedicated software tasks for each drive element. This
approach allows the use of the control concept not only for controlling a certain,
single vehicle, but rather for controlling a union of functional elements, together
forming a vehicle.

This flexibility also constitutes the foundation for the modularity concept to
be demonstrated with the vehicle presented here: If two or more vehicles are
coupled together, the united vehicle is not to be understood consisting of two
(or more) vehicles anymore. According to the control concept designed, it can
be operated being a singe vehicle entity. The following sections will present the
main aspects of the implementation of this concept.

With respect to the modular setup of the vehicle, each drive element is con-
nected independently to the vehicle’s central control unit. Within each single drive
element, every active unit is controlled by a dedicated controller board. This is a
controller for each of the four linear actor elements handling the wheel’s position
and orientation, plus one controller driving the wheel motor. These controllers use
the CAN bus protocol for communication, all controllers of a single drive element
form a CAN device using a certain address space. In the vehicle presented in this
paper, two of these logical devices - corresponding to two drive elements - form one

5 The PC/104 Consortium, http://www.pc104.org

http://www.pc104.org
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Table 2. Technical data of the EO scc electrical topology

Power supplies

battery type voltage capacity

main power circuit option a: silicone
lead-acid

48V 2x36Ah

option b: lithium
iron phosphate
(LiFePO4)

52V 70Ah

secondary power
circuit

lead-acid 12V 36Ah

Actuators

type of actuators usage area max. force

linear electric actua-
tors

4 in each suspension 1100-6800N

4 for morphology 1100-6800N

wheel hub motor 1 in each suspension 140Nm

Control devices

device quantity purpose of use

Host PC (PC104) 1 main computer for the control of EO scc

DFKI H-Bridge 20 controller for electic linear actuator

motor controller
board (mcb)

2x1 (on each axle) interface for BLDC motor controller

low level controller
(llc)

1
battery management and switching of
lighting system

of the vehicle’s axes and are connected to the central control unit using a single,
dedicated CAN bus line (Figure 6). The complete vehicle is then constituted by
using a number of such axes (e.g. two for the vehicle presented in this paper), each
being connected to the central control unit. This ”ordinary car” configuration of
the vehicle has to be understood to be just one of many possible configurations
(e.g. 2-wheeled, 3-wheeled, . . . , n-wheeled) using the same control concept. For
any given configuration, the software implementation maps the configuration of
the vehicle to a corresponding object model.

At the highest level of the object model, all vehicle objects are contained in
an abstract global vehicle object, which is also containing addiditonal objects for
input controls and the folding mechanism. Controlling the whole vehicle is done
by issuing commands to the global vehicle object, e.g. by using the input controls
(Figure 7). When a command is issued to the vehicle, e.g. by a driver turning
the steering wheel, this input is given to the top level vehicle object. The vehicle
object is then computing the target values for it’s direct child objects (e.g. axis
objects) contained in the vehicle’s current configuration, which are then refining
the target values for their child objects. This process is continued until the target
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values for the actuator objects (e.g. drive element object) on the lowest level of
the model have been computed and are then issued to the hardware.

Fig. 7. Layout of the control concept

This approach allows great flexibil-
ity in the control of each of the ve-
hicle’s axes, drive elements and wheel
motors, and also constitutes the foun-
dation needed for the vehicle’s modu-
larity concept. If, for example, two or
more vehicles start a combined cou-
pling maneouver, the control concept
remains the same, even for this rather
complex vehicle configurations. The
addiditonal vehicle elements are just
added to the control mechanism be-
ing additional logical objects using a
corresponding set of parametrical in-
puts. The mechanism of calculation
of the target position and orientation
for each element can remain the same,
it is then just serving a higher num-
ber of objects, calculating the corre-
sponding target values for each object
involved. For the actual implementa-
tion of the control software, Rock: the
Robot Construction Kit 6,7, also de-
veloped at DFKI RIC, was used.

The user interface was designed and developed to offer a simple, intuitive way
to control even such a complex device as the vehicle presented here. To achieve
this, the vehicle is mainly controlled using controls that can be assumed to be well
known: a steering wheel, two pedals and a 6-gears gear shift. Additionally, a touch
screen element displays information about the vehicle’s state (current mode of
operation, battery state, motor current, etc.). In the initial mode of operation
(1st gear), these elements can be used just like in a ordinary car, selecting the
2nd gear reverses the drive direction. But beyond that, by using the gear shift
element, the user is able to switch to other, rather complex modes of operation,
which will also change the way the input controls will drive the vehicle (Figure
8). If, e.g. the user sets the gear shift mechanism to 5th gear, the vehicle changes
it’s mode of operation to the ”turn-in-place” mode, thus bringing each wheel into
a 45 degrees position, that allows the vehicle to turn on the spot. To operate the
vehicle in this mode of operation, the steering wheel is used. If it is turned in this
mode, the vehicle will turn accordingly; the degree of turning determining the
turn speed. Thus, the motion applied by the user to the wheel is reproduced by
the whole vehicle - a very intuitive way of controlling this rather complex device.

6 ROCK: the Robot Construction Kit http://www.rock-robotics.org
7 ROCK is based on Orocos RTT http://www.orocos.org

http://www.rock-robotics.org
http://www.orocos.org
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Fig. 8. Mapping of operation modes

Other modes of operation avail-
able are a diagonal move-
ment mode, that allows the car
to move diagonally forth (3th
gear) and back (4th gear) and
the sideways drive mode (6th
gear), that allows the car to
move sideways by bringing the
wheels into a 90 degrees orien-
tation (Cf. figure 2). If the user
turns the steering wheel while
in this operation mode, the car
will move to the side the steer-
ing wheel was turned to, the de-
gree of turn again determining
the movement speed.

As the whole control mechanism is implemented being pure ”drive-by-wire”,
thus every action command in the vehicle is issued electrically, the whole input
controls setup and mapping presented here have to be understood to be just one
demonstration of how the vehicle can be controlled - from the technical point of
view there is virtually no limit for changing the whole input controls setup to
another layout by just adjusting the corresponding parts of the control software.

6 Conclusions and Outlook

With the basic structure of the EO scc a new approach is offered, proving
the advantages of adjustable wheel suspensions and a variable vehicle morphol-
ogy for the coupling of vehicle segments. Energy management, easy navigation,

Fig. 9. Examples of basic modules for different vehicle configurations
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enhanced maneuverability, contactless charging and unlimited range can be de-
veloped further using this concept.

While developing and implementing the vehicle described in this paper, many
new experiences and a overall better insight into the possibilites and also prob-
lems of new approaches to electric mobility was gained. This knowledge is an-
other step essential to the further development of future transport concepts for
handling of a constantly growing number of road users and changing individual
end environmental transportation needs. Furthermore, this knowledge is already
used in the development of a second version of the EO scc. When this second it-
eration of the EO scc is completed, the mobility and coupling concepts described
in this paper will be evaluated practically, along with other modular options as
depicted in figure 9, which will give further experiences, then focusing on the
features and characteristics of such unioned vehicles.

Acknowledgement. The development of the EO scc was funded by the BMVBS
(German Federal Ministry of Transport, Building and Urban Development) and
conducted within the Electric Mobility Pilot Regions project. Special apprecia-
tion goes to all members of the DFKI RIC Bremen supporting the accomplish-
ment of this project, especially Roman Szczuka, David Grünwald, Philipp Kloss,
Sujeef Shanmugalingam, Robert Thiel, Jens Mey and Andreas Scholz.
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Abstract. This paper introduces a wavelet-based linearization method to 
estimate the single-degree-of-freedom (SDOF) nonlinear system response based 
on the traditional equivalent linearization technique. The mechanism by which 
the signal is decomposed and reconstructed using the wavelet transform is 
investigated. Since the wavelet analysis can capture temporal variations in the 
time and frequency content, a nonlinear system can be approximated as a time 
dependent linear system by combining the wavelet analysis technique with 
well-known traditional equivalent linearization method. Two nonlinear systems, 
bilinear hysteretic system and Duffing oscillator system, are used as examples 
to verify the effectiveness of the proposed wavelet-based linearization method.   

Keywords: Wavelet Transform, Linearization, Bilinear hysteretic system, 
Duffing oscillator. 

1 Introduction 

Nonlinearity is an inherent phenomenon that inevitably occurs in physical systems. In 
mechanical and structural systems nonlinearities can arise in various forms and 
usually becomes progressively more significant as the motion amplitude increases and 
excites the nonlinear behavior [1]. Nonlinear systems may show complex effects, 
such as limit cycles, bifurcations and even chaos which are difficult to anticipate. Due 
to the inherent nonlinearities of almost all physical systems, the subject of nonlinear 
control is one of the important topics in control community. Among many methods 
dealing with a nonlinear system, the most commonly used one is to linearize it which 
allows taking advantage of mature linear system control techniques to control the 
nonlinear systems approximately. Powerful linearization techniques are required to 
analyze and predict nonlinear system’s behaviour in order to design an accurate and 
desirable controller. Some popular linearization methods are reviewed in the 
following. The Lyapunov linearization technique [2] aims to approximate a nonlinear 
system by a linear one around the equilibrium point, and it is expected the behaviour 
of the linear system will be the same as that of nonlinear one. 

Furthermore, feedback linearization is also a well-known approach [3] used in 
nonlinear system control. The basic concept of feedback linearization is to cancel the 
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nonlinearities in a nonlinear system so that the closed-loop dynamics is linear [4]. 
Describing Function is another method for system linearization which is a statistical 
extension of linearization technique [5] and is an approximation procedure for 
analyzing certain nonlinear control problems that were originally developed by [6] 
and used as a tool in control engineering.  

Moreover, statistical method or equivalent linearization method has proven to be a 
very useful approximate technique in structure dynamics and earthquake engineering 
[7]. The main idea of this method is that non-linear system is replaced by an 
equivalent linear equation through minimizing the difference between the two 
systems in some appropriate sense [8]. However, this kind of linearization is based on 
the time-dependent behavior of the nonlinear system. When the spectral characteristic 
of a nonlinear system is changing with time which is common in many processes, 
only the time domain analysis is not sufficient to describe the process accurately. It is 
necessary to consider both time and frequency contents of the nonlinear system for 
the linearization.   

In the time-frequency analysis of signal processing,  wavelet transform as the 
popular tool for time-frequency analysis can be viewed as a synthesis of various ideas 
originating from different disciplines including [9], [10] mathematic, physics and 
engineering [11]. Pioneer research works on wavelet transformation topic can be 
found in [12]. The main reason for using wavelets in signal processing and time-
frequency signal analysis is its localization in time and frequency domains and 
flexible resolution to a certain extent. Meanwhile, wavelet allows the signal to be 
decomposed into elementary forms at different positions and scales that are generated 
from a single function called “mother wavelet” by translation and dilation operations. 
This information is subsequently reconstructed with higher precision. Therefore, the 
wavelet transform can be used to capture both time and frequency behaviors of a 
nonlinear systems and thus to linearize the systems. 

This paper presents a wavelet-based linearization method for linearizing SDOF 
nonlinear systems and finding their equivalent linear systems described by the 
corresponding wavelet coefficients.  The input - output relationships for a linearized 
system and nonlinear system are obtained by decomposing and reconstructing the 
input and output signals using the wavelet transform. Following the basic procedure 
of the traditional equivalent linearization approach, one can find the least mean square 
error between the linearized and nonlinear equations.  Since the wavelet analysis can 
capture temporal variations in the time and frequency content, the nonlinear system 
can be approximated as a time dependent linear system. The effectiveness of the 
proposed wavelet-based linearization method is validated on two nonlinear systems, 
i.e. bilinear hysteretic system and Duffing oscillator system.   

 The paper is organized as follows. Section 2 briefly introduces wavelet transform. 
The wavelet-based linearization method is proposed in Section 3. The simulation has 
been carried out to compare with the traditional equivalent linearization method in 
Section 4 and the paper concludes in Section 5. 
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2 Wavelet Transform 

Grossmann and Morlet [12] first introduced the idea of wavelet as a family of 
function constructed from translation and dilation of a single function called “mother 
wavelet” φ(t) defined by: 

( ) ( )
,

1 ;  a, b R, a 0ϕ ϕ
− 

= ∈ ≠ 
 

a b

t b
t

aa
 

(1) 

where a is called a scaling parameter and measures the degree of compression or 
scale, and b is a translation parameter which determines the time location of the 
wavelet. Wavelet corresponds to high and low frequencies by choosing |a|<1 or |a|>1 
respectively by compressing and decompressing the time width φ(t) . This is the main 
reason for wavelet success in signal processing and time-frequency signal analysis. 

A more extensive study has been carried out by Grossman et al., [13] and the 
wavelet transform of function  f(t)  is defined by: 

[ ]( ) ( ) ( ) ( )dtttffbafW baba ,,,, ϕϕϕ 
∞

∞−

==
 

(2) 

where , ( )a b tϕ  plays the same role as the kernel exp(iwt) in the Fourier transform. 

However, unlike the Fourier transform, the continuous wavelet transform is not a 
single transform, but any transform that can be obtained in this way. The inverse 
wavelet transform can be defined so that f(t) could be reconstructed by means of the 
following formula: 

( ) [ ]( ) dadb
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where parameter Cϕ  satisfies the so-called admissibility condition; 

( ) 2
ˆ

2 < ϕ

ϕ ω
π ω

ω

∞

−∞

= ∞C d  (4) 

where parameter ( )ϕ ω  is the Fourier Transform of the mother wavelet ( )ϕ t . In 

practical applications involving fast numerical algorithms, the continuous wavelet can 
be computed at discrete grid points. To do this, a general function , ( )ϕa b t  can be 

defined by replacing a with 
0
ma 0, 1 , b with 

0 0 0( 0)≠mnb a b , where (m, n) are 

integers and making  

( ) ( )00
2

0, nbtaat mm

nm −= −−
ϕϕ  (5) 

The discrete wavelet transform of   is defined as the  

[ ]( ) ( ) ( ) ( )dtttffnmfW nmnm 
∞

∞−

== ,,,, ϕϕϕ
 (6) 
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If the wavelets form an orthogonal and complete basis, ( )tf  can be reconstructed from 

its discrete wavelet transform ( ) ( ){ }nmfnmf ,,, ϕ=  by means of the formula [ ]( )nmfW ,ϕ     
( ) ( ) ( )tftf nmnm ,,, ϕϕ=  
For some very special choices of ϕ  and 

00 , ba , the 
nm ,ϕ  constitute an orthogonal 

basis. In fact, if 20 =a  and 10 =b , there exists a function ϕ  with good time-

frequency localization properties:  

( ) ( )ntt m
m

nm −= −−
22 2

, ϕϕ  (6) 

And it forms an orthogonal basis. These different orthogonal basis functions have 
been found to be very useful in application to speech processing [14], image 
processing, computer vision and so on [15].  

3 Wavelet Linearization 

3.1 Input - Output Relationship for a Nonlinear System 

Consider a SDOF nonlinear system subject to external signal f(t) with the equation 
motion: 

( ) ( )tfxxhtx =+ ),( 
 (7) 

where ),( xxh   is the nonlinear function. Performing the wavelet transform both sides 

of (7) yields [7]: 

( ) ( ) ( )bafWbahWbaxW ,,, ϕϕϕ =+  (8) 

where fWhWxW ϕϕϕ ,,  denote the wavelet transform of , ,x h f  respectively. Performing 

the integration by part on ( )baxW ,ϕ  according to the characteristic of fast decaying 

for wavelet basis, the following expression can be obtained: 

( ) ( )baxW
a

baxW ,
1

,
2 ϕϕ  =  (9) 

where the term on the right hand side is the wavelet transform with the wavelet basis
ϕ . The second order partial differential equation of ( )baxW ,ϕ

 with respect b  can be 

expressed as: 

( ) ( ) dt
a

bt
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b
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Exchanging the differential operator with the integral operator on the right hand side, 
Equation (10) can be written as  

( ) ( )baxW
a

baxW
b

,
1

,
22

2

ϕϕ =
∂
∂

 (11) 

Thus, one has 
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( ) ( )baxWbaxW
b

,,
2

2

ϕϕ =
∂
∂

 (13) 

The equation (8) can be expressed by: 

( ) ( ) ( )bafWbahWbaxW
b

,,,
2

2

ϕϕϕ =+
∂
∂

 (14) 

From this equation, the wavelet coefficient of the output can be obtained from the 
wavelet coefficient of the input. Because the parameter b  contains time information, 
the information for output response in time domain is achieved as well. Since the 
wavelet transform is a convolution operation in time, where the signal is decomposed 
in the distinct scales and translation values, the wavelet coefficients calculation is 
precisely similar to the calculation of the response of linear system that the 
convolution operation is implemented using impulse response function in the Linear 
Time Invariant (LTI) system. In the LTI system, the response calculation in the 
wavelet basis is obtained to replace the impulse function with the wavelet function. 
Thus, we can have the response information about time-frequency combination. 
Considering the nonlinear system (9), one can find the linearization system as 
follows: 

( )tfxxx eqeq =++ 2ωβ 
 

(15) 

By using the input-output relationship introduced previously and performing the 
wavelet transform on both sides of the equation (15), the following form can be 
obtained: [19] 

( ) ( ) ( ) ( )bafWbaxWbaxW
b

baxW
b eqeq ,,,, 2

2

2

ϕϕϕϕ ωβ =+
∂
∂+

∂
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(16) 

The equivalent linearization method is based on replacing the original nonlinear 
system by a linear one, which is equivalent to the original system in some 
probabilistic sense. Following the basic procedure of the traditional equivalent 
linearization approach, one can first find the mean square least error between the 
equation (16) and (14) 

( ) ( ) ( ) 222 ),,,( bahWbaxWbaxW
b eqeq ϕϕϕ ωβε −+

∂
∂=  (17) 

The coefficients eqβ and 2

eqω are determined by the following equations: 
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Noting ( ) 0E xx = , the two above equations lead to the following equations, 

respectively; 
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In fact, the wavelet coefficients are calculated numerically. The parameters are to be 
discretized over all the time steps. 

3.2 Discrete Wavelet-Based Linearization  

The output x(t) and  y(t) can be decomposed by using the harmonic wavelet:  

( ) ( ) ( )
2 2 2 1

,
0 0 0

2Re 2
− − −

= = =

  
= ≈ −     
  

jn n
j

j j k
j j k

x t x t a w t k  (21) 

where Re() represents the real part of a complex number. The harmonic wavelet 
coefficients are defined as [20], 
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Similarly, one has 
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( ) ( )dtktwtya j

kj 
∞

∞−
−= 2' *

,
 (24) 

where ( )ktw j −2  is the harmonic wavelet transform function represented by the level 

(scale) j  and time position of k .
kja ,

 and 
kja ,'  are the wavelet coefficients of ( )tx and

( )ty  respectively, also giving the assumption that ( )tx  and ( )ty  are both real functions. 

In order to obtain the equivalent linear damping and stiffness parameters in the 
discrete domain, we use the method discussed previously i.e. wavelet-based 
linearization method. Performing the wavelet transform on both sides of the equations 
(9) and (16), the following equations can be obtained: 
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k 2
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The square of error between the nonlinear and linearized formulation at each scale j 
and time position k of the wavelet transform is: 

2

22

, )2()2()2(






 −−−+−

∂
∂= kthWktxWktxW
k

jj

eq

j

eqkj ωωω ωβε  (27) 

The above error, when multiplied with reciprocal of the scale 1/2j and summed over 

all scale values, represents the error in the instantaneous energy of the response at the 
time t=k. By minimizing this error of the instantaneous energy with respect to the 
equivalent damping parameter

eqβ  and stiffness parameter 2
eqω , the instantaneous 

equivalent damping and stiffness parameters of the linearization can be obtained. 
Hence, a time variant linear system model is derived. The minimization conditions 
are: 
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Substituting equation (27) to (28) and (29) respectively yields: 
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Similarly, when summing the error for all the time positions, the error represents the 
energy of the process at each frequency band corresponding to a wavelet scale. Thus, 
the equivalent damping and stiffness parameters of this linearized system are 
determined as shown: 
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Thus, one has  

( ) ( )

( )











∂
∂

∂
∂

=

allk
w

allk
ww

jeq

kjxW
k

kjhWkjxW
k

2,

,

,,
β

 

( ) ( )
( )( )


=

allk
w

allk
ww

jeq
kjxW

kjhWkjxW

2

2

,
,

,,
ω 

Thus, the wavelet method can examine the error between the nonlinear and linearized 
system either at each time interval or each frequency band corresponding to wavelet 
scale. This flexible feature is very important to solve the nonlinear response of 
systems. 

4 Linearization Results 

4.1 Bilinear Hysteretic System 

Hysteresis phenomenon occurs in diverse disciplines ranging from physics to biology, 
from material science to mechanics, and from electronics to economics [16], [17] and 
[18]. The development of some new linearization strategies for hysteretic system for 
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control utilization is a quite challenging task in control communities. In this section, a 
bilinear hysteretic system modeling is introduced. For a SDOF system with bilinear 
hysteresis, the system model is [17]: 

( ) ( )tftxxhxx =++ ,, β  

( ) ( ) 000 == xx   
(34)

where the hysteretic force is expressed as; 

( ) ( ) ( )0, , 1 , ,α α= + −  yh x x t x h x y x  (35)

( )1 , , yy h x y x=   (36)

and 
0h and 

1h is defined as follows; 
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where y is the relative displacement of the purely elasto-plastic component
0h , 0.5α =  

and 1=yx  are respectively the second slope ratio and the yield displacement, and ( )•u  

is a unit step function. 
The linearized model equivalent to the system is given by the following formula: 

( )( ) ( )tfxcxcxxx =+−+++ 211  ααβ  (38)

Equation (38) can be written as: 

( )( ) ( )( ) ( )tfxcxcx =−++−++ 21 11 αααβ  ycxcy 43 += 
 (39)

The above equation could be written as: 

( )tfxxx eqeq =++ 2ωβ   (40)

( )( )αββ −+= 11ceq
 (41)

( )( )2
21ω α α= + −eq c  (42)

where 
eqβ  and 2

eqω  are the equivalent parameters. In the case of a stochastic system, 

the equivalent parameters are obtained by minimizing the expected value of the 
square of the error between the nonlinear system and the linearized system. 

For 
eqβ  and 2

eqω , one has 
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(44)

The system is excited by the signal 
( ) ( ) ( ) ( )tttttf 16sin512sin58sin10)4sin(15 +++=  

And the initial conditions are 0,0 2 == eqeq ωβ . Assume that the system is a linear one to 

obtain the responses at the different frequencies. By using the procedure demonstrated 
above and substituting the response to the expressions of equivalent parameters 

eqβ
and 2

eqω in equations (30) and (31), the parameters converged after 4 times of iteration. 

Therefore, the time varying linear system is obtained and the similar procedure can be 
applied to the equivalent parameters 3c and 4c  as well. Thus, the bilinear hysteretic 

system can be linearized as this time varying linear system and these results are 
compared with those responses which are obtained by the statistical method and 
numerical method. The linearization results are shown in Figure 1 (a) and (b). 

  
(a)                                                                      (b) 

Fig. 1. (a) Equivalent linearization of bilinear hysteretic system to stationary excitation (b) 
Wavelet-based linearization method comparing with numerical solution 

4.2 Duffing Oscillator System 

Consider another single-degree-of-freedom nonlinear system i.e. an oscillator with 
non-linear stiffness [21]: 

( )tFxgtxctxm =++ )()()(   (45)

where m is the mass, c is the viscous damping coefficient, F(t) is the external 
excitation, and x(t) is the displacement response of system. Dividing the equation by 
m, the equation becomes: 

( )tfxhtxtx =++ )()()(  β  (46)

where β  is the damping parameter, h(x) is the nonlinear restoring force that could 

depend on displacement, and f(t) is a zero mean stationary random excitation. We can 
always find a way to decompose the non-linear restoring force to one linear 
component plus a non-linear component, that is: 
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[ ])()( 2 xHxxh n λω +=  (47)

where λ  is the non-linear factor that presents the type and degree of non-linearity in 
the system, and nω  is the un-damped natural frequency for linear system. The idea of 

linearization is replacing the equation (46) by the following linear system: 

( )tftxtxtx
eqeq =++ )()()( 2ωβ   (48)

where eqβ is the equivalent linear damping coefficient per unit mass, 2

eqω  is the 

equivalent linear stiffness coefficient per unit mass. The example is given to display 
this procedure. The system is: ( )tfkxkxtxtx =+++ 3)()( λβ   ; (0) (0) 0x x= =  
where 32 )(,1,16,5.0 kxxHk ==== λπβ and input signal is 

( ) ( ) ( ) ( )tttttf 16sin512sin58sin10)4sin(15 +++=          
In order to obtain the linearized system, the wavelet-based linearization method is 
applied to the system defined in (48). Figure 2. (a) shows the response of Duffing 
oscillator system to stationary input by using traditional equivalent linearization 
method. Figure 2. (b) shows the response of non-linear system using the wavelet-
based method comparing with the numerical solution of ordinary differential equation 
using 4th order Runge-Kutta algorithm. From the figures, one may notice that the 
developed wavelet-based algorithm yields a good approximation of the exact 
response.  

 

 

Fig. 2. (a) Equivalent linearization of Duffing oscillator system for stationary input, (b) 
Wavelet-based linearization methods comparing with numerical solution 

The simulation results on two SDOF nonlinear systems demonstrate that the 
wavelet-based linearization method is a promising tool in linearizing nonlinear 
systems to their approximate linear ones. 

5 Conclusion 

In this paper, a wavelet-based linearization method for approximating the SDOF 
nonlinear system behavior to its equivalent linearized system is presented. The 
procedure of discrete wavelet-based linearization has been developed.  
The linearization approach has been tested by using the bilinear hysteretic system and  
 

Traditional equivalent  

ode45
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Duffing oscillator system as examples to verify the feasibility of this method. The 
simulation results exhibit the accuracy of the proposed linearization method, and a 
more accurate equivalent linear system can be obtained compared with traditional 
linearization methods. 
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Abstract. In this paper, an application of distributed control system
(DCS) device to a heat exchange process is shown. In details, first, nonlin-
ear model and feedback tracking control scheme of a spiral heat exchange
process are obtained. Second, the designed nonlinear feedback tracking
control system is realized by using a DCS device. Then, the tracking per-
formance of the proposed scheme is confirmed by a experimental result.
Moreover, for the problem in realizing control system by using the DCS
device, a robust evaluation is given. In addition, the effectiveness of the
proposed evaluation method is investigated.

Keywords: DCS, Nonlinear Model, Nonlinear Control, Right Coprime
Factorization, Robust Stability.

1 Introduction

Processes in large-scale industries have nonlinear properties. Nonlinear properties
oftenmake it difficult to design feedback control systems, nonlinear control system
design is needed to control processes. In many situations, to deal with this control
problem, approximate methods or linearization techniques are used. On the other
hand, in order to control nonlinear processes, the operator approach has been at-
tracting more and more attention and interest. In fact, some researchers reported
the effectiveness of the approach for various processes [1]-[8]. In addition, many
processes have uncertainties. Uncertainties affect tracking performances. As a re-
sult, to maintain robust stabilities of control systems may be difficult. Meanwhile,
the operator approach makes it more easily to design nonlinear control systems
considering robust stabilities. Moreover, distributed control system (DCS) device
is used to control various plants in large-scale industries. DCS device performs
proportional integral and derivative (PID) control or advanced control. However,
there are few researches of applying the operator approach for nonlinear control
using DCS devices [4]. Therefore, this paper is mainly concerned with the method
of nonlinear control using the operator approach with DCS device for a spiral heat
exchange system. Heat exchange occurs between two fluids that are at different
temperatures and separated by a solid wall, it is one of nonlinear processes [9]. It
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has also uncertainties resulting from the heat loss and the error of the heat ex-
change rate. In this paper, an application of DCS device to this nonlinear process
with uncertainties is investigated. In detail, the designed nonlinear feedback track-
ing control system with the robust right coprime factorization is realized by using
the DCS device. Previously, for the nonlinear process of water level and tempera-
ture, operator based the nonlinear feedback control system design with the DCS
device was proposed [4]. Recently, a simulation study on a spiral heat exchange
process was given in [5].

The outline of the paper is as follows. In Section 2, the experimental system
and problem statement are introduced. In Section 3, the nonlinear feedback
control system is realized by using the DCS device. The experimental result is
given to show the effectiveness of the proposed method in Section 4. In Section
5, the conclusion of this research is shown.

2 System Description and Problem Statement

In the section, the experimental system of a spiral heat exchange process and
DCS device are described.

2.1 Heat Exchange Process

The heat exchange process of this research is introduced in Fig. 1(a) and the
equivalent diagram is shown in Fig. 1(b). This process has two tanks (Tank 1
and Tank 2) and pomps, a spiral heat exchanger (KUROSE KMSA-03). There
is water in two tanks. In addition, Tank 1 has a heater in it , therefore, it can
make hot water. Each tank’s water is sent to the heat exchanger by a pomp and
each flow rate of water is controlled by a actuator which opens or closes a valve.
Resistance temperature detectors (SHIMADEN RD-11S: ± 0.3-0.8◦C) are used
to measure the water temperatures. Flow rates are measured by flow rate sensors
(KEYENCE FD-81: ±1.6-5.0 % of 10 L/min).

2.2 DCS Device

Fig.2 shows the DCS device (YOKOGAWA CENTUM CS 3000). The DCS de-
vice consists of human interface station (HIS) and field control station (FCS).
HIS is a monitoring device, containing functions of engineering station, work
station and remote monitor. FCS is a device that performs process control and
composed of field compose unit, input/output (I/O) modules and communica-
tion interfaces. Several types of FCS are available for different applications and
sizes. Communications between field control units and field devices are based on
various types of I/O interfaces, such as extended serial backboard and field bus
input output. FCS to HIS communications use Vnet/IP (Vnet/internet protocol)
communication network. That is, processes are controlled via FCS by operating
HIS.
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(a) (b)

Fig. 1. (a) Heat exchange process with a spiral heat exchanger; (b) Equivalent diagram
of a heat exchange process

Fig. 2. DCS device (YOKOGAWA CENTUM CS 3000)

2.3 Experimental System

In Fig. 3, the experimental system is shown. This system is composed of a heat
exchange process and DCS device. HIS and FCS communicate with each other
and FCS controls the heat exchange process. Setting parameters with HIS, mass
flow rates or a consume power of heater are controlled. Additionally, a monitor
of HIS shows situations of the process. In this way, the experiment is performed.

2.4 Problem Statement

In large-scale industries, DCS devices are used to control processes. That is, to
use these devices in large-scale industry, we have to validate the availability of
the designed control system with the case of using DCS devises. However, some
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Fig. 3. Experimental system containing a spiral heat exchange process and a DCS
device

mathematical calculations cannot be performed by using DCS devices accurately.
It is because there are some unrealizable terms like logarithm function or dif-
ferentiation. As a result, various methods of approximation are used in many
situations. That is, not only process uncertainties but also these approximate
approaches may also affect robust stabilities of control systems. So, the effec-
tiveness of operator-based heat exchange process control using the DCS devise
for the robust stability is discussed in this paper.

3 Control System Design

In this section, for the spiral heat exchange process, a nonlinear feedback tracking
control system is considered. In addition, the obtained control system is realized
by using the DCS device.

3.1 Process Modeling

The mechanism of the spiral heat exchanger is shown Fig. 4. ṁ refers to the
mass flow rate and T is the water temperature. The subscripts h and c are the
hot and cold water, whereas the subscripts i and o refer to the water inlet and
outlet conditions. c is the specific heat. The hot water enters at the center and
flows in the outside direction, leaves at the outside. On the other hand, the cold
water enters at the outside, flows in the inside direction and leaves at the center.
For this spiral heat exchanger, the mathematical model was obtained in [5]. It
is

y(t) = Tc,i +
(Th,i − Tc,i)

[
exp
{
k
(
Cc − 1

chu(t)

)}
− 1
]

exp
{
k
(
Cc − 1

chu(t)

)}
− 1

Ccchu(t)

, (1)

where u(t) is the process input and y(t) is the process output. u(t) and y are
defined as Tc,o and ṁh, respectively. Cc refers to 1/ (ṁccc). k is the product of
the overall heat transfer coefficient U and the transfer area A.
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Fig. 4. Mechanism of the spiral heat exchanger

3.2 Nonlinear Feedback Tracking Control System

The nonlinear feedback tracking control system for the heat exchange process is
also considered in [5]. It is shown in Fig. 5.
Each operator value is

S(y)(t) = (1−Kp)
Cc(Th,i − Tc,i){ẏ + k(Th,i − y)} − (y − Tc,i)(Th,i − y)

ẏ(Th,i − y) + {ẏ + k(Th,i − y)}(y − Tc,i)
, (2)

R(u)(t) =
Kp

ch
u(t) , (3)

N(ω)(t) = Tc,i +
(Th,i − Tc,i)

{
ek(Cc−ω(t)) − 1

}
ek(Cc−ω(t)) − ω(t)/Cc

, (4)

D(ω)(t) =
1

chω(t)
, (5)

C(ẽ)(t) = kI

∫ t

0

ẽ(τ)dτ + kPẽ(t) , (6)

where ω is the output of the operator D. S, R, N , D are derived from operator-
based robust the right coprime factorization [1]-[8]. The nominal process operator
is given as P = ND−1. However, the real process has uncertainties. There,
considering the operatorΔN of uncertainties, we define the real process operator
as P+ΔP = (N+ΔN)D−1. C refers to the PI controller to improve the tracking
performance. Kp and kP, kI are designed controller parameters.

3.3 Control System Realization Using DCS

The control systems by the DCS device are realized using function blocks. Fig.
6 shows the realized control system by using function blocks. Function blocks
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Fig. 5. Operator based nonlinear tracking control system

Fig. 6. Nonlinear feedback control system realized by combination of function blocks

perform input processing, calculation processing, output processing, alarm pro-
cessing. Input processing changes an input signal read from the connection des-
tination of the input terminal of the function block into data that is suitable
for calculation processing. Calculation processing reads data obtained by input
processing, performs calculation processing and outputs the processing result.
Output processing outputs data obtained by calculation processing to the con-
nection destination of the output terminal as an output signal. Alarm processing
performs various types of alarm check during input processing, calculation pro-
cessing and output processing in order to detect a process error. Additionally,
to perform data input/output with the process control input/output and other
function blocks, a function block has input/output terminals. There are various
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types of function blocks. Especially, using function blocks called calculation
blocks, we can perform various calculations. For example, ADD calculation block
performs an addition, MUL functioin block performs a multiplication. Control
systems can be realized by combinations of these calculation blocks.

4 Experimental Result

In this section, using the DCS device, the heat exchange process experiment
is performed. The inlet hot fluid temperature and cold fluid temperature are
40 ◦C and 24 ◦C, respectively. The mass flow rate of cold temperature ṁc is 2.0
L min−1. The two specific heats cc and ch are 1.0 cal g−1 K−1. The overall heat
transfer coefficient is 1500 kcal m−2 hr−1 K−1, the heat transfer area is 0.3 m2.
In Fig. 7, the experimental result is shown. Designed parameters Kp = 0.7 and
kP = 0.8, kI = 0.01. The reference input of the cold flow outlet temperature
is set at 30 ◦C. From Fig. 7, we can find that the process output tracks to the
reference input. Therefore, the effectiveness of the designed controllers using the
DCS device is confirmed.

Fig. 7. Experimental result for the heat exchange process

5 Robust Stability Analysis

Previously, robust stabilities of nonlinear feedback control systems were mea-
sured by the condition [1], [2], [8]

‖S(N +ΔN)− SN‖Lip < 1 . (7)
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However, in general, we cannot use logarithm function or differential function
directly. Therefore, approximate techniques are often use. As a result, robust
stabilities may be affected. Here, the nonlinear feedback system considering the
unrealizable term ΔS of the controller S is shown in Fig. 8.

Fig. 8. Nonlinear feedback control system with a realizable controller

In the experiment using the DCS device, ẏ is realized by using difference
approximation. Here, the controller using difference approximation is redefined
as S.

S(y)(t)

= (1 −Kp)
Cc(Th,i − Tc,i){y′ + k(Th,i − y)} − (y − Tc,i)(Th,i − y)

y′(Th,i − y) + {y′ + k(Th,i − y)}(y − Tc,i)
, (8)

where y′ is the difference approximation of ẏ. Moreover, ΔS is given as the
following form.

ΔS(y)(t)

= (1−Kp)

[
Cc(Th,i − Tc,i){ẏ + k(Th,i − y)} − (y − Tc,i)(Th,i − y)

ẏ(Th,i − y) + {ẏ + k(Th,i − y)}(y − Tc,i)

−Cc(Th,i − Tc,i){y′ + k(Th,i − y)} − (y − Tc,i)(Th,i − y)
y′(Th,i − y) + {y′ + k(Th,i − y)}(y − Tc,i)

]
. (9)

That is, the ideal controller is S+ΔS. There, the new robust condition is defined
as the following form.

‖S(N +ΔN)− (S +ΔS)N‖Lip < 1 . (10)

In Fig.9, the result of the robust stability analysis is shown. It meets the robust
condition of ‖S(N +ΔN)− (S +ΔS)N‖Lip < 1. Therefore, the designed non-
linear tracking control system is stable. If the controllers satisfy the condition
of (10), the robust stability of the spiral heat exchange process is given as the
following Bezout identity

S(N +ΔN) +RD = I , (11)

where I is the identity operator.
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Fig. 9. Robust stability analysis

6 Conclusion

In this paper, an application of DCS device to a heat exchange process is con-
sidered. First, the mathematical model and nonlinear feedback tracking control
system of the spiral heat exchage process is obtained. Second, the control system
are designed by using the DCS device. Finally, the experimental result shows the
effectiveness of the proposed method. In details, the heat exchange process has
nonlinear properties concerning about temperatures or mass flow rates. For this
process, we design the controller by using obtained model and operator based
robust right coprime factorization approach. In addition, there are unrealizeable
terms of the controller. Concerning this problem, the availability of the proposed
system using the DCS device for the nonlinear process is proved.

References

1. Wen, S., Deng, M.: Operator-based robust nonlinear control and fault detection for a
Peltier actuated thermal process. Mathematical and Computer Modelling (accepted,
2012)

2. Bi, S., Deng, M.: Operator based robust control design for nonlinear plants with
perturbation. International Journal of Control 84(6), 815–821 (2011)

3. Bu, N., Deng, M.: System design for nonlinear plants using operator-based robust
right coprime factorization and isomorphism. IEEE Transactions on Automatic Con-
trol 56(4), 952–957 (2011)

4. Wen, S., Deng, M., Bi, S., Wang, D.: Operator-based robust nonlinear control and
its realization for a multi-tank process by using DCS. Transactions of the Institute
of Measurement and Control (accepted, 2012)



120 J. Okazaki et al.

5. Okazaki, J., Wen, S., Deng, M.: Modeling and operator based nonlinear tracking
control using DCS device of a spiral heat exchange process. In: Proc. of The 2012
ICAMechS, Japan (2012)

6. Deng, M., Inoue, A., Baba, Y.: Operator based nonlinear vibration control system
design of a flexible arm with piezoelectric actuator. International Journal of Ad-
vanced Mechatronic Systems 1(6), 71–76 (2008)

7. Deng, M., Bi, S.: Operator-based robust nonlinear control system design for MIMO
nonlinear plants with unknown coupling effects. International Journal of Con-
trol 83(6), 1939–1946 (2010)

8. Deng, M., Wen, S., Inoue, A.: Operator-based robust nonlinear control for a Peltier
acutuated process. Measurement and Control 44(4), 116–120 (2011)

9. Incripera, F.P., Dewitt, D.P.: Fundamentals of heat and Mass Transfer. John Wiley
(2001)



 

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 121–131, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Application of Driver-in-the-Loop Real-Time Simulations 
to the Design of SUV Differential Braking Controllers 
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Abstract. This paper presents the design and validation of a differential braking 
controller for sport utility vehicles (SUVs) using driver-in-the-loop real-time 
simulations. The yaw moment generated through the differential braking 
control system is applied to improve the lateral stability of SUVs. A linear 
vehicle model is generated to construct the controller. To validate the controller 
design, driver-in-the-loop real-time simulations are conducted on the UOIT 
vehicle simulator. Two test scenarios are simulated to validate the controller 
design on the vehicle simulator. The driver-in-the-loop real-time simulation 
results demonstrate the effectiveness of the proposed differential braking 
controller in the lateral stability and maneuverability improvement of the SUV. 

Keywords: differential braking, stability control, driver-in-the-loop, real-time 
simulations. 

1 Introduction 

The past two decades has witnessed the advancement of vehicle active safety systems 
(ASSs) that prevent vehicles from dangerous accidents [1]. Previous studies indicate 
that ASSs are able to improve the lateral stability of vehicles and reduce highway 
accident rate. It is reported that rollover accidents account for almost 80% of non-
collision fatal crashes, among which 70% are related to light trucks such as sport 
utility vehicle (SUV) and pickup [2]. SUVs have been rapidly increasing since 1990s. 
Compared with passenger cars, SUVs have higher center of gravities (CG) that may 
be the main reason for the higher rollover accident rate of these vehicles. SUV 
stability control has attracted the attention of researchers around the world [3,4]. 

SUV stability control by applying corrective yaw moment can reduce the deviation 
of vehicle behaviors. The control of yaw moment can be achieved by a variety of 
approaches, including torque distribution systems, active suspensions, and differential 
braking control systems. To date, differential braking control systems have been 
applied to road vehicles due to their cost-effective implementations based on the 
existing advanced braking techniques, such as anti-lock braking systems [5,6]. With 
the differential braking control technique, the required yaw moment can be achieved 
through manipulating the braking effects at the four wheels, differentiating braking 
pressures in the left/right and front/rear wheel cylinders [7]. 

To validate and improve the design of differential braking control systems, the 
field and road testing of the corresponding real physical prototypes is not dispensable 
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[8]. However, at the initial development stage, the field and road testing can be 
difficult, time-consuming, dangerous, and costly to accomplish. To date, real-time 
simulations have been used to evaluate the controller performance prior to in-vehicle 
field and road testing [9]. These real-time simulations are often based on conventional 
open-loop test methods, investigating the controller performance under the given 
driving inputs, such as a steering scheme. Stability of road vehicles has long been 
studied in the open-loop dynamic simulations without considering the driver, which 
may be a destabilizing part of the vehicle system. The overall performance of a road 
vehicle depends not only on how well the controller works, but also on its interaction 
with the human driver operations [10]. Thus, the open-loop real-time simulation 
method may not adequately address the driver-controller interactions and the overall 
performance of the vehicle system. 

This paper presents a design and validation method for differential braking 
controllers of SUVs using driver-in-the-loop real-time simulations. A linear yaw 
plane vehicle model with 3 degrees of freedom (DOF) is generated to derive the 
differential braking controller. To validate and improve the controller design, the real-
time version of the controller and the SUV model are reconstructed in LabView and 
CarSim software packages, respectively; with the integration of the controller and 
SUV model through the interface between the two software packages, the driver-in-
the-loop real-time simulations are implemented on the vehicle simulator at the 
University of Ontario Institute of Technology (UOIT).  

The rest of the paper is organized as follows. Section 2 introduces the 3 DOF linear 
yaw plane model for representing the SUV. In Section 3, the design and optimization 
of the differential braking controller is briefly described. Section 4 presents the 
configuration of the UOIT simulator and the integration of the real-time versions of 
the controller and the SUV model. Section 5 discusses and analyzes the results 
derived from the driver-in-the-loop real-time simulations. Finally, conclusions are 
given in Section 6. 

2 Vehicle System Model 

Fig 1 shows the schematic diagram of the yaw plane model to represent a SUV. Using 
Newton’s second law, the equations of motion for the 3 DOF linear model are derived as 

( )
.
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Note that the symbols used in the paper are defined in the offered nomenclature. 
As shown in Fig 1, the difference of the four tire forces in longitudinal direction 

may produce a large yaw moment. The lateral tire forces in a small steering angle 
scenario are relatively small and lead to an insignificant yaw moment compared to 
that of the longitudinal tire forces. For simplicity, in the differential braking controller 
design, only the yaw moment due to the longitudinal tire forces is considered. 
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Fig. 1. Top view of the SUV handling model 

The yaw moment control system is designed to adjust the longitudinal force on 
individual tires governed by the equations above. The moment My is expressed as 

( )2y x f r x f l x r r x r l
dM F F F F= − + −              (4) 

To study the relationship between the brake pressures and the consequent forces, a 
brake system model is established. The brake force is simply approximated as a linear 
function of the corresponding brake pressure [12], including the saturation effect and 
the hydraulic lag that act as the nature of a hydraulic braking system.   

It is assumed that the SUV is front-wheel driving with brake proportioning, which 
indicates the braking pressure of the rear tire on either side can be obtained by 
multiplying a constant gain from that of the front tire. The torque transferred from the 
transmission system is equally distributed to the left and right side of the front tires. 
The radius of the front and rear tires is the same and assumed remains a constant in 
the control process. Thus the longitudinal forces of the four tires can be assessed as 
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Fig 2 shows the schematic diagram of the SUV braking system model that is applied 

to estimate the longitudinal braking force and the resulting yaw moment from the 

front left and right tire braking pressures.  
According to above assumptions, the control of the differential longitudinal forces 

of the entire four wheels can be reduced to only two wheels mounted on the front 
axle. This arrangement can greatly reduce the control computation cost and largely 
improve the simulation efficiency. 
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Fig. 2. Differential braking system model 

3 Differential Braking Controller Design 

The objective of the controller design is to improve the handling and stability of the 
SUV. With the yaw moment generated from the different braking forces of the left 
and right tires, two vehicle state variables, e.g., vehicle yaw rate and sideslip angle, 
are effectively controlled to remain the proper vehicle responses.  

Equation (4) describes the relationship among the yaw moment, the studied tire 
forces and the track width. By including the braking pressure directly related to the 
yaw moment My, equation (4) can be re-arranged as 

(1 ) ( )

2
c b f b f l b f r

y
e

k K P P d
M

R

+ −
=

  

  (9) 

The controller design is to manipulate the yaw moment by adjusting the control 
variables of left and right braking pressures of the four wheels. Fig 3 shows a 
schematic diagram of the controller design. 
 

 

Fig. 3. Control scheme for differential braking controller design 

As shown in Fig 3, the interrelated driver, controller and the vehicle (represented 
by the vehicle state variables) form a closed-loop control system. The input to the 
controller consists of the vehicle state variables and the driver input. The vehicle 
states, obtained from the embedded sensor system, are compared with those derived 
from the following desired vehicle model which is manipulated by the driver, 
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perceiving the current vehicle states and operating condition. Their differences are 
forwarded to the controller, which optimally calculates the required braking pressures 
for the four wheels to generate the necessary yaw moment. These brake pressures are 
distributed to the four wheel cylinders to generate the corrective yaw moment for 
improving the SUV stability and handling characteristics.   

The controller is derived using the linear yaw plane vehicle model discussed in 
section 2. The vehicle sideslip and yaw rate, which extensively affect the vehicle 
stability and handling, are controlled by the front steering angle and the required yaw 
moment. The resulting equations governing the lateral and yaw motions of the SUV 
are expressed as follows: 

)()()()
5.05.0

()(
U

l
c

U

l
c

U

l
cc

R

PKT

R

PKT
mU r

rf
f

rf
f

fff
e

bfrbft

e

bflbft γβδ
γ

βδ
γ

βδγβ −+−++−++−
−

+
−

=+   (10) 

e

bfrbflbfcr
rrf

f
fff

e

bfrbft

e

bflbft
fz R

dPPkk

U

l
lc

U

l
lc

R

PKT

R

PKT
lI

2

)()1(
)()()

5.05.0
(

−+
+−−−++

−
+

−
= γβδ

γ
βδγ   (11) 

where the vehicle sideslip angle β and the yaw rate γ are defined as state variables, the 
brake pressure Pbfl and Pbfr are used as control variables, with which the yaw moment 
My will be generated. The vehicle steering angle δf is the driver input that will drive 
the SUV to follow a designated path. Equations (10) and (11) can be rearranged in a 
state space form as 
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The controller is designed to minimize the difference between the measured state 
variables and their desired counterparts. It is necessary to determine the desired state 
variables for the controller to follow. The desired variables are defined to enable the 
vehicle to follow the designated path and to avoid inappropriate understeer and 
oversteer handling characteristics when negotiating a curved path. To incorporate the 
tire force into the control of the vehicle dynamics, the desired variables will be 
determined. The desired variables are changeable with the variation of vehicle-road 
operational condition. Previous studies have suggested that both the sideslip angle and 
yaw rate should be considered together to achieve a satisfactory vehicle stability 
control [3]. Thus, the desired state variables can be determined as follows 
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The output errors between the vehicle state variables and those from the desired model 
need to be suppressed. The function of differential braking will be implemented to form 
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a feedback compensator using the Linear Quadratic Regulator (LQR) technology. The 
LQR algorithm is used to obtain optimal feedback control gain Kbk by minimizing the 
following cost function 
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e is the difference  between the measured and the desired values of the state 
variables. Q and R are the weighting factors of state and control variables, 
respectively. The solution of the optimization is the feedback controller in the 
following form  

     u k x= − ⋅                              (17) 

with optimal gain matrix k 

     1 Tk R B P−=   (18) 

where P is a symmetric, positive semi-definite  symmetric matrix which satisfies the 
Riccati Equation 

1 0TA P P A P B R B P Q−+ − + =                  (19) 

The selection of the appropriate weighting factors Q and R is critical to achieve an 
acceptable and steady state solution of the above Riccati equation. The values of 
weighting factors are carefully tuned with acceptable performance measure under a 
range of vehicle maneuvers. 

4 Real-Time Simulations and the Vehicle Simulator 

The controller design is examined with real-time simulations on the vehicle simulator. 
The vehicle simulator provides an easy-to-use virtual testing environment that 
integrates the driver, vehicle dynamic model, controller and visual display in a real-
time working mode. The configuration of the vehicle simulator is shown in Fig 4. 

The vehicle simulator consists of a host computer, an animator computer, a target 
PC, and three monitors, the real-time operation system by National Instruments, 
communication link and I/O boards. The simulator allows the interactions between 
the driver and the controller such that the virtual vehicle is driven under the specified 
testing maneuvers.  

One of the key points in setting up the virtual testing environment is to construct 
the real-time version of the controller and the vehicle model. The real-time controller 
based on the previous design is constructed in LabView package and the real-time 
SUV model is developed in CarSim software. The integration of the controller 
constructed in LabView and the vehicle model developed in CarSim is implemented 
on the vehicle simulator.  
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Fig. 4. System architecture of vehicle simulator at UOIT 

Fig 5 shows the integration of the real-time SUV model and the controller. The 
nonlinear SUV model with a high fidelity is developed in CarSim. In the differential 
braking control, all the measured vehicle states are obtained from the CarSim vehicle 
model in real-time. The LQR controller designed in section 3 is reconstructed in 
LabView. With the integration and synchronization of the vehicle model and the 
controller in real-time on the vehicle simulator, the interactions among the human 
driver, the controller, the virtual vehicle and road can be fully investigated for the 
design and validation of the differential braking controller. 

 

Fig. 5. Differential braking controller design in the LabVIEW RT system 

5 Simulation Results 

The driver-in-the-loop real-time simulations have been conducted in two different 
cases, i.e., with and without involving the differential braking controller, respectively. 
A driver is involved to evaluate the controller by operating the vehicle simulator. 
Note that in the modeling and simulation of the vehicle system, the system parameters 
take the values shown in the offered nomenclature. 
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Two test maneuvers are simulated, a 50m radius circular path following and a 
double lane change on a path with 80m long in longitudinal direction and a 3.5m 
lateral offset. For both maneuvers, the vehicle is driven at a constant speed of 80km/h. 
Simulation results are presented and compared in terms of vehicle sideslip angle,  
yaw rate and vehicle trajectory in the global X-Y coordinate system. 

Fig 6 shows the results in the circular path following, and the time history of the 
vehicle sideslip angle, yaw rate and trajectory are illustrated in Fig 6 (a)-(c), 
respectively. Without the controller, the sideslip angle is significantly deviated from 
the desired value, and the yaw rate is unable to follow the desired one, even after a 
transit period in the beginning of the simulation. Compared with the case without the 
controller, in terms of the steady state results, the controller can reduce the side slip 
angle from 0.08 to 0.03 radians, and the yaw rate from 0.72 to 0.28rad/s. Moreover, 
the controller makes the SUV closely follow the designated path. 

 

Fig. 6. Comparison of SUV performance for the 50m circular scenario 

Fig 7 shows the simulation results in the double lane change scenario. Compared 
with the case without the controller, the controller reduces the sideslip angle from 
0.05 to 0.01radians and the yaw rate from 0.5 to 0.16rad/s. Furthermore, the controller 
make the vehicle follow the specified path accurately.  

It is also noticeable that the driver’s operation is very important and different 
operations may lead to significant test result fluctuation. In the testing, the driver 
repeated driving the virtual SUV and only the best results are presented in Figs 6 and 
7. Improper or clumsy driving operations interacted with a given controller may 
adversely deteriorate the overall vehicle stability and path-following performance. 
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Fig. 7. Comparison of SUV performance for the double lane change scenario  

6 Conclusions 

This paper presents a design and validation method for differential braking controllers 
of SUVs using driver-in-the-loop real-time simulations. A linear yaw plane model is 
generated to derive the differential braking controller. To validate and improve the 
controller design, the real-time version of the controller and the SUV model are 
reconstructed; with the integration of the controller and SUV model, the real-time 
simulations are implemented on a vehicle simulator.  

Simulations show that the differential braking controller can effectively 
manipulate the yaw moment to improve the stability and maneuverability of the 
SUV. With the effective coordination between the driving operation of the driver 
and the action of the controller, the overall performance of the SUV can be 
improved. With the driver-in-the-loop real-time simulations, the interactions among 
the driver, differential braking controller, and SUV model are well exposed and can 
be fully investigated for improving designs. The vehicle simulator provides a cost-
effective way for vehicle stability control system evaluation prior to in-vehicle road 
testing.  
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Nomenclature 

Symbol Definition   Value 
cf Front cornering stiffness -68420 N/rad 
cr Rear cornering stiffness -68420 N/rad 
d Axle tread 1.575m 
Fxfl Longitudinal force of front-left tire  
Fxfr Longitudinal force of front-right tire  
Fxrl Longitudinal force of rear-left tire  
Fxrr Longitudinal force of rear-right tire  
H Height of CG 0.72m 
Iz Yaw moment of inertia 2488kg·m2 
kc Rear brake proportioning coefficient 0.75 
kbf Brake gain of the front tires 400 N/MPa 
lf Distance from CG to front axle 1.18m 
lr Distance from CG to rear axle 1.77m 
m Vehicle mass 1592kg 
My SUV yaw moment  
n1 Steer gear ratio 20.5 
n2 Transmission gear ratio 4.1 
Pbfl Brake pressure of front-left tire  
Pbfr Brake pressure of front-right tire  
Re Effective tire radius 0.38m 
Tt Driving axle shaft torque 200N·m 
U SUV longitudinal velocity  
V SUV lateral velocity  
αf Front tire slip angle  
αr Rear tire slip angle  
β Sideslip angle of Vehicle body  
γ Yaw rate of vehicle body  
δf Vehicle steering angle  
μ Tire-road friction coefficient 0.85 
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Abstract. The paper is devoted to the geometrical calibration of industrial 
robots employed in precise manufacturing. To identify geometric parameters, 
an advanced calibration technique is proposed that is based on the non-linear 
experiment design theory, which is adopted for this particular application. In 
contrast to previous works, the calibration experiment quality is evaluated using 
a concept of the user-defined test-pose. In the frame of this concept, the related 
optimization problem is formulated and numerical routines are developed, 
which allow user to generate optimal set of manipulator configurations for a 
given number of calibration experiments. The efficiency of the developed 
technique is illustrated by several examples. 

Keywords: industrial robot, calibration, design of experiments, industry-
oriented performance measure, test-pose based approach. 

1 Introduction 

In the usual engineering practice, the accuracy of robotic manipulator depends on a 
number of factors. Usually, for the industrial applications where the external 
forces/torques applied to the end-effector are relatively small, the prime source of the 
manipulator inaccuracy is the geometrical errors, which are responsible for about 
90% of the total position error [1]. These errors are associated with the differences 
between the nominal and actual values of the link/joint parameters. Typical examples 
of them are the differences between the nominal and the actual length of links, the 
differences between zero values of actuator coordinates in the real robot and the 
mathematical model embedded in the controller (joint offsets) [2]. They can be also 
induced by the non-perfect assembling of different links and lead to shifting and/or 
rotation of the frames associated with different elements, which are normally assumed 
to be matched and aligned. It is clear that the errors in geometrical parameters do not 
depend on the manipulator configuration, while their effect on the position accuracy 
depends on the last one. At present, there exists various sophisticated calibration 
techniques that are able to identify the differences between the actual and the nominal 
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geometrical parameters [3,4], however the problem of optimal selection of 
measurement configurations is still in the focus of robotic experts.  

The primary motivation of this research area is the possibility of essential reduction 
the measurement error impact. From point of view of classical experiment design 
theory [5] this goal can be achieved by proper selection of measurement poses that 
differ from each other as much as possible. However, in spite of potential advantages 
of this approach and potential benefits to improve the identification accuracy 
significantly, only few works addressed to the issue of the best measurement pose 
selection [6-8]. Related works focus on optimization of some abstract performance 
measures [9-12] (condition number of the aggregated Jacobian matrix, its 
determinant, etc.) which are not directly related to the robot precision for particular 
industrial application. In contrast, this work operates with an industry-oriented 
performance measure that is directly related to the robot position accuracy in a given 
workspace location (corresponding to so-called test configuration). Using this idea, in 
the following sections the problem of calibration experiment design is formulated as a 
constrained optimization problem (taking into account some specific technological 
requirements) and is solved for serial manipulators with 2 and 6 degrees of freedoms.  

2 Problem of Geometrical Calibration 

Let us consider a serial robotic manipulator whose end-effector position p  is 

computing using the geometrical model  

 ( ),g=p q П  (1) 

which includes the vector of the unknown parameters П  to be identified and where  
the vector q  aggregates all joint coordinates. Usually the most essential components 

of the vector П  are the deviations of the robot link lengths il  and the offsets jqΔ  

in the actuated joints, but in some cases it may also include inclinations of the joint 
axes, etc. In practice, the above defined function ( ).g  can be extracted from the 

product of homogeneous transformation matrices  

 ( )( )base tool1
,i i

n

ii
q

=
= ∏T T T Π T  (2) 

which are widely used in robotic kinematics. Here, baseT  and toolT  denote the 'Base' 

and 'Tool' transformations respectively, ( ),i i iqT Π  defines transformations related to 

the i-th actuated joint. Here, T , iT , baseT , toolT  are 4 4×  matrices that are 

computed as a product of simple translation/rotation matrices, for which the number 
of multipliers and their order is defined by robot geometrical model. Since the 
deviations of geometrical parameters ΔП  are usually relatively small, calibration 
usually relies on the linearized model [8] 

 ( ) ( )0 0, ,g= + Δp q П J q П П  (3) 
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which includes the Jacobian ( ) ( )0 0, , /g= ∂ ∂q П q ПJ Π  computed for the nominal 

parameters 0П . 

In the frame of this work, the following assumptions concerning the manipulator 
model and the measurement equipment limitations are accepted: 

A1: each calibration experiment produces two vectors { , }i ip q , which define the 

robot end-effector position and corresponding joint angles;  
A2: the calibration relies on the measurements of the end-effector position only (i.e. 

Cartesian coordinates x, y, z; such approach allows us to avoid the problem of 
different units and to use three points with position instead of one with position and 
orientation); 

A3: the measurements errors are treated as independent identically distributed 
random values with zero expectation and standard deviation σ .  

Because of the measurement errors, the unknown parameters П  are always 

identified approximately and their estimates П̂  can be also treated as random values. 
For this reason, the "identification quality" is usually evaluated via the covariance 

matrix ˆcov( )П , whose elements should be as small as possible. However, this 

approach does not provide the final user with a clear engineering characteristic of the 
accuracy improvement, which is achieved due to calibration. Thus, it is proposed to 
use another performance measure that directly evaluates the robot accuracy after 
compensation of the geometrical errors, which in the frame of the adopted above 
notations can be expressed as.  

 ( ) ( )ˆ( ) , ,p g g= −ε q q П q П  (4) 

where q  defines the manipulator configuration. Further, to take into account 

particularities of the considered technological application, it is reasonable to limit the 
possible configurations set by a single one 0q , which is treated as a typical for the 

manufacturing task. It is obvious that definition of 0q  ("test-pose") is a non-trivial 

step that completely relies on the user experience and his/her understanding of the 
technological process. The main substantiation for this approach is to take into 
account that all geometrical errors have different influence on the end-effector 
position and this influence varies throughout the workspace. However, in practice, 
high accuracy is required in the neighborhood of the prescribe trajectory only.  

Taking into account that the geometric parameter estimate П̂  is computed via the 
best fitting of the data set { , }i ip q  by the function (1), the expectation of the position 

errors after compensation is equal to zero, i.e. ( ) 0pE =ε . However, the standard 

deviation ( )T
p pE ε ε  essentially depends on the measurement configurations (which, 

from point of view of the experiment design theory, can be treated as the plan of the 
calibration experiments). This allows us to present the considered problem in the 
following way: 
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Problem: For a given number of experiments m , find a set of measurement 
configurations 1,..{ }. mq q  defined by the vectors of the joint variables iq  that 

ensures minimum value of the position error s.t.d. for the test configuration 0q : 

 ( )
1{ .

2

. }
0 0

.

ˆ|| ( , ) ( , ) || min
m

E g g− →
q q

q П q П  (5) 

where pε  denotes the Euclidian norm of the vector pε . 

In the following sections this optimization problem will be solved subject to the 
additional constraints imposed by the application area. 

3 Influence of Measurement Errors 

For comparison purpose, let us first evaluate the influence of the measurement errors 
on the accuracy of the geometrical parameters identification. Using the linear 
approximation of the geometrical model (3), the deviation of the desired parameters 

with respect to their nominal values 0
ˆΔ = −П П П  can be obtained from the 

minimum least-square formulation  

 ( ) ( )
1

mini i i

m T

i
i

= Δ
Δ − Δ Δ − Δ → П

J П p J П p  (6) 

which yields expression  

 
1

1 1

ˆ ·T T
i i i i

m m

i i

−

= =

Δ   Δ =    
   
 J JΠ J p  (7) 

where 0i i iΔ = −p p p  denotes the shift of the end-effector position ip  for the i-th 

experiment with respect to the location corresponding to the nominal geometrical 
parameters 0П  and measurement configuration iq . To increase the identification 

accuracy, the foregoing linearized procedure has to be applied several times, in 
accordance with the following iterative algorithm: 

Step 1. Carry out experiments and collect the input data in the vectors of 
generalized coordinates iq  and end-effector position ip . Initialize 0Δ =П . 

Step 2. Compute end-effector position via direct kinematic model (1) using initial 
generalized coordinates iq  

Step 3. Compute residuals and unknown parameters ΔП  via (7) 
Step 4. Modify mathematical model and generalized coordinates П  and iq . 

Step 5. If required accuracy is not satisfied,  repeat from Step 2. 

Further, to integrate the measurement errors iε  in equation (7), iΔp  can be 

expressed as 

 i i i= ΔΔ +p П εJ  (8) 
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where iε  are assumed to be independent identically distributed (i.i.d.) random values 

with zero expectation E( )i =ε 0  and the variance 2E( )T
i i σ=ε ε . Hence, as follows 

from (7), the geometric parameters estimate Π̂  can be presented as the sum  

 
1

0
1 1

ˆ
m m

T T
i i i i

i i

−

= =

   =    
   

+  J J εП JП  (9) 

where the first term corresponds to the expectation of this random variable. From the 

latter expression, the covariance matrix of Π̂ , which defines the identification 
accuracy, can be computed as 

 
1 1

1 1 1

cov( ) Eˆ
m m m

T T T T
i i i i i i i i

i i i

− −

= = =

     =      
     
  J J J ε ε J J JП . (10) 

So, considering that ( ) 2E T
i i σ=ε ε I , the desired covariance matrix can be simplified 

to: 

 
1

2

1

cov( )ˆ
m

T
i i

i

σ
−

=

 =  
 
J JП  (11) 

where σ  is the s.t.d. of the measurement errors. Hence, the impact of the 
measurement errors on the identified values of the geometric parameters is defined by 

the matrix sum 
1

m T
i ii= J J  that is also called the information matrix. 

It should be stressed that most of the related works [9-11] reduce the calibration 
experiment design problem to the problem of covariance matrix minimization, which 
is evaluated by means of the determinant, Euclidian norm, trace, singular values, etc. 
However, because of some essential disadvantages mentioned in the previous section, 
this approach may provide a solution, which does not guarantee the best position 
accuracy for typical manipulator configurations defined by the manufacturing 
process. This motivates another approach presented below. 

4 Test-Pose Based Approach  

To overcome the above mentioned difficulty, it is prudent to introduce another 
performance measure, which is directly related to the robot accuracy after 
compensation of the geometrical errors. Besides, to take into account that the desired 
accuracy should be achieved for rather limited workspace area, it is proposed to limit 
possible manipulator configurations by a single one (corresponding to joint variables 

0q ), which further will be referred to as a test-pose. It is evident that this performance 

measure is attractive for practicing engineers and also allows to avoid the 
multiobjective optimization problem that arises while minimizing all elements of the  
covariance matrix (11) simultaneously. In addition, using this approach, it is possible 
to find a balance between accuracy of different geometrical parameters whose 
influence on the final robot accuracy is unequal. 
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In more formal way, the proposed performance measure 0ρ  may be defined as the 

s.t.d. of the distance between the desired end-effector position and its real position 
achieved after application of the geometrical error compensation technique. 

Using the notations from the previous section, this  distance may be computed as 
the Euclidean norm of the vector 0δδ =p J Π , where the subscript '0' is related to the 

test pose 0q  and ˆδ = −Π Π Π  is the difference between the estimated and true 

values of the robot geometrical parameters. It can be proved that the above presented 
identification algorithm provides an unbiased compensation, i.e. ( )E δ =p 0 , while 

the standard deviation of the compensation error E( )Tδ δp p  can be expressed as 

 ( )2
0 0 0E T Tρ δ δ= Π J J Π  (12) 

Taking into account geometrical meaning of 0ρ , this value will be used as a 

numerical measure of the error compensation quality (and also as a quality measure of 
the related plan of calibration experiments). This expression can be simplified by 
presenting the term Tδ δp p  as the trace of the matrix Tδ δp p , which yields  

 ( )( )0 0
2
0 trace E T Tρ δ δ= J Π Π J  (13) 

Further, taking into account that E( )Tδ δΠ Π  is the covariance matrix of the 

geometrical parameters estimate Π̂ , the proposed performance measure (13) can be 
presented in the final form as  

 2
0

1
0

1

2
0trace

m
T T
i i

i

ρ σ
−

=

  =      
J J J J  (14) 

As follows from this expression, the proposed performance measure 2
0ρ  can be 

treated as the weighted trace of the covariance matrix (11), where the weighting 
coefficients are computed using the test pose coordinates. It has obvious advantages 
compared to previous approaches, which operate with "pure" trace of the covariance 
matrix and involve straightforward summing of the covariance matrix diagonal 
elements, which may be of different units.  

Using this performance measure, the problem of calibration experiment design can 
be reduced to the following optimization problem  

 
1

1

0 0
{ ... }

1

trace min
m

m
T T
i i

i

−

=

   →     


q q
J J J J  (15) 

whose solution gives a set of the desired manipulator configurations 1{ ,... }mq q . It is 

evident that here an analytical solution can hardly be obtained, so a numerical approach 
is the only reasonable one. An application of this approach for the design of the 
manipulator calibration experiments and its advantages are illustrated below. 
Geometrical interpretation of the proposed approach is presented in Fig. 1, where the 
performance measure 0ρ  defines the position error for the target point after calibration. 
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( )0,g=p q П

( )0,g Δ= +p q П Π

( ),g=p q П
0 minρ →

 
Fig. 1. Geometrical interpretation of the test-pose based approach 

5 Illustrative Example  

Let us illustrate the advantages of the test-pose-based approach by an example of the 
geometrical calibration of the 2-link manipulator. For this manipulator, the end-
effector position can be computed as  

 
( ) ( )
( ) ( )

1 1 1 2 2 1 2

1 1 1 2 2 1 2

cos cos( )

sin sin( )

x l q l q q

y

l l

l ll q l q q

Δ Δ= + + + +

Δ Δ= + + + +
 (16) 

where x  and y  define the end-effector position, 1 2,l l  and 1 2,l lΔ Δ  are nominal 

link lengths and their deviations (that should be identified), 1q , 2q  are the joint 

coordinates that define manipulator configuration. It can be proved that, in the case of 

1 2( , )l lΔ Δ= ΔП  the parameter covariance matrix does not depend on the angles 1iq  

and can be expressed as:  

 
2 2

1
2

2
22

11

cos
cov( )

co

ˆ

scos

m

i
i

mm

ii
ii

m q

q mm q

σ =

==

 − 
 =
   −−      

Δ



П  (17) 

where m  is the number of experiments and 1,...i m= .  
For comparison purposes the design of experiment problem was solved using both 

the known approaches and the proposed one. It can be shown that here it is not 
reasonable to use the A-criterion (the goal of A-criterion is to minimize the trace of 
the covariance matrix) because the trace of the relevant information matrix does not 
depend on the plan of experiments. Further, it was proved that the criteria that operate 
with the covariance matrix determinant (D and D* criteria, [8]; the goal of D-criterion 
is to minimize the determinant of the covariance matrix, the goal of D*-criterion is to 
ensure independence of the identified parameters and to minimize the determinant of 

the covariance matrix that is diagonal) lead to minimization of 21
cos

m

ii
q

= . This 

solution provides good accuracy on average, but not for the test configuration 

10 20( , )q q . 

For the proposed performance measure 2
0ρ , the basic expression (14) can be 

transformed to 



 Optimization of Measurement Configurations for Geometrical Calibration 139 

 
2

2 2 2
0 20 2 2

1 1

2 cos cos cos
m m

i i
i i

m q q m qρ σ
= =

    = − −         
   (18) 

Here, the minimum value of 2
0ρ  is achieved when 

 ( )2 20 20
1

cos 1 sin cos
m

i
i

q m q q
=

= −  (19) 

and is equal to  

 ( ) ( )2 2 2
0min 20 20cos 1 sinq qmρ σ= −  (20) 

It is evident that general solution of equation (19) for m  configurations can be 
replaced by the decomposition of the whole configuration set by the subsets of 2 and 
3 configurations (while providing the same identification accuracy). This essentially 
reduces computational complexity and allows user to reduce number of different 
configurations without loss of accuracy.  

Compared with other approaches, it should be mentioned that in the test pose 

10 20( , )q q , the D-criterion insures the accuracy 2 22D mρ σ=  only. Corresponding 

loss of the accuracy is presented in Table 1. It is shown that the test-pose based 
approach allows us to improve the accuracy of the end-effector position up to 41%.  

Table 1. Accuracy comparison for D-based and test-pose based approaches 

20q , deg 0° 30° 60° 90° 120° 150° 180° 

2 2
Dρ σ  1 1 1 1 1 1 1 
2 2
0ρ σ  0.5 0.75 0.83 1 0.83 0.75 0.5 

0Dρ ρ , % 41 15 10 0 10 15 41 

 
To illustrate advantages of the proposed approach, Fig. 2 presents three plots 

showing geometrical error compensation efficiency for different calibration plans. 
These results correspond to the manipulator parameters 21 1m, 0.8ml l= = , two 

measurement configurations 2m = , the test pose 0 ( 45 ,20 )= −q   , and s.t.d. of the 

measurement errors 3 m10σ −= . The calibration experiment has been repeated 100 

times. In the case (a), the plan of experiments corresponds to 1 (0 , 10 )= −q    and 

2 (0 ,10 )=q   . In the case (b), the measurement configurations are 1 (0 , 90 )= −q    and 

2 (0 ,90 )=q    and insure that 
2

21
cos 0ii

q
=

= . And for the case (c), the measurement 

configurations 1 (0 , 46 )= −q    and 2 (0 , 46 )=q    were computed using equation 

(19). These results show that the proposed approach allows us to increase accuracy of 
the end-point location on average by 18% comparing to the calibration using D-optimal 
plan and by 48% comparing to the calibration using non-optimal plan.  



140 A. Klimchik et al. 

-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3

-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3

-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3
mm1.57ρ = 1. m0m0Dρ = 0 0. mm82ρ =

],[ mmx ],[ mmx ],[ mmx

],[ mmy ],[ mmy ],[ mmy

σ σ

σ

 
Fig. 2. The accuracy of geometrical error compensation for different plans of calibration 
experiments: identification of parameters 1 2,l lΔ Δ  for measurement errors with 3 m10σ −=  
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Fig. 3. The accuracy of geometrical error compensation for different plans of calibration 
experiments: identification of parameters 1 2 1 2, , , ql qlΔ Δ Δ Δ  for measurement errors with 

3 m10σ −=   

In the frame of this example, it was also studies the case of the joint offsets 
calibration, where 1 2( , )q qΔ Δ= ΔП . It has been proved that expressions (18)-(20) are 

also valid in this case . This allows us to suggest a hypothesis that a more general case 
of simultaneous calibration of the link lengths and joint offsets 

1 2 1 2( , , , )ql l qΔ ΔΔ = Δ ΔП  can be also solved using the same expressions. This 

hypothesis has been confirmed by the simulation results presented in Fig. 3, where 
calibration was based on three measurements ( 3m = ). Here, case (a) employees the 

configurations 1 (0 , 10 )= −q   , 2 (0 ,0 )=q    and 3 (0 ,10 )=q   ; case (b) uses the 

configurations 1 (0 , 120 )= −q   , 2 (0 ,0 )=q    and 3 (0 ,120 )=q   ; and case (c) is 

based on the optimal configurations 1 (0 , 57 )= −q   , 2 (0 ,0 )=q    and 

3 (0 ,57 )=q   . As follows from these results, here the proposed approach allows us to 

increase the robot accuracy by 18% compared to D-optimal plan and by 56% 
compared to non-optimal plan of experiments. 
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6 Application Example: Calibration of Kuka KR270  

Now let us present a more sophisticated example that deals with calibration 
experiments design for the industrial robot KUKA KR-270 (Fig. 4a). The geometrical 
model and parameters of the robot are presented in Fig. 4b [13]. For this case study, 
the parameters 0 5 6, ,d d qΔ  do not affect the robot accuracy. For this reason, they are 

eliminated from the list of parameters used in the experiment design. 
Accordingly, the optimization problem (15) associated with the calibration 

experiment plans for { }3,4,12m ∈  has been solved. While solving this problem, it was 

assumed that the end-effector position is estimated using FARO laser tracker (Fig 3c) 
[14], for which the measurement errors can be presented as unbiased random values 
with s.t.d. 0.03mmσ = . For the computations, the workstation Dell Precision T7500 

with two processors Intel® Xeon® X5690 (Six Core, 3.46GHz, 12MB Cache12) and 48 
GB 1333MHz DDR3 ECC RDIMM has been used. Since the optimisation problem (15) 
is quite sensitive to the starting point, parallel computing with huge number of the initial 
points were used. To increase robustness of the proposed approach, the starting points 
were selected taking into all constraints. Besides, filtering of the points that correspond 
to the high values of 0ρ  has been applied. 
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Fig. 4. Robot Kuka KR-270, its geometrical model and FARO laser tracker   

The obtained results and comparison study with random plan are summarized in 
Table 2. Here, random plans have been generated 20 000 times using joints and 
workspace limits. Table 2 includes maximum, minimum and mean values of the 
performance measure 0ρ  for the generated sets of configurations. It has been shown 

that within the proposed plan of experiments, the calibration is much more efficient and 
high accuracy can be achieved using 3-4 measurement configurations only. Table 2 also 
includes some additional results obtained by multiplication of the measurement 
configurations, which show that it is not reasonable to solve optimization problem for 
12 configurations (that produce 72 design variables). However, almost the same 
accuracy of the error compensation can be achieved by carrying out 12 measurements in 
4 different configurations only (3 measurements in each configuration). 

For comparison purposes, Fig 5 presents simulation results obtained for different 
types of calibration experiments. Here, each point corresponds to a single calibration 
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experiment with random measurement errors. As follows from the obtained results, 
any optimal plan (obtained for the case of three, four or twelve calibration 
experiments) improves the accuracy of the compliance error compensation in the 
given test pose by about 75% comparing to the random plan. Also, it is shown that 
repeating experiments with optimal plans obtained for the lower number of 
experiments provides almost the same accuracy as the "full-dimensional" optimal 
plan. Thus, this idea of the reduction of the measurement pose number looks very 
attractive for the engineering practice. 

Table 2. Accuracy of the error compensation 6
0 ,[m 10 ]ρ −×  for different plans of experiments 

Number of experiments 3 4 3×4 4×3 12 

Random plan 
max 47.1×106 8078 23.6×106 2693 144 
min 101 76.2 50.0 44.0 44.3 
mean 0.49×106 375 0.24×106 217 67.2 

Proposed plan 63.7 52.1 31.9 30.1 30.0 
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Fig. 5. The accuracy of errors compensation in the test configuration for different plans of 
calibration experiments for Kuka KR-270 robot for 0.03mmσ = : (1) random plan 0, randρ ; 

(2a) four experiments for optimal plan obtained for three calibration experiments 0, 3optρ ,     

(2b) three experiments for optimal plan obtained for four calibration experiments 0, 4optρ ,    

(2c) experiments for optimal plan obtained for twelve calibration experiments, 0, 12optρ ;         

(3) expectation for the plan (1) 3
0, 52.7·10rand mmρ −= ; (4a) expectation for the plan (2a) 

3
0, 3 32.7·10opt mmρ −= ; (4b) expectation for the plan (2b) 3

0, 4 30.3·10opt mmρ −= ; (4c) 

3
0, 12 29.8·10opt mmρ −= ;  

7 Conclusions 

The paper presents a new approach for the design of calibration experiments for 
robotic manipulators that allows essentially reducing the identification errors due to 
proper selection of the manipulator configurations. In contrast to other works, the 
quality of the calibration experiment plan is estimated using a new performance 
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measure that evaluates the efficiency of the error compensation in the given test-pose. 
This approach ensures the best position accuracy for the given test configuration.  

The advantages of the developed technique are illustrated by two examples that 
deal with the calibration experiment design for 2 d.o.f. and 6 d.o.f. manipulators. The 
results show that the combination of the low-dimension optimal plans gives almost 
the same accuracy as the full-dimension plan. This heuristic technique allows user to 
reduce essentially the computational complexity required for the calibration 
experiment design. In a future work, an additional investigation will be performed for 
the experiment design for the set of the test poses (or for a long machining path). 
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Abstract. A new multi-line fitting algorithm using two-stage iterative adaptive 
approach (IAA) is proposed in this paper. The key points and main 
contributions are: i) The proposed algorithm decouples the multi-line fitting 
problem into two-stage spectral estimation problems; ii) In the first stage, it 
formulates the binary image into virtual far-field array signals with a single 
snapshot, and estimates the incoming angles using the iterative adaptive 
approach; iii) In the second stage, it formulates the binary image into multiple 
near-field signals, and estimates the offsets of these lines using IAA. Simulation 
and experimental (lane detection) results show that the proposed algorithm is an 
alternative multi-line fitting approach. 

Keywords: Multi-Line fitting, iterative adaptive approach. 

1 Introduction 

Line fitting is the process of determining the angles and offsets of straight lines in an 
image, and is widely applied into many fields such as image processing and computer 
vision. For example, in the field of the mobile robotics, the line fitting technique can 
be used for self-localization and robot orientation [1]. In addition, it is one of the key 
techniques in the vehicle autonomous navigation system, in which it recognizes roads 
by detecting lane edges [12].  

The line fitting problem can be described as follows: given an image which 
contains a number of discrete “1” pixels lying on a “0” background, the objective is to 
estimate the angles and offsets of these straight lines that fit groups of collinear “1” 
pixels [2]. Several classical approaches have been proposed for solving this problem 
[2-6]. As one of the most excellent line fitting methods, the Hough-transform (HT) 
method [3-5] applies a special Radon transform to all points in the image and then 
accomplishes a two-dimensional search to find the maxima in the angle-offset plane. 
Another classical algorithm is the Subspace-based LIne DEtection (SLIDE) method 
[2,6], which skillfully makes an analogy between each line in an image and a planar 
propagating wavefront radiating on a sensor array [7].  

Motivated by that the iterative adaptive approach (IAA) is an efficient nonparametric 
spectral estimation algorithm, being applied into passive array processing [8], 
underwater acoustic communications[9], and MIMO radar imaging[10], this paper 
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considers fitting multiple lines in an image using IAA. It is worthwhile to highlight 
several aspects of the proposed approach here: 

i) The proposed algorithm decouples the multi-line fitting problem into two-stage 
spectral estimation problems;  

ii) In the first stage, it formulates the binary image into virtual far-field array 
signals [12] with a single snapshot, and estimates the incoming angles using the 
iterative adaptive approach (IAA);  

iii) In the second stage, it formulates the binary image into multiple near-field 
signals with a single snapshot [12], and estimates the offsets of these lines using IAA. 

The rest of this paper is organized as follows. The problem is described in Section 
2. A new multi-line fitting algorithm using two-stage iterative adaptive approach is 
developed in Section 3. Experimental results are presented in Section 4. Conclusions 
are drawn in Section 5. 

2 Problem Formulation 

Consider a binary image with size M M× , in which only “1” and “0”-valued pixels 
are contained. The “1” pixels represent collinear those in a finite number of groups (or 
noise), while the “0” pixels correspond to the background [2,6]. For convenient to 
describe, we take a single line for example, as shown in Fig.1. Each line is 
characterized by its x-axis offset x  and angle θ , and the related equation is given by  

tanx y xθ= +     (1)

The objective of this paper is to estimate the parameters of multiple lines 

( )1 2, , , dx x x    and ( )1 2, , , dθ θ θ , where d  stands for the number of lines in the 

given image D .  

xy ~tan +θ

x~ x

y

θ

O

 

Fig. 1. The line model used in this paper 

3 Proposed Algorithm 

To distinguish multiple lines in an image uniquely, it is necessary to determine their 
angles and offsets. In this section, we consider estimating angles and offsets 
consequently.  
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3.1 The First Stage 

Let 2 ( -1)1   
Tj j j Me e e =  u μ μ μ , and define: 

( ) ( ) ( )

( )

0 tan 1 tan ( 1) tan

1 1 1

1

 i i i i i i

Td d d
j x j x j M x

i i i

d

i i
i

e e e

s

μ θ μ θ μ θ

θ

× + × + − × +

= = =

=

=

 =   

=

  



z Du

a

  

 

(2)

where ij x
is e μ=  ,  and 

( ) tan 2 tan ( 1) tan1      i i i
Tj j j M

i e e e − =  a μ θ μ θ μ θθ     (3)

Obviously, via the transform above the binary image D  is transformed into virtual 

single-snapshot far-field array signals z  with amplitude is , where the virtual sensor 

array is a uniform linear array (ULA) consisted of M sensors [17,18]. Note that 
tan iμ θ π≤  is required to ensure the unique estimation [2,6].  

To estimate 
iθ  from the single snapshot z , we consider formulating the angle 

estimation problem as a sparse representation problem [10]. Let ( )1 2, , , N
  

θ
θ θ θ be a 

sampling grid of all angles of interest in the range o o[ 90 ,90 ]− , and the number of 

potential angles Nθ  must be even larger than the number of incoming array signals 

d . Construct an over-complete dictionary ( ) ( ) ( )1 2[  ] M N
N C θ

θ
θ θ θ ×= ∈A a a a    

where the atom ( ) , 1, 2, ,i i Nθθ =a     has the same form as Eq. (3), and thus z can 

be represented by the Nθ  signals with amplitudes  ( )1 2, , , Ns s s  
θ

 and angles 

( )1 2, , , N
  

θ
θ θ θ  as follows: 

     = +z As n   (4)

Where 1 2 
T

Ns s s =  s   
θ

, n  is the noise. In s , when the i th element is is 

related to one of the d incoming array signals, it is nonzero; otherwise, it equals to 
zero. 

To estimate s , we develop the following iterative adaptive approach (IAA): 

Step 1: Initialize ( )1 2  Ns s s  
θ

with the matched filter, i.e., 

( )
( ) ( )(0)
H

i

i H
i i

s =
z a

a a


  

θ

θ θ
， 1, 2, ,i N=  θ ，  (5)
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Step 2: For 1,2,j =  

     For 1, 2, ,i N=  θ  

Iteratively solving the following weighted least squares problem: 

      
( )

( )( ) ( ) ( )( )
1

2

( ) ( )

1

min   ( )

( ) ( )

i M i
i is j

H

i i M i i i

s j

s j s j

θ
θ

θ θ θ

−

−

−

= − −

Q
z a

z a Q z a




   

      (6)

Where 

( ) ( ) ( )( 1) ( 1) H
M i i i ij p j= − − −Q R a a  θ θ θ

 
 (7)

2
( 1) ( 1)i ip j s j− = −   (8)

( 1) ( 1) Hj j− = −R AP A   (9)

{ }( 1) diag (1), (2), , ( )i i ij p p p N− =P  θ   (10)

The solution to Eq. (6) is given by: 
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Based on Matrix Inversion Lemma, i.e.,  
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Eq. (11) can be represented in another form as 
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Based on ( )is j , one can compute the virtual spectrum of array signals  1
spec

NR θ×∈p , 

the i th element of which is defined as follows:  

2

spec ( ) ( )ii s j=p   (14)

Thus, the d  highest peaks of the spectrum 
specp  indicate the estimated angles 

( )1 2
ˆ ˆ ˆ, , , dθ θ θ . 

3.2 The Second Stage 

Based on a new parameter 
1μ , another snapshot of a new near-field source-type array 

manifold [12] can be formed as follows: 

( ) ( )
1

d

l l
l

xθ
=

=r A b 
 

 (15)

Where 

( ) { }2
1 1 1tan 4 tan ( 1) tandiag 1, , , ,k k kj j j M

i e e e −=A μ θ μ θ μ θθ  (16)

( ) 1 1 12 ( 1)1      k k k
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and the output of the i -th virtual sensor can be given by 
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For each angle 
îθ , assume the offsets  of interest (OI) are ( ),1 ,2 ,, , ,

ii i i Nx x x    . 

Construct an over-complete dictionary [ ]1 2  d=B B B B , where the sub-dictionary 

has the same form as 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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Thus, the received signal r  can be represented by the 
1

d

i
i

N
=
  atoms as: 

= +r Bs n   (20)
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Where 1 2 
T

N
s s s =  s   and  

1

d

i
i

N N
=

= . 

Similar to Eq. (4), s  can be solved by the similar IAA as those of  Eq. (5)-(14). 
Once s is obtained, the d  highest peaks of the spectral values indicate the estimated 
offsets. 

4 Simulation and Experimental Results 

To verify the performance of the proposed method, it is compared with the 
conventional HT and SLIDE approaches [2-6].   

4.1 The First Experiment Without Noise 

In this experiment, we consider a ( )256 256× -dimensional image (with zero-mean 

white and homogeneous Gaussian noise) with two lines, as shown in Fig.2 (a), which 
are characterized by ( )o

1 115 , 30x= =θ  and ( )o
2 250 , 20x= = −θ , respectively. After 

threshold segmentation, a binary image is obtained in Fig. 2 (b). Based on the binary 
image, 0.6=μ  and 

1 0.004μ = are applied to yield two virtual single -snapshot 

256 -sensor array signals, which consist of two incoming waves. The sampling grid is 
uniform with o1  in the range o o[ 90 ,90 ]− , i.e., 181N =θ  . In addition, let the sampling 

grid of offsets be uniform with 1 pixel in the range [ 50,200]− . The HT method, 

SLIDE method, and the proposed method are used to estimate the angles and offsets 
of the lines in the resulted binary image. From results of the three algorithms listed in 
Table 1, it can be seen that the SLIDE algorithm performs poor under this case while 
the proposed method and the HT method still perform well. As shown in Figs. 3 and 
4, the proposed algorithm can detect the angles and offsets of the two lines accurately. 

 

(a) (b)

Fig. 2. (a) an image with Gaussian noise (zero-mean and standard deviation σ =0.15),(b)the 
binary image from threshold segmentation (Threshold value 225) 
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Table 1. Estimation results from different algorithms 

Method 
1̂θ  1̂x  2̂θ  2x̂  

Proposed 15 o  30 50 o  -20 

HT 15 o  30 50 o  -20 

SLIDE 15.16 o  31.07 50.03 o  -19.11 
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Fig. 3. The spectral values versus angle 
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Fig. 4. The spectral values versus offset 
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4.2 The Second Experiment with Parallel Lines 

This experiment explores the capability of the proposed algorithm to detect parallel 
lines, which is an important difficulty in the multi-line fitting problem [6]. In Fig. 5, 
there are three lines with the same angle o20= −θ  but different offsets 

( )1 2 380, 90, 110x x x= = =   . Table 2 lists the estimation results using all three 

algorithms. These results show that the proposed algorithm can distinguish parallel 
lines well in the second stage. 

 

Fig. 5. Three lines with the same angle 

Table 2. Estimation results under parallel line case 

Method 
1̂θ  1̂x  2x̂  3x̂  

Proposed -20 o  80 90 110 

HT -20 o  80 90 110 

SLIDE -20.07 o  83.64 -304.83 108.87 

4.3 The Third Experiment for Lane Detection 

Line fitting is one of the key techniques in the vehicle autonomous navigation system. 
In this experiment, we use the proposed algorithm for detecting the lane markers and 
recognizing roads [11]. 

A gray-level image (Fig.6) with size 200×400 is applied in this experiment. Via 
the watershed transform-based segmentation (separating the background), threshold 
segmentation (threshold value 200), Morphology processing (including Corrosion and 
Thinning), the proposed algorithm fits the lines in a binary image, and the fitted 
results are given in Fig. 7. In addition, Table 3 lists all experimental results from the 
three algorithms, from which it can be seen that the SLIDE method has a huge 
deviation.  
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Fig. 6. A lane image 

Table 3. Estimation results for lane markers 

Method 
1̂θ  1̂x  2̂θ  2x̂  

Proposed -64 o  419 45 o  185 

HT -64 o  416 45 o  184 

SLIDE -64 o  -216.16 46.26 o  179.98 

 

 

Fig. 7. The fitting results from all three methods (the proposed algorithm and the HT method 
(marked in red), the SLIDE method (marked in blue)) 

The above-mentioned experiments show that the proposed algorithm is an 
alternative multi-line fitting method, which can distinguish the lines in a noisy image, 
and multiple parallel lines.  

5 Conclusion 

A new multi-line fitting algorithm using two-stage iterative adaptive approach IAA) is 
proposed in this paper. It formulates the binary image with lines into virtual far-field 
and near-field single-snapshot signals to estimate angles and offsets of lines, 
respectively. Simulation and experimental results show that the proposed algorithm is 
an alternative multi-line fitting approach. 
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Abstract. Wireless sensor and actuator networks (WSANs) combine a
large number of sensor nodes and a lower number of actuator nodes that
are connected with wireless medium, providing distributed sensing and
executing appropriate tasks to the events monitored in a special region
of interest. The design of coordination mechanisms among nodes is con-
sidered in this paper. First, we formulate the mathematical models for
WSANs system. Then, a strategy is proposed to assign proper tasks to
actuators based on the characteristics of current events. Finally, accord-
ing to system requirements, a distributed PID neural network control
scheme is adopted to take coordinated actions of actuators on the given
tasks. The simulations demonstrate the effectiveness of our proposed
methods.
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1 Introduction

Wireless sensor and actuator networks (WSANs) can be seen as an impor-
tant evolution of wireless sensor networks (WSNs) [1]. Sensors are resource-
constrained nodes with limited power, computation and communication capa-
bilities. Their purpose is to monitor the field and operate with duty cycle to save
energy, while the resource-rich actuator nodes can process the sensing data to
make decisions, and then, perform appropriate actions [2]. Currently, tremen-
dous effort has been dedicated toward the nodes coordination problems. This is
because (1) the amount, resource and the traffic load are nonsymmetrical be-
tween sensors and actuators, (2) the whole system exists in a dubious wireless
environment with external disturbances, and (3) the WSANs must satisfy the
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real time and reliable applications requirements [3]. Thus, in this paper, we focus
on the nodes coordination problems for multi-actuator control in WSANs.

In the event-triggered control, instead of periodically updating the control in-
put, the update instants are generated by the violation of a condition on the state
of the plant. Many researchers have shown a renewed interest on these techniques
[4-5]. The main idea of these methods lies in formulate the control and sched-
ule problem as an optimization problem and then obtained optimal solutions
through optimization algorithms seeking to determine schedules maximizing the
performance criterion. In [6], the authors propose a centralized control scheme
and a distributed control scheme in WSANs for building-environment control
systems. In [7], a new distributed estimation and collaborative control scheme
is proposed for industrial control systems with WSANs, which can achieve a
robust control against inaccurate system parameters. Our work is motivated by
the above studies. The key difference is that we introduce an event-driven task
allocation mechanism into the nodes collaborative process.

WSANs have many promising applications in industrial fields. In order to meet
those requirements, we attempt to develop an application-level design method-
ology for WSANs in control applications. The most popular control algorithm in
the control community is the proportional-integral-derivative (PID) control [8].
However, the conventional PID algorithm is hard to obtain desired performance
for the WSANs systems due to their unsymmetrical multi-variable structures.
Based on the online training and the updating abilities, neural network (NN) is a
promising intelligent control approach which does not require the mathematical
model of the controlled plant and can match the WSANs system effectively. PID
neural network (PIDNN) utilizes the advantage of both PID control and neural
network [9], it can learn online, adjust the connection weights and change the
gains of P, I and D in strong or weak according to the system response, so to
achieve superior dynamic and static properties.

The remainder of this paper is organized as follows: Section 2 presents a
model of WSANs architecture. Section 3 introduces the structure, the forward
and the back-propagation algorithms of the PIDNN. Section 4 provides a node
coordination mechanism. Finally, the results of simulations conducted to explore
the performance of proposed algorithm are demonstrated in Section 5.

2 System Models

We consider the WSANs that are employed to the industrial instrumentation and
control applications. The control object is to adjust the system state variables
to meet our requirements. We assume that there are ns sensors and na actuators
spread throughout the region of interest (ROI) to detect and track np system
states and take necessary actions in that area.

Consider following dynamic process with a discrete-time state space model:

X(k + 1) = AX(k) +BU(k) + ω(k) (1)

whereX(k) = [x1(k), ..., xnp(k)]
T is the system state, U(k) = [u1(k), ..., una(k)]

T

is the control input to the actuators, and ω(k) is the process noise. The (i, j)th
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entry of matrix A, aij �= 0 if xi and xj are adjacent so that their state are
correlated, otherwise, aij = 0. Here, we assume that the dynamics of xi is not
interconnected with others. B is a np × na input matrix whose element bij rep-
resents the influence of actuator Aa

j exerts on system state xi:

bij =

⎧⎨
⎩gj(1−

dij
ra

), dij < ra

0, dij ≥ ra
(2)

where dij represents the Euclidean distance between xi and A
a
j , ra is the action

range of actuator, gj is a gain coefficient measuring Aa
j ’s input and output.

Here, we consider a scenario with homogenous actuators. Due to the actuator’s
physical constraints, its output cannot change freely. Thus, uj is bounded. We
set uj ∈ [u, u].

To be more precise, let

yi(k) = cixi(k) + νi(k) (3)

be the sensing model of sensor Si, where ci and νi(k) are observation item and
measurement noise, respectively. Assume that ω(k) and νi(k) are Gaussian, un-
correlated, white, zero mean with E{ω(k)} = 0, E{νi(k)} = 0, E{ω(k)ωT (l)} =
Q(k)δkl, E{νi(k)νTj (l)} = ri(k)δklδij , where δkl = 1 if k = l, and δkl = 0,
otherwise.

According to the structure of A and B, WSANs can be modeled as the fol-
lowing block diagonal system:

A =

⎡
⎣A1 ... 0

0 ... 0
0 ... Am

⎤
⎦ , B =

⎡
⎣B1 ... 0

0 ... 0
0 ... Bm

⎤
⎦ , X =

⎡
⎣X1

...
Xm

⎤
⎦ (4)

where Ai ∈ Rni×ni , Bi ∈ Rni×li , Xi ∈ Rni×1, i ∈ {1, ...,m}, and
∑m

i=1 ni =
np,
∑m

j=1 lj = na. Then, the whole system is said to be partitioned into m
individual subsystem: {GS1 = (A1, B1, X1), ..., GSm = (Am, Bm, Xm)}. GSi =
(Ai, Bi, Xi), i ∈ {1, ...,m} is an isolated subsystem due to the actuators in Bi

are not influence the system states in Xj , j �= i.

3 The PIDNN Approach

PIDNN is a multi-layer forward neural network. It consists of proportional neu-
ron, integral neuron and derivative neuron and their connective weights are ad-
justed by the back-propagation (BP) algorithms. For a p inputs × q outputs
multi-variable system, PIDNN is a three layers (2q × 3q × p) forward network,
its output is regulated by the difference of system setting and sensing data. The
structure of PIDNN is shown in Fig.1.
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Fig. 1. The structure of PIDNN

3.1 PIDNN Structure

Input Layer. The input layer has 2 neurons which receive system setting rs(k)
and sensing data zs(k): {

nets1(k) = rs(k)
nets2(k) = zs(k)

(5)

The input layer neuron’s state is:

usi(k) = netsi(k), i = 1, 2 (6)

The output of input layer neuron is:

xsi(k) =

⎧⎨
⎩
u, usi(k) > u
usi(k), u ≤ usi(k) ≤ u
u, usi(k) < u

(7)

where s = 1, 2, ..., q represent sub-network’s serial number.

Hidden Layer. The hidden layer is the key layer of PIDNN, the relationship
of hidden layer is:

net′sj(k) =
2∑

i=1

wsij(k)xsi(k), j = 1, 2, 3 (8)

There have three kinds of hidden layer states.
Proportional neuron’s state is:

u′s1(k) = net
′
s1(k) (9)

Integral neuron’s state is:

u′s2(k) = u
′
s2(k − 1) + net′s2(k) (10)
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Derivative neuron’s state is:

u′s3(k) = net
′
s3(k)− net′s3(k − 1) (11)

The output of hidden layer neuron is:

x′sj(k) =

⎧⎨
⎩
u, u′sj(k) > u
u′sj(k), u ≤ u′sj(k) ≤ u
u, u′sj(k) < u

(12)

Output Layer. The input of output layer neuron is:

net′′h(k) =
q∑

s=1

3∑
j=1

w′
sjh(k)x

′
sj(k) (13)

where w′
s1h(k), w

′
s2h(k) and w

′
s1h(k) are the connective weights between hidden

layer and output layer, which can be seen as the proportional gain KP , integral
gain KI , and derivative gain KD, respectively.

The state of output layer neuron is:

u′′h(k) = net
′′
h(k) (14)

The output of output layer neuron is:

x′′h(k) =

⎧⎨
⎩
u, u′′h(k) > u
u′′h(k), u ≤ u′′h(k) ≤ u
u, u′′h(k) < u

(15)

where h = 1, 2, ..., p is output neurons’ serial number. According to the mu-
tual cross-coupling between hidden layer and output layer, PIDNN realizes the
decoupling control of unsymmetrical multi-variable system.

Finally, the output of PIDNN equals output layer neurons:

uh(k) = x
′′
h(k) (16)

3.2 PIDNN Controller

The arm of the PIDNN algorithm is to minimize:

J(k + 1) =
1

2

k+1∑
l=1

q∑
s=1

[rs(l)− zs(l)]2 =
1

2

k+1∑
l=1

e2(l) (17)

The connective weights of PIDNN is changed by the gradient algorithms in
an on-line training process. Hence, after the kth training step, the connective
weights from hidden layer to output layer are:

w′
sjh(k + 1) = w′

sjh(k)− η′
∂J(k + 1)

∂w′
sjh(k)

= w′
sjh(k) +Δw

′
sjh(k) (18)
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By using the BP method:

∂J(k + 1)

∂w′
sjh(k)

=

q∑
s=1

∂J(k + 1)

∂zs(k + 1)

∂zs(k + 1)

∂uh(k)

∂uh(k)

∂x′′h(k)
∂x′′h(k)
∂u′′h(k)

∂u′′h(k)
∂net′′h(k)

∂net′′h(k)
∂w′

sjh(k)
(19)

So, the connective weight w′
sjh(k) is updated by the amount:

Δw′
sjh(k) = −η′ ∂J(k + 1)

∂w′
sjh(k)

= η′
q∑

s=1

δ′hs(k)xsj(k) (20)

where η′ is a learning step and

δ′hs(k) = [rs(k + 1)− zs(k + 1)]sgn
zs(k + 1)− zs(k)
uh(k)− uh(k − 1)

(21)

On the same way, the connective weights from input layer to hidden layer are:

wsij(k + 1) = wsij(k)− η
∂J(k + 1)

∂wsij(k)
= wsij(k) +Δwsij(k) (22)

By using the BP method:

∂J(k + 1)

∂wsij(k)
=

q∑
s=1

[
∂J(k + 1)

∂zs(k + 1)

p∑
h=1

∂zs(k + 1)

∂uh(k)

∂uh(k)

∂wsij(k)
] (23)

Then, the connective weight wsij(k) is updated by the following equation:

Δwsij(k) = −η ∂J(k + 1)

∂wsij(k)
= η

q∑
s=1

p∑
h=1

δsjh(k)xsi(k) (24)

where η is a learning step and

δsjh(k) = δ
′
hsw

′
sjhsgn

u′sj(k)− u′sj(k − 1)

net′sj(k)− net′sj(k − 1)
(25)

4 Nodes Coordination

4.1 Event-Driven Task Allocation

Assume an event exi occurs, i.e. if system state xi varies from the set point x∗i ,
the event-triggered schedule turn on the corresponding actuators: {Aa

j |bij �= 0},
remain them in active state till the error signal ei = xi−x∗i becomes zero. When
there is no event occurs, the nodes follow a static sleep schedule. Regular data
collection is done using the sensors periodically and the actuators are completely
off. When bii �= 0, bij �= 0, j �= i, we refer exi as a coordination-base event. To
this event, the Actuator-Actuator coordination is always necessary since the
problem of actuator schedule and design a proper control strategy should be
taken into consider in the purpose of compensating the overlapping actuation [7].
When bii �= 0, bij = 0, j �= i, we refer exi as a coordination-free event. For such
case, the coordination problem simplifies to the correspond actuator processes
all incoming data and initiates appropriate actions without any involvement of
other actuators.
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4.2 Sensor-Sensor Coordination

When an event exi occurs, the sensors whose sensing range cover it will be
activated, these nodes organize themselves into local cluster, and the sensor
remains a higher energy level will be selected as the cluster head. According to
the sensing data {y1i (k), ..., ymi (k)} received from its cluster members, the cluster
head performs following data aggregation: (1) calculates the mean value ȳi(k) in
the set Vi = {y1i (k), ..., ymi (k)}; (2) removes the value yli(k), l ∈ {1, ...,m} such
as that |yli(k) − ȳi(k)| > εth from Vi; (3) calculates the mean value yi(k) of the
set Vi; (4) relays yi(k) to the coordinator.

4.3 Sensor-Actuator and Actuator-Actuator Coordination

After the initial nodes deployment, each sensor Si and actuator Aa
j have their

static position psi and paj , respectively. By using Voronoi cells method [10], we
can divide the ROI into na partitions {P1, P2, ..., Pna}, where all sensors in the
partition Pj are closer to the position paj of Aa

j than to the positions of all other
actuators Aa

i , i �= j. Aa
j will then be responsible only for the sensors in its own

partition and periodically perform data collection task for sensors in Pj .
In our framework, the coordinator can be defined as an actuator which roles

as a mediator between the associated sensors and other actuators. For sensor’s
coordinator is the nearest actuator, since the closer the actuator to the sensor
is, the earlier the actuator is informed, thus the quicker the actuator reacts and
the earlier action to be initiated. So, the Voronoi cells method mentioned above
can be used to select the coordinator.

From section 3, we could see that PIDNN is an error-driven control algorithm,
measurement noise ν(k) will not only degrade the system performance, but also
destabilize the system. A very natural thing is to design an observer to esti-
mate system state for the control design. Hence, a sample Kalman filter can be
performed by the coordinator to estimate the system state:

xi(k|k − 1) = aiixi(k − 1|k − 1) +
∑
j∈Bi

bijuj(k − 1) (26)

pi(k|k − 1) = aiipi(k − 1|k − 1)aii + qii(k − 1) (27)

mi(k) = pi(k|k − 1)ci[cipi(k|k − 1)ci + ri(k)]
−1 (28)

xi(k|k) = xi(k|k − 1) +mi(k)[yi(k)− cixi(k|k − 1)] (29)

pi(k|k) = [1−mi(k)ci]pi(k|k − 1) (30)

Then the coordinator will broadcast the sensing data zi(k) = xi(k|k) to other
actuators in the same subsystem. After information exchange, each actuator in
GSi accesses their responsible system states Xi(k|k) and implements PIDNN
mentioned above to calculate the control law Ui(k).
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5 Simulation

We consider a WSANs system for temperature control with np = 3, na = 4
and ns = 30. The nodes are deploy in a 150m × 150m ROI to detect events
and take necessary actions. Each actuator has an action radius ra = 30m. The
action bound to the actuator such that ui ∈ [−10, 10]. Here, we assume there is
no sensor uncoveraged holes due to the large deploy number. The control arm is
to meet the set points X∗ = [24(◦C), 25(◦C), 26(◦C)]T , and the system model
parameters are:

A =

⎡
⎣0.9 0 0

0 0.9 0
0 0 0.9

⎤
⎦ , B =

⎡
⎣0.3 0.4 0 0

0 0.5 0.3 0
0 0.4 0 0.3

⎤
⎦ , C =

⎡
⎣1 0 0
0 1 0
0 0 1

⎤
⎦

Based on the (A,B,C) established, a 3-input × 4-output PIDNN is applied
to control actuators. The initial values of wsij(0) are: ws1j(0) = 1, ws2j(0) =
−1, s = 1, ..., np, j = 1, 2, 3, and w′

sjh(0) are randomly select between 0 and
0.1. Learning steps are η = 0.00001 and η′ = 0.000001, respectively. In the
simulations, all the system noise sequences, i.e., {ωi(k), νj(k)} are set to have
the same amplitude: qii(k) = ri(k) = 0.1.

The system response after collaborative training process are shown in Fig.2.
The system state curves show that the PIDNN control scheme has a good system
performance, which can achieve quick responses, small overshoot and steady
state error. After undergoes 200 times of studies, the objective function J(k)
has been met our desired requirements.

In Fig.3, the results illustrate the control law of actuators under the PIDNN
control scheme. In this case, we can easily see that the control system is stable.
In our Actuator-Actuator coordination framework, the action will take place
when an event is detected. Actuators will modulate their outputs according to
the objective function J(k). At the beginning, due to the initial set system state
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Fig. 2. Dynamic system response
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(X(0)) and connective weights (wsij(0), w
′
sjh(0)), the initial error e(k) is big,

but as the error on-line training process, e(k) will tend to be zero eventually.
Fig.4 compares the evolutions of J(k) the system with and without state

estimation are able to achieve under different system noise levels. It can be seen
that, without state estimation, J(k) vary violently as the increment of noise
power and thus leads to a unstable system. If we utilize estimation algorithm
to filter sensor data, it can mitigates the detrimental effects of the system noise
and improves system performance greatly.
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6 Conclusion

This paper deals with the design of WSANs for control applications. The re-
lated challenge to design such a system is to perform an effective collaborative
processing mechanism among nodes within this network. First, an event-driven
task allocation mechanism based on the characteristics of events is introduced
to model actuator schedule. Then, according to the control requirements, a dis-
tributed PIDNN control strategy is applied to coordinate nodes’ actions to ac-
complish effective tasks. While performing such strategy, in order to improve the
control accuracy, Kalman filter is applied to estimate system state from noisy
measurement. Simulation results demonstrate that the proposed method has a
well adaptability, strong robustness and satisfactory system performance.
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Abstract. Calibration techniques played an essential role of improving
the pose accuracy of the industrial robot before delivery. Due to the
intense competition among the industrial robot market, numerous com-
plicated calibration approaches, which were classified into 3 levels, had
been successfully developed. Yet, in practical, level-1 and level-2 calibra-
tion, other than higher level, were often used in factory for the sake of
cost-effective matter. And most of the researches and applications were
focused on enhancing the position accuracy while the orientation ac-
curacy was neglected. Considering the requirement of painting process
and efficiency of calibration, we proposed a practical level-2 calibration
method for a spray painting robot which was designed by Industrial
Robot Research Center Co. Ltd. The measuring system consisted of API
laser tracker and an orientation testing End-Effector. After identifica-
tion and compensation process, we found this method was more effective
compares to Zero-Offset method and Direct Calibration method with the
relatively competitive consumption time.

Keywords: Robot Calibration, D-H parameters, MD-H, POE, Zero-
Offset, Direct Calibration, Singularity, Least Squares programming.

1 Introduction

Thanks to the flexibility and capability of reprogramming, robot manipulator has
shown us a quite economic and environmental solution in a variety of industries.
Due to the intense competition of robot market, there are strong demands for
high pose accuracy [1] and delivery efficiency among enterprises. Thus, a simple
and practical offline calibration process, which make the robot ready to use with
an acceptable accuracy for clients, is needed before shipping..

The calibration methods have been used to improve the pose accuracy of the
robot through a soft way to avoid increasing the mechanical cost. For decades,
many efforts have been made in this research area. Early in 1987, Roth [2]
categorized the robot calibration methods into 3 levels, which are ’joint level’
calibration, ’kinematic model based’ calibration and ’non-geometric’ calibration,
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respectively. Later, Elatta et al. [3] replenished the contributions during the
interval. However, level-1 [4] and level-2 [5], [6], [7], [8], [9], [10], [11] calibration
methods were proved to be more popular in factory, owing to their excellent cost-
efficiency. Level-3 calibration [12], [13], which enables the online fast trajectory
tracking, yet, is rarely used due to the high cost of measuring.

The level-1 calibration, previously, was to identify the model between the
output of transducer and joint displacement. And it was simply achieved by in-
troducing the mechantronic instruments to measure the absolute displacement
of joints at specified configuration, such as the Kuka’s emt [14]. However, when
the mechanical fixture is wear, this method will lose accuracy to a certain ex-
tent. In addition, it requires the experienced workers and the process appears
to be tedious and dangerous. To improve the effectiveness of level-1 calibra-
tion, researchers proposed the level-2 calibration method. By means of using
the Least-squares programming, the actual geometric parameters are identified
through the kinematic models and measuring data. Owing to its generality, this
method has been popular used until now and extent to parallel robots [15] and
the robot systems with external cells [16]. Pertinent application software has
emerged like Dynacal from Dynalog [17] as well. The main issue of level-2 cali-
bration [5], [6] has been the singularities of the kinematic model, which breaks
the effectiveness of Least-squares programming. Then, several rectifications were
made, such as MD-H model [7], S-model [8], and POE model [9], [10], [11]. The
MD-H model is widely used because of its convenience of introducing the ex-
tra rotational parameters. But the issue transformed and lied in the difficulties
to have a proportional and complete model. Whereas the S-model meets the
completeness condition, its measuring process seems to be lengthy. The POE
model is proved to be complete and proportional in theory, but the efficiency
of the identification process appears to be non-competitive. To note, the hybrid
methods of level-1 and level-2 became to attract the eyeballs with appearance
of the updates of measuring method like using laser tracker. A direct calibration
method [18], which is model free and combines the measuring and identifica-
tion process, is developed. In terms of rotating each link, the actual geomet-
ric parameters are obtained. But, this method appears to be time-consuming
as well.

Due to the requirement of spray painting process and compromise of the
measuring cost, the orientation accuracy which was neglected by almost all the
researches is demanded. As a direct factor that results unevenly spraying, the
orientation accuracy shows to be very important for the quality of painting.

In this paper, we propose an effective and efficient calibration method for
practical use in factory. In priority, we focus on improving the pose accuracy in
terms of extending the MD-H model, in which full pose differentials are derived.
In addition, an orientation testing tool and the API laser tracker are introduced
to help completing the pose measuring. After that, Least-Squares programming
is used to identify the geometric parameters. To compare with other methods,
we try the Zero-Offset method [19] and the Direct method, as well. Finally, the
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post-correction results are analyzed and compared, which will show the reason
why the method we proposed is more practical and competitive.

2 General Model of Kinematic Error

The previous studies of rigid kinematics allow us to describe the pose of End-
Effector of a general manipulator through a series of consecutive transformations.
Each transformation, expressed in a 4 × 4 homogeneous matrix, describes the
kinematic relationship between adjacent frames attached to each link. In terms
of D-H method [20], without losing the generality, the standard transformation
matrix, derived by Paul [21], is described as follows.

i
i−1A = R(zi−1, θi) ·T(0, 0, di) ·T(ai, 0, 0) ·R(xi, αn) . (1)

Considering the singularity issue, we apply the Modified Denavit-Hartenberg
Model, which is singular free. An extra rotation βn around current axis yn is
added that (1) is updated to

i
i−1A =

⎡
⎢⎢⎣
−sαisβisθi + cβicθi −cαisθi sαicβisθi + sβicθi aicθi
sαisβicθi + cβisθi cαicθi −sαicβicθi + sβisθi aisθi

−cαisβi sαi cαicβi di
0 0 0 1

⎤
⎥⎥⎦ . (2)

where s(·) = sin(·) and c(·) = cos(·). Then, the kinematics can be represented
as:

n
0A =

n∏
i=1

i
i−1A i = 1, . . . , 6 . (3)

Further, the transformation of the tool frame {T} relative to base frame {0} is
described as:

tool
0 A(Ω) =6

0 A ·
[
tool
6 R tool

6 p
0 1

]
=

[
n o a p
0 0 0 1

]
. (4)

where Ω =
[
θi, di, αi, ai, βi,

tool
6 R, tool

6 p
]T
42×1

, i = 1, . . . , 6, are the nominal geo-

metric parameters. By differentiating every column of (4), we obtain:

Δp = pmea − pnom =
42∑
j=1

∂p

∂Ωj
ΔΩj =

[
∂p

∂Ω1
, · · · , ∂p

∂Ω42

]
ΔΩ = Hp ·ΔΩ . (5)

Δn = nmea − nnom =
42∑
j=1

∂n

∂Ωj
ΔΩj =

[
∂n

∂Ω1
, · · · , ∂n

∂Ω42

]
ΔΩ = Hn ·ΔΩ . (6)

Δo = omea − onom =
42∑
j=1

∂o

∂Ωj
ΔΩj =

[
∂o

∂Ω1
, · · · , ∂o

∂Ω42

]
ΔΩ = Ho ·ΔΩ . (7)
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Δa = amea − anom =
42∑
j=1

∂a

∂Ωj
ΔΩj =

[
∂a

∂Ω1
, · · · , ∂p

∂Ω42

]
ΔΩ = Ha ·ΔΩ . (8)

Δp, Δn, Δoand Δa are the position and orientation errors to be measured. In
addition, we write (5), (6), (7) and (8) together, and obtain:

ΔE = H ·ΔΩ . (9)

Where ΔE =
[
ΔpT ΔnT ΔoT ΔaT

]T
, H =

[
HT

p HT
n HT

o HT
a

]T
is referred

as the Jacobian matrix and ΔΩ =
[
Δθi, Δdi, Δαi, Δβi, Δ

tool
6 R, Δtool

6 p
]
is the

geometric errors to be identified.
Further, for z − y − z Euler angle, the orientation errors are expressed as:

Δa = atan2(Rmea(2, 1),Rmea(1, 1))− anom . (10)

Δb = atan2(−Rmea(3, 1),

√
R2

mea(1, 1) +R2
mea(2, 1))− bnom . (11)

Δc = atan2(Rmea(3, 2),Rmea(3, 3))− cnom . (12)

Where Rmea = [nmea,omea, amea, ] is the measured orientation of {T}.

3 Measuring Setup

3.1 Position and Orientation Measuring

The position and orientation, namely the pose, of the robot is referred as x, y, z, a,
b, c values. To measure the position accuracy, according to ISO 9283, an example
End-Effector is provided [1]. However, it is incapable of testing the orientation

Fig. 1. The spray painting robot assembled with orientation testing tool
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of the robot unless a deterministic frame is built. Actually, the orientation of the
robot can be measured in terms of using the optional 6-dimensional laser tracking
sensor, which is costly and only available from Automated Precision Inc. [22].
Considering the financial effects, we designed a new economic end effector [23]
to measure the robot poses with API 3-dimensional laser tracker, see in Fig.1.
There are 3 holes, designed to fix the Spherically Mounted Retro-reflector (SMR)
in terms of 3× φ50.20mm dedicated bases, on the top surface of the effector to
establish the tool frame {T}. After assembling the end effector onto the end of
the robot, we can use the 3D API laser tracker to measure the positions of these
3 points. A line, which is constructed by P1 and P3 and supposed to be parallel
to the Z axis of frame {6}, is the Z axis. In addition, we can make a plane, in
terms of P1, P2 and P3, the normal (or its inverse) of which is set to be the X
axis. Then, the tool frame {T}, whose origin is located at P1, can be established
through the orthogonal method. Hence, we can read Rmea of the tool pertinent
to the frame {0} from the Spatial Analyzer, which is the software package of
API laser tracker.

3.2 Measuring Details and Sampling Strategy

In order to identify the geometric errors, enough and effective sampling data
should be gathered to establish a Least-Squares programming, in the case of
which a unique estimation could be obtained. Considering that only 6 indepen-
dent equations are provided for each pose, we should at least test 7 non-singular
poses to get the Least-Squares solution. Thus, we choose 49 different poses,
which are depicted in Fig.2 and enough to eliminate the random noise from the
repeatablity of the robot and other factors in testing enviroment as well.

Fig. 2. 49 Nominal poses to be measured
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During measurement, we command the robot to wait 18 seconds at each pose
so that the API laser tracker can measure the pose data in a smooth manner.
The entire setup and measurement process is less than 30 minutes.

4 Identification Process

The spray painting robot we calibrate is designed by Industrial Robot Research
Centre Co. Ltd. The kinematic parameters are described in Table.1, in which
we find axis 2 and axis 3 are designed to be paralleled. According to [7], the
extra parameter β2 is only needed to avoid singularity issue. Meanwhile, the
controller system we apply to the robot is KEBA Ketop T50 and KeMotion,
in which αi (i = 1, 2, 3) can’t be written. Therefore, the parameter ΔΩ to be
estimated is 34 dimensional. After checking HT · H is non-singular, the Least-
Squares programming is finely established that ΔΩ can be estimated as

ΔΩ̂ = (HT ·H)−1 ·HT ·ΔE . (13)

In terms of using commands of jacobian and subs in Symbolic math toolbox
of MATLAB, we obtain real value of (HT · H)−1 · HT from current geometric
configuration. Then, we substitute (13) with the nominal D-H parameters and
measuring data, and apply the commands of lsqlin and lsqnonlin in optimization
toolbox. Through both algorithms, we obtain the same results, shown in Table.2.
and Table.3. We note that the whole computation process is within 5 minutes.

The results show that the modification of tool’s orientation is just rotate the
nominal tool frame around ω = [0.4013, 0.3255, 0.8562]

T
with 1.3244e-4 degrees,

and are consistent with the POE method stated in [6].
Moreover, to compare with other identification methods, we run the Zero-

Offset method and Direct Calibration method. The results are depicted in Ta-
ble.4 and Table.5, respectively.

5 Errors Correction and Results comparison

Whereas the correction process can be completed within a minute for Zero-offset
method, the correction of all geometric parameters needs rewrite of the kinematic
configuration in KEBA controller and reboot of the robot system, which take
about 5 minutes. However, comparing to the Direct calibration method, which
takes more than 1 hour, the correction time is fairly reasonable. After correction,
we re-measure the errors, depicted in Fig.3 and Fig.4.

The results show that the calibration method we applied is more effective
than others. The 49 pose errors after calibration follow tighter normal distri-
butions with smaller standard deviations. The range of position errors shrinks
to [0.3545, 1.7076] mm. The standard deviation of orientation errors are down
to [0.0044, 0.0096, 0.0349] degree. Further, the comparison of calibration time,
depicted in Fig.5, shows the calibration method we used is relatively competitive.
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Table 1. D-H parameters for Spray Painting Robot

Link i ai (mm) αi (degree) di (mm) θi (degree)

1 270 90 0 θ1
2 1300 0 0 θ2
3 42.5 90 0 θ3
4 0 70 1300 θ4
5 0 -70 108.9 θ5
6 0 0 82 θ6

Table 2. The Estimated errors of D-H parameters

Link i Δai (mm) Δαi (degree) Δdi (mm) Δθi (degree)

1 -1.9719 0 -0.2069 -0.0569
2 2.1750 0 -0.9600 -0.0877
3 0.3612 0 -0.9594 0.0257
4 0.3002 -0.0764 0.1390 0.0138
5 -0.0032 0.0637 0.0728 0.0829
6 0.0839 0.0718 0.5111 0

Table 3. The Estimated errors of Tool parameters

Tool Δp (mm) Δtool
6 Rx (radian) Δtool

6 Ry (radian) Δtool
6 Rz (radian)

x 0.0003 1.0675e-17 1.9486e-6 6.9915e-7
y 0 -2.1163e-6 5.2149e-18 -1.0443e-6
z 0.0004 -7.1453e-7 9.1147e-7 3.7762e-24

Table 4. The identified Zero-Offset angle errors for 6 joints

Δθ1(degree) Δθ2(degree) Δθ3(degree) Δθ4(degree) Δθ5(degree) Δθ6(degree)

-0.0046 -0.0388 0.0255 0.1558 -0.2297 0

Table 5. The identified Geometric errors through Direct Calibration method

Δθ1(degree) Δθ2(degree) Δθ3(degree) Δθ4(degree) Δθ5(degree) Δθ6(degree)

-0.0294 -0.0589 0.0317 0.0245 -0.1822 0
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Fig. 3. Comparison of Position Errors for 49 Points

Fig. 4. Comparison of Orientation Errors 49 Points
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Fig. 5. Comparison of Consuming-Time among 3 calibration method

6 Summary

In this paper, we provided a practical approach of calibrating the spraying paint-
ing robot. In terms of extending the MD-H model, we derived the kinematic
model for position and orientation errors. To collect the measuring data, we
introduced an orientation testing tool and the API laser tracker, economically.
After the identification process, in which the Zero-Offset method and Direct
calibration method are attempted as well, the errors of geometric parameters
were obtained. By correcting of these errors, the pose accuracy is improved to
different extent. We compared the effectiveness and efficiency of these 3 methods
and found that the method we proposed is more practical for the factory use.
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Abstract. In this article, a robot designed to detect fissure underneath the bridge 
is presented. While the robot is working, it actually walks on a the truss stretches 
from a truck, automatically avoiding obstacles ahead in aid of the sensors and 
micro-controller. The whole device, equipped with CCD camera, can agilely 
move with the three degree mechanical structure. Moreover, the system performs 
brilliantly in identifying cracks from the complex view under the bridge and 
providing exact parameter related to it such as length, width and position by 
utilizing improved algorithm. This machine can also be operated by man directly 
to adjust the camera's position, once the fissure was discovered. 

Keywords: bridge detection, robot, machine vision，image processing，crack 
detection. 

1 Introduction 

There is a large number of bridges in China, however, according to statistics, 40% of 
the bridges have been built for a very long time and the number is growing. Detection 
of the bridge has become an important topic among bridge managers, but detection 
system of bridges faces the problems of inadequate detection 、maintenance system、
poor technology and equipment、lack of senior inspectors in China at present, so it is 
necessary to develop a new bridge detection technology. 

The bridge detection technology is developing rapidly. In terms of software, Beijing 
Jiaotong University uses MATLAB as a development platform to do some researches 
such as grayscale, image enhancement, thresholding to remove noise , calculating the 
eigenvalues , automatically identifying cracks by the value of the multi-feature 
matching algorithms and storing calculated data. In terms of hardware, it is mainly 
about detection carrier and it is divided into deck carrier and underbridge carrier. Deck 
carrier is project vehicle, which is driven on the decks to detect with the measuring 
instruments. Underbridge carrier is always a project truck with hydraulic robot arm 
which detects under the bridge, for example bridge detection vehicle, it provides a 
closer inspection and testing platform for inspectors to detect the slab concrete strength, 
the size and appearance of cracks of any parts under the bridge. It changes the past 
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detection way of hanging with a rope to the bridge for testing, making detection and 
make it faster、more accurate、easier and safer to detect. Currently there are many 
detection vehicles be bought to detect the bridges in Wuhan, Guangzhou, Nanchang, 
Fuzhou, Xiamen, Nanjing, Shenzhen [8]. 

Though the bridge detection technology is developing rapidly, but there are some 
limitations. MIT postgraduate students in school of mechatronics developed the bridge 
detection robot under the guidance of Dr. Harry Asada, the robot detect the bridge 
under the bridge with magnetic force, however, it can only be used for steel bridges, not 
for concrete bridge which occupies the majority. [2]. The software designed by Beijing 
Jiaotong University which is mentioned above cannot be used to automatically 
determine whether it is cracks, it need step-by-step pictures photographed by 
inspectors. It is mainly used for analysis of the various features of cracks such as width, 
length, roundness, aspect ratio, area, cracks mean gray etc., but it cannot be applied to 
scan under bridge, determining whether there are cracks and calculating a variety of 
eigenvalue of the cracks. 

2 Profile of Detection Robot 

The robot is designed to detect fissure underneath the bridge. While the robot is 
working, it actually walks on a truss stretch from a truck. The whole device equipped 
with CCD camera can agilely move with the three degree mechanical structure. 
Moreover, the system performs brilliantly in identifying cracks from the complex view 
under the bridge and providing exact parameter related to it such as length, width and 
position by utilizing improved algorithm. System schematic are shown in Fig.1. 

 

Fig. 1. System schematic 

2.1 Mechanical Structure 

This robot primarily consists of three parts, its system module unit is shown in Fig.2. 
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Fig. 2. System module unit 

(1)Guide roller 

This ensures the stability of the movement and to keep it in straight line. 

(2) Lifting lever 

Assisted by sensors, the lever's movement is controlled by the single-chip 
microcomputer, so the distance lies in the bridge bottom and the camera could be 
adjusted accordingly. 

(3) Platform with multitude degrees of freedom  

It endows the camera a better field of view. 

 

Fig. 3. Model diagram of mechanical structure 
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2.2 Controller Part 

This part is mainly divided into two parts: a wireless controller manipulated by human 

in distance and Single-chip Microcomputer to help avoid obstacles. The hardware in 

controller part is shown in Figure 4. 

 

Fig. 4. Hardware in controller part 

(1)Wireless controller 

When a significant fissure is spotted through the camera, the robot could be totally 
controlled by it. In this way, the observer could get the suitable angle to scrutinize and 
analysis the wreck with more time and effort by order it rotate or move closer. 

The devices used are one emitter with four buttons, controlling a range of 200M and 
the receiver named 2272. 

(2) The part that single-chip microcomputer control 

A. Hardware 

The circuits are made up of a single-chip microcomputer, drive for motor, circuit of the 
sensors, a camera, a DC motor with 24Volts and a serial communications port. 

The type of the single-chip microcomputer is SST-51, with 8-bit CPU and 4k bytes 
of ROM, 128 bytes of RAM, 21 special function registers, 32 I / O lines, addressing 64k 
bytes of external data and program storage space, two 16-bit timer counter and interrupt 
structure, with two priority, five interrupt sources and a full dual-port serial port for bit 
addressing function. 

Also there are three infrared ray distance sensor located in front of the back and top, 
they can detect obstacle within 1 meter distance and then the signal is transmitted to the 
control system. Besides two DC drive motors are placed in it to increase and decrease 
the height of the platform and drive it forward or backward.  
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B. Working process 

If impediment is encountered when moving forward on the guide roller, the robot, after 
received the signal from the sensor would stop or return; the exact movement has to be 
decided by its algorithm. If the lever is blocked by obstacles under the uneven bridge 
bottom, the lever can automatically descend to avoid them; while the distance to bottom 
is out of reach (80CM-100CM), the lever can stretch out to offset it. 

2.3 Image Collecting System 

Image information is collected from the camera back, then is sent to the computer 
through the network transmission, the image information is then processed by 
self-developed software. The image collecting process is shown in Figure 5. 

 

Fig. 5. Image collecting process 

(1) CCD (charged couple device) camera is made by high-sensitivity semiconductor, it 
will convert the light into charge, and then the analog signal is converted to digital 
signal. 

The German Basler CCD camera is selected in the product. This CCD camera has the 
following advantages: i. small size and light weight; ii. low operating voltage; iii. 
durable in shock and vibration,  iv. high sensitivity . These features provide a solid 
foundation for the acquisition of the bridge bottom image. The specific parameters of 
industrial cameras are as the following form 

(2) Image acquisition card 

The image acquisition card is able to collect the video data and transform it into a 
readable form for computers, so later it could be processed there. 

(3) Design of the software 

The software, programmed in Open CV (Open Source Computer Vision Library), 
finally identifies and measures the fissures. 
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Table 1. The specific parameters of industrial cameras 

definition parameters 

Camera model scA1300-32gm 

Resolution 1296X996 

Camera frame rate 30fps 

The size of the target surface 1/3 

Pixel size 3.75X3.75um 

Trigger mode External trigger 

CCD Type SonyICX445 CCD 

Lens Mount C interface 

Data interface Gigabit Ethernet interfaces 

 
The whole software is divided into five modules: 

A. The main module: in response to a variety of events from users. 

B. Interactive control module: Set the parameters of the hardware and software in order 
to meet the users' demand. 

C. The image display module: display the video collected from the camera on the 
computer screen, so that users could spot the continuous view under the bridge. 

D. The image process module: carry out actions as filtering noise, image segmentation, 
feature matching and so on. 

E. Data storage module: save the collected data about the schism for future analysis or 
investigation 

The interface of the software is shown in Figure 6. 

 

Fig. 6. User Interface of Crack Inspection System 
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2.4.1    Image Preprocessing[3] 

1) Gray processing 

Because there is a difference in the situation of sunshine in different shooting place, the 
brightness of the image can be very different, so we use the following formula to finish 
gray processing:  

I(R,G,B)=0.299*R+0.587*G+0.144*B (1) 

In the formula (1) R,G,B refers to the value of red, green and blue. We can increase the 
efficiency of image processing by this way and it won’t lose any data  

2) Removal of image noise 

In this example we use median filter and Gaussian filter to remove the image noise 
efficiently which is produced in collecting and transmitting. 

Before that, we use the following formula to process every pixel: 

                

(2)

 

In this formula (2), f (x, y) refers to the value of input gray scale, and g(x, y) refers to 
the output gray scale. 

The following formula to achieve Gaussian filter [6]： 

                

 (3)

 

By this Non-linear formula (3), we can make the differences of each pixel in the image 
more remarkable 

           

(4)

 
3) Binary image conversion: in this process we transform the gray image to binary 

image in order to calculate the eigenvalues of the cracks in the image. The formula 
to finish binary image conversion as follows [4]: 

The T in the formula (4) refers to the threshold which is used in the identification 

of cracks. The final effect of image preprocessing is shown in Fig. 8. 

 

2(255 ( , ))
( , ) min ,255

( , )

f x y
G x y

f x y

 −=  
 

( ) 0 ( ) ( , )

255( ) ( , )

black f x y T
F x

white f x y T

≤
=  >

1 ( , ) 1)

( , ) * ( , ) 1 ( , ) 2

254 ( , ) 2

f x y x

g x y f x y x f x y x

f x y x

β γ
<

= + ≤ ≤
 >



182    Q. Yu et al. 
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2.4.5    The Actual Effect 

According to the experiment results of different methods, which are as shown in Fig.11, 

it is obvious that the proposed method is better than other methods. 

 

Fig. 9. Results of different methods (a)original image (b)proposed method （c）adaptive 
threshold （d）region growing arithmetic  

3 Conclusions  

Inspection robot based on machine vision technology is safe and effective to detect the 
bridge. Using software and image processing technology, and with the reliable 
mechanical structure and control system, it can perform well in detecting task of bridge 
test automatically for crack information. And the calculated crack information and 
parameters are transmitted to PC database management system, providing reference for 
maintenance. The inspection robot proposed in this paper can get good effect in actual 
process. 
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Abstract. In this paper a visual object tracking method is presented
which is robust against changes in the object appearance, shape, and
scale. This method is also able to track objects being occluded tem-
porarily in cluttered environments. It is assumed the target object moves
freely through an unpredicted pattern in a dynamic environment where
the camera may not be stationary. The proposed method models the
object representation by an adaptive and deformable template which
consists of several Gaussian functions. A 5 degree-of-freedom transforma-
tion function is employed to map the pixels from the template reference
frame to the image reference frame. Moreover, the object localization
method is based on a robust probabilistic optimization algorithm which
is performed at every image frame to estimate the transformation param-
eters. The comparisons of the results obtained by the proposed tracker
and several state-of-the-art methods with the manually labeled ground
truth data demonstrate higher accuracy and robustness of the proposed
method in this work.

Keywords: Visual Tracking, functions, non-rigid object, adaptive
template.

1 Introduction

Efficiency and reliability of many robotic and computer vision applications such
as automated visual surveillance systems [1] and intelligent preventive safety
systems [2] highly depend on their visual object tracking algorithm. In general,
a visual tracker consists of two main components which are object representation
model and localization method. Object model can be represented either based
on its features or image region. Different feature descriptors including silhou-
ette, contour , texture , Haar-like features , and histograms have been used to
model the objects. Although feature-based representation models such as SIFT
[3] can suitably handle the appearance non-rigidity and scale variations, they
are hampered in real-world applications due to the high computational cost of
feature extraction and matching. Moreover, a suitable feature extraction method
must be chosen before hand depending on the application. On the other hand,
as a region-based model, object template is a well-studied technique which rep-
resents the object by its pixel values. Since early methods [4,5], the accuracy and
efficiency of the template-based trackers have been improved in different ways

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 185–195, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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using a more general template transformation [6], linear appearance variation
[7], and Active Appearance Models (AAMs) to model non-rigid appearance [8].
Moreover, low-dimensional sub-space representation models such as Principal
Component Analysis (PCA) and Probabilistic PCA have been used in [9,10] to
improve the robustness of the template trackers against illumination changes,
outliers, and noise.

Apart from the representation model, object localization method also plays a
crucial role in the performance of a visual tracker. Gradient-based searches and
non-gradient methods such as sampling algorithms are two main approaches for
finding the object location. Sequential Monte Carlo (SMC) methods such as
Condensation algorithm [11] estimate the likelihood distribution of the object
state using a sampling algorithm. SMC methods usually require a large num-
ber of samples (or particles) to obtain a satisfactory accuracy and robustness
against large and complex object motion, scale, and appearance variations. In
the case of tracking with no information about motion dynamics (although tar-
get motion dynamics can be estimated during the time, it is not reliable due to
the unpredicted and complex target and camera motion), localization based on
the target appearance and representation model is the key to develop a robust
tracking method. On the contrary, in gradient-based methods such as Lucas-
Kanade algorithm [12,13] and Mean-Shift method [14], a similarity measure as a
cost function is optimized to find the next object location based on the motion
model.

In this paper a robust template tracking method based on the sum of Gaussian
errors between the object template and the candidate sub-image is proposed. The
proposed method is capable of tracking non-rigid objects with variable appear-
ance, shape, and scale in cluttered environments. A probabilistic optimization
algorithm is used to minimize the error function. Moreover, several Gaussian
functions are used to model the object template. At every frame, the template
is adaptively updated so that it can handle both the object appearance changes
and the “drift” problem1. It is assumed that the object bounding rectangle is
specified manually or automatically (by any existing object detection method)
at the first frame and the main goal is to track the object without any prior
knowledge about the object appearance and motion dynamic.

The rest of this paper is organized as follows. In section 2, the template-
based visual tracking problem will be defined, and then the formulation and the
algorithm of the proposed robust Gaussian-based template tracking method will
be explained in detail. In Section 3, the proposed tracker will be applied on a
challenging video and its results will be compared with several state-of-the-art
methods as well as the ground truth data. Concluding discussion and potential
extensions for future work will be provided in Section 4.

1 The problem of gradually updating the object appearance model with irrelevant
information such as background pixel values [12]
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2 Robust Template Tracking

Template matching is a powerful machine vision approach which has been intro-
duced in [5] for the task of visual tracking. In this approach, the object specified
at the first image I1 is considered as the object template T (X) where X = {x, y}
is the pixel coordinates and then the tracking task is to find the best match to the
template in an image sequence. If the object dynamic is modeled by a transfor-
mation functionW (X ;Θ) where Θ = (θ1, .., θK) are the template transformation
parameters, one can define the squared error between the template and the next
image In as the similarity measure to find the best match. In [5], a non-linear
optimization algorithm is introduced to solve Eq. 1.

Θn = argmin
Θ

∑
X∈T

[In(W (X ;Θ))− T (X)]
2

(1)

In this work, as shown in Fig. 1, the object region is specified by a deformable
bounding box. This box is defined by five parameters as R = {xc, yc, w, h, β}
where xc and yc are the center pixel coordinates of the object, w and h are the
width and height of the region, and β is the rotation in the image plane.

Fig. 1. Object region definition based on a deformable bounding box

In the proposed method, an adaptive deformable template based on several
Gaussian functions is designed to represent the object appearance. The template
consists of the object region intensity values, each template pixel T (X) is mod-
eled by a Gaussian distribution function GX defined by an adaptive mean μX
and variance σX . The adaptive Gaussian functions used for the object template
enhance the ability of the representation model to handle appearance variations,
illumination changes, cluttered background, and occlusion. Also the proposed
template is robust against the “drift” problem by considering the irrelevant pix-
els as outliers. In fact, an outlier region can be rejected by assigning a high value
of the variance to the corresponding Gaussian functions. The deformable object
region on the other hand, can manage the shape and scale changes as well as
different poses. Moreover, a gradient-based search is used to locate the object
region in the image sequence. The proposed localization algorithm is based on
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a probabilistic optimization method which minimizes the sum of Gaussian er-
rors between the template and the candidate sub-image to find the template
transformation parameters Θt.

Although a generic transformation matrix with more parameters (e.g., 6-DOF
affine transformation map used in [15]) can offer more flexibility to the task of
object localization, a large number of parameters being estimated may increase
the uncertainty and convergence speed as well as the computational cost. A
more suitable transformation function should be defined based on the object
representation model. Considering the proposed representation model, we used
a 5-DOF2 transformation functionW (X ;Θ) to map the pixelX in the coordinate
frame of the template to the pixel located at W (X ;Θ) in the coordinate frame
of the image. As shown in Eq. 2, the transformation function is composed of
translation, rotation, and scale transformations.

W (X ;Θ) =

[
cos(β) − sin(β) dx
sin(β) cos(β) dy

]⎡⎣sx × x
sy × y

1

⎤
⎦ (2)

where dx and dy are the object translation in x and y axises, sx and sy are the
scale factor in x and y axises respectively, and β is the object rotation in the
image plane.

Algorithm 1. Summary of the proposed tracking algorithm

1: Specify the first object region (R1 = {xc, yx, w, h, β}) either manually or by an
object detection method

2: Initialize the object template based on Eq. 3
3: Estimate the object location using Eq. 10
4: Update the templates based on Eq. 11
5: Go to step 3 until the end of image sequences

Based on the experimental results, it is shown that the 5-DOF transformation
function employed in this work outperforms the popular 6-DOF affine transfor-
mation function used in [15]. A summary of the proposed tracking algorithm
is shown in Algorithm 1. In the following subsections, different parts of this
algorithm are explained in detail.

2.1 Template Initialization

The template is first initialized from the object region R1 = {x1c , y1c , w1, h1, β1}
at the first image I1. As mentioned in the previous section, the template T
consists of the object image where each pixel T (X) is modeled by a Gaussian
function GX = {μX , σX}. The parameters of each Gaussian function are initial-
ized based on Eq. 3.

μX = I1
(
W (X ;Θ1)

)
; σX = {1}w1×h1 (3)

2 Degree of freedom
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where μX and σX are the mean and variance values for the Gaussian function
corresponding to the pixel X in the coordinate of the template, {1} is a matrix of
“1”s, and also the transformation parameters are initialized based on the object
region as Θ1 = {β1, sx = 1, sy = 1, d1x = 0, d1y = 0}.

2.2 Object Localization

In general, visual tracking task consists of two different processes which are called
Target Representation and Localization (TRL), and Filtering and Data Associa-
tion (FDA). In the latter process, the object is tracked through the estimation of
its motion dynamics; however, in TRL, the object is located based on the object
appearance and shape. In many real-world applications, localizing the object
based on the estimated object dynamic model is not robust due to the complex
and unpredicted object motion. Therefore, in this work a gradient-based algo-
rithm which minimizes the sum of Gaussian errors between the template and
the candidate sub-image is proposed to locate the object. In the following sub-
sections, the proposed localization method is explained in detail. Also, for the
sake of clarity, the time instant is not specified within the equations.

Formulation. The localization problem can be viewed as an optimization task.
As the proposed object template is composed of Gaussian functions, we consid-
ered the sum of Gaussian errors (SGE) between the template and the candidate
sub-image as the optimization cost function. Minimizing the SGE function de-
fined in Eq. 4, we obtain the new transformation parameters Θ∗.

SGE =
∑
X∈R

exp

(
−1

2

(
IW (X;Θ∗) − μX

σX

)2
)

(4)

where the new transformation parameters Θ∗ are found from the previous values
Θ plus the parameters change ΔΘ. Also using the Taylor series, we can expand
the transformed candidate sub-image IW (X;Θ∗) based on Eq. 5.

IW (X;Θ+ΔΘ) = IW (X;Θ) +∇IW (X;Θ)
∂W

∂Θ
ΔΘ (5)

By substituting Eq. 5 into Eq. 4, the SGE is defined as:

SGE =
∑
X∈R

exp

⎛
⎜⎝−

(
I

′
+∇I ′ ∂W

∂ΘΔΘ − μX
)2

2σ2X

⎞
⎟⎠ (6)

where I
′
= IW (X;Θ).

Taking derivative of the transformation function W with respect to its pa-
rameters Θ, we obtain:

∂W

∂Θ
=

[
−xsxSβ − ysyCβ xCβ −ySβ 1 0
xsxCβ − ysySβ xSβ yCβ 0 1

]
(7)
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where Sβ and Cβ are sin(β) and cos(β) respectively.
The change in transformation parameters ΔΘ is estimated by taking deriva-

tive of Eq. 6 with respect to ΔΘ and set the equation to zero.

ΔΘ = H−1
∑
X

[
∇I

′ ∂W

∂Θ

]T (
μX − I

′)
(8)

where the Hessian matrix is:

H =
∑
X

[
∇I

′ ∂W

∂Θ

]T [
∇I

′ ∂W

∂Θ

]
σ2X (9)

According to Eq. 9, the Hessian matrix needs to be calculated in every image
frame which is not possible in many real-time applications. Nevertheless, having
the independency assumption, we can calculate the transformation parameters
based on Eq. 10.

Δθk =

∑
X

[
∇I ′ ∂W

∂θk

]T (
μX − I ′

)
∑

X

[
∇I ′ ∂W

∂θk

]T [
∇I ′ ∂W

∂θk

]
σ2X

(10)

where Θ = {θk}k=1:K and K, the number of parameters, is six.

Note that in Eq. 10, ∂W
∂θk

and ∇I ′
are [2 × 1] and [1 × 2] vectors; therefore,

no matrix inversion is required which significantly increases the efficiency of the
localization task.

2.3 Template Updating

After localizing the object, the template T t at time instant t is updated from
the sub-image specified by the transformation function W (X ;Θt) with the new
parameters Θt. As shown in Eq. 11, an adaptive forgetting factor αμ ∈ [0, 1] is
used to update the mean value of the Gaussian functions corresponding to the
template pixel values. Also the variance of each Gaussian is empirically estimated
from the error between the template and the sub-image etX . In fact, those pixel
which have been changed more than others will have a higher variance and
consequently they are considered as outliers by the localization algorithm, see
Eq. 10.

According to the mentioned properties, the proposed object representation
model can improve the tracking robustness against different object poses, clut-
tered scenes, partial occlusion, and drifting.

etX = It
(
W (X ;Θt)

)
− μt−1

X

μtX = μt−1
X + αt

μ × etX

σtX =
1

t

(
(t− 1)σt−1

X + etX
2
)

(11)
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Experimentally, the forgetting factor is defined based on the root mean square
(RMS) error of the template and the sub-image. As a result, the proposed
adaptive template is able to handle both short-term and long-term appearance
changes by only updating the template from the high confident samples.

αt
μ =

1−
√

1
NX

∑
X

(
μt−1
X − It(X ;Θt)

)2
100

(12)

where NX is the number of Gaussians representing the template and also αt
μ = 0

if αt
μ < 0.

3 Experimental Results

In this section, a challenging video studied in [16] has been used. This video
consists of 1140 gray-scale images which are recorded at 30 frame per second
with the size of 360× 240. Also, the pixel values are scaled to [0, 30].

The accuracy and robustness of the proposed tracking method have been
verified by comparing its performance with several state-of-the-art methods. Also
the ground truth data is used to validate the comparison. In Fig. 2, the object
bounding box obtained by the proposed method using 5-DOF transformation
map (bold dashed red box) and affine transformation map (bold dashed blue
box), the ground truth data (bold dotted yellow box), the Mean-shift [14] (dash-
dot cyan box), the Fragment-based Tracker [17] (solid magenta box), and the
Color-Texture based Mean-shift [18] (dashed green box) for 6 sample frames are
illustrated. Based on this figure, the proposed method is robust to track the
target object in several challenging situations including: different poses (e.g., 4,
355, 962), scaling (e.g., 4, 962, 1081), illumination changes (e.g., 355, 828, 962),
shape deformation (e.g., 355, 828), and temporary occlusion (e.g., 208, 355).
In contrast to the typical template tracking methods, the proposed method is
robust to the “drift” problem and can track the object where its appearance is
changed significantly (e.g., 208).

Fig. 2 shows that the target object has been tracked accurately and robustly
by the proposed method in different image sequences whereas other methods
occasionally failed to locate the target at several frames. For instance, the
Mean-shift method failed to track the object at frames 828, 962, and 1081, the
Fragment-based tracker failed at frames 962 and 1081, and the Color-texture
based Mean-shift could not locate the object at frames 208, 355, and 962. Based
on this comparison the proposed method outperformed others in most frames.
In early frames, the Fragment based tracker was the best tracker; however
this method had significant drift at several frames (e.g., frame 962 and 1081),
due to the large object motion, changes in the object appearance and light-
ing. The Mean-Shift tracker generally performed poorly especially in cluttered
scenes where the object and background pixel values are mixed. Although the
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Color-Texture based Mean-shift outperformed the typical Mean-shift method, it
could not track the object precisely and it was not robust against occlusion and
appearance changes.

4/1140 208/1140 355/1140

828/1140 962/1140 1081/1140

Fig. 2. A comparison of the proposed tracker using 5-DOF transformation map (bold
dashed red box) and affine transformation map (bold dashed blue box) with the ground
truth (bold dotted yellow box), the Mean-shift (dash-dot cyan box), the Fragment-
based Tracker (solid magenta box), and the Color-Texture based Mean-shift (dashed
green box)

3.1 Quantitative Comparison

The root mean square (RMS) error between the object bounding box provided by
the manually-labeled ground truth data and other methods is used to evaluate
the precision of the proposed tracking method in comparison with the other
methods.

As shown in Fig. 3 (b), the average RMS error between the ground truth
object bounding box and the estimated bounding box obtained by the proposed
method using the 5-DOF transformation is less than the others’s average RMS
errors, also based on Fig. 3, the RMS error obtained by the proposed method
is smaller than other’s error in most image frames. Although the RMS error of
the proposed tracker (5-DOF transformation map) is not the least at all frames
(e.g., between frames 300 and 600), the proposed method is more reliable than
other methods in different situations where the object appearance and scale are
changed.

Moreover, according to the quantitative results illustrated in figure 3 (a), the
5-DOF transformation map used in this paper outperformed a 6-DOF affine
transformation map. In fact, not always a more general transformation function
with more parameters provides a better tracking result.
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Fig. 3. The (a) immediate and (b) accumulated RMS error between the ground truth
data and other tracking methods

4 Conclusions

This paper presents a probabilistic formulation to solve the visual tracking prob-
lem in complex environments where the object may be occluded and its shape,
scale, and appearance are changing. In the proposed method the object is speci-
fied by a deformable bounding box which is represented by an adaptive template.
Each pixel in the object template is modeled by an adaptive Gaussian function.
The new location of the object is estimated by minimizing the sum of Gaus-
sian errors between the template and the candidate sub-image. Based on the
experimental results in section 3, the proposed method is robust against object
appearance, shape, and scale variations and it is also able to handle partial and
full occlusions (e.g, image frame 208 in Fig. 2). In addition, a 5-DOF transfor-
mation map is used for object transformation based on the object representation
model. As shown in figure 3, the results obtained by the 5-DOF transformation
map are more accurate and robust than the results of a more general 6-DOF
affine transformation map.

The accuracy and robustness of the proposed tracking method are the result of
using several adaptive Gaussian functions, the proper transformation function,
and the probabilistic localization method. More precisely, Gaussian functions
can manage outliers, noise, and appearance variations. Also the template is up-
dated by a dynamic forgetting factor to improve the tracking reliability and solve
the “drift” problem by rejecting outliers and occluded sub-images. In comparison
with several state-of-the-art trackers, the proposed method can track a non-rigid
object more accurately and robustly. However it occasionally drifts from the tar-
get object especially where the object deformation and motion are significant.
As a solution, the localization algorithm can be performed in multi-resolution
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from coarse to fine to locate the object when it has moved significantly. Also
initializing the optimization algorithm from different starting points can improve
the estimation of the object transformation parameters.
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Abstract. This paper proposes a novel real-time facial feature points tracking 
method. A 3D geometric face model is used to give a robust tracking which 
includes offline information that the movement constraints of facial feature 
points in 3D space. The iterative frame-to-frame tracking method with Gabor 
wavelet is used to give a high accuracy which is robust to homogeneous 
illumination changing and affine deformation of the face image. The former 
tracking method based offline information and the latter tracking method based 
on online information are integrated with the bundle adjustment method. We 
compare our method with three other typical methods. The experimental results 
show that it can be used for robust, real-time and wide-angle facial feature 
tracking.  

Keywords: Facial Feature, Gabor Wavelet, 3D Tracking, Bundle Adjustment. 

1 Introduction 

Real-time and automatic facial feature points tracking is a fundamental and 
challenging problem in computer vision research area. To solve that problem, many 
researchers have proposed various approaches, which can be generally sorted into 
top-down and bottom-up approaches [1]. The top-down approach is based on the 
image features of all the facial organs, and the typical models are Active Appearance 
Models (AAM) proposed by Cootes et al [2][3], Direct Appearance Models(DAM) 
proposed by Hou et al [4]. The bottom-up approach tracks part of facial organs, 
combines with the position relation between the organs, and optimize the tracking 
results further. Typically, Jin Cheng et al [1] proposed the bottom-up facial feature 
localization, and RS Feris et al [5] proposed facial feature tracking method based on 
Gabor wavelet networks. 
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The previous types of facial feature tracking methods [1-7] only used 2D facial 
image information. For example, ASM(Active Shape Model) model [6] used the 2D 
facial global shape information and feature points’ local texture information; AAM 
model [2] used the 2D facial global shape information and texture information; the 
methods based on Gabor wavelet make use of all the texture information around the 
facial feature points. In fact, except the nearby area of the eyes and mouth, the 
movement of every facial feature point is approximately equal to the movement of 3D 
point of rigid body, and the constraint relationships between these points remain 
unchanged. 3D constraint relationships between facial feature points can be used to 
solve the problem of tracking points loss when the rotation angle is too large. In this 
paper, by referring to ideas of 3D tracking algorithm based on offline and online 
information proposed by Vacchetti L. et al [10], we propose a facial feature tracking 
method based on 3D model and Gabor wavelet. According to the characters of real-
time facial tracking, we use a tracking algorithm based-on Gabor wavelet [8] in 
frame-by-frame tracking ，and an algorithm proposed in the algorithm [10-12] in the 
3D model aided tracking.The two tracking methods are integrated to get the final 

tracking result by bundle adjustment. 

2 Flowchart of the Tracking Algorithm 

The method proposes in this paper is illustrated in Fig.1, from which we can see that 
the tracking algorithm is mainly composed of three parts: construction of initial key 
frame, frame-by-frame tracking based on Gabor wavelet, and integrated tracking 
based on 3D model. 

 

Fig. 1. Flowchart of the tracking method 

3 Construction of the Initial Key Frame 

There are 14 feature points used in this paper as shown in Fig.2 (a). These points are 
obvious features of the human face, so we can locate the corresponding points better 
by the trained Gabor wavelet Jets. The specific matching method will be described in 
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the next section. As the Candide-1 facial model is simple, 3D vertices of grid has a 
clear geometric meaning, we make it as generalized 3D facial model in this paper, 
named as F. Between the 3D vertices of F and the 2D facial feature points p2, we can 
easily build one-to-one correspondence as shown in Figure 2 (b).  

                                   
    (a)  2D facial feature points                (b)  3D facial feature points 

Fig. 2. 2D&3D facial feature points 

In order to get the height-width ratio of the face in current frame, this paper adopts 
a face detection method proposed by Paul Viola et al [13] to quickly obtain facial 
area. Based on the ratio, this paper performs a global scaling transformation on F to 
make the ratio of F the same with the ratio of the current face. Finally, in order to 
align F with the 2D feature points p2, we use the piece-wise affine warping method to 
deform F, so we can make the 3D facial organs distribution be consistent with 2D 
facial organs’ distribution in current frame.  

After above deformation, F is a novel 3D face model whose facial point’s 
distribution is very similar with 2D face structure. Based on 2D facial feature points 
p2 and 3D feature points P3, this paper uses the algorithm [14] to get the current 3D 
face pose parameter Pk=[Rk|Tk]. Pk, p2 and P3 can be expressed as formula (1), where 
p2i is the ith point of p2, P3i is the ith point of P3, A is the matrix of the camera's 
internal parameters. Without loss of generality, we assume that A has been calculated 
in the camera calibration unchanged during the tracking process.  

2 3i i
kp AP P=  (1) 

4 Frame-by-Frame Tracking Based on Gabor Wavelet 

The Gabor function, proposed by Dennis Gabor, has obvious biological sense for its 
structure is similar to the structure of the function of the retinal cells’ perception area, 
which is widely applied to the field of computer vision. In fact, Gabor function is the 
product of Trigonometric Function and Gaussian Function. 1D Gabor function 
expression is as follows: 

2
0 0( ) i ( )

0( , , ) e et t t tW t t σ ωω − − −= . (2) 

Corresponding wavelet transformation is defined as: 
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−∞

= 
. 

(3) 

We consider the 2D Gabor function as the Generating function of the wavelet 
transform, and the 2D Gabor function is defined as formula (4). 
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                ' cos sinx x yθ θ= + .  

   ' sin cosy x yθ θ= − + . 

Where θ is the orientation of 2D Gabor, λ is the wavelength of 2D Gabor, ϕ is the 
phrase of 2D Gabor, σ is the radius of Gaussian function, γ is the height-width ratio of 
2D Gabor. The different combinations of the five parameters above constitute 
different 2D Gabor wavelet function. The experiment results [9] indicate that the 
different combination of θ and λ can express the 2D facial feature information 
enough. We assign 8 directions to θ, 5 values to λ, so the Gabor wavelet functions 
have 40 different combinations of Gabor wavelet function. With these functions, the 
Wavelet transform can be performed in the facial feature points in image. As a result, 
each image point can obtain 40 plurals, namely 80 parameters which are so-called 
Gabor Jet [9]. The Gabor Jet can express the facial points feature well. 

For the initial positioning problem of facial feature points, during the training 
process, we calculate the Jet set S of each facial feature points in various typical 
cases. When tracking the first video frame, namely constructing the initial key frame, 
we can detect the face area by the method proposed by Paul Viola et al [13]. In this 
area, according to the experience of facial organs’ distribution, we can roughly get 
every feature point’s distribution area R. We calculate every point’s Jet in the R, 
comparing it with the trained Jet set S, and the most matching point is the most likely 
facial feature point. 

Supposing that we are aware of the facial feature points’ location of the frame i, 
according to the formula (5) about the Jet similarity of phase correlation proposed in 
the work [9], if there are two points making the formula obtain the maximum value, 
we can conclude that the two points are most probably the same point of the two 
consecutive frames. Based on the conclusion above, if we want to detect the feature 
point’s location in frame i+1, we can detect it in the frame i. Assuming that the center 
of the circle is the feature point, and that the length of the radius is 8 pixels. Thus 
what we should do is to detect the most similar point to Jet of the previous frame in 
the circle so as to get the point in the frame i+1. 
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There are various search strategies in circular area. Experiments show that the 
exhaustive method has minimum error. So we adopt the exhaustive method while it 
costs lots of time. To achieve real-time tracking, we make use of the following 
approximate equation (6) to accelerate the calculation                               . 

'a a≈ • 'φ φ≈ + ⋅k d  (6) 

Where α and φ are the amplitude and the phase angle of the jet of the feature point P 
in the frame i. α’ and φ’ are the amplitude and the phase angle of the evaluated point 
P’. d is the distance vector between P and P’ , k is a vector of the same direction as 
Gabor function and of the same amplitude equal to trigonometric frequency. d and k 
can be calculated as follows:  

dx

dy
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5 Integration of Tracking Based on 3D Model 

With the frame-by-frame tracking method based on Gabor wavelet, we can use of the 
facial feature points in frame i to predict the feature points in frame i+1. Although the 
frame-by-frame method based on Gabor wavelet can overcome the light changes, 
pose changes and other effects, to obtain some good tracking results, it only used the 
information in previous frame while not taking advantage of the 3D face global 
constraint information. According to the conclusions in the reference [15], only using 
spatial and temporal continuity information between successive frames to track often 
leads to error accumulation, and gradually causes the drift. This problem can be 
resolved by integrating the information of the key frame information of object. The 
information of the key frame used in this paper is the information of the key frame K 
stored in the initial construction stage. 

Supposed we have tracked to the frame i, then the 2D facial points’ information 
and 3D face pose parameters of each frame before frame i is already known. The face 
pose parameters of frame i-1 is Pi-1=[Ri-1|Ti-1], and we can define a planar 
homographic transformation H based on Pi-1 and Pk. Using the H we can transform 
the 2D image of key frame face into a similar face images with the frame i-1, which 
also is the human face image similar with the 2D face image in frame i.  Matrix H is 
defined as formula (8):  
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This paper takes the 30 pixels × 30 pixels image area around each facial points as 
image block before transformation. These points not in any of those blocks have no 
value, set consistently as pure black, and the whole image is marked as Ik. After each 
pixel in Ik is transformed by H, we get a new image I’

i-1. I
’
i-1 is actually constituted by 

14 sub-regions of 30 pixels × 30 pixels image. Each sub-region corresponds to a facial 
feature points which is marked as I’

i-1={Rj|j=1,2,…,14}. In this paper, the method to 
use the key frame information K is to find a sub-region R’

j, within a 50 pixels × 50 
pixels region, which is most similar to Rj in the frame of i. R’

j and Rj have the same 
center point. The center of R’

j is the jth facial feature points based on the key frame 
information. Specific sub-region similarity calculation method is the normalized cross 
correlation [16] as criteria for the similarity measure. 

The 14 facial feature points based on key frame information K are marked as Pk
j. 

{ ( ) | 1,2,...,14}k k
i iP p j j= = . (10) 

Pk
j contains the constraints information on 3D face, and the next step we should  

combine the facial feature points Pk
j tracked by key frame K with the facial feature 

points Pg
i tracked by Gabor wavelet, removing the error data, making the tracking 

results smooth and eliminating error accumulation. 
As for the integration of two point sets, we use bundle adjustment [17], which is 

frequently used in the field of 3D reconstruction. We aim to find 3D facial pose 
parameters Pi which can minimize remapping error. We mark the remapping error as 
ri, which is defined as follows:  
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, Pi is 3D face pose parameters for the frame i estimated. 

Function ρTUK is Tukey M-Estimator, with which the mismatched points can be 
removed. The φ is a mapping function which uses the pose parameters to map the 3D 

facial point ( )f j

iM  to 2D feature points. Considering the temporal and spatial 

continuity between successive frames, this paper designs objective optimization 
function as formula (12): 

1

1 1
,

( , ) min( )
i i

i i i i
P P

g P P r r
−

− −= + . (12) 

As for such an optimization problem, using the Levenberg-Marquardt algorithm [15], 
we can quickly get the solution Pi of the most optimal function. The optimized facial 
feature points set p2’ of the frame i can be directly obtained based on the optimal 
solution Pi, the map function φ and facial feature points P3. p2’

 is the final facial 
feature point tracking results in frame i. 
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  Fig. 3. Moving in the left-right direction       Fig. 4. Moving in the up-down direction  

             

   Fig. 5. Face swaying in the plane        Fig. 6. Changes of facial expression 

6 Experiment Results 

In the phrase of training Gabor wavelet Jets library, face image databases of 100 
human were used with different skin colors, illumination, facial expressions and pose 
properties. 

In the aspect of tracking speed, this method can achieve 25fps. In the aspect of 
tracking effect, Figure 3 shows the case of left and right rotation around the face, 
figure 4 shows the case of up and down rotation around the face, figure 5 shows the 
case of before and after move of the face, figure 6 shows the case of facial expression 
changed.  

 

Fig. 7. Localization error of each point 

In ordinary laboratory light environment, typically the above five types of facial 
movement, this paper collects 100 motion data of five different people in each type of 
movement. For this 5 × 5 × 100 frame data, the average statistics error between the 
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results of this paper’s tracking method and the ideal location is shown in Figure 7. 
Abscissa axis of Figure 7 is 14 individual facial feature point index. The vertical axis 
of figure 7 is the average face positioning error of each feature point relative to the 
size of face.  

In addition, we selected 10 typical video data from the UCSD/Honda face video 
database [21] to validate the algorithm's tracking performance. The key frame 
sequence diagrams of tracking results with wearing glasses, a beard, a little hair 
shelter and other special circumstances are shown in Figure 8. It can be seen that in 
glasses, beard, a little hair shelter and other cases, our method can still track each 
feature point accurately. Figure 8(d) also shows some examples of the failure to track, 
mainly because of face rotation angle being too large or facial expression rapid 
changing. 

 

 
(a) cases of obscuring by some hair 

 
(b) cases of being with glasses 

 
(c) cases of being with a beard 

 
(d) cases of unsuccessful tracking 

Fig. 8.Tracking results in special cases 
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Table 1. Results on UCSD/Honda database 

Video Name Total frame 
number 

Accept 
frame 

number  

Accept ratio 

behzad.avi 384 261 68%
james.avi 314 220 70%
joey.avi 336 235 73%

yokoyama.avi 329 247 75%
ming.avi 390 254 65%
saito.avi 437 253 58%
fuji.avi 291 230 79%

danny.avi 368 305 83%
rakesh.avi 390 335 86%
harsh.avi 664 391 59%
hector.avi 419 314 75%

 
As UCSD/Honda does not have the frame-by-frame Ground Truth facial feature 

point data needed for the evaluation of the effectiveness. We adopted the artificial 
subjective evaluation method proposed in literature [22]. Specifically, with a simple 
auxiliary score interface, the tester accept or reject each frame’s positioning results 
based on subjective feelings. The results are shown in table 1. 

In the tracking error, the proposed method decreases 8% of that of Cootes’s, and 
increases 6% that of the Yan Tang and Romdhani’s. In computing time efficiency, in 
the same computing environment (Intel Core2 Duo T5870), this method can handle 
25 frames per second of data, while Yan Tang’s method can only handle 7 frames per 
second, and Romdhani method can handle only 2 frames per second. Thus, while the 
proposed method is 6% larger than the method of Yan Tang and Romdhani’s in the 
tracking error, it still has its advantages and application of occasions. 

7 Conclusion 

This paper proposes a  novel facial feature points tracking method that combined 
frame by frame tracking method based on Gabor wavelet with 3D model based 
tracking method. This method not only makes use of time and space continuity 
between frames, but also uses the human 3D face global constraint information. 
Thereby avoiding the jitter and drift phenomenon.  

Experimental results showed that for large-angle face posse transformation, our 
method still has a good tracking accuracy, and can tolerate face yaw movement and 
pitch movement in the range of 45 degrees, roll movement of 60 degrees.  

Our method provides a good foundation for many applications such as real-time 
3D face recognition, face-based intelligent human computer interaction et al. Our 
method can be used to track not only facial points but also other rigid body objects in 
real-time tracking.  
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Abstract. We propose a minimalistic corridor representation consisting of the
orientation line (center) and the wall-floor boundaries (lateral limit). The repre-
sentation is extracted from low-resolution images using a novel combination of
information theoretic measures and gradient cues. Our study investigates the im-
pact of image resolution upon the accuracy of extracting such a geometry, show-
ing that accurate centerline and wall-floor boundaries can be estimated even in
texture-poor environments with images as small as 16 × 12. In a database of 7
unique corridor sequences for orientation measurements, less than 2% additional
error was observed as the resolution of the image decreased by 99%. One of the
advantages of working at such resolutions is that the algorithm operates at hun-
dreds of frames per second, or equivalently requires only a small percentage of
the CPU.

Keywords: Low-Resolution, Robot Navigation, Geometry Estimation.

1 Introduction

Psychological studies have shown that while driving or walking human beings tend to
focus their eye gaze on the direction of the goal and also along tangent points in road-
ways/hallways to steer toward. Land and Tatler in their classic paper [5] speak of the
tendency of race car drivers to steer along the direction of the goal while allowing the
bend points (tangent points) to hold their gaze intermittently to judge the future steer-
ing angle. In indoor environments, this phenomenon loosely translates into pedestrians
having a tendency to look near wall-floor boundaries when nearing a corner.

While working on visual sensing for robot navigation/exploration, the question of
what resolution is sufficient for basic navigation tasks is an inherent question. Psy-
chological studies have shown that the human visual system does not require high-
resolution images to ascertain information about the environment for basic navigation.
The “selective degradation hypothesis”, developed by Leibowitz [7], states that some
visual abilities such as vehicle steering and speed control remain relatively easy despite
loss in visual acuity and color vision. Torralba et al. [13,14] in their recent work have
presented convincing psychovisual evidence that 32 × 24 bit images are sufficient for
humans to successfully performs basic scene classification, object segmentation, and

� Indicates equal contribution.

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 207–216, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



208 Y. Li, V.N. Murali, and S.T. Birchfield

320 × 240 160 × 120 64× 48 32× 24 16× 12

Fig. 1. A typical corridor image at five different resolutions. Even at 32 × 24 resolution, it is
easy to see the structure of the corridor. For display purposes, the downsampled images were
upsampled to ensure that they are all at the same size.

identification. The work of Tovar et al. [15] and O’Kane and LaValle [11] focuses on
identifying simple and generic solutions to basic robot exploration/navigations tasks,
with emphasis on minimalistic representations.

Motivated by this idea, we describe a system to develop a minimalistic structural
representation of an indoor corridor for basic navigation tasks by a mobile robot. We
also show that the recovered critical steering information does not degrade significantly
with reduction in resolution. The corridor is represented by three lines: the center of the
corridor, the left wall-floor boundary, and the right wall-floor boundary. While in theory
the center line is redundant (it is simply the vertical line passing through the intersection
of the two wall-floor boundary lines), it is helpful to keep it distinct, particularly when
the robot is not looking straight down the corridor. To detect this representation, we
combine and extend two previous approaches. In previous work, Murali and Birchfield
presented the use of ceiling lights for determining the center of the corridor using low-
resolution techniques [10]. We extend this work by using other metrics like maximum
entropy and maximum symmetry to estimate the center of the corridor when ceiling
lights are not visible. Li and Birchfield [8] deveoped a method for extracting wall-floor
boundaries for indoor environments that is much more computationally efficient than
previous approaches to perform geometric reasoning on images [4,6]. We extend this
work by detecting wall-floor boundaries of typical indoor office environments using
low-resolution images. Fig. 1 shows a typical indoor corridor image varying from high
resolution to low resolution, from which it can be seen that structural information in the
scene is visually discernible even at very low resolutions.

2 Orientation Line Estimation

We model the structure of a corridor by three lines in the image. A vertical line indicates
the orientation line, or centerline, of the corridor, which passes through the vanishing
point. The wall-floor boundary is then captured by two diagonal lines that meet at the
same point on the orientation line. (As mentioned above, the vertical line is redundant
in theory but helps in the case when both diagonal lines are not visible.) Our approach
consists of two steps: First we estimate the orientation line in the image by combining
multiple cues, then we estimate the wall-floor boundary.

In this section we describe the orientation line estimation. Our approach is adapted
from the work done by Murali and Birchfield [10], which uses the median of bright
pixels (ceiling lights), maximum entropy, and maximum symmetry measures in the
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corridor image to determine its center and therefore the orientation. This approach has
several advantages over existing techniques: It is simple, computationally efficient, and
yields good results even for low-resolution images.

2.1 Median of Bright Pixels

The ceiling lights, which are usually symmetric with respect to the main corridor axis,
provide an important cue. When lights are not in the center of the corridor, we can use
the k-means algorithm to overcome this difficulty, where k = 2. The median horizon-
tal position of the brighter of the two regions is calculated, yielding an estimate of the
center position. In order to overcome specular reflections of the walls, we use Ullman’s
formula for local contrast [16]. The horizontal coordinate is transformed to an angle
by applying the same scalar factor using the equation fl(I) = ψ(med{x : (x, y) ∈
Rbright}), where I is the image, Rbright is the set of bright pixels, med is the median,
and ψ = αx converts from pixels to degrees, where the factor α is determined em-
pirically. Sample results of orientation line estimation using bright pixels are shown in
Fig. 2.
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Fig. 2. Variation of bright pixels and corresponding orientation estimate in corridor images with
resolution of 32× 24

2.2 Maximum Entropy

Empirically, entropy is maximum when the camera is pointing down the corridor [10].
The reason for this perhaps surprising result is that such an orientation causes scene
surfaces from a variety of depths to be visible, yielding an increase of image information
at this orientation. A similar observation has been noted by other researchers in the
context of using omnidirectional images [2,3]. We divide the image into overlapping
vertical slices and computing the graylevel entropy of the image pixels in each slice.
The maximum entropy along the horizontal axis is then used to estimate the orientation.
Sample results of orientation line estimation using entropy are shown in Fig. 3.
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Fig. 3. Variation of entropy and corresponding orientation estimate in corridor images with reso-
lution of 32× 24
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2.3 Symmetry by Mutual Information

Another important feature of corridors is symmetry. One easy way to find symmetry is
to compare the two regions using mutual information by calculating entropy. As with
entropy, for each horizontal coordinate x a column of pixels C(x) is considered. The
column is divided in half along its vertical center into two columns CL(x) and CR(x).
The normalized graylevel histograms of these two regions are used as the two proba-
bility mass functions (PMFs), and the mutual information between the two functions is
computed:

MI(x) =
∑
v∈V

∑
w∈V

p(v, w) log
p(v, w)

pL(v)pR(w)
, (1)

where p(v, w) is the joint PMF of the intensities, and pL(v) and pR(w) are the PMFs
computed separately of the intensities of the two sides. As before, the orientation es-
timate is given by fs(I) = ψ(argmaxxMI(x)). Sample results of orientation line
estimation using mutual information are shown in Fig. 4.
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Fig. 4. Variation of symmetry and corresponding orientation estimate in corridor images with a
resolution of 32× 24

2.4 Combining the Metrics

We combine the estimates as a weighted average: f(I) = αl(I)fl(I) + αh(I)fh(I) +
αs(I)fs(I). Because of the reliability of the bright pixels, we set αl = 0.8, αh = αs =
0.1. An example result obtained for different resolutions is shown in Fig. 5.

320 × 240 160 × 120 64× 48 32× 24 16× 12

Fig. 5. The orientation line estimate (vertical green line) for the images shown in Fig. 1. The
results remain essentially unchanged from the original resolution down to a resolution of 16×12

3 Wall-Floor Boundary

We use the idea of the floor segmentation method introduced by Li and Birchfield [8]
which has been shown to be fairly robust to reflections on the floor. For the seven dif-
ferent resolutions, we compute the minimum acceptance length of the horizontal line
segments lh as lh = log ηd, where d =

√
w2 + h2 is the length of the diagonal of the

image, w and h are the width and height of the image, respectively, η = 5 is a scaling
factor, and log is the natural logarithm.
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According to the floor segmentation method [8], there are three different scores
(structure score, homogeneous score, and bottom score) that contribute to the final
wall-floor boundary detection. When applying the method to different resolutions, we
noticed the structure score always shows the best accuracy, while the bottom score al-
ways fails when decreasing the resolution. Therefore, we adapt the weights for the three
scores according to the resolution so that Φtotal(%h) is relatively high for line segments
near the wall-floor boundary. At the same time, when combining with the orientation
line, we compute the intersection of the orientation line and the wall-floor boundary,
which is considered as the vanishing point. Then we apply the line-fitting algorithm to
both half wall-floor boundaries separated by the vanishing point. Using the slopes and
the computed vanishing point, it is easy to find the two terminal points on the image
border. Finally, we connect the vanishing point, two terminal points, as well as the ori-
entation line and obtain the structure of the corridor. The sample results are shown in
Fig. 10 and the second row of Fig. 6.

320 × 240 160 × 120 64× 48 32× 24 16× 12

Fig. 6. TOP: The wall-floor boundary found by the algorithm described in [8] for the different
resolution images of Fig. 1. The accuracy degrades slightly until the resolution of 32 × 24, after
which the errors become more pronounced. BOTTOM: The three-line model estimate of the cor-
ridor found by combining the orientation line with the wall-floor boundary, on the same images.
As before, the structure of the corridor remains intact even in the resolution of 32×24, with only
slight errors visible in 16× 12.

4 Experimental Results

For orientation, we collected data for 4 different buildings, 8 unique corridors (1 training
+ 7 for testing). For every unique corridor, at equally spaced intervals along the corridor
(4.5m), we rotated the robot from −20◦ to +20◦ and collected corresponding odometry
(heading), laser readings (span of −90◦ to +90◦) and images. We ran the entropy de-
tector, light detector, and symmetry detector on the images and compared with ground
truth (odometry and/or laser). Since a linear relationship exists between the detected
pixel location corresponding to the center of the corridor and the robot orientation as
explained in previous sections, we use either the estimate fl or (fh + fs)/2.

For wall-floor boundary and corridor reconstruction, we collected data for 11 dis-
tinct corridors in 6 different buildings. We drove the robot three times (middle, left,
right separated by 0.5 m) along each corridor and collected images along with their
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GT 320× 240 160 × 120 64× 48 32× 24 16× 12

Fig. 7. Corridor structure reconstruction from the wall-floor boundary, displayed as a top-down
view. The first column in blue shows the ground truth location of the walls (Cartesian conversion
of polar laser readings), and the next 5 columns in red show the reconstruction results from the
wall-floor boundaries on different resolution images. Each row represents a different run of the
robot in the same corridor, with the robot placed at a different lateral position in the corridor for
each run.

corresponding laser readings (−90◦ to +90◦ sweep). The position of the orientation
line with respect to the wall-floor boundaries gives the lateral position in the corridor.
The distance between the two end-points in the wall-floor boundary yields the width
of the corridor (in pixels). We use a homography obtained during a calibration process
to transform to world coordinates. Several examples of the recovered corridor structure
are shown in Fig. 7. The robot’s position was determined using an image to top-down
view calibration procedure utilizing a homography between a square pattern on the floor
of the corridor and the image of its four corners. Ground truth was provided by laser
readings, which were converted from polar to Cartesian coordinates to yield a top-down
measurement of the corridor for every image in the sequence. Using the detected wall-
floor boundary and applying a homography to get the top-down structure of the corridor
and the lateral position, we achieved the reconstruction shown in Fig. 7. The Normal-
ized Root Mean Square Error (NRMSE) between ground truth (laser) and predicted
values of estimated corridor width and lateral position was calculated for each of the 7
resolutions considered (320× 240, 160× 120, 80× 60, 64× 48, 32× 24, 16× 12 and
8× 6), for three trials in a corridor. The results are shown in Fig. 8.

The parameters for a linear fit between the location of the orientation line and pre-
dicted orientation were estimated by using one of the corridors as a training set. Using
the trained parameters, the orientations for all the other data for the remaining 7 test
corridors (θ) were predicted from the mean pixel locations using the above equations.
The Normalized Root Mean Square Error between ground truth (laser) and predicted
values of heading was calculated for each of the 7 resolutions considered. The results
are shown in Fig. 9.

In Fig. 10 we show a variety of corridors in which our results are successful, includ-
ing one without ceiling lights, where the result is based only on maximum symmetry



Extracting Minimalistic Corridor Geometry from Low-Resolution Images 213

320x240 160x120 80x60 64x48 32x24 16x12 8x6
0

2

4

6

8

10

12

14

16

18

image resolution

N
or

m
al

iz
ed

 r
oo

t m
ea

n 
sq

ua
re

 e
rr

or
 (

%
)

 

 

left
center
right

320x240 160x120 80x60 64x48 32x24 16x12 8x6
0

2

4

6

8

10

12

14

16

18

image resolution

N
or

m
al

iz
ed

 r
oo

t m
ea

n 
sq

ua
re

 e
rr

or
 (

%
)

 

 
left
center
right

Fig. 8. LEFT: NRMSE for estimating the lateral position of the robot for three runs in a single
corridor. The structure was accurately captured in all three cases. RIGHT: Mean NRMSE for the
estimation of the corridor width. There is not much difference in estimation error rates across the
different resolutions, and in fact the error drops in some cases for 32× 24 and 16× 12 sizes due
to the removal of noise and artifacts by downsampling.
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Fig. 9. Minimalistic geometric information is obtained by the algorithm at very low image res-
olutions. LEFT: NRMSE for all 7 test corridors. RIGHT: Mean NRMSE for the corridors. The
orientation estimation error remains relatively stable across different image resolutions. In fact,
the error drops for a few corridors at 32 × 24 and 16 × 12, primarily due to the fact that down-
sampling removes artifacts such as reflections and other noise on the walls and floor.

and maximum entropy.1 In addition, empirically we found that when approaching the
end of a corridor, the angle between the two wall-floor boundary lines increases to-
ward 180◦, thus providing some indication of the distance to the end of the corridor.
Fig. 11 shows normalized error in continuous frames with resolutions of 320× 240 and
32× 24. We also found that entropy decreases sharply when the robot reaches the end
of the corridor [10]. Therefore, these could be used to detect the end of a corridor.

Estimating the pose of the robot or the orientation of the robot in a typical indoor cor-
ridor is one of the necessary tasks for robot exploration/navigation. While many authors
have approached this problem by estimating vanishing points in a corridor [1,9,12], we
have discovered that the approach of clustering detected lines performs poorly in low-
resolution and textureless images because lines are not easily detected in such images.
A more recent approach by Kong et al. [4] approaches the problem similarly but uses

1 See http://www.ces.clemson.edu/˜stb/research/
minimalistic corridor for videos of the results.

http://www.ces.clemson.edu/~stb/research/minimalistic_corridor
http://www.ces.clemson.edu/~stb/research/minimalistic_corridor
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320 × 240 80× 60 32× 24

Fig. 10. Additional results for other corridors, including one without ceiling lights
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Fig. 11. Normalized error of vanishing point (VP) and terminal points (TP) in Sirrine Hall video
sequence compared with ground truth. Results do not change significantly when 99% of the pixels
are discarded.

320× 240 320× 240 32× 24 32× 24

Fig. 12. Comparison between our results (three yellow lines) and those of Kong et al. [4] (pink
region). Our algorithm achieves more accurate estimation of both the orientation line and the
wall-floor boundary in indoor scenes, particularly at low resolutions.
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texture orientation rather than explicit line detection. In their approach, Gabor filters
yield texture estimates, and an adaptive voting scheme allows pixels to decide the con-
fidence of an orientation. Not only is their approach much more computationally inten-
sive than ours, but with indoor low-resolution images the results are significantly less
accurate. See Fig. 12 for some examples.

5 Conclusion

We have proposed an algorithm to extract a minimalistic geometric representation of
a typical indoor corridor environment using low resolution images. Motivated by the
“selective degradation hypothesis”, our approach exploits the redundancy of image in-
formation in order to extract useful information for mobile robotic tasks with minimal
processing. Our algorithm combines two ideas: extracting the wall-floor boundary by
combining intensity edges and specular reflection removal, and centerline estimation
using a combination of information theoretic cues and bright pixel estimation. Previous
approaches for these problems have been extended and modified to facilitate low reso-
lution processing. The proposed algorithm was tested on images from several different
corridors, showing that the accuracy of the estimation of the orientation line or corri-
dor geometry changed very little even when more than 99% of the original information
was discarded by downsampling the image to an extremely low resolution. Our ap-
proach can be seen as an exploration into identifying how much information is needed
for basic mobile robot tasks such as corridor exploration and navigation. By reducing
the resolution required for these basic tasks, the CPU time is freed for other tasks that
potentially require higher resolutions and more involved processing.

Acknowledgments. The authors greatly acknowledge the support of NSF grant
IIS-1017007.
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Abstract. The processing of point clouds for extracting semantic knowl-
edge plays a crucial role in state of the art mobile robot applications. In
this work, we examine plane extraction methods that do not rely on
additional point features such as normals, but rather on random trian-
gulation in order to allow for a fast segmentation. When it comes to an
implementation in this context, typically the following question arises:
RANSAC or Hough transform? In this paper, we examine both methods
and propose a novel plane extraction approach based on the randomized
3D Hough transform. Our main concerns for improvement are extraction
time, accuracy, robustness as well as memory consumption.

Keywords: Triangulation-based plane extraction, RANSAC, random-
ized Hough transform.

1 Introduction

When deployed in domestic indoor environments, such as offices, hallways and
living rooms, it is becoming more and more important for state of the art robotic
systems to acquire a semantic understanding of the environment in order to solve
context-dependent tasks. Due to the increased availability of affordable and ac-
curate distance measurement sensors, three-dimensional perception mechanisms
have gained importance for mobile robot applications. In this work, we are con-
cerned with the processing of unordered point clouds as acquired from actuated
laser range finders. In order to gain semantic knowledge from this kind of data, it
is instrumental to consult a meaningful abstraction which can be expeditiously
established. The topology of interior environments is generally dominated by
planar surfaces, most notably wall, floor and ceiling segments. Even objects lo-
cated within a scene, e.g. table tops, doors and cabinets usually possess highly
planar portions. An obvious approach is therefore, to partition points into ho-
mogeneous planar surface patches, i.e. to perform a segmentation (see Fig. 1).
Approximating planar point segments by their geometric plane representations
reduces the amount of data without suffering a loss of information content and
accuracy and allows for an efficient post-processing.

Raw points acquired from laser range devices or depth images registered from
multiple views occur in high quantities and are usually unordered, that is, there is

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 217–228, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. A point cloud (aprox. 1.4 million points) acquired from a cluttered indoor
environment and its planar segmentation

no information about point neighborhoods available. Many of the segmentation
techniques consulted in literature require the estimation of additional features,
such as point normals, which generally involve a huge computational overhead.
We would like to avoid additional data structures or preceding sorting approaches
as we aim to determine planes without additional costs.

In recently published work involving the extraction of planes, the RANSAC
approach found extensive applications. Yet the qualities of the 3D randomized
Hough transform hold high potential for its practical application. In the fol-
lowing, we propose enhancements to 3D RHT aiming to compensate for its
shortcomings and to further advance its conveniences. Our main concerns are
extraction time, accuracy, robustness as well as memory consumption.

The remainder of this paper is organized as follows. Sec. 2 gives an overview
of existing plane extraction methods, in Sec. 3 we formulate the extraction prob-
lem, briefly introduce the Hough transform and RANSAC for 3D point clouds
and propose a set of improvements for the 3D RHT. Finally, we evaluate our
enhancements in Sec. 4.

2 Related Work

A large number of techniques for the reconstruction of planar surfaces from fea-
tureless point clouds has been proposed. A technique that does not rely on addi-
tional point features is the Hough transform (HT) [1], an established method for
the extraction of curves, especially straight lines from 2D images. Analogously,
the HT can be deployed to extract planes from 3D point cloud data. Early ap-
plications of the HT for extracting planar surfaces are presented by Vosselman
et al. [2],[3] pursuing a reconstruction of building roofs from aerial depth images.
Rabbani et al. [4] used the HT to extract cylindrical objects from point clouds.
They propose a sequential HT partitioning the detection into two consecutive
steps: determining strong hypotheses for the cylinder orientation using a Gaus-
sian sphere and estimating position and radius using a 3D HT. Sarti et al. [5]
used the HT for the detection and characterization of planar fractures in rock
masses acquired from 3D tomography. A more recent application for the auto-
matic detection of planar roofs from aerial data is presented by [6], providing
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a brief comparison between the standard HT and RANSAC-based approaches.
Borrmann et al. [7] adapted an accumulator for a 3D randomized Hough trans-
form (RHT) [8], accomplishing uniform cell sizes in the Hough space, and yielding
more precise results.

Another technique is the RANSAC (Random Sample Consensus) algorithm
[9], a popular method for robust fitting of models in the presence of many data
outliers. In the context of 3D point cloud segmentation, RANSAC was widely
deployed to extract planes [10] but also other geometric primitives [11] from
point clouds. Apart from computational costs a major drawback when deploying
RANSAC for plane extraction is that the detection succeeds when a predefined
number of inliers fulfilling the model was found. This may lead to the prob-
lem that the identified inliers are located within a minimum distance to some
plane, but this plane does not necessarily correspond to a real planar surface
within the point cloud (false positive). This problem can be tackled by introduc-
ing additional constraints such as a comparison of point normals or curvature
[12],[13].

Other recent works focus on the plane extraction from 3D cameras, where the
point clouds can be assumed to be ordered. Holz et al. introduced a fast segmen-
tation for point clouds acquired from RGB-D cameras [14]. They exploit neigh-
borhoods in the image space to access the local neighborhood of points in order
to estimate their surface normals. Oehler et al. [15] proposed a multi-resolution
approach for segmenting 3D point clouds using RANSAC and a standard HT.

3 Plane Extraction

3.1 Definition and Prerequisites

Particularly in indoor environments the availability of plane representations
plays a role in many subsequent processes. The aim of the extraction process
is to determine the number of planes, their geometric representations and the
association of points to planes. The resulting set of planes should enable the
approximation of appearance and significance of the original point set. In the
following, the extraction of planes from a given point cloud P is regarded as a
segmentation process partitioning P in Ns segments Pi, such that

P ⊃ Pi �= ∅, Pi ∩ Pj = ∅, ∀i �= j ∈ {1, . . . , Ns}. (1)

The way in which individual points are arranged into a segment Si relies on
auxiliary information available for each of the points as well as the particular
segmentation strategy. Depending on the acquisition technique, various informa-
tion about the spatial arrangement of points or point features may be available
that could be deployed for the extraction of planes.

An alternative method is to determine geometric plane representations by re-
peatedly applied fitting, for instance, by randomly selecting points. Once a plane
representation has been found, the plane inliers can be removed from P and the
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(a) Point triplet spanning a plane sam-
pled from a point cloud and its normal

(b) Normal sphere depicting the
spherical coordinates used to de-
scribe a Cartesian plane

Fig. 2. From points to planes: Sampled points forming a plane (a) and a plane repre-
sentation in the normal sphere (b)

fitting process re-initiated. To enforce the planar nature of the segment defini-
tion of (1), the consistency of each segment can be formulated as maximizing
the amount of inliers of each segment

arg max
(n,�)

|P I
(n,�)|. (2)

The inliers located within a maximum distance ε to a plane given by a normal
vector n ∈ R3 and its distance � ∈ R to the origin are defined by

P I
(n,�) := {p ∈ P : |p · n − �| < ε} . (3)

The most prominent techniques of this category are RANSAC and the 3D Hough
transform. Their advantage lies in the low requirements with respect to the input
data and its features.

3.2 Random Access Triangulation

If the local neighborhood of points is unknown, random sampling from the en-
tire point set provides a straightforward strategy to access nearly all areas of the
point cloud. However, if applied at one instance without altering the point set,
random sampling tends to favor points in areas featuring high point densities,
such as surfaces which are located closer to the sensor during acquisition. Con-
sequently, inliers of already identified planes need to be consecutively inhibited
or removed from the point cloud in order to raise the chance for points from
sparser areas to be selected. The lack of access to local point neighborhoods im-
pedes the use of surface homogeneity criteria to discriminate between points. An
alternative to locally approximate the point cloud’s surface can be achieved by
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triangulation. Thereby, we expect that each randomly sampled triple p1, p2, p3
defines a plane

� = n · p1 = (p3 − p2) × (p1 − p2) · p1 (4)

conforming to a planar surface actually existing in the cloud (see Fig. 2(a)).
Obviously, that claim is not met by every triangle. To enhance the triangulation
process we introduce a parameter δt regulating the maximum point-to-point
distance for each triangle. An analysis on influences of δt is given in Sec. 4.1.

3.3 3D Hough Transform

The Hough transform (HT) can be deployed for the extraction of features having
incomplete occurrences. Its main concept is to map points that are considered
as part of a required feature onto the combinations of parameters which describe
the feature located in that point. In order to determine the occurrence of the
parameter combinations, the parameter space is discretized and each cell is in-
dividually associated with a counting index. The corresponding data structure
is also known as accumulator. The counting indices of the cells that are touched
by the combination of parameters are incremented respectively. By determining
the local maximum from the accumulator, parameters of the respective feature
candidates can be extracted.

Several variants of the HT have been proposed for the extraction of diverse
models under varying circumstances. The randomized Hough transform (RHT)
introduced by [8] pursues a strategy that accommodates the triangulation re-
quirements elaborated in section 3. Instead of successively transforming individ-
ual points into an m-dimensional parameter space for a curve with m parame-
ters, m points are randomly drawn and mapped into one point in the parameter
space. As the access to the point cloud is made solely by random triangulation,
the 3D RHT can be regarded as a quantitative evaluation (histogram) of the
plane parameters.

Each plane can be characterized by a parameter triple (θ, ϕ, �), where the
inclination angle θ ∈ [− π

2 , π
2 ] denotes the angle between the normal n and the

z coordinate, the azimuth angle ϕ ∈ [0, 2π) is the angle of the projection of n
on the xy plane and the x axis and � ∈ R≥ 0 the normal vector’s length as
illustrated in Fig. 2(b). The normal vector n ∈ R3 can then be denoted in a
spherical representation yielding the following notation of a plane

� = p · n = px · cos ϕ · sin θ + py · sin θ sin ϕ + pz · cos θ (5)

Solving eq. (5) for the Cartesian points px, py, pz then yields a map into sinusoidal
curves in the parameter space.

The applicability of the RHT for the extraction of planes from point clouds
was recently ascertained by Bormann et al. [7]. Their work provides a detailed
evaluation of various HT variants in combination with different accumulator
designs. They conclude that a fusion of RHT and a ball accumulator design
outperforms other HT-design combinations with respect to runtime and preci-
sion. For the implementation of the ball accumulator an irregular discretization
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of the azimuth angle is adopted, such that each cell on the unit sphere bears
the same size with respect to the angular division. This scheme overcomes the
discrimination of smaller cells located at the poles of the sphere.

3.4 RANSAC

In the presence of outliers, standard fitting approaches, such as least squares,
tend to break down as they assume a normal distribution of the errors. The
RANSAC algorithm iteratively determines a subset of the input points from
which the outliers have been removed and thus, fulfills the given model [9].

Table 1. Brief comparison between
RANSAC and 3D RHT

RANSAC 3D RHT

Accuracy ⊕ 

Runtime 
 ⊕
Memory Cons. ⊕ 

Multiple Models 
 ⊕

In the beginning of each RANSAC it-
eration step, n data points are ran-
domly sampled from the input data
set, assuming that non is an outlier.
Here, n corresponds to the number of
values that are necessary to calculate
the respective model parameters (in
the case of a plane model n = 3).
All points of the input data set whose
distance from the model falls below
a predefined threshold value support
the model and form the consensus set.
At first, the quality of the computed model is derived from the size of the consen-
sus set. The more points support the model, the more likely that the 3 randomly
selected values do not contain outliers. Secondly, the respective model param-
eters are calculated based on the consensus set and evaluate how well the new
model fits these points.

These steps - random data sampling, model fitting, determining and evalu-
ating the supporting consensus set - are performed for each iteration. The best
consensus set and its corresponding model are stored respectively. The solution
can be estimated from the final consensus set, which ideally no longer contains
outliers, with the help of traditional balancing methods.

3.5 Proposed 3D RHT Enhancements

Without carrying out a sophisticated evaluation, a few general performance char-
acteristics for both methods can be outlined: As the cell size of the RHT is dis-
crete, so are the extracted parameter triples, possibly yielding to discretization
errors. As with most HT types, there is a precision vs. memory consumption
tradeoff, regulated by the accumulator discretization. Due to the relatively large
number of accumulator cells, the RHT tends to possess a higher memory con-
sumption than RANSAC. The average runtime of the RHT is potentially lower,
as the occurrences of parameter configurations are continuously gathered without
respectively examining its inliers. Finally, the RHT can extract multiple models
at the same instance, while RANSAC can only extract one. A brief overview of
these aspects is summarized in Tab. 1.
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Fig. 3. Flowchart visualizing our enhancements of the 3D RHT algorithm

One advantage of the HT over RANSAC is that further characteristics of
planes can be derived during the extraction directly from the accumulator. Due
to noise and potential discretization errors, the local maxima tend to disperse
to ambient accumulator cells as visualized in Fig. 4. To cope with these adverse
effects, we extend the extraction of triples to not only withdraw the parameters
of one overflowing cell. We further examine the cells contained in an ellipsoidal
neighborhood of the overflowing cell, yielding to a more robust description of
the plane parameters (θ̄, ϕ̄, �̄) (see Fig. 3). By estimating the dispersion σ of
the occupied cells contained in the volume of the ellipsoid, we can draw a con-
clusion about the peculiarities among the 3D points in the corresponding plane.
Accordingly, it is possible to determine the distance ε for each plane individually
before extracting its inliers. This enables us to incorporate planes with particular
surface properties or distinct sensor characteristics.

A time-critical aspect when dealing with very large point clouds are opera-
tions that involve iterations over all existing points in P . A prominent example
is the determination of plane inliers, a crucial operation for plane extraction
procedures as described in eq. (3). As to the inlier extraction, we are facing
a problem if the correctness of the input planes becomes unforeseeable. If the
plane parameters are corrupt, obtaining the inlier set does not contribute to
the overall progress while we are losing valuable time. In order to avoid use-
less calculations for ambiguous plane representations, as they appear for some
accumulator configurations, we define a score ξ = |P̃ I

(n,�)| for each plane candi-
date. ξ is the number of inliers for a randomly sampled and notably smaller set
P̃ ⊂ P . A final extraction of inliers is now only applied to the plane candidate
having the highest value of ξ, or multiple candidate combinations if they score
within the same maximum range. This way, corrupt plane parameters can be
obviated before an iteration over a large set of points is initiated. Moreover, the
probe points P̃ I

(n,�) reconstitute a representation of a plane in P . Due to noise in
(θ̄, ϕ̄, �̄) the plane parameters may indeed describe a proper plane; its parameters
may, however, still be inaccurate. Therefore, we use a linear least squares fitting
on the partial inlier set P̃ I

(n,�) in order to enhance the accuracy of the present
plane parameters. After fitting, the new parameters (θ̃, ϕ̃, �̃) have been matched
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Fig. 4. The cells of the spherical 3D accumulator mapped into a Cartesian coordinate
frame. Opaque red color is associated to relatively high cell counting indices, transpar-
ent blue correspond to low counts (best viewed in color).

to an actual plane existing in the point cloud and therefore, are more likely to
accurately describe that plane. Whereas the discretization of the accumulator
with fixed boundaries and resolution appears justifiable for angular parameters
ϕ and θ, the specification for � is more intricate. Choosing a small range for �
provides a memory preserving performance. If our point cloud contains planes
that are located further away from the origin, the detection might, however, be
severely restricted. Assigning, on the other hand, a wide range for � encourages
a comprehensive detection of planes, but requires an extensive use of memory.
Examining the occurrence of votes for � reveals a sparse accumulator allocation
(compare Fig. 4). In fact, our experiments on real world data revealed a cell us-
age of less than six percent for a discretization of (Nθ = 45, Nϕ = 90, Δ� = 0.1)
and even less than one percent for (Nθ = 90, Nϕ = 180, Δ� = 0.05) while pro-
viding minimum range utilization. For this reason, we adapted our accumulator
implementation by associative arrays instead of using static pre-allocated cells.
We discretize � by means of the given resolution and only store these values in
conjunction with the corresponding voting count.

4 Experiments

For our experiments we have made use of point clouds acquired from a robot
platform equipped with a laser range finder for taking 360◦ scans in interior en-
vironments. The examined rooms are cluttered and possess irregular shapes as
illustrated in Fig. 7. In order to investigate the performance of the plane extrac-
tion algorithms, we further examined simulated point clouds imitating typical
interior environments. The scenes portray a set of rooms containing an arrange-
ment of planes with different sizes and orientations as well as the corresponding
ground truth information.
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(a) Triplet distribution and required
number of draws required to find the
corresponding triples

(b) Mean Assignment and triangula-
tion errors with respect to the maxi-
mum point-to-point distance

Fig. 5. Triangulation analysis for the point cloud acquired from simulation. Fig. (a)
illustrates a histogram for the distribution of triangles restricted to δt = 4.0 m as well as
the mean number of draws that have to be carried out in order to triangulate a triple
with a point-to-point distance of δt. Fig. (b) illustrates the two errors occurring in
dependence on the maximum point-to-point distance. The mean correspondence error
expresses in how many of the cases the points are assigned to different logical surfaces,
the mean approximation error expresses the deviation of the triangle orientation with
respect to the orientation of the surface to which the three points correspond.

4.1 Evaluating Triangulation Characteristics

The choice of δt directly affects runtime, stability as well as accuracy of the trian-
gulation process and thus, the performance of RANSAC and the 3D RHT. The
histogram in Fig. 5(a) discloses a comparatively minor appearance of triangles
with slender δt values. Consequently, the smaller δt is presupposed within the
given range, the lower is the probability that a triple (satisfying this distance cri-
terion) is instantaneously found. This coherence is reflected by the mean number
of draws which directly correlate to the run-time of the triangulation.

From the accuracy point of view we can differentiate approximation and corre-
spondence errors (see Fig. 5(b)). The approximation of surface patches with only
three points cannot be performed as robustly as, for instance, the estimation of
surface normals, where the approach is supported by a multitude of points and
least-square fitting methods. In particular small triangles, naturally having rel-
atively small point-to-point distances, tend to exhibit erroneous surface approx-
imations. To ascertain the dependency of the approximation error, the ground
truth normal vector ng for each plane is provided by the simulation framework
in which the point clouds have been acquired. Hence, the approximation error
ea can be quantified by the angle between n and ng, e.g. ea = cos−1(n · ng).
From the plot, we can see, that the larger the minimum point-to-point distance
is defined, the lower the mean triangulation error will be. For this connection,
we assume that the three points actually belong to the same plane.



226 T. Kotthäuser and B. Mertsching

This correspondence-related aspect leads to the correspondence error. Choos-
ing a high δt may lead to the risk that the three points are no longer adjacent and
thus, correspond to different surface patches. This could lead to the consequence
that the resulting triangle approximates a surface erroneously or is mistakenly
spanned at locations that do not conform to an actual surface. This behavior
is reinforced in the presence of clutter, or when the triangulation occurs nearby
junctions of disparately oriented regions. The probability of mismatching de-
clines with decreasing δt. The trade-off that needs to be considered for δt with
respect to both types of errors is expressed in Fig. 5(b). Based on our experi-
ments, we have found values of 0.5 m < δt < 1.5 m to deliver satisfying results
for most of the examined real world scenes with respect to runtime and margin
of error.

4.2 Evaluating 3D RHT Extensions

In order to assess how the accumulator resolution affects runtime efficiency and
error behavior, we performed several tests with multiple discretizations. We ap-
plied the default 3D RHT and our implementation on a set of point clouds
providing 13.6 planes on average. In Fig. 6, we can see that our method outper-
forms the default 3D RHT with respect to angular error and runtime. Further,
we can observe the expected tendency that the angular error declines with de-
creasing resolution. The small increase in runtime with increasing discretization
can be traced back to the additional maintenance of associative array that came
into operation.

For experiments with RANSAC, we used a modified method for RANSAC
from the PCL[16], extended by additional triangulation constraints in accordance
with Sec. 4.1. From Tab. 2 we can see that, although the improvements showed
promising results with respect to the angular error, RANSAC still yields slightly
better accuracies. However, at over 900 ms, the execution time of RANSAC
exceeds both RHT implementations by far (68 ms and 48 ms respectively). The
maximum cell allocation of the accumulator using associative arrays for this test
was less then one percent of the default accumulator size.

Table 2. Comparison of the examined plane extraction methods: RANSAC vs. 3D
RHT vs. our method. For both RHT implementations we used the reference accumu-
lator discretization of (Nθ = 90, Nϕ = 180, Δ� = 0.05).

RANSAC 3D RHT 3D RHT Ext.

Runtime 934 ms 68 ms 48 ms
Angular Error 0.093◦ 0.76◦ 0.13◦

Cell Allocation - 100% < 1%
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Fig. 6. Errors and runtime for selected accumulator resolutions given by the cell dis-
cretization (Nθ, Nϕ, Δ�). Results from our method are marked respectively (*).

Fig. 7. Results for our plane extraction on real world point clouds. Black points cor-
respond to non-planar outliers. Left: 26 planes, ~360 ms. Right: 24 planes, ~370 ms.

5 Conclusion

In this paper, we proposed a plane extraction method based on the RHT that al-
lows for an efficient extraction of planes from 3D point clouds, without estimating
additional features. Compared to the existing 3D RHT approach, we reduced the
overall extraction time by introducing a score, based on a preliminary inlier in-
spection. The accuracy of the extracted plane representations was enhanced by
correcting the plane parameters with an intermediate fitting procedure on the ex-
amined inlier subset. We improved the robustness of the accumulator by incor-
porating the cells in ellipsoidal proximities of the overflowing cell for parameter
extraction and accumulator resetting. Finally, an accumulator based on associa-
tive arrays was adopted to noticeably cut down the memory consumption during
the plane extraction. We conducted experiments on real as well as ground truth
data and compared our results with those of the 3D RHT and RANSAC. In future
work, we will consider the extraction of more complex models from 3D data.
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Abstract. The localization is one of the most important capabilities for mobile 
robots. However, other robots can be considered as unknown objects when a 
mobile robot performs localization, because other robots can enter the sensing 
range of a mobile robot. Therefore, we propose a method of intelligent self-
localization using evolutionary computation for multiple mobile robots based 
on simultaneous localization and mapping (SLAM). First, we explain the 
method of SLAM using occupancy grid mapping by a single mobile robot. 
Next, we propose an intelligent self-localization method using multi-resolution 
map and evolutionary computation based on relative position of other robots in 
the sensing range. The experimental results show the effectiveness of the 
proposed method.  

Keywords: SLAM, Multi-robot, Intelligent Robotics. 

1 Introduction 

Recently, various types of sensors such as laser range finders, visual sensors, and 3D 
infrared range sensors have been applied to robots. The sensors can measure large 
size of data in one scan, but it takes much computational time and cost to extract 
meaningful and important information from the measured spatiotemporal data. 
Therefore, intelligent technologies are required for information extraction. 
Simultaneous Localization and Mapping (SLAM) is a fundamental task for searching 
the unknown environments and decision making of an autonomous robot.  

Various types of methods for SLAM have been proposed such as Extended 
Kalman Filter (EKF) SLAM, Graph SLAM, visual SLAM. The EKF SLAM 
algorithm applies the EKF to online SLAM using maximum likelihood data 
associations. In the EKF SLAM, feature-based maps are used with point landmarks 
[1]. Graph SLAM solves a full SLAM problem in offline using all data obtained until 
the current time, e.g., all poses and all features in the map. Therefore, Graph SLAM 
has access to the full data when building the map [2,3]. In our previous work, we 
proposed a topological map building method based on a growing neural network as a 
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topological approach. A growing neural network can add neurons and their 
connections to the network. We applied a steady-state genetic algorithm (SSGA) to 
update the estimated self-position of a mobile robot by using the measured distance 
and topological map [4]. Furthermore, cooperative SLAM (C-SLAM) has been also 
discussed in the study of multi-robot systems.  

Multi-robot systems have been applied to various problems such as autonomous 
guided vehicles, soccer robots, and search and rescue system [5-7]. However, the 
robots must localize the self-position in order to search for unknown area such as a 
disaster site. There have been proposed three main approaches of C-SLAM. The first 
one is a map merging approach. In the method, each robot independently conducts 
SLAM, and the built maps are merged according to the matching degree between two 
maps. This approach is a simple extension of standard SLAM, but the preciseness of 
the merged map strongly depends on the characteristics of sensors equipped with each 
robot. Therefore, the same type and properties of sensors should be equipped with 
each robot in order to improve the performance of SLAM. The second one is a map 
sharing approach. In the method, a leader robot builds a map based on SLAM. Other 
follower robots share the built map, and independently perform self-localization [8-
12]. If each robot has different types of sensors, it is easy for follower robots to obtain 
the feasible performance of localization. The last one is a multi-robot sensor 
integration approach. In this method, the measured data are cooperatively integrated 
to build a map. The interdependency of the multi-robot sensor integration approach is 
the highest in these three approaches.  

We proposed a self-localization method of multi-robot system based on the map 
sharing approach [13]. In the proposed method, first of all, one leader robot performs 
SLAM based on occupancy grid mapping. Both of localization and map building are 
performed by SSGA. The other robots receive and share the map information from the 
leader robot and perform the self-localization using the shared map. However, other 
robots can be considered as unknown objects when a mobile robot performs localization, 
if other robots enter the sensing range of a mobile robot. Therefore, we propose a method 
of intelligent self-localization using evolutionary computation for multiple mobile robots. 
Therefore, if a mobile robot detects other robots in the sensing range, their corresponding 
measurement data are not used for the intelligent self-localization.  

This paper is organized as follows. Section 2 explains the method of SLAM using the 
occupancy grid mapping by a single mobile robot. Section 3 proposes an intelligent self-
localization method using multi-resolution maps for multiple mobile robots. Next, we 
propose a method of self-localization using evolutionary computation based on relative 
position of other robots in the sensing range. Finally, we show several experimental 
results of self-localization of multi-robot system based on SLAM. 

2 SLAM  

2.1 Mobile Robots  

To begin with, we explain the hardware specification of a mobile robot (Table 1). We 
use an omni-directional robot with four omni-wheels and DC motors. The robot can 
move to different omni-direction by changing the combination of output levels to 
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motors. Basically, the action outputs of the robot are direct forward movement and 
rotation at the same position to avoid the slip appeared as noise in SLAM. 
Furthermore, the robot changes the moving direction only when the robot conducts 
obstacle avoidance. In addition, we use a laser range finder (LRF, URG04-LN) for 
SLAM and self-localization. Figure 1 shows the omni-directional mobile robot. 

Figure 2 shows an example of multiple mobile robots. Sometimes, a mobile robot 
can enter the sensing range of other mobile robots (Fig.2 (a)). As a result, it is very 
difficult for the mobile robot to perform self-localization using a shared grid map 
(Fig.2 (b), because other robots appeared in the sensing range can be considered as 
unknown objects. 

Table 1. Specification of Omni-directional mobile robot 

Diameter 300 mm 
Height 177 mm 
Weight 8 kg (approximately) 
Maximal Speed 1.5 km/h 
Operating Time (Battery) 1 hour 
Maximal Payload Weight 15 kg 
Communication Method Wi-Fi (2.4 GHz) 

 

 

Fig. 1. Omni-directinal mobile robot 

 
                   (a) Measurement by LRF       (b) Matching with a shared grid map 

Fig. 2. A problem in self-localization of multiple mobile robots 

2.2 Procedure for SLAM 

In the proposed method, we use the occupancy grid mapping [14, 15]. Figure 3 shows 
the concept of the occupancy grid map. The value of each discrete cell is represented 
by 
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map0 (x, y) =

1      (occupied)

0.5  (partially occupied)

0     (unknown)

−1   (empty)










.  (1)

Here the value of all cells is initialized at 0. The measurement data is represented by 
(di, θi), i=1,2, ..., M, j=1,2, ..., L, where di is measurement distance from LRF; θi is the 
angle of the measurement direction; M is the number of total measurement directions; 

Li ( = α Res ⋅ di  ) is the number of resolution for the map building by the occupancy 

grid model. Therefore, the map is updated by following procedure 
 

Algorithm 1. Map-update 
for i=1 to M do  

for j=1 to Li do 

 

ui, j =
j

Li

di cos(θi + rp )( )+ xp

vi, j =
j

Li

di sin(θi + rp )( )+ yp

 (2) 

xi, j = α Map ⋅ui, j 

yi, j = α Map ⋅ vi, j 
  (3) 

map0 (xi , j , y i , j ) = f (map0 (xi , j , y i, j ), j) (4) 

 endfor 
endfor 

 
where (xp,yp) is the position of the mobile robot; rp is the posture; di is measurement 
distance from LRF in the ith direction; θi is the angle of the measurement direction; 
αMAP is the scale factor mapping from the real world to the grid map; f (⋅)  in (9) is a 

function according to IF-THEN rules shown in the Table 2. If the position and angle 
of the mobile robot are correct, the above map is updated efficiently. However, if the 
estimation of the position and angle is not correct, the map building results in a 
failure. Therefore, the position and angle should be corrected. Table.1 shows the state 
transition table of the map-update. 

We apply SSGA for the correction of the position and angle. As one stream of 
evolutionary computing, genetic algorithms (GAs) have been effectively used for 
optimization problems in robotics [16]. GAs can produce a feasible solution, not 
necessarily an optimal one, with less computational cost. The main role of GAs in 
robotics is the optimization in modeling or problem-solving. SSGA simulates the 
continuous model of the generation, which eliminates and generates a few individuals 
in a generation. A candidate solution is composed of numerical parameters of revised 
values to the current position (gk,x , gk,y) and rotation (gk,r). In the SSGA, only a few 
existing solutions are replaced with the candidate solution generated by the crossover 
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and mutation. We use the elitist cross over and adaptive mutation. Elitist crossover 
randomly selects one individual and generates an individual by incorporating genetic 
information from the selected individual and best individual in order to obtain feasible 
solutions rapidly. Next, the following adaptive mutation is performed to the generated 
individual, 

gk ,h → gk,h + α SSGA ⋅
fmax − fk

fmax − fmin

+ β SSGA





⋅ N (0,1)  (5)

where fk is the fitness value of the kth individual, fmax and fmin are the maximum and 
minimum of fitness values in the population; N(0,1) indicates a normal random value; 
αSSGA and βSSGA are the coefficient and offset, respectively. A Fitness value of the kth 
candidate solution is calculated by the following equation, 

fitk
Loc = map0 (xi,L , yi,L )

i=1

M

  (6)

 

Fig. 3. Concept image of the occupancy grid map 

Table 2. State Transition of Map-update 

Condition Output 
j map0(x,y) 

j < L 0 -1 
j < L 1 0.5 
j = L 0 1 
j = L -1 0.5 

3 Intelligent Self-localization for Multiple Mobile Robots 

3.1 Multi-resolution Map 

This subsection explains how to generate a multi-resolution map from the original 
map based on the measurement data. The values of the original map built by the 
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SLAM are {-1, 0, 0.5, 1}, but we consider a partially occupied cell as an occupied cell 
in the 1st level of map as follows;  

map1(x1, y1 ) =
1                     if  map0 (x, y) = 0.5

map0 (x, y)      otherwise





, (7)

where (xk, yk) is the position of the mobile robot in the kth layer. Figure 4 shows the 
basic concept of multi-resolution map. Basically, since the map should be built as 
precisely as possible. If the original size of map is used for the search, it takes much 
computational cost owing to the large size of cell space. Therefore, first, we re-build 
the map by reducing the granularity of a map, and we obtain the lower resolution 
map. A value of the lower resolution map is calculated from the higher resolution map 
in the following; 

mapk+1(xk+1, yk+1 ) = mapk (xk + i, yk + j)
j=0

1


i=0

1


xk = 0, k2 , 2k2 , ..., X, yk = 0, k 2 , 2k2 , ..., Y , k = 1, 2, ..., K

. (8)

As the increase of k, the map information becomes sparse. In this paper, we get the 
low-resolution map that is built by substituting k to equation (8). The information of 
mapk(xk,yk) is the following equation, 

mapk (xk , yk ) ∈ −22(k−1) , −22(k−1) + 1, ..., −1, 0,1,..., 22(k−1) − 1, 22(k−1){ }, (9)

where the number of possible values is 2k+1. 
Next, we normalize the value of mapk(xk,yk) in order to calculate the state of each 

cell such as empty state, occupied state, and uncertain state; 

nk (xk , yk ) = 1

22(k−1) mapk (xk , yk ) . (10)

Basically, if the state of a cell is uncertain, the value of mapk(xk,yk) approaches 0. 
However, The value of mapk(xk,yk) can be 0 in some cases in addition to the unknown 
state, since the mapk(xk,yk) is determined by the simple summation. Therefore, in order 
to extract the unknown state from uncertain states, we define a mapUnk

k(xk,yk) by the 
following equation. 

mapk+1
Unk (xk , yk ) = mapk (xk + i, yk + j)

j=0

1


i=0

1

  (11)

Furthermore, we define the degree of unknownness in the search, 

nk
Unk (xk , yk ) = 1

22(k−1) mapk
Unk (xk , yk ) .  (12)

We can obtain the small size of abstract map for self-localization by reducing the 
search space. 
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Fig. 4. Conceptual image of multi-resolution map 

3.2 Intelligent Self-localization 

We apply a multi-resolution map for intelligent self-localization for multiple mobile 
robots. To begin with, we must discriminate occupied cell and empty cell on the 
multi-resolution map for self-localization. As mentioned above, we use two different 
types of multi-resolution maps based on the uncertainty and unknownness. By using 
these values, we can obtain the state of the cell easily as the following equation, 

sk (xk , yk ) =
1     (if    ok (xk , yk ) > α State )

0    (otherwise)





, (13)

ok (xk , yk ) = nk (xk , yk ) + nk
Unk (xk , yk )  (14)

where αState indicates the threshold value. If sk(xk,yk) is 1, then the state of the cell 
means an occupied cell. Figure 5 shows an extraction result of occupied cells drawn 
in blue at each resolution map. 

Next, we explain an intelligent self-localization method. The initial self-
localization is done by (µ+λ)-ES where µ  and λ indicate the number of parent 
population and the number of offspring population produced in a single generation, 
respectively. Algorithm 2 shows the procedure of our initial self-localization. The k 
indicates the level of the multi-resolution map; n indicates the number of steps; N 
indicates the maximal number of generations (search iterations). A candidate solution 
is composed of numerical parameters of revised values to the current position (gl

i,x , 
gl

i,y) and the current direction angle of the robot (gl
i,r). The fitness value fitl

i of the ith 
individual is calculated by the following equation, 

fiti
l = hit

hit + err
 (15)

hit ← hit +1   if  sk (xk , yk ) = 1

err ← err +1  if  sk (xk , yk ) = 0







. 

In the step 5 and step 12, the weight wl
i is calculated by the following equation, 

wi
l =

fiti
l

fit j
l

j=1

µ


. 

(16)
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After the initial self-localization, the self-localization of the robots is calculated by the 
SSGA in order to perform the local search. In this way, the robots can estimate the 
current position as precisely as possible. 

 
Algorithm 2. Initial self-localization 
Initialization of Algorithm 2: 
Step1: Initialize µ  parents and n = 0. 
Step2: Measurement the LRF data and  
Step3: Estimate other robots position according to the pose of each individual. 
Step4: -If other robots appear in the sensing range, 
      then the corresponding LRF data are not used in step 5. 
Step5: Calculate fitness value fitl

i and the weight wl
i. 

 
Iteration Process: 
Step6: Produce λ offspring depending on wl

i. 
Step7: Measurement the LRF data. 
Step8: Estimate other robots position according to the pose of each individual. 
Step9: -If other robots appear in the sensing range, 
      then the corresponding LRF data are not used in step 10. 
Step10: Calculate the fitness value fitl

i. 
Step11: The top µ  candidates are selected as next parent. 
Step12: Calculate the weight wl

i. 
Step13: -If the best fitness value is higher than α h, 
       then k ← k − 1  and n = 0. 
      -Otherwise, go to step 10. 
Step14: -If n > N and the best fitness value is lower than α s, 
       then k ← k + 2  and n = 0. 
Step15: -If k = 1, then finish the initial self-localization. 
       -Otherwise, go to step 6 and n ← n + 1 . 

 

     
            (a) Original map          (b) k = 3                    (c) k = 5 

Fig. 5. Extraction the occupied cells at each resolution map 

4 Experimental Results 

We conduct an experiment of the proposed intelligent self-localization method in our 
laboratory. The parameters used for self-localization are shown in the following. The 
numbers of parent candidates (μ) are 1000 and the numbers of offspring candidates (λ) 
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are 500; αState = 0.01; α h = 0.75; α s = 0.5; the initial resolution level k of the multi-
resolution map is 2. Figure 6 and 7 show experimental results of initial self-localization. 
In Fig.6 (a), the candidates spread all over the map in order to estimate the current robot 
position (The candidates are drawn by purple). However, the best fitness value stays low 
for 20 generations, because the change of fitness value is very sensitive to the change of 
the estimated position in the high-resolution map (k = 2). Therefore, the robot updates 
the resolution level to k = 4 in Fig.6 (b). When the resolution level is low (k = 4), the 
best fitness value is higher than 0.9 in Fig.7. In the low-resolution map, it is easy to 
roughly estimate the robot position because the low-resolution map has the wide 
acceptable error range. By estimating the robot position in the low-resolution map, the 
best fitness value is high after downgrading the resolution level. In this way, the robot 
can estimate the current position by using the multi-resolution map where the best 
candidate is drawn by the red triangle in Fig.6 (d). 

Next, we show an experimental result of intelligent self-localization for multiple 
mobile robots where a red triangle and green triangle indicate a self-position and the 
position of other robots, respectively (Fig.8). In Fig.8 (a), the robot performs self-
localization by using all of measurement data, because other robots don’t exist in the 
sensing range of LRF equipped with the robot. After that, the robot A turns right. As a 
result, two other robots appear in the sensing range of LRF equipped with the robot. 
In Fig.8 (b), the fitness value for the intelligent self-localization is calculated without 
using measurement data of the area depicted by blue lines. In this way, the mobile 
robot can estimate the self-position with adequate preciseness. 

 

    
     (a) t = 0 (k = 2)      (b) t = 25 (k = 4)   (c) t = 45 (k = 3)        (d) t = 53 

Fig. 6. An experimental result of initial self-localization 

  
  (a) Resolution Level           (b) Fitness Value 

Fig. 7. Resolution level and the best fitness value in each generation 
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 (a)                     (b) 

Fig. 8. An experimental result of intelligent self-localization 

5 Summary 

In this paper, we proposed our SLAM based on the occupancy grid mapping. Our 
SLAM method uses the SSGA in order to estimate the current robot position. Next, 
we proposed our self-localization method using the multi-resolution map. The 
initialize self-localization is based on the evolutionary strategy (ES) for global 
optimization. The other part is based on the SSGA for local optimization. The 
experimental results showed the effectiveness of the proposed self-localization 
method based on the multi-resolution map. However, our self-localization depends on 
some hard-coded threshold values. Therefore, we should discuss these parameters. 
Furthermore, we will apply our self-localization method to the multi-robot systems 
such as the formation behavior.  
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Abstract. Since motion and force transmissibility is the inherent characteristic of 
a closed-chain manipulator, the design of a parallel manipulator should take into 
account this performance. This paper presents the optimum design of a 3-RRR 
parallel manipulator by considering motion and force transmission performance. 
Based on the screw analysis of the manipulator, some performance indices, such 
as good transmission workspace (GTW) and global transmission index (GTI), are 
then defined as the criterion for the design of the manipulator. By using the 
parameter design space, the corresponding performance atlases are plotted to 
illustrate the relationship between indices and geometrical parameters. The 
optimum design result, which is actually an optimum region, is then reached. The 
designed manipulator is far from singularity and has good motion and force 
transmissibility in its workspace.  

Keywords: parallel manipulator, screw theory, motion and force transmissibility, 
optimum design. 

1 Introduction 

Compared with serial manipulators, parallel manipulators have the advantages of a 
compact structure, high stiffness, low moving inertia, high load/weight ratio, 
especially, high speed and payload capability. So, motion and force transmissibility is 
the main performance of such manipulators. Actually, motion and force transmission 
analysis has been the focus of many studies. Several indices, such as the transmission 
angle, the pressure angle, and the transmission factor have been proposed to evaluate 
motion/force transmission. For example, Yuan et al. [1] used Ball’s virtual coefficient 
[2] between the transmission wrench screw (TWS) and the output twist screws (OTS) 
as a transmission factor to evaluate the transmission performance of spatial 
mechanisms. Tsai and Lee [3] introduced generalized transmission wrench screw 
(GTWS) to characterize transmission properties of mechanisms. They defined the 
transmissibility and the manipulability, and investigated the transmission performance 
of a variable lead screw mechanism (VLSM). By fixing all but one of the inputs of the 
6-RSS parallel manipulator, Takeda et al. [4] developed a transmission index based 
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on the minimum value of the cosine of the pressure angle between the leg and the 
moving platform. Lin et al. [5] proposed the force transmission index (FTI) for 
general single-DOF linkage mechanisms. They also developed the mean force 
transmission index (MFTI) as an extended definition of the FTI. Chen and Angeles 
[6] proposed a generalized transmission index for spatial mechanisms which is 
applicable to single-loop spatial linkages with fixed output and single or multiple 
degrees of freedom. Recently, Wang, Wu and Liu [7] proposed a unified analysis and 
evaluation method of the motion and force transmission for fully parallel mechanisms 
and introduced several indices for the design of such kinds of mechanisms.  

For the issue of optimal design of parallel manipulators, there are two approaches 
in general. One is first to develop an objective function and then to achieve the result 
using the numerical method with an algorithm [8]. The other is first to plot 
performance charts, and then to identify the result with the intersection of these charts 
with specified constraints [9]. The design solutions of the two methods are different, 
i.e. the result of the former one is only one solution, while that of the later one is 
actually an optimum region which includes some solutions.  

In the field of parallel manipulators, the planar 3-DOF parallel manipulator with 
three revolute joints in each of its legs is a typical parallel structure which has been 
studied by many scholars [10, 11, and 12]. In this paper, the motion and force 
transmissibility of the manipulator will be investigated and the indices for optimum 
design will be defined. After plotting the performance charts, by using the optimum 
design approach introduced in [9], the design process will be presented and an 
optimal design result will be given as an example. 

2 Twist Screw and Wrench Screw Analysis 

A planar three-DOF 3-RRR parallel manipulator is shown in Fig. 1a, where the 
moving platform is connected to the base by means of three legs, each of which 
includes three revolute joints and two bars. This manipulator is used to position and 
orient the gripper in the plane. The position of the center O′  of the moving platform 

can be described by ( )x y，  with respect to the global coordinate system -O xy , 

and the orientation of the moving platform can be described by the angle ϕ  

measured counterclockwise from the x-axis to the x’-axis of the local coordinate 
system which is attached to the moving platform. The three revolute joints A, D and 
G fixed on the base are actuated, represented by the angle iθ  as shown in Fig. 1b, 

and they are equally distributed at a nominal angle of 120° on a circle whose center is 
the origin O  and radius is 4r . The moving platform has the shape of an equilateral 

triangle, the circumcircle of which has a radius of 3r . The parameter 1r  is the length 

of the input links AB, DE, and GH, and 2r  the length of the coupler links BC, EF, 

and HI. 
 



242 J. Yang and Y. Hua 

     
                        (a)                                          (b)   

Fig. 1. A 3-RRR parallel manipulator (a) the whole sketch (b) one leg  

Fig. 1 (b) shows one of the three legs of the 3-RRR parallel manipulator, in which 
each leg has three revolute joints with one DOF, respectively. With respect to the 
coordinate system O-xy, there are three motion screws which can be expressed as 

 1 1 1(0,0,1; , ,0)m n=$  (1) 

 2 2 2(0,0,1; , ,0)m n=$  (2) 

 3 3 3(0,0,1; , ,0)m n=$  (3) 

where , ( 1, 2,3)i im n i =  are constants related to the instantaneous position of every 

kinematic pair in the corresponding coordinate system. By analyzing the linear 
correlation among the three motion screws briefly, we can see that they are linearly 
independent which compose a three-DOF leg. Meanwhile, we can get a three-order 
screw system as  

 { }3 1 2 3, ,U = $ $ $  (4) 

As the first revolute joint is the actuated joint, the corresponding motion screw is the 
input twist screw

I$ , which can be expressed as 

                      
1 1 1(0,0,1; , ,0)I m n= =$ $  (5) 

It is clear to find that there are three input twist screws I$ in the 3-RRR parallel 

manipulator, as shown below 

 
1 1(0, 0,1; , ,0) 1, 2,3Ii i im m i= =$                          (6) 
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Assuming that the actuation joint is locked, we can remove  from the motion 

screw system. And a new passive joint screw system can be then achieved as 2U , 

i.e., 

 { }2 2 3,U = $ $                                     (7) 

Now we can find a new screw, namely, the transmission wrench screw (TWS), which 
is reciprocal to all the passive joint screws in 2U , represented as  

 0 2,3T i i= =$ $o                                (8) 

As there is only one actuator in each of its legs, such a manipulator is usually referred 
to as a fully parallel manipulator. Each leg has its own TWS which indicates the 
motion and force transmission performance from the input members to its output 
members. From Eq. (8), we can get 

 ( , ) 1, 2,3Ti i i if h f i= × =$                             (9) 

where  is a pure force vector with the direction through the two passive joints’ 

centers, and  represents a position vector to the origin of the proposed coordinate 

system. Here we can notice that the axis of ( 1, 2,3)Ti i =$  always passes through 

two passive joints’ centers along the related passive leg. 
As to a three-DOF parallel manipulator at a certain configuration, when fixing all 

of its input joints except the one in the thi −  leg , the instantaneous unit 

motion of the moving platform can be represented by a unit twist screw oi$ . In this 

case, only the transmission wrench represented by Ti$ can contribute to the moving 

platform, while all other transmission wrenches apply no work to the moving 
platform. Hereby, we may get 

 0 1, 2,3,Tj Oi j i j= = ≠$ $o                         (10) 

From Eq. (10), three output twist screws ( 1, 2,3)Oi$ i = can be obtained. 

By calculating the proposed motion and force transmission functions based on 
screw theory, one can give the analysis to every leg of 3-RRR parallel manipulator. 
Then one can get three input twist screws ( 1, 2,3)Ii i =$ , transmission wrench 

screws ( 1,2,3)Ti i =$  and output twist screws ( 1, 2,3)Oi i =$ , accordingly, which 

can be used as the prerequisites for the performance analysis of the parallel 
manipulator. 

3 Performance Index 

In this section, using the analysis results of section 2, several transmission indices are 
introduced for the evaluation of motion and force transmission performance of the 3-

I$

if

ih

( 1, 2,3)i =
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RRR parallel manipulator. The mathematical foundation of screw theory has already 
been shown in Ref. [12].  

3.1 Local Transmission Index (LTI) 

(a) Input Transmission Index (ITI). 
As analyzed in last section, the studied 3-RRR manipulator has three input twist 
screws

I$ , three transmission wrench screws, and three output twist screws
O$ , 

respectively. The power coefficient between input twist screw of leg  and its TWS 
can be defined as its ITI. This index is represented by 

 max

1,2,3Ti Ii
i

Ti Ii

iλ
$ $

$ $

o

o
= =  (11) 

By submitting Eqs. (6) and  (9) to Eq.(11), one may get 

 sin( ) 1, 2,3i i i iλ ψ θ= − =                             (12) 

where  are the angles as shown in Fig. 1b. 

(b) Output Transmission Index (OTI). 
The power coefficient between the TWS of leg  and the corresponding output twist 
screw can be defined as its OTI. This index of leg  is represented by 

  
max

1,2,3Ti Oi
i

Ti Oi

iη
$ $

$ $

o

o
= =                         (13) 

where 
Oi$  can be obtained from Eq. (10).  

It may be seen from Eq. (13) that iη  is independent of any coordinate system, and 

0 1iη≤ ≤ . Since 
maxTi Oi$ $o

 
is constant at a certain configuration, iη  should be as 

large as possible in order to transmit more power to the output member. 

(c) Local Transmission Index (LTI). 
It is concluded that both input transmission index and output transmission index of 
every leg should be as large as possible to obtain a good transmission performance. 
For an integrated 3-RRR parallel manipulator with three legs, therefore, when the 
transmission indices  and  are both large enough, it is said to have a 

good motion and force transmission performance; and if any one of them is small, the 
manipulator has poor motion and force transmissibility. For these reasons, a 
transmission index is defined as below 

   (14) 

Since the values of may be different at different configurations, it is referred to as 

the Local Transmission Index (LTI). LTI equals to the minimum one of ITI and OTI, 

i

,i iψ θ

i
i

iλ ( 1,2,3)i iη =

{ }min , 1,2,3i i iγ λ η= =

γ
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which are both frame-free, and ranging from 0 to 1, so the LTI is also independent 
from the coordinate system and its value range can be expressed by 

                                (15) 

3.2 Good Transmission Workspace (GTW) 

In order to evaluate the transmission performance of the studied manipulator, a limit 
to the LTI should be defined to indicate the quality of the motion and force 
transmission performance. Thus the set of pose points satisfying a specified condition 
or the LTI being no less than a specified value is called the good transmission 
workspace (GTW) of the manipulator. 

In experience, for the purpose of high speed and high payload capability [13], the 
limit of the LTI can be specified as 7.04sin ≈π . If , the manipulator can 

propose a good motion and force transmission ability in the local configuration; 
otherwise , the manipulator has a poor motion and force transmission. 

In normal, different manipulators have different good transmission workspaces, so 
the area of GTW, denoted as GTW_area, can be applied directly to the analysis and 
design of parallel manipulators. 

3.3 Global Transmission Index (GTI) 

Considering the fact that the good transmission workspace might be the same for 
manipulators with different geometric parameters, it is therefore impossible to 
determine the better manipulator based on only the value of GTW_area. 

To evaluate the global motion and force transmissibility when the manipulator 
works in the proposed GTW, the GTI is defined based on the LTI value as 

                                   (16) 

where W is the GTW, and  the LTI value which has no relation to the selected 

frame coordinate and its value ranges from 0 to 1. The range of GTI is (

min sin 4 0.7πΓ = ≈ ), and the GTI is also a frame-free index. In normal, the larger is, 

the better the motion /force transmission ability of the manipulator will be. 

4 Optimum Design of the Manipulator 

The optimum design based on the performance charts of a manipulator was 
introduced in Ref. [9] for a general case. For the parallel manipulator studied here, the 
design process can be described as follows. 

4.1 Parameter Design Space 

Parameter design space is a useful tool to present the relationship between 
performances and link lengths of a mechanism. Considering the studied parallel 
manipulator shown in Fig. 1a, if the manipulator can be assembled and has 
workspace, the condition for the four geometrical parameters should be 

0 1γ≤ ≤

LTI 0.7≥

LTI<0.7

W

W

dW

dW

γ
Γ = 


γ

min 1Γ Γ< <
Γ
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1 2 3 4

r r

r r r r

≤
 + + ≥

                                (17) 

It is difficult to illustrate the performance index in the design space of a manipulator 
with more than four parameters. In this paper, we take a special case for an example 
to present how illustrating the link lengths affect the GTW and GTI. So, here we let 
the length of two legs be equal, i.e. . There then leaves three design parameters

, and . The design space can then be obtained as shown in Fig. 2(a), which 

can be mapped into a planar space as shown in Fig. 2(b). Every point in the design 
space corresponds to a 3-RRR parallel manipulator with specified values of 1 2( )r r , 

and . Thus, the proposed design space can be used to show the relationship 

between GTW or GTI and the link lengths ,  and in the subsequent section. 

The mapping functions between  and  can be expressed as  

 

1

3 4
3 3

3 3

s r

t r r

=



= − +

                             (18) 

which can be used to plot the performance atlas in Fig. 2(b) when the geometric 
parameters and  are given. 

       
                    (a)                                              (b) 

Fig. 2. Parameter design space of the 3-RRR parallel manipulator 

4.2 Performance Charts of GTW and GTI 

According to the definition of GTW and GTI introduced in section 3, the performance 
charts of the 3-RRR parallel manipulator in the parameter design space can be 
generated as shown in Figs.3 and 4. It is noteworthy that the 3-RRR parallel 
manipulator has three DOFs, which combines the position ( ),x y with rotational 

angle ϕ . Figs. 3 and 4 show the special case of positional workspace by fixing the 

orientation as  20ϕ = ° . From the two charts, one may see that when 4r  is specified, 

1 2r r=

1r 3r 4r

3r 4r

1r 3r 4r

( , )s t 1 3 4( , , )r r r

1 3,r r 4r
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the GTW or GTI is inverse proportional to 3r . Especially, the GTW of a manipulator 

reaches its best when 3 0r = . This result can be explained by the fact that when 

3 0r =  the 3-RRR parallel manipulator is degenerated as a redundant 2-DOF parallel 

manipulator with three RRR legs. Such a manipulator has a larger workspace. 

4.3 Optimum Design Result 

The performance charts of GTW and GTI obtained in section 4.2 can be used to 
identify the design result. Here, two cases will be given. The first case can be 
identified by letting 0.4GTW ≥ and 0.9GTI ≥ . This leads to the optimum region as 
shown in Fig. 5 (a) (the shaded region). Any point within this region represents a non-
dimensional manipulator with parameters 1 2r r= , 3r , and 4r , whose GTW and GTI 

are no less than 0.4 and 0.9, respectively. For example, picking up a mechanism with 

1 2 0.86r r= = , 3 0.50r =  and 4 1.64r =  from the region, its GTW and GTI are 

0.6648 and 0.9001, respectively. The distribution of LTI within its workspace is 
shown in Fig. 6 (a), where the blue edge curve is the input transmission singularity 
loci.The region enclosed by the blue edge curve is the useable workspace, while the 
area bounded by curve with 0.7 is the GTW. 

 
Fig. 3. Atlas of GTW 

 

Fig. 4. Atlas of GTI 
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The second case can be identified by letting 1.2GTW ≥ and 0.88GTI ≥ . This 
results in the optimum region shown as the shaded region in Fig. 5 (b). Picking up a 
mechanism with 1 2 1.25r r= = , 3 0.1r =  and 4 1.65r = from the region, its GTW and 

GTI are 1.5594 and 0.8886, respectively. The distribution of LTI within its workspace 
is shown in Fig. 6 (b), where the region bounded by the curve with 0.7 is its GTW. 

From the two cases, one may see that with different GTW and GTI constraints or 
different requirements the optimum regions are different. A manipulator of the first 
case has a smaller GTW and better GTI, while a manipulator of the second case has a 
larger GTW but a little worse GTI. Usually, we hope the workspace to be as large as 
possible. Under this requirement, the optimum result of the second case is preferred. 

For the page limit, here the special case when 20ϕ = °  is only investigated and the 

optimum design is introduced accordingly. One can study other cases such as 10ϕ = ° , 

30ϕ = ° , and so on by using the same method.  

  
                     (a)                                                (b) 

Fig. 5. An optimal region defined by (a) 0.4GTW ≥ and 0.90GTI ≥ , (b) 1.2GTW ≥ and 
0.88GTI ≥  

  
                    (a)                                              (b) 

Fig. 6. The LTI distribution of a 3-RRR parallel manipulator (a) with 1 2 0.86r r= = , 

3 0.50r =  and 4 1.64r = (b) with 1 2 1.25r r= = , 3 0.1r =  and 4 1.65r =  
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5 Conclusion 

This paper addresses the optimum design of a planar 3-DOF parallel manipulator 
considering the motion and force transmissibility. To this end, the motion/force 
transmission analysis of the studied manipulator was firstly presented. Some 
performance indices such as ITI, OTI, and LTI, and two design indices GTW and GTI 
were then defined as the motion and force transmission evaluation criterion. Based on 
these indices, the performance charts have been plotted in the design space to 
illustrate relationship between the performances and the geometrical parameters of  
the manipulator. Finally, two cases of optimum design were introduced. Any one of 
the designed manipulators has good motion/force transmissibility. Moreover, the 
manipulator of the second case has a larger GTW. The paper provides a solution to 
design optimally the manipulator. 
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Abstract. Singularity is an inherent characteristic of a closed-chain manipulator. 
This paper presents an approach to singularity analysis of the planar 3-RRR 
parallel manipulator. On the basis of screw theory, the motion/force transmission 
analysis of the manipulator is first achieved. The singularity is classified into three 
types: constraint singularity, input transmission singularity, and output 
transmission singularity, in which the last two ones can be investigated by two 
indices correspondingly. By using the proposed method, not only can all types of 
possible singularity configurations and their singular loci be identified, but their 
physical meanings are also explained in terms of their motion/force transmission 
performances, which make 3-RRR parallel manipulator more comprehensible. 

Keywords: parallel manipulator, singularity analysis, motion/force 
transmissibility. 

1 Introduction 

Singularity analysis of parallel manipulator has been investigated by many 
researchers as one of the most important issues. As is well known, a parallel 
manipulator would almost lose control at its singular configuration. Two effects 
generally occurs: (1) the manipulator gains one or more unwanted degrees of freedom 
(DOFs), thereby degrading the natural stiffness and diminishing load capacity in the 
direction of the additional DOF; (2) the manipulator loses one or more DOFs, and lies 
at a dead point. In practice, we should identify all possible singular configurations of 
parallel manipulator and avoid them as far as we can. 

Singularity is one of the inherent characteristics of parallel manipulators. It 
influences a considerable number of performance factors, including workspace, 
dexterity, stiffness and load capacity. In the past three decades, many researchers have 
studied singularity in parallel manipulators. The methods typically used to identify 
singularity can be divided into two categories: analytical and geometric methods. In 
the analytical method, the Jacobian matrix of every chain in the parallel manipulator 
is derived to identify singularity. Using the Jacobian matrix, Gosselin and Angeles [1] 
analyzed singularity in the closed-loop chains of parallel manipulators, and classified 
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the singularity into three main groups: inverse singularity, forward singularity, and 
combined singularity. In the geometric method, screw theory and line geometry are 
commonly used to solve singularity problem [2]. Hunt [3] laid down a general 
framework for using screw theory in analyzing singularity in parallel manipulators. 
Then, Huang et al. [4] conducted a more detailed analysis of closed-chain 
singularities by using the concept of reciprocity in screw theory. Merlet [5] noticed 
that it is possible to identify all singular configurations via the line geometric. More 
recent approaches to singularity analysis are discussed by Park and Kim [6], Davidson 
and Hunt [7], Ma and Angeles [8] and Tsai [9].   

Undoubtedly, efforts should be devoted not only to accurately identifying singular 
configurations, but also to explaining their physical meanings. In this paper, we 
address the singularity analysis to the planar 3-RRR (R refers to revolute joint) 
parallel manipulator from three classified singular styles by using a screw theory-
based approach, which considers the motion/force transmissibility. Numerous 
researchers have studied this type of parallel manipulator, but few have extensively 
applied singularity analysis to it. The current study contributes to literature in that it 
facilitates the understanding of singularity in the 3-RRR manipulator, thereby 
facilitating its optimal use [10], [11], [12]. 

The rest of the paper is organized as follows. The screw theory-based analysis of 
the motion/force transmissibility in 3-RRR parallel manipulator is addressed in 
Section 2. In section 3, we introduce our approach to classifying and identifying all 
possible singularities in terms of motion/force transmissibility. Finally, some 
conclusions drawn are provided in the last section. 

2 Motion/Force Transmissibility Analysis 

The essential function of a parallel manipulator is to transmit motion and force from 
its input members to its output member. Normally, the input members are the 
actuators, and the output member is the moving platform. In this section, the motion/ 
force transmissibility analysis of the 3-RRR parallel manipulator will be presented, 
which can be used as bases for the singularity analysis. 

2.1 Architecture  

The kinematic scheme of a planar three-DOF parallel manipulator is presented in Fig. 
1. The mobile platform is connected to the base by three identical RRR limbs, each 
with three revolute joints and two bars. In each leg, the revolute joint attached to the 
base is active. The base and mobile platform have circles, whose centers are origins 
O  and O' , respectively. All the joints connected to the base and mobile platform are 
symmetrically distributed at a nominal angle of 120° on the circles. The lengths of 
input links AB, DE, and GH equal one another, denoted as 1r ; 2r  represents the 

equal lengths of coupler links BC, EF, and HI. The radii of the mobile platform and 
base are 3r  and 4r , respectively. A short analysis reveals that the parameters should 

satisfy some inequalities to constitute a complete 3-RRR parallel manipulator, i.e.,

3 4r r≤  , and 1 2 3 4r r r r+ + ≥ . 
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                    (a)                                                    (b) 

Fig. 1. Sketch of 3-RRR parallel manipulator (a) the whole manipulator, and (b) one RRR leg 

2.2 Twist Screw and Wrench Screw 

Fig. 1-(b) shows that each leg has three revolute joints with one DOF each. With 
respect to coordinate system O-xy, three twist screws exist, expressed as  

 1 1 1(0,0,1; , ,0)a b=$ , (1) 

 2 2 2(0,0,1; , ,0)a b=$ , (2) 

and                  3 3 3(0,0,1; , ,0)a b=$ ,                      (3) 

where ia , , ( 1, 2,3)ib i = are constants related to the instantaneous position of every 

kinematic pair in the corresponding coordinate system. A brief analysis of the linear 
correlation among the three twist screws reveals that, the twist screws are linearly 
independent, constituting a three-DOF leg. Meanwhile, a three-order twist screw 
system can be derived as follows 

 { }3 1 2 3, ,U = $ $ $ . (4) 

Because the first revolute joint is the active joint, the corresponding twist screw is the 
input twist screw (ITS), which can be expressed as 

 1 1 1(0,0,1; , ,0)I a b= =$ $ . (5) 

Three ITSs 
 
are found in the 3-RRR parallel manipulator, as shown below: 

1 1

4 4

(0,0,1; , ,0)

(0,0,1; sin( / 2 2( 1) / 3), cos( / 2 2( 1) / 3),0) 1,2,3
Ii i ia b

r i r i iπ π
=
= − + − − + − =

$
.

 
(6) 
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Here, we can obtain three linearly independent screws ( 1,2,3)r
j j =$ , which are 

reciprocal to all the screws in 3U . 

 0 1, 2,3r
j i i j= = =$ $ . (7) 

Thus,  

 1 (0,0,1;0,0,0)r =$ , (8) 

 2 (0,0,0;1,0,0)r =$ , (9) 

And                       3 (0,0,0;0,1,0)r =$ ,                              (10) 

where
 

1 2 3r
j j =$ ( , , )  are the unit reciprocal screws of the - thi  leg. 

In terms of physical meanings, each screw ( 1, 2,3)r

j
j =$  can represent a constraint 

wrench screw (CWS) that the kinematic leg chain provides for the moving platform. 
Given the centrally symmetrical property of the 3-RRR manipulator, all the three leg 
chains provide the same CWSs, which can be expressed as ( 1, 2,3)Cp p =$ . Thus, all 

the CWSs of the manipulator form a three-order constraint wrench screw system, 
denoted as 

  { } { }1 2 3 1 2 3

r r r

C C C CU = =$ $ $ $ $ $ .                         (11) 

Among these screws, the first 
1$C

, indicates a pure force which restricts the 

translational DOF, whereas the remaining screws, 
2C$  and 

3C$ , indicate pure 

moments that constraint the two rotational DOFs.  
As there is only one actuator in each of its legs, such a manipulator is usually 

referred to as a fully non-redundant parallel manipulator. As for the - thi  leg, 
assuming that the actuation joint is locked, we can remove 

Ii$  
from twist screw 

system 3U . Accordingly, a new passive joint screw system can be derived, i.e., 

 { }2 2 3,U = $ $ .                                   (12) 

We can then identify a new screw, namely, the transmission wrench screw (TWS), 
which is reciprocal to all the passive joint screws in 2U  and all the wrench screws in 

CU , expressed as  

 
0 2,3

0 1,2,3
T m

T Cn

m

n

= =

= =




$ $

$ $




,                              (13) 

where T$  is the TWS of the - thi  leg. 

Thus, we have 

 
1 1 1 1(cos ,sin ,0;0,0, )T Cψ ψ=$ ,                           (14) 
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2 2 2 2(cos , sin , 0; 0, 0, )T Cψ ψ=$ ,                       (15) 

and 

 
3 3 3 3(cos , sin , 0; 0, 0, )T Cψ ψ=$ ,                       (16) 

Where                
1 1 1 1 4 1 1 1( cos ) sin ( sin ) cosC r r rθ ψ θ ψ= − + ,                    (17) 

 
2 4 1 2 2 4 1 2 2[( 3 / 2) cos ]sin [( 1 / 2) sin ] cosC r r r rθ ψ θ ψ= − + − − + , (18) 

 
3 4 1 3 3 4 1 3 3[( 3 / 2) cos ]sin [( 1 / 2) sin ]cosC r r r rθ ψ θ ψ= + − − + , (19) 

Among the above equations, ( 1,2,3)iθ i=  are the angles between the corresponding 

active legs and x-axis in the global coordinate system, and ( 1,2,3)i i=ψ  denote the 

angles between the corresponding passive legs and x-axis [Fig. 1-(b)]. 
As for the 3-RRR parallel manipulator, all its input joints except for that in the 

- thi  leg ( 1, 2,3)i = are assumed to be fixed at a certain configuration. In this case, 

only the transmission wrench represented by 
Ti

$  can contribute to the moving 

platform, whereas all other transmission wrenches apply no work to the moving 
platform. The instantaneous unit motion of the moving platform can be represented by 
a unit output twist screw (OTS) 

Oi$ . Thus, we derive  

 0 ( 1, 2,3, )Tj Oi i j i= = ≠$ $  (20) 

From Eq. (20), three related OTSs ( 1, 2, 3)
Oi

i =$  can be obtained. 

By analyzing the motion/force transmissibility of 3-RRR parallel manipulator on 
the basis of screw theory, we can derive three ITSs, denoted as ( 1, 2,3)Ii i =$ ; three 

TWSs, denoted as ( 1,2,3)Ti i =$ ; and three OTSs, denoted as ( 1, 2,3)Oi i =$ , 

respectively. These screws can be used as the bases for the singularity analysis of the 
3-RRR parallel manipulator. 

3 Singularity Analysis 

In the motion/force transmission process of a limited-DOF parallel manipulator, there 
always exist the TWSs and CWSs, which constitute the transmission wrench screw 
system and constraint wrench screw system, respectively. Hereby, the singularity 
problem of a parallel manipulator is conducted from two aspects as transmission 
singularity and constraint singularity, among which the transmission singularity can 
be further subdivided into the input and output transmission singularity. Thus, the 
singularities of a parallel manipulator can be classified into three types: constraint 
singularity, input transmission singularity, and output transmission singularity.  

We propose two indices for analyzing transmission singularity. A manipulator 
transmits motion and force via the interaction among ITSs, TWSs, and OTSs.  
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By locking all the actuators except for the -thi  actuator, the manipulator becomes of 
single-DOF type. Thus, the -thi  chain corresponds to an ITS, TWS, and OTS, which 

are denoted by 
Ii

$ , 
Ti

$ , and 
Oi

$ , respectively. The reciprocal product of the TWS and 

ITS is taken as the input transmission power (ITP) of the -thi  chain in the 
manipulator. Similarly, the reciprocal product of the TWS and OTS is taken as the 
output transmission power (OTP). We then obtain 

 ITP 1, 2,3Ii Ti i= =$ $ , (21) 

 OTP 1, 2,3Ti Oi i= =$ $ . (22) 

The physical meanings of the two proposed indices ITP and OTP indicate the 
power between the transmission wrench and input twist, and that between the 
transmission wrench and output twist, respectively. If ITP equals zero, the power 
between ITS and TWS will vanish, indeed, the motion from the corresponding 
actuator cannot be transmitted by its transmission wrench. In this case, a type of 
transmission singularity occurs: input transmission singularity. If OTP equals zero, 
the external wrench along the axis of O$  cannot be counterbalanced by any 

transmission wrench. Therefore, the manipulator suffers from another type of 
transmission singularity, namely, output transmission singularity. If any value of the 
ITP or OTP in three chains of the parallel manipulator equals zero, input transmission 
singularity or output transmission singularity occurs, respectively.  

Constraint Singularity. As previously stated, there exist three constraint wrench 
screws ( 1,2,3)Ci i =$  in each chain of 3-RRR manipulator, among which two screws 

are unit moments, and the remaining one is a pure unit force. Normally, they are 
linear independent with each other and constraint two rotational DOFs and one 
translational DOF. Thus, we conclude that the 3-RRR parallel manipulator does not 
suffer from constraint singularity [13]. 

Input Transmission Singularity. Here, we use the proposed index ITP to describe 
this singularity. The manipulator is centrally symmetrical; hence, using only one leg 
in the analysis is sufficient. 

Substituting Eqs. (6) and (14) to Eq. (21), one may obtain 

 1 1 1 1 1 4 1 1 1ITP cos sin (2 sin )cosI T r r rθ ψ θ ψ= = − +$ $ , (23) 

from which one may see that, ITP equals zero if and only if 1 90θ =   and 1 90ψ =  or 

270 . At these configurations, therefore, the manipulator stays at the input singular 
points, as shown in Fig. 2-(a) and (b). An in-depth analysis of these configurations 
reveals that a small rotation on the actuator does not cause the mobile platform to 
generate any output motion. In terms of motion/force transmissibility, the motion 
cannot be transmitted from the input member to the output member at such an input 
transmission singularity. The mobile platform degenerates the translational DOF 
along the axis of 1T$ . Input singularity in the other two legs can be analyzed using the 

same method, but the analysis is not discussed in this paper. 
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The singularity loci are comprised of a series of continuous singularity points. 
Accordingly, input singularity loci are made up of all input singular dead points. It is 
obvious that, singularity loci found in a definite manipulator, and vary as the 
parameters of the 3-RRR manipulator change. We describe the input singularity loci 
of a kinematic optimized 3-RRR manipulator, with parameters 1 2 1.25r r= = , 

3 0.10r = , and 4 1.65r =  (Fig. 3). The blue curve in Fig. 3 is the input transmission 

singular loci with its rotational angle ϕ  equals zero. The loci are centrally 

symmetrical as in the case of their structure characteristics. 

Output Transmission Singularity. The index OTP is used to describe this type of 
singularity. If any value of OTP equals zero, output transmission singularity occurs in 
the manipulator. As analyzed above, the 3-RRR parallel manipulator has three TWSs, 
denoted as ( 1, 2,3)Ti i =$ , each presenting a pure force along the corresponding axis 

of the passive bar (the bar connected by two passive joints). A comprehensive 
analysis of the geometric properties of the screw system in Ref [3] reveals that the 
three TWSs typically span a three-order TWS system. However, these TWSs can only 
form a two-order line screw system in two cases, i.e., the three TWSs intersect at one 
point, and those are parallel to one another in the same plane. To use OTP, one or 
more OTP values of all the legs equal to zero at such two cases. We conclude that 
when the rank of the TWS system degenerates from three to two or one, the minimum 
OTP value equals zero, thereby causing output transmission singularity.  

              
                   (a)                                                     (b) 

Fig. 2. Input transmission singularity (a) when 1 190 , 90θ ψ= =   and (b) when

1 190 , 270θ ψ= =   

The configuration of output transmission singularity depends not only on the 
configuration of the mobile platform, but also on the positional relationships among 
the three passive legs. The workspace of the manipulator has uncountable 
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configurable points, but considering all these points is impossible and unnecessary. 
Thus, we take only point of origin ( , ) (0,0)x y =  as an example in analyzing this type 

of output singularity. Fig. 4 shows the relationship between the OTP value and 
rotational degree of mobile platform ϕ  at the same manipulator parameters as before 

( 1 2 1.25r r= = , 3 0.10r = , and 4 1.65r = ). 

Fig. 4 illustrates that the OTP value of the 3-RRR manipulator varies as rotation 

degree ϕ  varies between ( 180 ,180 ]−   . The value equals zero when 1 48ϕ = −   and 

2 132ϕ =   , corresponding to two output singular configurations as shown in Fig. 5-

(a) and (b), respectively. It is worth noting that, there always exist two 
complementary degrees that result in the output transmission singularity in which the 

mobile platform is located in the usable workspace, as in 1 2 180ϕ ϕ− =   when the 

mobile platform is located at the point of origin. 
 

 

Fig. 3. Input singularity loci with parameters 

1 2 1.25r r= = , 3 0.10r = , and 4 1.65r =  
Fig. 4. Relationship between OTP value and 
rotational angle ϕ  in which the mobile 

platform is located at point of origin 
( , ) (0,0)x y =  

Fig. 5 shows that at such configurations, the mobile platform can still perform a 
small rotation about the convergence point even when all the actuators are locked. 
When the motion/force transmission performance is considered, this output 
transmission singularity stems from the three corresponding planar TWSs converging 
to one point. The external torque about the axis of the convergence point cannot be 
counterbalanced by any transmission wrench. That is, no transmission force can 
transmit power that enables the moving platform to rotate about the related axis. This 
manipulator generates an unwanted rotational DOF, along which poor stiffness arises. 

As stated above, another condition of output transmission singularity is that all the 
three TWSs are parallel to one another in the same plane (Fig. 6). Thus, the TWS 
system degenerates to a two-order system, which comprises three planar parallel 
wrench screws ( 1, 2,3)Ti i =$ . The minimum OTP value of the manipulator is  
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                       (a)                                             (b) 

Fig. 5. Output transmission singularity configurations (a) when  and (b) when 
 

therefore equal to zero. At such a configuration, the mobile platform can move a 
small distance along the direction normal to the axis of the passive leg even when all 
the actuators are locked. Considering motion/force transmissibility, no transmission 
wrench that can counterbalance the external force along the direction normal to the 
passive legs in the same plane exists. This manipulator gains an additional 
translational DOF, along which the manipulator exhibits poor stiffness. 

One particular case for the referring output transmission singularity is shown in 
Fig. 7. The characteristic is that, the triangle formed by the three joints that connect 
the three corresponding active and passive legs is congruent with the triangle in the 
mobile platform. It is clear that, in these singular configurations, rotational angle of 
mobile platform is constant, as determined by parameters 1r , 3r  and 4r . The blue 
curve in Fig. 7 denotes its singular loci of this kind of output transmission singularity 
which is a circle located at the central point of the base platform. 

     
Fig. 6. Another kind of output transmission 
singularity 

Fig. 7. Output transmission singularity and its 
loci 

1 48ϕ = − 

2 132ϕ = 
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Three points should be noted: (a) not all 3-RRR manipulators with any geometric 
parameters exhibit this kind of output transmission singularity; and (b) the singularity 
depends not only on the position of the mobile platform, but also on the orientation of 
it; (c) because of the symmetrical characteristics of the 3-RRR parallel manipulator, 
singular configurations would always arise in three symmetrical cases as well.  

4 Conclusion 

This paper addresses the singularity analysis of the planar 3-DOF parallel 
manipulator. To this end, a method considering the motion/force transmissibility 
based on screw theory has been presented. Two indices ITP and OTP have been 
proposed to identify the input transmission singularity and output transmission 
singularity, respectively. From the theoretical and practical singularity analysis to the 
parallel manipulator, the conclusions drawn are summarized as follows: 

(a) It is an effective and general method to deal with the singularity problem in a 
closed-chain manipulator on the basis of screw theory. 

(b) The proposed method can not only identify all possible singularities as far as 
we can, but also explain their physical meanings in terms of the motion/force 
transmission performances—a highly important issue in closed-chain 
manipulators. 

(c) Three types of singularities are identified, including a group of complex output 
transmission singularities, which can further elucidate the 3-RRR manipulator 
and enable the resolution of singularity problems. 
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Abstract. This paper presents a linear driven 2 degree-of-freedoms (DoFs) 
Parallel Manipulator (PM) for pick-and-place operation in the light industry, and 
its dynamic dimensional synthesis is carried out. Inverse kinematics and 
rigid-body dynamics are formulated to propose a dynamic performance index, 
which is to minimize the maximum driving force of a single link. The index is 
associated with dimensional and inertial parameters and can be expressed as 
function of transmission angles. Then performance constraints are considered by 
investigating the relationship between singular values of Jacobian matrix and 
mapping characteristics of velocity, accuracy and stiffness. The approach is 
illustrated in detail through an example and the optimized dimensional 
parameters are obtained for high performance throughout the entire workspace. 

Keywords: parallel manipulator, pick-and-place operation, rigid-body dynamic, 
dynamic performance index. 

1 Introduction 

In recent years, high-speed PMs with less than 6 DoFs have been found wide applications 
in electronics, pharmacy packaging and many other light industries, which is 
exemplified successfully by Adept robot [1], Delta robot [2-3], Diamond robot [4-5] 
and so on. High-speed PMs with lower mobility possess the potentials of good 
accuracy, high velocity and excellent dynamics compared with serial manipulators 
[6-7]. In order to obtain better performance, the scholars and the engineers lay great 
interest in the optimal design of high-speed PMs [8]. It’s necessary to focus on two 
issues in the optimal design, one is performance evaluation index [9] and another is 
optimal design method [10-11]. 

In most cases, the mathematical characteristics of Jacobian matrix are adopted as 
performance evaluation index, such as condition number, determinant, singular value, 
etc [12-15]. Considering power dissipation and dynamic performance of PMs in the 
high-speed environment, the performance evaluation index mentioned above is not 
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suitable. Therefore it’s important to formulating the appropriate performance index for 
high-speed PMs. With respect to the optimal design method, the traditional way 
[16-17] is to regard the performance evaluation index as the objective function and the 
corresponding geometric limit as the constraint condition, and then the optimum values 
are achieved by solving the nonlinear equations including geometric limits. However, 
as to the optimal design of high-speed PMs, only geometric limits in the constraint 
conditions are not enough, other performances reflected by objective function should 
be considered necessarily.  

Zhang [18-19] studies the performance evaluation index and the optimal design flow 
of the well-known Delta manipulator. As the extension of his method, this paper 
focuses on the optimal design of a kind of planar parallel manipulator which can be 
applied in the pick-and-place operations. The novel planar 2-DoF parallel manipulator 
actuated by linear motors possesses the high-speed, good accuracy and perfect dynamic 
capabilities. 

The remainder of this paper is as follows, Section 2 is devoted to the inverse 
kinematics of the 2-DoF PM. In Section 3, rigid-body dynamic is carried out by means 
of virtual work principle, followed by the dynamic dimensional synthesis. Section 4 
gives an example and the conclusions are drawn in Section 5. 

2 Inverse Kinematics 

As shown in Fig. 1a), the 2-DoF PM is symmetrical and composed of a fixed base, a 
moving platform and two identical kinematic chains. Each kinematic chain consists of a 
set of parallelogram formed by two passive links and a bracket. Driven by the linear 
motors situated on the base, the moving platform can translate along two directions in 
its moving plane. The module can be integrated with screw-lead cell to form a 3-DoF 
hybrid robot which is especially suitable for long distance and relatively slow or step 
motion in the direction normal to the working plane (see Fig. 1b)). 
 
 
 
 
 
 
 
 
 
 
 
 
 

a) b) 

Fig. 1. a) CAD model of the linear driven 2-DoF PM; b) 3-DoF hybrid robot 
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The moving platform is represented by its central point named reference point 'O  
as shown in the schematic diagram of the proposed mechanism in Fig. 2. In the O-XY 
coordinate system, the position vector r  of point 'O  is calculated as  

( ) 1sgn       =1,2i i ii b d l i= + +r e u w . (1)

Where ( )T
x y=r ; b  is the distance between O  and iA ; 1e  is the unit vector of

axis X; id  is the displacement of the ith linear motor; iu  is the unit vector in the

direction of the ith slider; l  is the length of the passive link; iw  is the unit vector of

the ith passive link; and ( ) 1      1
sgn

-1    2 

i
i

i

=
=  =

. 

The inverse position analysis gives 

2
1 2 1       1, 2i i i id E E E i= − − − = . (2) 

Where ( )1 sgn sin cos
2 2iE i x b y
θ θ= − +   ; ( ) 2 2 2

2 sgniE x i b y l= − + −   ; θ  is the 

angle between 1u  and 2u . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Diagram and workspace of the linear driven 2-DoF PM 

Differentiating Eq. (1) with respect to time and write in matrix form 

id = Jv . (3)

Where v , id  are the vector velocity of point 'O  and that of linear motors, 

respectively. 
T

1 2
T T
1 1 2 2

      
 

=  
 

w w
J

w u w u
is referred to as the Jacobian matrix. 
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Differentiating Eq. (3) in the same way yields 

( )id f= Ja + v . (4)

Where a , id  are the vector acceleration of point 'O  and that of linear motor, 

respectively. ( )
( ) ( )

T
T T

T T1 1 2 2
2 2T T

1 1 2 2

f
l l

 
 =
 
 

u u u u
v v v v v

u w u w
. 

3 Dynamic Dimensional Synthesis 

3.1 Workspace and Design Parameter 

The reachable workspace of the robot is the set of all the locations of point 'O  that can 

reach when linear motors move in the range [ ]max0,d . As shown in Fig. 2, the 

reachable workspace W can be formed once l , b  and θ  are determined. A 
rectangle tW  is selected as the task workspace, which intersects the boundary of W at 

1Q , 2Q , 3Q , 4Q . The distance between X axis and the upper boundary of tW  is H . 

In order to find out the effects of dimensional parameters on dynamic performance, H  
and b  are normalized by l  such that H /H lλ = , b /b lλ = . So Hλ , bλ , 

( )0,πθ ∈ are chosen as the design parameters. 

3.2 Dynamic Performance Evaluation Index 

The following assumptions are made in formulating the inverse rigid-body dynamics: 
(1) There’s no friction in the joints. (2) The moments of inertia of the passive links are 
negligible while their masses are concentrated to the two endpoints. (3) The mass of the 
moving platform including the end-effector and load can be represented by the 
concentrated mass of point 'O . Thus, the virtual work principle gives 

( ) ( )TT

2 B Bg 0i im mg mδ δ− − − − =a e r + F d F d . (5)

Where m  is the mass concentrated on point 'O ; ( )T

2 0   1=e ; ( )T

1 2    F FF =  is 

the driving force of linear motors; Bm  is the mass concentrated on point iB ; 

( )T

Bg 1 2    m g m g=F  is the gravity; and δ r , iδ d  are the virtual displacement of point 

'O  and that of linear motors, respectively. 
Taking Eq. (3) and Eq. (4) into account, Eq. (5) can be rewritten as 

( )B B gm m f +F = Ga + v F . (6)

Where Tη − +G = J J ; T
g 2 Bgmg −= +F J e F ; B/m mη = . 
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Previous researches [5, 20-21] have shown that inertia force is dominant during 
accelerating or decelerating period. Then the gravity can be ignored when considering 
the maximum of the driving forces. So the inverse dynamic equation is expressed as 

T
a v a B v B=  ,   ,  m m+ = =F F F F Ga F v vH . (7)

Where 

( )

( )

T T T
1 1 2 1

T
2 1 1 1

T T
2 2 1 2

T T
2 1 2 2

η

η

 
 +
 
 
 + 
 

T

w u w Q w

w Qw w u
G =

w u Qw w

w Qw w u

, 
0 1

1 0

− 
=  
 

Q , 
( )

( )

2T
1 1

2T
2 2

1
 

1
 

l

l

 
 
 
 
 
 
 

u w
H =

u w

. 

aF  and vF  are linear independent, then the maximum driving force of single active 

joint is the sum of a maxF  and v maxF . According to inner product operation, maxiF  can 

be determined by  

2
T T 2

max B B B 2 2 2

cos 1 1
2

sin cos cos
i

i i i i i
i i i

F m m m
l

αη η
β α α

 
 = + = + + +
 
 

G G H H . (8)

Where iG  and iF  denote the ith row of G and F , respectively; iα , β  are the 

transmission angles within a limb and between the limbs, Tcos i i iα = w u , 
T
2 1sin β = w Qw . The minimum of maxiF  in the feasible workspace is chosen as the 

dynamic performance optimization objective MF  

( ){ }
t

M maxmin max i
z r W

F F
∈

= r, z . (9)

Where ( )H b, ,λ λ θz =  is the design parameters. 

3.3 Constraint Conditions 

Dimension Constraint. In order to make the general structure compact relative to the 
workspace, the workspace to machine dimension ratio should be c b/ 1λ λ ≤ , where 

c /c lλ = . 

Velocity Constraint. Based on the principle of singular value decomposition, the 
minimum singular value of 1−J  should be big enough to ensure the moving platform 
achieving high velocity. It is easy to proved that 

( )( ) ( )( )
t t

1
min u max umin    max  

W W
b bσ σ−

∈ ∈
≥ ⇔ ≤

r r
J r, z J r, z . (10)

Accuracy Constraint. The mapping relation between position error Δr  and actuated 
joint error Δd  is expressed as 1−Δ Δr = J d , which leads to 

( )( ) ( )( )
tt

1
max l min lmax    min  

WW
b bσ σ−

∈∈
≤ ⇔ ≥

rr
J r, z J r, z . (11)
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Stiffness Constraint. Assumed that the equivalent stiffness of actuated joints is 
constant ik , the driving force can be written as ( )diag ik= ΔF d . The deformation of 

point 'O  is produced by the external forces ef , which is determined by e Δf = K r . 
Since T

ef = J F , 1−Δ Δr = J d , it is easy to derive that ( )Tdiag ikK = J J . K  is the 

total stiffness matrix of the mechanism and it is required to be bigger in order to get 
better stiffness, which leads to the maximizing of minimum eigenvalue of matrix TJ J . 

The problem is equivalent to determine the minimum of ( )minσ J , which is the same as 

the accuracy constraints.  
Then, Eq. (10) and (11) are chosen as the performance constraints for the optimal 

design. As for the proposed linear driven 2-DoF PM, the singular value of Jacobian 
matrix can be calculated as 

( ) ( ) ( ) ( )
1

2 2 22 2 2 2
max,min 1 2 1 2 1 2

1 2

1
2

2
q q q q q q t

q q
σ  = + ± − +  

J . (12)

Where T cosi i i iq α= =w u , T
1 2 cost β= =w w . For a well performance of velocity, 

accuracy and stiffness, iα  and β  are not allowed to be π / 2 . And when 

π / 2iα → , 0β → , maxiF  tends to be infinite from equation(8). So iα , β  should 

fall in the range [ ]E0,iα θ∈ , [ ]F G,β θ θ∈ . ub  in the equation (10) and lb  in the 

equation (11) can be written as  

( )( )
1

2 4 4 2 2
u E E E G2

E

1
2cos 2cos 2cos 2cos 1

2 cos
b θ θ θ θ

θ
= + + −

1

2

l F

2
1 cos

2
b θ

 
= −  
 

. 

4 Example Discussion 

The task workspace tW  is designed as a rectangle of 600 mmc =  in width and 

180 mmh =   in height. dm  is the mass of payload and the movable platform while 

em  is the mass of linear motor and the bracket. Assuming that the rods are in constant 

section and 0.125 g/mmμ =   is the mass per unit length, the inertial parameters of the 

mechanism are listed in Table 1.  

Table 1. Inertial Parameters (Unit: kg )  

dm  em  Bm  m  

1.2 4.488 1.2 lμ+  4.488 2 lμ+  
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Fig. 3. Variation of a maxF , v maxF  versus bλ  and Hλ  ( π/3θ= ) 

As shown in Fig. 3, v maxF  is much smaller than a maxF  in the entire workspace, 

which allows max a max=F F  without taking the effect of v maxF  into account. 

It has been found in Fig. 4 that MF  decreases with the increase of θ . For a given θ , 

MF  increases as bλ , Hλ  climb up, and folds in the space. Then there is a set of bλ , Hλ  

which is approximately in linear relation to make sure that MF  gets the minimum value. 

 
 
 
 
 
 
 
 
 
 

 
Fig. 4. Variation of MF  versus bλ , Hλ  and θ  (1: π / 3θ = , 2: π/ 2θ = , 3: 2π / 3θ = ) 

When π / 3θ = , the variation of minminσ , maxmaxσ  versus bλ , Hλ  is presented in 

Fig. 5. It is easy to find out that a series of constraint plane are formed when lb , ub  are 

different, which would limit the range of bλ  and Hλ . When lb  increases, the feasible 

region of bλ , Hλ  get smaller, and bλ would first reach its boundary. minminσ  

becomes bigger with the increase of bλ , and the effect of Hλ  is in curve shape. The 

change of maxmaxσ  is just the opposite of that of minminσ . maxmaxσ  becomes bigger 

as bλ  monotonously increases, and it presents as concave curve when it comes to the 

effect of Hλ . The feasible region of bλ , Hλ  get smaller with the decrease of ub , and 

Hλ  would first get to the boundary. 
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a)                                          b) 

Fig. 5. a) Variation of minminσ  versus bλ , Hλ  and lb  (1: l 0.8b = , 2: l 0.6b = , 3: l 0.4b = ), b) 

Variation of maxmaxσ  versus bλ , Hλ  and ub  (1: u 1.3b = , 2: u 1.4b = , 3: u 1.5b = ). π /3θ =  in 

both figures. 

It can be found in Fig. 6 that *
MF  monotonously decreases with the increase of θ , 

and the position of interval [ ]l u,b b can also influence *
MF . When [ ]l u,b b  shift to the 

right, which means lb , ub  get bigger, *
MF converges to the feasible region boundary 

of bλ . On the contrary, when [ ]l u,b b  shift to the left, *
MF  converges to the feasible 

region boundary of Hλ . The feasible region of bλ , Hλ  would be narrowed down 

when attempting to increase lb  and decrease ub . 

Considering the given task workspace, l 0.75b = , u 1.45b =  is chosen for the prototype 

design. When π / 3θ = , *
MF  is 7.3749 N in Fig. 6, which determines bλ , Hλ . It is easy 

to get the scale parameters: * π / 3θ = , * 800 mml =  , * 544 mmb =  , * 762 mmH =  . 

 

 
Fig. 6. Variation of MF  versus lb , ub ; Variation of MF  versus bλ , Hλ  ( π / 3θ = ) 
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5 Conclusions 

This paper presents an approach of dimensional synthesis which combines 
performance of kinematic and rigid-body dynamic for the proposed linear driven 
2-DoF PM. The maximum driving force of single active link MF  is chosen as the 

optimization objective, which can be expressed as a function associate with 
dimensional and inertial parameters, transmission angles in a limb and between limbs. 
By setting a set of constraints in terms of velocity, accuracy and stiffness performance, 
optimized dimensional parameters for achieving minimum MF  is obtained. It has been 

found that there is a set of bλ , Hλ  which is approximately in linear relationship to 

make sure that MF  gets the minimum value when θ  is determined. 
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Abstract. The articulated A/B-axis tool heads with parallel structure behave 
better than the traditional tool heads with serial structure in terms of saving 
machine processing time and reducing the deformation of the workpiece when 
they are used in thin wall machining applications for structural aluminium 
aerospace components. The 3-PVPHS and 3-PVSP parallel mechanisms (where 
P, R, and S standing for prismatic, revolute, and spherical joints, respectively, 
and the subscripts V and H indicating that the direction of the P joint is vertical 
or horizontal, and the joint with underline symbol means the joint is active) are 
two typical mechanisms that can be applied to articulated A/B-axis tool heads 
with parallel structure.  This paper focuses on these two kinds of typical 
tripods. Their analytic forward kinematics methods are discussed respectively, 
and their closed-form solutions for forward kinematics are derived. Further 
study will disclose that the proposed methods are of high precision, stability and 
efficiency, and are easy to use, when dealing with the location and error 
analysis in on line real-time control and the prediction or analysis of their 
mechanical characteristics.  

Keywords: tripod, closed-form solution for forward kinematics, articulated 
A/B-axis tool head. 

1 Introduction 

To save the machine processing time and reduce the deformation of the workpiece, 
the articulated A/B-axis tool heads with parallel structure behave better in thin wall 
machining applications for structural aluminium aerospace components[1], for which, 
several such tool heads have been developed, e.g., the Sprint Z3[2] tool head 
developed by DS Technologie [German], the 5H tool head[3] by FATROMIK 
[Spanish], and the 3-PRS tripod for polishing[4] by Ryerson University [Canada]. 
Each of the mechanisms used in those tool heads has three degrees of freedom, which 
are the movement along the Z-axis, and the rotations about the A-axis and B-axis.  
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The 3-PVPHS and 3-PVSP parallel mechanisms are also such kinds of mechanisms. 
The two kinds of typical tripods would be able to make a five-axis hybrid mechanism 
by combing with a X-Y motion platform, and enjoys the advantages of both serial and 
parallel mechanisms[6]. 

This paper will study the closed form solutions algorithm of forward kinematics of 
the two kinds of typical tripods, then study their workspace properties in order to 
disclose their natures of zero-torsion and Z-axis motion invariance, which would 
build theoretical foundation for the application of the articulated A/B-axis tool heads. 

The forward kinematics of parallel mechanism has played an important role in the 
mechanical movement control and the movement error prediction, and received a 
continuous effort from a lot of researchers[5, 11] , which is mainly about the study of 6-
SPS Steward platform. The algorithms for forward kinematics could be divided into 
numerical method and analytical one according to their principles. The analytical 
method includes the closed form solution[13-14] and the polynomial equation[15-17]. 
The numerical method includes linear algorithms (for example, J-matrix iteration 
algorithm) and nonlinear programming algorithms[18-19]. Usually the closed-form 
solutions are expected, but they can be found only for simple parallel mechanisms. The 
polynomial algorithms would get all solutions (the feasible or unfeasible solutions, and 
the real or imaginary solutions), but the high order polynomial equations themselves are 
hard to be solved by analytical algorithms. The nonlinear algorithms are easy to build 
their optimal models, but have difficulties in convergence. And the J-matrix iteration 
algorithm is not only inefficient, but also unstable around the singularity 
configurations[20]. Refs. [16] and [17] focus on the forward kinematics of the 3-PRS 
and 3-RPS mechanisms, the Bezout elimination method is used to calculate the 
nonlinear equations, and finally an one-variable-sixteen-order polynomial equations are 
derived. This algorithm has been put forward by Merlet[21] and its order was reduced to 
an eight-order polynomial, which is the simplest result by now. The polynomial 
equation has a problem in efficiency and in the distinguishing of real solutions and 
imaginary ones. Besides, homotopy function algorithm[22-23], using the homotopy 
between two groups nonlinear equations and searching up to 256 homotopic paths 
according to known solutions of the homotopic functions, can get all needed solutions, 
including real or imaginary ones. But this algorithm cannot be directly applied in real-
time conditions due to lower calculating efficiency. 

In a word, the algorithms of direct kinematics of parallel mechanisms are 
complicated and diversiform. Each of them has its advantages in calculation speed, 
precision, stability, suitability and simplicity. The multidisciplinary modeling and 
analyzing method used in Ref. [6] overcame the disadvantages resulting from a singly 
theory or unified method used. The comparison results show that the algorithm using 
numerical method to do on-line forward kinematic analyzing is one of the fastest, the 
most efficient and the most stable algorithms. The proposed algorithm here, which 
employed a combination of the advantages of both geometry and algebra methods, is 
based on the above research frame. 

This paper will study the forward kinematics for the 3-PPS and the 3-PSP 
mechanisms. Firstly their kinematic models will be built, secondly their basic 
kinematics equations and kinematic constraint equations will be derived, finally their 
analytical solutions will be given. Further study about their workspaces, singularities 
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and characters of the forward kinematics will be given in Ref. [24], and will disclose 
their performances for precision, stability and efficiency of the proposed methods.  

2 Kinematic Models of the Mechanisms 

2.1 The Physical Models of Kinematics  

The kinematic structures of the 3-PVPHS and 3-PVSP mechanisms are shown in Fig. 1. 
The mechanisms are at dressed locations, each of them is composed by the MP 
(Moving Platform) 1 2 3B B B , the BP (Based Platform or Fixed Platform) 1 2 3A A A , and 

three kinematics-chains i i iA B C− −
 
that attach to the MP and the BP. Ai and Bi  are 

located in two circles centered on point O and P, and their radius are ra and rb 

respectively. The first joint Ai is a active joint and its motion parameter is represented 
by the leg lengths Ai Ci , that is, li . For convenience sake, the two mechanisms are 
called the 3-PPS and 3-PSP mechanisms in shortly. To depicture their configurations, 
a fixed coordinate system O-xyz and a moving coordinate system P x y z′ ′ ′−  are built 

and are attached to the BP and the MP, respectively. 
 

   

           (a)  3-PVPHS mechanism                      (b)  3-PVSP mechanism 

Fig. 1. The parallel mechanisms 

To depicture the poses of the MP, the reference point P and the reference 
orientation R are used. Where P is the centre point of the MP, and represents the 
position of the MP; R is the rotary matrix of the MP, formed with rotation axis ω and 
rotation angle θ, and represents the orientation of the MP. Assuming that both the 
moving platform and the fixed platform are equilateral triangles, the three points of 
the joints are arranged in counterclockwise order and are numbered starting at X-axis, 
take 
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where αi and βi represent the oriental angles of point Ai in the FP and point Bi in the 
MP, respectively. Then point Ai and point Bi in each local coordinate system can be 
expressed as: 

1 2 3

1 2 3 1 2 3

cos cos cos

[ ] sin sin sin

0 0 0
a aA A A A r r U

α α α
α α α

 
 = = = 
  

               (2) 

1 2 3

1 2 3 1 2 3

cos cos cos

[ ] sin sin sin

0 0 0
b bB B B B r r U

β β β
β β β

 
 = = = 
                

(3)

 

For the physical models built above, { ra, rb, αi , βi,} are structural parameters, and 
{ li }, {P, R, ω, θ } are motion parameters. The motion parameters are not 
independent, for example, among the nine parameters of the rotary matrix R, only 
three of them are independent, two in three parameters of ω are independent, 
furthermore P and R are not independent either. 

2.2 Basic Kinematics Equations 

For the 3-PPS mechanism in Fig. 1(a), by using of the geometrical relationship among 
the leg lengths and the joint positions, we get 

3

2

1

( )

, 1,2,3( )

( )

i i i

i i i

i i i

l e RB P A

is e RB P A

c e RB P A

α
α

 = ⋅ + −
 =⋅ + −

= ⋅ ⋅ + −                   

(4a)

 

where e1 represents the unit vector of x axis, and so on; sαi and cαi are sinαi and cosαi 

in simplified form, respectively. Similarly, for the 3-PSP mechanism in Fig. 1(b), we 
get 

1

2

3

( )

( ) 1, 2,3

( )

ix i

iy i

i i

A e RC P

A e RC P i

l e RC P

 = ⋅ +


= ⋅ + =


= ⋅ +                       

)

 

Eqs. (4a) and (4b) are the basic kinematics equations needed of the mechanisms, 

where ( 1,2,3)i i iC rU i= =  represent the coordinates of points Ci(i=1,2,3)in local 

coordinate system P x y z′ ′ ′− .  
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As shown in Fig. 1 and the basic kinematic Eqs. (4a) and (4b), when driving each 
leg equally, the platform would only move along the Z-axis. This conclusion shows 
that both of the two kind of mechanisms discussed here have the same behave of Z-
axis motion invariance. 

2.3 Kinematic Constraint Equations 

For the 3-PSP mechanism, when respecting the first sub-equation of Eq. (4b), we can 
get six kinematics equations in six unknown variables. So Eq. (4b) is decoupled 
partially. By eliminating ri, we get 

2

1

sin
, 1,2,3

cos
a i p i

a i p i

r y e RU
i

r x e RU

α
α

− ⋅
= =

− ⋅
                   (5) 

This is equal to 

2 1 2 1( )i p i p a i i i im x m y r m c m sα α− = −  , 1,2,3
T

ij i j

j j j

m e RU
i j

C r U

 = =
=

   (6) 

Above equations are the linear equations come from the nonlinear ones. There are 
three equations in total, where ( , )p px y

 
are the base variables, i.e. independent 

variables, and 2 ( 1,2,3)im i =
 

are dependent variables, which have relationship with 

R impliedly. For there are only two independent variables in three linear equations, 
there must follows the linear algebra theory, i.e. the determinant of the coefficient 
matrix must be zero if there exists a feasible solution. Thus, we get 

21 11 21 1 11 1

22 12 22 2 12 2

23 13 23 3 13 3

( )
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( )

a
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a

m m r m c m s
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Follow the determinant calculating regulation of the linear algebra, adding the last 
two rows to the first one in the above equation, its determinant is invariance, so 

3 3 3

2 1 2 1
1 1 1

22 12 22 2 12 2

23 13 23 3 13 3

( )

( ) 0

( )

i i a i i i i
i i i

a

a
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               (8) 

For 
3

1
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= , and 
3

2
1

0i
i

m
=

= , so 

3

2 1
1

( ) 0a i i i i
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r m c m sα α
=

− =                        (9) 
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This is equal to 

  

3 3

2 1
1 1

( ) ( )T T
i i i i
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Simplifying above equation, we get 

2 1 1 2

3 3

2 2
T T T Te R e e R e

   =   
   

                        

(11) 

where R =[(rij)], so 

21 12r r=
                             

(12)

 From above equation, we can simplify the rotary matrix R of the Moving Platform 

2ˆ ˆ( , ) (1 cos ) sinR Rot Eω θ ω θ ω θ= = + − +
               

(13)

 

where  
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sin

0

x

y

z

ω φ
ω ω φ

ω

   
   = =   
   

   ，

0 0 sin

ˆ 0 0 cos

sin cos 0

φ
ω φ

φ φ

 
 = − 
 −  . 

For the 3-PPS mechanism, the above equation is available also[1]. Because 

of 0=zω , the 3-PSP parallel mechanism belongs to zero-torsion mechanisms, just 

like the 3-PPS mechanism, but there exists parasitic motion },{ pp yx companying 

with the major movements{ , , }x y pzθ θ . For the 3-PPS mechanism, 

[1]cos 21
(1 cos )

sin 22

p

b
p

x
r

y

ϕ
θ

ϕ
     = −   −                        

(14) 

where φ is the orientation angle and θ is rotation angle of the Moving Platform. 
While, for the 3-PSP mechanism, from Eq. (6), we get 

22 1111 12

21 22 12 2112 21 11 222( )

p a

p

x r rr rr

r ry r rr r r r

  −    =     +−                      

(15)

 

Simplifying above equation, we get 

2cos 2 cos1 (1 cos ) 1 (1 cos )
sin 3

sin 2 sin2 cos 2 cos

p

a a
p

x
r r

y

ϕ ϕθ θφ
ϕ ϕθ θ

  −   − −  = +     −           

(16)

 

The parasitic motions related to orientation angle and rotation angle are shown in Fig. 
2. The circular lines in Fig. 2(a) represent the relationship between the parasitic 
motions and the rotation angles for the 3-PPS tripod. The inclines in Fig. 2(a) 
represent the relationship between the parasitic motions and the orientation angles for 
the 3-PPS tripod. The heart-shaped lines in Fig. 2(b) and Fig. 2(c) represent the 
relationship between the parasitic motions and the rotation angles for the 3-PSP tripod. 



 Analytical Forward Kinematics for Two Kinds of Typical Tripods 277 

 

The radial line in Fig. 2(b) and Fig. 2(c) represent the relationship between the 
parasitic motions and the orientation angles for the 3-PSP tripod. Fig. 2 shows that 3-
PPS mechanism’s parasitic motions are identical in different orientations, and are 
similar in different rotation angles, but 3-PSP mechanism are not. While the rotation 
angles are limited to a small range ( 30θ < ° ), their properties are very close. 

 

  

(a)  3-PVPHS mechanism               (b)  3-PVSP mechanism                 (c)  3-PVSP mechanism 

Fig. 2. Parasitic motions of the moving platform 

3 Forward Kinematics 

The forward kinematics problem of the 3-PPS and 3-PSP mechanisms can be 
described as: Given the leg lengths l={l1, l2, l3}, to solve their position P(xp, yp, zp), 
and the orientation R(ω, θ) of the MPs. Among the parameters to be solved, there are 
only three independent parameters. All the parameters meet the requirements in Eqs. 
(14) and (16). 

3.1 Closed-Form Solution for the 3-PPS Mechanism 

For the 3-PPS mechanism in Fig. 1(a), there is 1 2 3z B B B′ ⊥ Δ , so we get 

 
{ } , , 1, 2,3

T

i a i a i i bi ciC r c r s l z z iα α= = =
              

(17) 

Firstly substituting above equations into Eq. (4a), then summing all the three sub-
equations, and finally we get 

3 1 2 3( ) / 3pz P e l l l l= ⋅ = + + =
                    

(18)

 
Substituting above equation into Eq. (4a), we get 

31 1

32 2 3

sin sin ( ) /

cos sin 3 / 3( ) /

p b

b

r l z r

r l l r

φ θ

φ θ

= − = −


= = −                  
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Solving above equations, we get 
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Above equations will result two group solutions, but the poses of the MP are just the 
same. So, the positive rotation angle can be selected in the real algorithm. 

3.2 Closed-Form Solution for the 3-PSP Mechanism 

The closed-form solution for a 3-PSP mechanism is far more difficult than a 3-PPS 
mechanism. To overcome the difficulty in the elimination of the redundant variables 
in the kinematics equations, spatial analytical geometry method is employed. Because 
of 1 2 3z C C C′ ⊥ Δ , we get 

1 2 2 3

/

Z C C C C

z Z Z

 ′ = ×
 ′ ′ ′=

 

                           

(21) 

Where { }T

i a i a i iC r c r s lα α=  are the coordinates expressed in O xyz− . 
Fig. 3 is the vertical project configuration of the 3-PSP mechanism along the z ′ -

axis attached to the MP.  

        
      (a)  When the rotary angles are small         (b)  When the rotary angles are large 

Fig. 3.   The project configuration of the 3-PSP mechanism along the z ′ -axis 

For Fig. 3(a), there is 1 2 120C PC∠ = ° . Letting 12C  be the center of the 

circumcircle of points 1C , P and 2C
,
 i.e. 12C  is located at the perpendicular bisector 

of line sections C1C2, PC1, and PC2, then 

1 2
12 1 2

( ) 3

2 6

C C
C C C z

+ ′= + ×


 
                       (22a) 

For the sake of the same reason, we get 
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Linking 12C , 23C and 31C  in Fig. 3(a) respectively will form a equilateral triangle 

12 23 31C C CΔ . For 12 31 / /C C y′，thus we get 

 
12 31

/

Y C C

y Y Y

′ = −
 ′ ′ ′=

                                   (23) 

Finally, according to condition of the orthogonal coordinate system, we get 

 zyx ′×′=′                             (24) 

According to Eqs. (21), (23) and (24), we get 

( ), [ ]R x y zϕ θ ′ ′ ′=
                        

(25) 

Above equations are the closed-form solutions for the 3-PSP mechanism, when the 
rotary angle is small. The triangle 1 2 3C C CΔ

 
will become an obtuse angle, and the 

center point P will locate out of the triangle when the rotary angle is large, 1 2 3C C CΔ , 

while the geometrical conditions are still the same, i.e. Eqs. (21)~(24) are suitable for 
this case also. By the use of Eq. (20), we can solve the orientation angle φ and the 
rotation angle θ first. By the use of Eq. (15) or Eq. (16), then we can solve the 
parasitic variable {xp, yp}. By the use of Eq. (4b), finally we get 

1 2

3

, ( 1,2,3)

( 1,2,3)

ix p iy p
i T T

i i

T
p i i i

a x a y
r or i

E RU E RU

z l r E RU i

 − −
= =
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(26)

 

By now, all the necessary equations for the closed-form solutions of the 3-PSP 
mechanism are gotten. Next, we will use the proposed methods to analysis the 
workspaces of those kinds of mechanisms, and do some comparisons to illustrate the 
advantages of the proposed methods. 

4 Conclusion 

The closed-form forward kinematics methods of two kinds of parallel mechanisms, 
the 3-PPS and the 3-PSP mechanisms, are studied in this paper. Firstly their kinematic 
models are built, secondly their basic kinematics equations and kinematic constraint 
equations are derived, finally their analytical solutions are given.  

To get the closed-form solutions of the 3-PPS mechanism, the geometric equations 
and its constraint equations are combined together, and are solved perfectly. To get 



280 Y.-N. Xu, X.-J. Liu, and J.-S. Wang 

 

the closed-form solutions of the 3-PSP mechanism, firstly the nonlinear equations are 
transferred into a linear ones by variable substituting, and three linear equations about 

),( pp yx  
are gotten. Then following the linear algebra theory, the constraint equation 

is gotten by the condition of solving a group of linear equations. Finally the closed-
form solutions are derived by geometrical condition.  

For the 3-PPS and the 3-PSP mechanisms, the researching results in this paper 
show that both of the 3-PPS and the 3-PSP mechanisms are zero-torsion, and have Z-
axis movement invariance.  

Further study about their workspaces, singularity configurations and performances 
of the forward kinematics in Ref. [24] will disclose that the proposed methods are of 
high precision, stability and efficiency, and are easy to use, when dealing with the 
location and error analysis in on line real-time control and the prediction or analysis 
of their mechanical characteristics.  

Based on which, we know that the two mechanisms are available for articulated 
A/B-axis tool heads, but their workspaces are slightly different. The algorithms in this 
paper have combined the advantages both geometry method and detection method, 
and have solved the conflict between the efficiency and simplicity of kinematic 
forward displacement algorithm. Hopefully, a further study would possibly be able to 
put forward the forward kinematics algorithm of tripods. 
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Abstract. The 3-PVPHS and 3-PVSP parallel mechanisms (where P, R, and S 
standing for prismatic, revolute, and spherical joints, respectively, and the 
subscripts V and H indicating that the direction of the P joint is vertical or 
horizontal, and the joint with underline symbol means the joint is active) are 
two typical mechanisms that can be applied to articulated A/B-axis tool heads 
with parallel structure. This paper focuses on the applications of the forward 
kinematic for these two kinds of typical tripods. Based on their analytic forward 
kinematics methods, their workspaces with geometrical constraints are 
analyzed, their performances are compared with the J-matrix iteration methods 
in terms of precision, stability and efficiency. The results show that the 
proposed methods are of high precision, stability and efficiency, and are easy to 
use, when dealing with the location and error analysis in on line real-time 
control and the prediction or analysis of their mechanical characteristics.  

Keywords: tripod, workspace with geometrical constraint, closed-form solution 
for forward kinematics, articulated A/B-axis tool head. 

1 Introduction 

To save the machine processing time and reduce the deformation of the workpiece, 
the articulated A/B-axis tool heads with parallel structure behave better in thin wall 
machining applications for structural aluminum aerospace components[1]. The 3-PPS 
and 3-PSP parallel mechanisms are two kinds of typical tripods, which can be 
functioned as the articulated A/B-axis tool heads. The two typical parallel 
mechanisms have some closing behaviors like the Sprint Z3[2] tool head developed 
by DS Technologie [German], the 5H tool head[3] by FATROMIK [Spanish], and the 
3-PRS tripod for polishing[4] by Ryerson University [Canada]. Each of the 
mechanisms used in those tool heads has three degrees of freedom, and is of Z-axis 
zero-torsion. All of these kinds of tripods would be able to make a five-axis hybrid 
mechanism by combing with an X-Y motion platform, and enjoys the advantages of 
both serial and parallel mechanisms[5]. Based on the closed-form solutions for the 3-
PVPHS and the 3-PVSP mechanisms[6], the workspace for the two typical mechanisms 
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will be studied here. Furthermore, their performances for precision, stability and 
efficiency of the proposed methods will be disclosed. 

The workspace, a most important property[7] of the parallel kinematic machine, is 
used as design and analysis purposes[8-10] generally. Kumar[11] classified it into 
reachable workspace, dexterous workspace, and workspace with constraint 
orientation. while, You-Lun Xiong(2002) classified it into five categories: whole 
workspace, position workspace, orientation workspace, position workspace with fixed 
orientation, and orientation workspace with fixed position. Traditionally, the 
workspaces analysis methods are divided into the analytical methods[12, 13] and the 
numerical ones[14-17]. The Gosselin geometrical method[12] is a typical analytical 
example, but the numerical methods, such as Grid method, Monte Carlo method, and 
optimal method, etc, are widely used currently, though they need great amount 
calculating work. To enhance the calculating efficiency, this paper will studied the 
workspace with geometrical constraints, and do some mapping work between the 
joint workspace and the workspace of the moving platform. 

2 Kinematic of the Two Typical Parallel Mechanisms 

The kinematic structures of the 3-PPS and 3-PSP mechanisms are shown in Fig. 1. To 
depicture their configurations, a fixed coordinate system O-xyz and a moving 
coordinate system P x y z′ ′ ′−  are built and are attached to the Base Platform (BP) and 

the Moving Platform (MP), respectively (See Ref. [6] for details). 

   
(a) 3-PVPHS mechanism                          (b) 3-PVSP mechanism 

Fig. 1. The parallel mechanisms 

The forward kinematics problem of the 3-PPS and 3-PSP mechanisms [6] can be 
described as: Given the leg lengths l={l1, l2, l3}, to solve their position P(xp, yp, zp), 
and the orientation R(ω, θ) of the MPs. So the forward kinematics method can be 
logically expressed as (See Ref. [6] for details) 
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1 2 3[ , , ] ( , , )P FK l l lθ ϕ = (1)

where FK() standing the forward kinematic method. Similarly, their reverse kinematic 
methods[6] can be defined as: Given their position P(xp, yp, zp), and the orientation 
R(ω, θ) of the MPs, to solve their leg lengths {l1 l2, l3}. So the reverse kinematics 
method can be logically expressed as (See Ref. [6] for details) 

1 2 3[ , , ] ( , , )l l l RK Pθ ϕ=  (2)

where RK() standing the reverse kinematic method. 

3 Workspace Analysis 

3.1 Analysis for the Joint Workspace 

Here the definition domains of joint variables of the 3-PPS and 3-PSP mechanisms 
will be discussed. Those domains will form the joint spaces. According to their Z-axis 
movement invariance characters, i.e. when the MP moves along the Z-axis, their 
orientation angles, rotary angles, and parasitic motions will be the same. So, we can 
assume 0=pz , and exam their constraint joint spaces only. For the 3-PPS mechanism, 

from Eq. (4a) in Ref. [6], summing all the leg lengths and their squares, we get 

1 2 3

2 2 2 2 2
1 2 3

0

3
sin

2 b

l l l

l l l r θ

+ + =



+ + =  
(3)

which shows that the workspace of the 3-PPS mechanism is a circle, which is the 
cross section of a sphere and a plane defined by Eq. (3). All those circles form a 
cylinder. To depicture its workspace, take  

max

1 2 3

1, 2.5 2.5 , 5 5

[0,5], [0,5] [0,5]
b a b i br r r l r

l l l

= = = = =
 ∈ ∈ ∈  

(4)

Thus, we can get its workspace as shown in Fig. 2(a). For the 3-PSP mechanism, its 
joint workspace is just a cubic (Fig. 2(b)). The joint workspace of the 3-PPS 
mechanism (Fig. 4(a)) can be described as 

( )2 2 2 2 2 2 2
1 2 3 1 2 3

1 max 3 max 3 max

3 1
( ) ( ) ( ) ,

2 3
[0, ] [0, ] [0, ]

a

i i i

l l l l l l r l l l l

l l l l l l

 − + − + − ≤ = + +

 ∈ ∈ ∈  

(5)

And the joint workspace of the 3-PSP mechanism (Fig. 4(b)) can be described as 

1 max 3 max 3 max[0, ] [0, ] [0, ]i i il l l l l l∈ ∈ ∈  (6)
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(a)  3-PPS mechanism                        (b)  3-PSP mechanism 

Fig. 2. Joint workplaces of the mechanisms 

3.2 Analysis for the MPs’ Workspaces 

To get the MP’s workspace of the 3-PPS mechanism, we just need use the proposed 
forward kinematic method described in Eq. (1) to trace six line sections and six curves 
lie on the cylinder surface in Fig. 2(a), twelve curves in total are gotten in Fig. 3(a), 
and the majority of the workspace is a cylinder. There, the cylindrical coordinates 
system is defined as: the radial lines are orientation angles, the circular lines are 
rotation angles, and the vertical coordinate is zp. 

     

              (a) 3-PPS mechanism                                (b) 3-PSP mechanism 

Fig. 3. The workspaces of the moving platforms 

Similarly, to get the workspace of the 3-PSP mechanism, we just need to trace 
twelve line sections in Fig. 2(b), twelve curves in total are gotten in Fig. 3(b) also, and 
the workspace is a six-surface cubic.  

Based on the proposed analytic joint workspaces, and the closed-form kinematics 
algorithms described in Eq. (1), the 3-PPS and 3-PSP mechanisms’ workspaces, 

2l

3l

1l

2l
3l

1l
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including their singular workspace of the later, are gotten conveniently. By the use of 
reverse kinematic method described in Eq. (2), we can also get the workspace of the 
moving platform, but must pay more calculating time and in relative lower precisions. 

3.3 Analysis for Singularity Positions 

According to above equations, the 3-PPS mechanism is in singularity poses when 
equivalent equations in Eq. (5) are satisfied. i.e. 

( )2 2 2 2 2 2 2
1 2 3 1 2 3

1 max 3 max 3 max

3 1
( ) ( ) ( ) ,

2 3
[0, ] [0, ] [0, ]

a

i i i

l l l l l l r l l l l

l l l l l l

 − + − + − = = + +

 ∈ ∈ ∈  

(7)

Those positions are located on the cylinder surface in Fig. 2(a). In that case, the MP is 
located at the perpendicular positions, and the rotary angle is 90°. Those positions are 
located on the cylinder surface in Fig. 3(a). 

90θ = °  (8)

The 3-PSP mechanism can meet those requirements only when the differences of two 
leg lengths are infinite, i.e. the singularity poses would not exist in the finite area of 
the 3-PSP mechanism. 

4 Properties of the Proposed Forward Kinematics Methods 

To verify the correctness, efficiency, stability and usability of the proposed forward 
kinematics methods in Ref. [6], the comparing works are down through some relative 
programs developed under Matlab 7.0 environment. All the data were gotten under 
Windows XP operating system on HP Compaq 2100CA laptop computer.  

4.1 Errors of the Moving Platforms 

To analyze the errors of the MP, firstly the initial position parameters 
0 0 0( , , )pzθ φ

 
of 

the MP are given, Then the leg lengths {l1, l2, l3} are solved by reverse kinematics 
method RK(), and the final position parameters ( , , )f f fPθ φ  of the MP are solved by 

forward kinematics method FK(), and finally the calculating errors ( ),δθ δϕ  are 

gotten. All the three steps are expressed in Eq. (9). 

1 2 3 0 0

1 2 3

0 0

[ , , , ] ( , , )

[ , , ] ( , , )

[ , ] [ , ]

p

f f f

f f

l l l P RK z

P FK l l l

θ ϕ
θ ϕ
δθ δϕ θ θ φ φ

 =


=
 = − −  

(9)
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Based on above equations, the entire workspace for the MP of the 3-PPS mechanism 
is tested. Its rotary angle errors and orientation angle errors of the MP are shown in 
Fig. 4 and Fig. 5, respectively. There the angle errors are defined as 

10

10

log

log

E

E

θ

ϕ

δθ
δϕ

 =


=
 (10)

  
(a) Closed-form method                        (b) J-matrix Iteration method 

Fig. 4. Rotary angle errors of the MP of the 3-PPS mechanism 

The rotary angle errors of the MP of the 3-PPS mechanism are shown in Fig. 4. 
The results show that the closed-form method can get high precisions in the entire 
workspace, but the J-matrix iteration method has convergent problem at the 
singularity poses (Fig.4(b)).  

 
             (a) Closed-form method                           (b) J-matrix iteration method 

Fig. 5. Orientation angle errors of the MP of the 3-PPS mechanism 

The orientation angle errors of the MP of the 3-PPS mechanism are shown in Fig. 
5. The results show that neither of the two methods can get high precisions when 
rotary angles are very small (or near zero). Furthermore, the J-matrix iteration method 
still has convergent problem at the singularity poses (Fig. 5(b)). 
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Using the same method, the angle errors of the moving platform of the 3-PSP 
mechanism are analyzed also, and the results are depictured in Fig.6 and Fig. 7. The 
results in Fig.6 show that the closed-form method can get high precisions except the 
singularity poses (Fig. 6(a)), but the J-matrix iteration method even has convergent 
problem near the singularity poses (Fig. 6(b)).  

  
(a)  Closed-form method                       (b)  J-matrix iteration method 

Fig. 6. Rotation angle errors of the MP of the 3-PSP mechanism 

The orientation angle errors of the MP of the 3-PSP mechanism are shown in  
Fig. 7. The results show that both of the two methods cannot get high precision when 
rotary angles are very small, furthermore the closed-form method has convergent 
problem at the singularity poses only (Fig. 7(a)), and J-matrix iteration method still 
has convergent problem near the singularity poses (Fig. 7(b)). 

 
              (a) Closed-form method                          (b) J-matrix iteration method 

Fig. 7. Orientation angle errors of the MP of the 3-PSP mechanism 

4.2 Errors of the Leg Lengths 

To analyze the errors of the driving joints, firstly the initial leg lengths 10 20 30( , , )l l l
 

are given, then the position parameters ( , , )Pθ φ  of the MP are solved by forward 

kinematics method FK(), and then the final leg lengths 1 2 3( , , )f f fl l l
 
are solved by 
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reverse kinematics method RK(), finally the leg length errors ( )1, ,il i nδ =   are 

gotten. All the three steps are expressed in Eq. (11). 

10 20 30

1 2 3

0

[ , , ] ( , , )

[ , , , ] ( , , )

, 1,2,3
f f f p

i if i

P FK l l l

l l l P RK z

l l l i

θ ϕ
θ ϕ

δ

 =


=
 = − =

 (11)

Based on above equations, the entire joint workspaces for the MPs of the 3-PPS and 
3-PSP mechanisms are tested. Their leg length errors are shown in Fig. 8 and Fig. 9, 
respectively. There the leg length errors are defined as 

10logliE δϕ=
 

(12)

 
              (a)  Closed-form method                         (b)  J-matrix iteration method 

Fig. 8. Leg length errors of the 3-PPS mechanism 

The leg length errors of the 3-PPS mechanism parallel mechanisms are depictured 
in Fig. 8. The results show that the closed-form method can get high precisions in 
entail work space (Fig. 8(a)), but the J-matrix iteration method has convergent 
problem at the singularity poses (Fig. 8(b)). 

  
            (a)  Closed-form method                           (b)  J-matrix iteration method 

Fig. 9. Leg length errors of the 3-PSP mechanism 
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The leg length errors of the 3-PSP mechanism are shown in Fig. 9. The results 
show that the closed-form method can get high precisions except the singularity poses 
(Fig. 9(a)), but the J-matrix iteration method has convergent problem near the 
singularity poses (Fig. 9(b)). 

4.3 Efficiencies of the Proposed Algorithms 

To illustrate the efficiencies of the proposed algorithms, the entire workspaces are 
searched and the calculating times for the forward kinematics methods are tested in 
this section. The calculating grids are set by 

[0 , 90 ], 0.5

[0 , 360 ], 5

θ θ
ϕ ϕ

∈ ° ° Δ = °
 ∈ ° ° Δ = °  

(13)

Total 12960 (180×72) points were tested in theoretical workspaces for each test, and 
their results are recorded in table 1. There three tests were carried out in different 
cases, and the fastest one (TF) is as the final testing result. To improve the testing 
precisions, the times for reverse kinematics are eliminated by extra calculating. 
Meanwhile, the reference time (TR) comes from the J-matrix iteration method in the 
highest precision (1.0×10-15). There the calculating time is defined as 

{ }1 2 3min , ,F F F FT T T T=  (14)

where TFi is the average calculating time of the ith test for forward kinematics, and TF 
is the average calculating time for the forward kinematics. To evaluate the efficiency 
of the forward kinematics, the relative calculating speed is defined as 

/Ratio R FV T T= (15)

where, VRatio is the index to evaluate the efficiency of the forward kinematics. The 
higher of the VRatio index, the higher of the efficiency of the forward kinematics.  

Table 1. Average calculating Times of the forward kinematics in theoretical workspace (ms) 

3-PPS mechanism 3-PSP mechanism 

ID 
Closed 
form 
method 

J-matrix iteration method Closed 
form 

method 

J-matrix iteration method 

10-6 10-10 10-15 10-6 10-10 10-15 

1 0.2531 6.1202 7.2317 8.1216 0.7493 2.2793 2.7911 3.7963 
2 0.2638 6.1220 7.2283 8.1705 0.6731 2.2904 2.4980 3.8037 
3 0.2592 6.1083 7.2531 8.2402 0.6806 2.2920 2.5111 3.7998 

VRatio 32.09 1.33 1.12 1.00 5.64 1.67 1.52 1.00 

 
The results in Table 1 show that the efficiencies of the J-matrix iteration method 

have distinct relationships with their calculating precisions, and the efficiency of the 
J-matrix iteration goes worse when its calculating precision improves. According to 
the tested data in Table 1, for the 3-PPS mechanism, the calculating speed of the 
closed-form method is five times more than that of the J-matrix method; for the 3-PSP 
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mechanism, the calculating speed of the closed-form method is thirty times more than 
that of the J-matrix method; for the closed-form methods, the calculating speed of the 
3-PPS mechanism is near triple than that of the PSP mechanism. So the efficiencies of 
the closed-form methods are far higher than that of the J-matrix iteration methods; the 
efficiency of the closed-form method for the 3-PPS mechanism is far higher than that 
of the 3-PSP mechanism, because of their different complexity. 

The same tests were done in the joint workspaces, 9261 (21×21×21) points in total 
were calculated. The testing grids are set by Eq. (15), and the testing results are 
recorded in Table 2. 

[0, 5], 0.25 1,2,3i il l i∈ Δ = =  (16)

Table 2. Average calculating times of the forward kinematics in joint workspace (ms) 

3-PPS mechanism 3-PSP mechanism 

ID 
Closed-
form 
method 

J-matrix iteration method Closed-
form 
method 

J-matrix iteration 
method 

10-6 10-10 10-15 10-6 10-10 10-15 
1 0.0595 24.2049 24.4072 24.6787 0.6185 2.2179 2.3217 3.2700 
2 0.0638 24.4065 24.3445 24.5640 0.6262 2.1335 2.3930 3.2137 
3 0.0606 24.4312 24.2829 24.5878 0.6661 2.1931 2.3400 3.2289 

VRatio 412.84 1.01 1.01 1.00 5.20 1.51 1.38 1.00 

 
The same laws are shown in table 2 just like table 1, except the efficiency of the 

forward kinematics for the 3-PPS mechanism is much high. We should notice the 
sharp contrast between the calculating time taken by the J-matrix iteration and the 
closed-form method, the main reason is that most test points are located outside the 
joint workspace. The closed-form method shares a clearly advantage, which can 
rapidly check out the points that are not in the workspace, which cost a lot of 
calculating time, while the J-matrix iteration method can not. According to the tested 
data in Table 1, the calculating speed of the 3-PPS mechanism is decuple more than 
that of the PSP mechanism, due to their different calculating complexities. 

The efficiencies were tested by Matlab in a relatively slower computer (CPU 1.66 
GHz, 32 bit system), and had reach a speed about 4 kHz and 1.5 kHz to the 
calculating frequencies of the 3-PPS and 3-PSP, respectively. The efficiencies are 
well enough for simulation, analyses and the majority of on-line control cases. When 
a faster computer, for example a 3.0 GHz CPU with 4 cores and 8 threads run under 
64-bit system, is used and a more efficient program language C or C++ is employed, 
the speeds would reach 20-100 times faster, this would satisfy almost all the 
application demands so far. 

5 Conclusion 

Based on the analytical forward kinematics methods and their closed-form solutions 
of two typical kinds of parallel mechanisms, the joint workspaces and MP’s 
workspaces for the 3-PPS and 3-PSP mechanisms are analyzed, respectively. Several 
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examples are given to verify the precision, efficiency and stability of the proposed 
forward kinematics methods in Ref. [6]. And the singularity configurations are given 
out briefly. 

To analyze the workspaces and singularity configurations, the analytical methods 
are employed. To verify the performances of the proposed forward kinematics 
methods, the analytical forward kinematics methods and reverse kinematics methods 
are employed. Through several testing examples for the forward kinematics methods, 
some laws are disclosed, and the researching results in this paper show that 

(1) The efficiencies of the closed-form methods are far higher than that of the J-
matrix methods. The efficiency of the closed-form method for the 3-PPS 
mechanism is far higher than that for the 3-PPS mechanism because of their 
different complexities. 

(2) The closed-form methods have the highest precisions, and the J-matrix iteration 
method can reach high precisions also, but would take further more calculating times.  

(3) The closed-form solutions for the 3-PPS mechanism is available in entire work 
space, but the J-matrix method is not available in the singularity poses; and the 
closed-form solutions for the 3-PSP mechanism is not available in singularity 
poses, but the J-matrix method is not available even near singularity poses. Thus, 
the closed-form methods have higher stability than the J-matrix iteration method. 

For the 3-PPS and 3-PSP mechanisms, the researching results in this paper show that 

(1) The joint workspace of the 3-PSP mechanism is a full cubic, but the joint 
workspace of the 3-PPS mechanism is the section of a full cubic and an inclined 
cylinder. The former is much larger than the later. 

(2) The MP’s workspace of the 3-PPS mechanism is near a full cylinder, but the MP’s 
workspace of the 3-PSP mechanism is a deformation cubic like a diamond. The 
former is much larger than the later, especially in rotation angles. To get a more 
large rotation angle, its leg lengths must big enough for a 3-PSP mechanism. 

(3) The 3-PPS mechanism will locate in singularity poses, when rotation angle is 
equal to 90°, but the 3-PSP mechanism cannot reach these singularity poses in 
limited leg length. 

Though, the two mechanisms are available for articulated A/B-axis tool heads, but 
their workspaces are slightly different. The analytical forward kinematic methods 
employed in this paper have ensured all the testing examples are done perfectly with 
height precision, efficiency and stability. 
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Robust Sliding Mode Control Law Design  
for Unmanned Gyroplane 
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Abstract. Based on a gyroplane T-S fuzzy model in whole flight envelope, the 
equivalent control law, which is dependent on a set of available feedback control 
law parameters, is implemented using parameter robust design method according 
to the design requirements and the constraints of measurable states, sliding 
manifold parameters of the system is confirmed correspondingly, and the sliding 
mode control law, designed for the unmanned gyroplane in whole flight 
envelope, is realized. The simulation result shows that the system satisfies the 
dynamic performance with strong anti-interference ability, and the design 
method is feasible and effective. 

Keywords: gyroplane, T-S fuzzy model, sliding mode, design, control law, 
robustness (control systems), feedback control, simulation. 

1 Introduction 

As gyroplane has bad static stability, obvious cross-linkage and nonlinear characteristics, 
with aerodynamic characteristic seriously affected by flight velocity and height, pilot is 
needed to implement stability augmentation control. So it is necessary to design control 
law to make the gyroplane meet quality index requirements in whole flight envelope with 
strong robustness. 

T-S fuzzy model has good universal approximation[1], which reflects whole flight 
envelope characteristic of the system by a synthesis of little perturbation information at 
different design points. In the same way, whole flight envelope control laws based on 
parallel distributed compensation algorithm can be realized by a synthesis of control 
law parameters meeting quality index at different design points. 

Sliding mode control earns widespread respect in flight control design because of its 
arbitrary robustness to uncertainties[2]. However, traditional sliding manifold, which is 
confined in a dimension reduced state subspace, is mismatched with the natural attribute 
of practical controlled system, so it is difficult to characterize the quality index of the 
system, and more control energy and longer time is needed to drive the system to sliding 
manifold. Integral sliding mode can increase orders of the sliding mode equation, 
maintain the consistency of sliding mode system and nominal system, and ensure the 
compatibility between the sliding mode control design and the flight quality 
requirements[3]. In this condition, parameter region mapping approach is developed to 
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design equivalent control law; integral sliding manifold parameters in corresponding 
state are fixed so as to provide conditions for switching control law design. So parameter 
robust design and sliding mode control methods are organically combined, and both the 
quality index requirements and robustness can be satisfied at the end of the design. 

2 Modeling of Gyroplane Control System 

Fig.1 shows the structure of longitudinal control system of the unmanned gyroplane, 
and 

gϑ  is the given pitching angle. 

 

Fig. 1. Configuration of the longitudinal control system 

Where, the elements of state vector [ ]T
z u w ϑ ϑ=x   are respectively the 

increments of forward and normal velocity, pitching angle and pitching angle rate, 
among which ,ϑ ϑ  and u  are measurable.  

State variables of the gyroplane equations are rearranged according to whether they 
are measurable, and the longitudinal input Bic  is added as a new state variable by 
appending the servo model to the longitudinal gyroplane model. Then the state 
equation of the longitudinal gyroplane control system can be expressed as follows: 

x Ax Bv

y Cx

= +
 =

                                   (1) 

Where [ ]Tu w Bicϑ ϑ=x  , ϑ =  gv , [ ]ϑ ϑ= Ty u , and , ,A B C are the matrices 

with relevant dimension. 
Eq.(1) is the little perturbation equation which describes the gyroplane only at a 

certain flight state. In order to design the flight control law within the whole flight 
envelope, nonlinear model should be built to describe the global character of the 
gyroplane. Aerodynamic characteristic variation with flight height and velocity is fitted 
using universal approximation of the T-S fuzzy model by synthesizing little 
perturbation information at certain design points. 

Choose H  and V  as the linguistic variables, Gaussian function as the 
membership function, and divide H  into 3 fuzzy sets while V  into 6 fuzzy sets 
according to the design points distribution in the flight envelope. The two-dimensional 
representation is shown in Fig.2. 
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Fig. 2. Membership function for H ,V  

Using if-then rules, T-S model can be described as follows: 
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( )zl k kF  is the value of membership function l kF  at the point zk , lμ  is the weight 

for rule l . Thus, the system model can be synthetically described as: 

[ ]
18 18 18

1 1 1
l l l l l l l

l l l

v vμ μ μ
= = =

    = + = +    
    
 =

  x A x B A x B

y Cx

                 (4) 

Obviously, Eq.(4) is the nonlinear interpolating expression in whole flight envelope 
based on little perturbation linear models at design points. T-S model is built to get 
smooth fitting of the gyroplane global model using local information. Thus linear state 
equation can be obtained when the flight height and velocity are fixed so as to employ 
linear system theorem to design flight control law in whole flight envelope.  
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3 Equivalent Control Law Design 

Design requirement is described as following dynamic response specifications:  

%σ ≤ 20%,    5st ≤ . 

Where %σ  is the overshoot and st  is the settling time.  

According to the requirement, we can derive the range of the corresponding 
damping ratio and natural frequency for the short period poles as follows:  

0.456 ( 62.87 )

1.535
d d

nd

ξ β
ω

≥ ≤ °
 ≥

                           (5) 

We’ve put an upper bound to maxω  to make sure the control system will satisfy the 

operating efficiency requirement and the frequency band of the system will not be so 
wide. Thus, we can ascertain a region in s-plane where the short period poles of the 
control system will guarantee satisfactory system performance. This region shapes is a 
sector Γ, as it shows in Fig.3. 

Total pole assignment can not be used, because there are only three measurable state 
variables: pitching angle ϑ , pitching angle rate ϑ  and forward velocity u . The 

feedback gain is carved up as follows: 

E a b =  K K K                                     (6) 

Where 
a uk k kϑ ϑ =  K   is the undetermined parameter, and 

[ ] [ ]0 0b w Bick k= =K . According to the character specifications, the long period 

pole corresponding to forward velocity is fixed appropriately at negative real axis of 
s-plane and the short period poles at the region Γ. Taking advantage of J.Ackermann 
theorem[4], the feedback parameter vector

aK can be determined during to the three 

poles. Parameter mapping is done at the boundary of short period poles region Γ, then 
the boundary of feedback parameters region KΓ  can be confirmed accordingly 

(Fig.4). Thus correspondence between feedback parameters and short period poles is 
set up, which provides advantage to design control law in whole flight envelope. 

Move the long period pole to another advisable point, and parameter mapping is 
repeated. Then the three-dimensional parameter region which corresponds to the three 
poles (two short period poles and one long period pole) can be obtained. 

When the short period poles are assigned to desired place by parameter 
aK , other 

two poles of the system are confirmed as well. These poles should be examined 
according to the character specifications. So the suitable range of the short period poles 
in the sectorial region is restricted, that is the usable feedback parameter is a subset of 
KΓ . 
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    Fig. 3. Grid for short period poles region Γ   Fig. 4. Grid for feedback parameters region KΓ 

Similar mapping is performed for all the design points in flight envelope, and the 
practicable parameter sets are painted respectively in parameter space. Controller 
parameters chosen from the intersection of the practicable parameter sets can guarantee 
the system stability and dynamic performance requirements. The distributing regularity 
of the practicable parameter sets at each design points are valuable for the equivalent 
control law design. 

There is a small scale practicable parameter intersection at the 18 design points for 
gyroplane longitudinal model. Though a fixed-parameter controller can be obtained 
during the intersection, it is not ideal for some states, so an adaptable parameters-tuning 
controller is designed. 

According to the character requirements, the short period poles are assigned to 

1,2 0.9216 1.3466jλ = − ± , and forward velocity pole is assigned to 
3 0.0772λ = − . Fig.5 

shows the distribution of control law parameters in parameter subspace ( , )k kϑ ϑ
 at 

each design points. 
RBF network parameters-tuning controller (T-S form) is trained using the control 

law parameter samples at the design points, with whose universal approximation, the 
control law obtained by parameter robust method is fitted. Given a discretional flight 
state (height and velocity), the control law parameters can be obtained accordingly. 
Thus dynamic performances of the gyroplane can be always corresponding to the 
assigned poles in whole envelope. 

Similar to Eq.(2), according to parallel distributed compensation algorithm[5], the 
control rule of the T-S form parameters-tuning controller can be described as follows: 

rule l : if H is 1lF , and V  is 2lF , then 
a l a=K K              (7) 

The control law parameter samples ,k kϑ ϑ  and training data of the T-S form 

parameter-tuning controller output are shown in Fig.6. The equivalent control law in 
whole flight envelope can be described as: 

eu =
18 18 18 18

1 1 1 1

T

l a l l l u
l l l l

u k k k uϑ ϑμ ϑ ϑ μ ϑ μ ϑ μ
= = = =

        − = − − −               
   K 

      (8) 
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   Fig. 5. Distribution graph of control law    Fig. 6. Surface of training data of pitching  
parameters at each design points            control law parameters 

4 Sliding Manifold and Switching Control Law Design 

Full state information is needed to drive the system states to the sliding manifold which 
is under constraint of the equivalent control law. The switching control law can be 
constructed by design sliding mode observer[6]. Using integral sliding mode, the 
sliding manifold coefficient vector sC is determined by the characteristic polynomial 
which is computed from the assigned poles and the other two poles, so that the sliding 
manifold is matched with system character in favor of avoiding the chattering. The 
sliding mode equation is 

* *

1 1 2 1 3 2 4 3 5 4 50

ˆ( ) [ 1] [ 1]

ˆ ˆ ˆ ˆ ˆ ˆC + C  + C +  C  +C  +  

s s

t

x

x dt x x x x x

= =

= 

s C T x C x
           (9) 

Where T is linear transform matrix which can turn the original state equation to 

controllability canonical form, *
1 1 2 5ˆ ˆ ˆ ˆ ˆ[ ]Tx dx x x x= x   is phase variable form of 

the state vector. Then the switching control law based on full states can be designed. 
Under uniform reaching law, the switching control is 

sgn( ( ))v k s= − ⋅u x                               (10) 

The variation law of the vector 1 2 5[ ]s C C C=C  with flight height and velocity is 

fitted using RBF network (T-S form). Then the switching control in whole flight 
envelope is realized as follows: 

vu =
18

1

1

( ) sgn l
l

k μ−

=

  −   
  
CB CT x                         (11) 

Considering Eq.(8) and Eq.(11), longitudinal sliding mode control law in the whole 
flight envelope based on parallel distributed compensation algorithm is realized, and 
the corresponding structure of control system is shown in Fig.7. 
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Fig. 7. The structure of gyroplane longitudinal robust sliding mode control system 

5 Simulation 

We choose the state H=1000m, V=40m/s, give the system initial pitching angle 
(0) 5 ( )ϑ = ° , initial pitching angle rate (0) 5 ( / )sϑ = ° , and exert disturbance 

( ) 10sin( ) 57.3r t tπ= . Dynamic response curves of the gyroplane are shown in Fig.8. 

From the response of the pitching angle, we can see that the system should return to its 
original state in no more than 5 seconds with 10% overshoot, which satisfies the 
dynamic index requirements. Fig.9 shows the corresponding dynamic curves of sliding 
mode rate ( )s t , output of sliding mode function ( )s t  and switching control ( )vu t . It is 

obvious that the system can reach the sliding manifold in less than 0.2 seconds with 
strong robustness in sliding mode which can be concluded from nearly superposition of 
the dynamic curves with and without disturbance. 

 

Fig. 8. System responses with and without disturbances 
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Fig. 9. Curves of corresponding ( ), ( )s t s t  and ( )vu t  

6 Conclusion 

In this paper, advantages of parameter robust design and sliding mode control methods 
are combined to design flight control system. The equivalent control law for gyroplane 
longitudinal control system is implemented using parameter mapping method 
according to the requirements of system performance, integral sliding manifold 
parameters is confirmed at the same time, at last the switching control law is designed. 
On this basis, gyroplane little perturbation models and the corresponding controllers at 
each design points are integrated in the form of T-S fuzzy model. Thus the sliding mode 
control law in the whole flight envelope based on parallel distributed compensation 
algorithm is realized. 

Simulation result shows that the system dynamic character satisfies the index 
demand with strong anti-interference ability, and the design method is feasible and 
effective. 
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Abstract. The paper presents work that has been done by three differ-
ent research institutions. The aim was to realize an autonomous team of
heterogeneous unmanned ground and aerial vehicles performing certain
reconnaissance and surveillance tasks, where the tasks were set by an
operator at a team level instead of controlling each vehicle seperately.
To overcome the lack of a common middleware, the interfaces between
vehicles and graphical user interface have been defined using Robot Op-
erating System (ROS) and Battle Management Language (BML). We
present approaches for autonomous control of the vehicles, focussing on
the unmanned ground vehicle. Moreover, we conducted some large field
experiments and present the results.

Keywords: Unmanned ground vehicle (UGV), unmanned aerial vehicle
(UAV), field testing, robot operating system (ROS), battle management
language (BML), autonomous vehicles.

1 Introduction

Complex tasks for robots provide numerous challenges for both, the robots and
and the human operator. In case of autonomous reconnaissance and surveillance,
the deployment of an integrated multi-robot team consisting of heterogeneous
robots might provide advantages compared to strict homogeneous compositions.
Unmanned Ground Vehicles (UGV) offer the opportunity to carry a multitude of
different sensors into known or unknown environment, having usually a very re-
stricted field of view and a constrained mobility in case of non-holonomic vehicles
and cluttered environment. In contrast, Unmanned Aerial Vehicles (UAV) can
move almost unconstrained, having thus a large operating space. On the other
hand, they have usually a very low payload, being only capable of transporting
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sensors like a GPS receiver or a lightwight camera. Deploying a combination of
UGV and UAV, a UAV might have a look behind a wall limiting an UGV, for
example. Moreover, a human operator controlling a team of robots should not
be forced to control each unit sperately. Instead, he should be able to formulate
a task to the team without taking care of the creation of seperate tasks for each
individual robot. In addition, the sensor data should be fed back to the control
station.

In this paper, we will present the results of work conducted by three different
research institutions. Instead of using a unified middleware, each institution ap-
plies its own software and communication system. We will present the necessarily
well defined interfaces between all components of the multi-robot team. To keep
the possibility to integrate further robots or other components in the future,
existing and established standards have been used. The aim of our work is to re-
alize an autonomous team of an UGV and two UAV, namely quadrocopters, that
receives reconnaissance and surveillance tasks by a single human operator using
a graphical user interface. Depending on the specific task, the vehicles move ei-
ther seperate or together. All units contribute to the reconnaissance results by
sending their sensor data back to the control station. This phase of the research
work was completed by a field test, demonstrating all abilities. The vehicles,
the communication interfaces, some used approaches, and results of the field
test will be presented in this paper. Here, the focus lies on the UGV. Detailed
descriptions and results regarding GUI and UGV are published seperately.

Not much work has been done in the area of autonomous teams of UGV and
UAV. Usually, research work focuses on single aspects of UGV/UAV cooperation.
For example, [1] deals with the common localization of a quadrocopter, while
the authors of [2] describe their approach to control the formation of all robots.
In [3], a UGV is accompanied by an UAV (”Flying Eye”) to detect negative
obstacles like holes or steep slopes. To the best of our knowledge, the only work
that deals with the complete realization of a UGV/UAV team and a real field
test is presented in [4]. In contrast to our work, the aerial vehicles have been
used only to identify possible regions of interest, so that ground vehicles can
start approaching these regions and fulfill their tasks.

The paper is organized as follows: The following section presents the commu-
nication architecture and all used interfaces. In Sec. 3, the participating vehicles
are described, while Sec. 4 illustrates the graphical user interface. The control
of the UGV and the UAV is part of Sec. 5, while Sec. 6 presents results of our
field experiments. The paper ends with a conclusion.

2 Communication Architecture

Because three research institutions were involved in the presented work, it has
been agreed on clearly defined interfaces between all parties. Three subsystems
can be identified: the aerial vehicles, the ground vehicle, and the control station
with the graphical user interface (GUI). To connect the GUI with the vehicles, a
markup language called Battle Management Language (BML) was used. It will
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be described in Sec. 2.1. As both types of vehicles were using different operating
systems, middlewares, and communication protocols, it was decided to use the
Robot Operating System (ROS) [5] as a communication standard between the
vehicles. ROS offers well-defined data types for most kinds of data, is open source
and hence freely available, and has a constantly growing community contribut-
ing to the software repository. The integration of ROS into the corresponding
middlewares is described in Sec. 3. To connect the ROS system of the vehicles
with the GUI, a ROS component called BMLConnector has been developed in
Python. It is subject of Sec. 2.2.

Fig. 1. Communication architecture of the whole system. Blue: ROS, red: proprietary
middleware, green: BML.

The communication architecture is depicted in Fig. 1. The GUI is communi-
cating with the UGV via BML. The vehicles are communicating through ROS
among themselves. As can be seen, one ROSCore and one BMLConnector have
been used. The advantage is the reduced complexity of the whole system. As
a consequence, all BML tasks have to be transmitted via the UGV. Alterna-
tively, multiple ROSCores and BMLConnectors (one on each vehicle) could have
been used, having the communication between the vehicles encapsulated in BML
again.

During the field testing, a continuous IEEE 802.11 (WiFi) connection between
all participants was assured.

2.1 Battle Management Language

In order to express commands to be pushed from the user to the vehicles we use
Battle Management Language (BML) [6] because it is human readable, unam-
biguous, and in standardization process of Simulation Interoperability Standards
Organization (SISO). BML can be used to express tasks, reports, and requests
between command and control systems (C2 systems), simulation systems and
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real units. In addition, BML also may be used to interact with robotic units.
Thus, it allows C2 systems and their users to interact with robot systems in the
same way as with real units or units simulated in simulation systems. For ex-
ample, in [7] the authors describe how to control robots running the middleware
RoSe by using BML.

BML must be unambiguous to allow automatic processing. Therefore, BML
has been designed as a formal language. A formal language is the set of all sen-
tences generated by a formal grammar. A formal grammar consists of a lexicon
(the words of the language) and a set of rules (how to combine the words). In
the case of BML, this grammar is the Command and Control Lexical Gram-
mar (C2LG) [8]. To be more precise, the lexicon contains the attributes and
values provided by the Joint Consultation Command and Control Information
Exchange Data Model (JC3IEDM) [9]. This set of rules incorporates the idea of
the 5Ws (Who, What, Where, When, Why) for individual BML expressions.

2.2 BML Connector

The communication between the C2LG GUI and the ROS nodes is done by
translating between BML Messages and ROS messages. To handle the transla-
tion we implemented a ROS node called BMLConnector. The BMLConnector
has a TCP connection to the C2LG GUI. The received BML commands are
translated to a defined ROS message, called BmlTask. The BmlTask message is
then published as a ROS topic. For status reports, the ROS messages will be
translated back to BML. Currently only the robot positions are translated to
BML reports and are used for visualization. For other sensor data, particularly
with regard to binary data such as images, video, or lidar data, there is cur-
rently no representation in BML. In this case, the ROS message is converted
to an XML format. For the transmission to the C2LG GUI an additional TCP
connection is used.

Since not all sensor data is required on C2LG GUI, only the data of particular
ROS topics are forwarded to the C2LG GUI. For setup purposes, the BMLCon-
nector comes with an XML-RPC interface. This can be used to add or remove
topics, which are forwarded to the C2LG GUI. It is especially useful if new nodes
are running on one of the robots, or if a robot is added or removed from the
group.

3 Vehicles

Two different types of vehicles took part in the experiments, a car-like UGV,
and two quadrocopter drones. All will be described in the following two sections.

3.1 UGV RTS-HANNA

The unmanned ground vehicle RTS-HANNA (see Fig. 2) is based on an off-the-
shelf Kawasaki Mule 3010 Diesel chassis. It has been retrofitted with a drive-by-
wire interface and is fully street-licensed when driven manually. The maximum
velocity is 40 km/h, and the maximum payload is 600 kg.
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Fig. 2. UGV RTS-HANNA

The vehicle platform can be equipped with a multitude of possible sensors. For
environmental perception, two continuously rotating 3D laser rangefinders RTS-
ScanDriveDuo, one Velodyne HDL-64E, one Ibeo Lux, and a Microsoft Kinect
are mounted on the vehicle. For the navigation, odometry, a gyroscope, and two
GPS receivers are available. The vehicle can communicate either by IEEE 802.11
(WiFi) channels, a 433 Mhz serial link, or by GSM/UMTS.

Five embedded PCs are used for processing the sensor data, navigation and
control of the vehicle. All PCs are running a Linux operating system with the
real time extension Xenomai, and are connected via the real time ethernet stack
RTnet [10]. The software is developed using the robotic framework RACK. As
described in Sec. 2, at least one embedded PC has to be capable of executing
ROS components. Therefore, we cross-compiled ROS for our Linux distribution
and made the ROS libraries and API available to our middleware RACK. To let
the RACK components communicate with ROS components, a kind of gateway
module has been implemented. The module is part of the RACK communication
system, but is also able to publish and subscribe to ROS topics. It receives the
BML tasks and organizes the execution, and publishes further tasks for the UAV
and sensor data for the GUI as ROS topics. As depicted in Fig. 1, the UGV is
running the ROSCore and the BMLConnector in ROS context, the gateway
module (”Module 1”) in both worlds, and the rest of the software components
in RACK.

3.2 UAV Psyche 1000

The UAV Psyche 1000 (see Fig. 3) are modified drones MD4-1000 by Micro-
drones. They are electronically driven helicopters with four rotors, so called
quadrocopters, providing a maximum flight weight of 6 kg. The UAV have a
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high precision position stabilization and location estimation system. Using a
GPS receiver, accelerometers, gyroscopes, a magnetometer and a barometer, the
manufacturer provides the user a filtered position estimation. The drones are
equipped with a system on a chip running a specialized embedded Linux distri-
bution. The control module running on the system utilizes the localization and
attitude estimations provided by the manufacturer, and generates signals that
are fed back into the proprietary control software of the drone. This allows us
to make use of all position stabilization functionalities provided by the manu-
facturer. ROS has been integrated into the middleware to make communication
to other ROS components possible.

Fig. 3. UAV Psyche 1000

The UAV are equipped with two communication channels. A bi-directional
low-bandwidth, but high distance 2.4 GHz link can be used to connect to a
remote control for manual operation. The second channel is a 5 GHz IEEE
802.11 connection, handling the communication to other drones and robots.

Moreover, the UAV are equipped with a 14.7 MP zoom camera each, mounted
in a moveable frame deflected by two servos. Pictures are either available as live
video preview that is normally used on the camera display (320 × 240 pixels,
average file size 9kB, available at 25Hz), or by the high resoltion single picture
mode (up to 4416 × 3312 pixels, average file size 4 MB).

4 Graphical User Interface

We use a Graphical User Interface (GUI), the Command and Control Lexical
Grammar (C2LG) GUI, to enter the tasks for our robot system. The C2LG GUI
is used in other projects to test interoperability with simulation systems. The
GUI supports the user generating the tasks. It allows selecting objects from a
list or to pick them from the integrated map. Geographical features like areas
can be created on the map as well. These features then can be referenced. The
GUI also visualizes the robots’ reports. In particular, the robots themselves are
shown in the map due to their periodic position reports. Moreover, the camera
and map feedback of the robots can be visualized.
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The GUI is depicted in Fig. 4. The main window contains the control elements
and the integrated map, where geographical features can be added. It also con-
tains the current positions of the vehicles (blue symbols) and their travelled
paths. The smaller windows on the right side show the live camera streams of
the three vehicles. Below the main window, high resolution camera images taken
by the UAV can be visualized.

Fig. 4. Graphical User Interface C2LG GUI

5 Control of the Vehicles

As the UGV receives a new task via BML message, it is responsible to assign
seperate tasks to itself and the UAV. We will exemplarily have a look on two pos-
sible task assignments: patrolling a given path, and reconnaissance of a certain
area.

The patrol task contains a list of waypoints. The goal is, that the UGV pa-
trols these waypoints periodically, and the UAV accompany it while orbiting the
ground vehicle and keeping their cameras aligned towards it to let the operator
keep track of the vehicle’s environment. Having received the patrol task, the
UGV initiates its MOVE behaviour to the next waypoint, as described below.
While executing the MOVE behavior, a patrol task is submitted to the drones
with a frequency of 1 Hz, including the current position of the ground vehicle.
The drones receive the patrol task and calculate their orbit positions self depen-
dent. As soon as one waypoint is reached, the process repeats with the next one,
and so on.

In contrast to the patrol task, the BML message for reconnaissance contains
an area described by its corner points. At first, the UGV calculates the centroid
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of the area and initiates a MOVE behavior to that point. A move task is sub-
mitted to the drones with a frequency of 1 Hz, including the current position of
the ground vehicle. The drones receive the move task and calculate their own
positions for a fix formation to follow the vehicle self dependent. As soon as the
vehicle pulls into the area, a RECCE behavior is initiated as described below.
One drone keeps receiving a move task periodically to follow the UGV, and one
drone receives a reconnaissance task and starts to fly along the borders of the
area.

The MOVE and the RECCE behaviors of the vehicles will be described be-
low. A detailed description of the control of the quadrocopter drones, including
collision avoidance and formation control, is published seperately.

5.1 MOVE Behavior

The road network at the test site is known in advance and is available in Open-
StreetMap (OSM) format, while the vehicle localizes itself via differential GPS.
When a MOVE behavior is initiated, a path from the robot’s current location
to the desired goal point is calculated. This is done by a simple A* search for a
shortest path in the OSM geodata. If an obstacle occurs that cannot be avoided
reactively, the corresponding way segment is marked as blocked, and a global
path replanning is performed. A detailed description can be found in [11]. To fol-
low the planned path, a hybrid feedback controller, introduced in [12], is applied.
It includes reactive obstacle avoidance and local path replanning.

5.2 RECCE Behavior

The RECCE behavior is initiated once the UGV has reached the desired area.
The aim of the behavior is to navigate on all ways in that area, and to build an
obstacle map, namely an occupancy grid map. Therefore, a path that passes all
ways has to be calculated. At first, the OSM map is reduced to all way segments,
that have a non-empty intersection with the designated area. Way segments that
are not completely contained in the area are cut along the area’s border. The
result is a reduced OSM road network. Afterwards, the problem of finding a way
traversing all OSM nodes can be seen as a Travelling Salesman Problem (TSP).
Because the graph is symmetric and it is allowed to pass an OSM node twice, a
distance graph of all included OSM nodes is computed. Subsequently, a simple
nearest neighbour heuristic is applied. During field testing, the heuristic turned
out to be very fast and efficient enough for our purposes. Another, more efficient,
heuristic could be easily applied here. Moreover, the approach avoids to travel
into dead-end ways when they are in sensor range, because they have already
been mapped.

The approach results in a path that traverses each OSM node in the desig-
nated area at least once. The vehicle follows the path using an hybrid feedback
controller as described above. When an unavoidable obstacle occurs, the way
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segment is marked as blocked, and all previous OSM nodes are marked as visited.
A new TSP is solved, resulting in a new path avoiding the blocked way and not
necessarily traversing again already visited nodes.

6 Experimental Results

To finish this phase of our research work and to present the feasibility of our
approaches, we conducted a large field test, where all scenarios were tested and
presented. The test site consisted of an outdoor area with gravel roads, fences,
bushes, muddy ground, and some smaller buildings. The size of the site was appr.
300m × 120m. In the following, the results of the patrol and the reconnaissance
scenarios will exemplarily be presented. The desired behaviors of the vehicles
have been described in Sec. 5. Other scenarios like the observation of a specific
point or a designated area have also been presented successfully.

6.1 Patrol Scenario

During the patrol scenario, the team of unmanned ground and aerial vehicles
received some waypoints that had to be travelled periodically and autonomously.
The drones had to orbit the ground vehicle, keeping their cameras focused at
the ground vehicle. Fig. 5 shows a detail of the GUI during the scenarion. The
starting point of all vehicles was at the black arrowhead. The black arrow marks
the waypoints in their order. The travelled path of the ground vehicle is marked
in purple, the paths of the two quadrocopters are marked in light and dark blue.
One can see, that the UGV travelled along the way up to its current position
(light blue vehicle symbol), and that the UAV were orbiting the UGV, observable
by the loops in the light and dark blue lines. In Fig. 4, the same situation is
depicted in the complete GUI. The two lower windows on the right side show
the live video stream of the drones, both focused at the ground vehicle. During
the whole test run, there was no manual intervention.

6.2 Reconnaissance Scenario

After having received the reconnaissance task, the team moved into the desired
reconnaissance area autonomously. Afterwards, they started the reconnaissance
of the area as described in Sec. 5. Results of the reconnaissance scenario are
depicted in Fig. 6. On the left side, the known road network is painted in blue.
The desired area has been marked in light red. The resulting obstacle map (oc-
cupancy grid map) taken by the environmental sensors of the UGV is depicted
on the right side. It is overlayed with the road network in blue.

It has been shown, that the team of robots was able to reconnoiter a certain
area fully autonomous and, again, without any manual intervention. A path has
been planned that traverses each way node of the area at least once. Apart from
the video stream delivered by the UAV, the UGV created an obstacle map and
transferred it back to the operator station.
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Fig. 5. Travelled paths during the patrol scenario. Path of the ground vehicle painted
in purple, paths of quadrocopter drones painted in dark and light blue, sequence of the
patrol waypoints marked by black arrow.

Fig. 6. Results of the reconnaissance scenario. Left: aerial image of the test site, known
road network painted in blue, desired reconnaissance are marked in light red. Right:
created obstacle map of the desired area, road network painted in blue.

7 Conclusions

We presented our approach to realize an autonomous team of unmanned ground
(UGV) and aerial vehicles (UAV) that was developed by three different research
institutions. Two heterogeneous types of vehicles, and a graphical user interface
(GUI) were involved. The approach lets an operator define tasks at a team level
instead of defining seperate tasks for each individual vehicle. To overcome the
lack of common middleware and communication standards, it has been agreed
on well defined interfaces for the communication between the vehicles and the
GUI. The interfaces were based on the well-known Robot Operating System
(ROS), and the Battle Management Language (BML), which is currently in
standardization process.
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The paper presented GUI and vehicles, with a focus on the UGV. Approaches
to let the UGV move to a destination, and to let the UGV travel all known
paths in a designated area to build an obstacle map of the environment have
been introduced. Finally, results of a large field testing showed the feasibility of
our approaches and the interfaces.
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7. Remmersmann, T., Brüggemann, B., Frey, M.: Robots to the ground. In: Concepts
and Implementations for Innovative Military Communications and Information
Technologies, pp. 61–68. Military University of Technology (September 2010)

8. Schade, U., Hieb, M.R., Frey, M., Rein, K.: Command and control lexical grammar
(C2LG) specification. Technical report, Fraunhofer FKIE, Neuenahrer Straße 20,
53343 Wachtberg (July 2010)

9. Gerz, M., Schade, U.: Das Joint Consultation Command and Control Infor-
mation Exchange Data Model. In: Grosche, J., Wunder, M. (eds.) Verteilte
Führungsinformationssysteme, pp. 219–233. Springer (2009)

10. Kiszka, J., Wagner, B.: Rtnet - a flexible hard real-time networking framework. In:
10th IEEE Conference on Emerging Technologies and Factory Automation, vol. 1,
pp. 449–456 (2005)

11. Hentschel, M., Wagner, B.: Autonomous robot navigation based on OpenStreetMap
geodata. In: 13th International IEEE Conference on Intelligent Transportation
Systems, pp. 1645–1650 (September 2010)

12. Hentschel, M., Wulf, O., Wagner, B.: A hybrid feedback controller for car-like
robots - combining reactive obstacle avoidance and global replanning. Integr. Com-
put. Aided Eng. 14(1), 3–14 (2007)



C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 313–322, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Design of Helicopter Cable-Orientation Control System 
Based on Finite-Element Modeling  

Xiaoyan Wang, Xinmin Wang, Rong Xie, and Yi Zheng 

School of Automation, Northwestern Polytechnical University, Xi’an, China 
wxy2029@126.com, {wxin,xierong}@nwpu.edu.cn 

zhengy1968@163.com 

Abstract. The cable model is established based on the finite-element method to 
describe actual dynamic characteristics of cable dipping sonar system. The 
definition of reference cable angle is proposed and an adaptive Fuzzy-PID 
cable-orientation controller is designed. The controller designed in this paper 
combines the variable universe Fuzzy controller and PID controller together 
appropriately. The segment control strategy of Fuzzy control and PID control is 
used. The cable dynamic equations and cable-orientation controller are 
designed as the outer loop, while the helicopter equation and ground speed 
maintenance mode work as the inner loop. Through the control of helicopter’s 
ground speed in hovering mode, cable-orientation can remain at an expected 
angle value under different wind speed or ocean current interference. 
Simulation results show that the cable-orientation controller designed in this 
paper has a good performance. Cable angles can track and keep the reference 
values accurately when helicopter is hovering over the sea, indicating that the 
adaptive Fuzzy-PID method for the cable-orientation control system is effective 
and has good robustness.  

Keywords: Helicopter, Cable-orientation, Finite element, Fuzzy PID, Adaptive.  

1 Introduction 

Anti-submarine helicopter should keep hovering state and drop dipping sonar into the 
sea to detect submarines by mooring cable [1][2]. The sonar must be dropped into 
water perpendicularly and avoid dragging so that it can detect targets and locate the 
position accurately. The effects of sea waves or other disturbances should be 
inhibited. So the helicopter motion should be controlled to adjust the cable-orientation 
which is the angle between fuselage and cable. The dipping sonar attitude control is 
realized indirectly through the control of helicopter’s ground speed. It is important to 
study the dynamic characteristics and establish the cable model, which is the difficult 
point of cable-orientation control system design. The accuracy of the model affects 
the performance of the controller directly. Document [1] presents two kinds of cable 
model, one is cable equations based on curve fitting and the other is simplified static 
model. Document [2] establishes the dynamic model of cable according to moment 
balance.  
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The dynamic characteristics of dipping sonar system are complicated. Cable is at a 
zero damping state when the system is in balance state, while the damping becomes 
bigger when the cable slip angle is bigger [3]. To approach the real dynamic 
characteristic of the cable dipping sonar system, finite element method is used to 
analysis the cable model. 

Based on the finite element model, the adaptive Fuzzy PID controller is designed 
to control the cable-orientation while hovering. This controller combines the 
advantages of Fuzzy control and PID control method. The cable-orientation can be 
well controlled under different winds or other disturbances. 

2 Finite Element Modeling 

2.1 Cable Coordinate System  

Set the point where the cable dropping from the helicopter as the origin point, 
establish a right hand coordinate system l l l lO X Y Z  whose axis are parallel to the axis 

of ground coordinate system d d d dO X Y Z . It is shown in Fig.1. 

dO

dX

dZ
dY

lO

lZ
lX

lY

 

Fig. 1. Cable Coordinate System 

2.2 Cable Modeling 

According to finite element theory, cable-element is regarded as a steel resistance bar 
with well distributed physical parameters (or a bar whose quality is concentrated on one 
point). There is no bending moment between cable-elements and no transport of torque’s 
hinge joint [3]. At this circumstance, the movement form of cable-element is rotation and 
its pulling force is calculated by centripetal force formula. The dynamic equation of 
cable-element is described by motion parameters in vector form. So, it is easy to be 
derived from physical concept directly. The motion of cable-element coordinate is 
described in quaternion form. This method simplifies the movement analysis. 
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The accuracy is better as the partitioned sections increase, but the computational 
complexity will increase. In view of the practical situation, we divide the cable into 3 
segments. One segment is over the sea face and the other two are under sea face. It is 
shown in Fig.2. 1 2 3θ θ θ  are longitudinal misalignment angles and  1 2 3ϕ ϕ ϕ  are 

lateral misalignment angles. These angles are used as the motion parameters of cable. 

lO lX
lO

lY

lZlZ

1θ

2θ

3θ 3ϕ
2ϕ

1ϕ

 

Fig. 2. Cable segmentation 

Force condition is analyzed for every section respectively so that the differential 
equation of each section is established. Then the linearized motion equations of the 
cable can be derived. The longitudinal motion equation is: 

1 1 1 11 1 12x A x B u B d= + +&  (1)

The lateral motion equation is: 

2 2 2 2 2x A x B u= +&  (2)

Where,  

1 1 2 3 1 2 3

T
x θ θ θ θ θ θ =  

& & & , [ ]1 d d

T
u u u= & ， [ ]wind

T
d u= ， 

[ ]2 1 2 3 1 2 3

T
x ϕ ϕ ϕ ϕ ϕ ϕ= & & & , [ ]2 d d

T
u v v= &  

Where, du  and dv  are the projections of helicopter ground speed on longitudinal 

axis and lateral axis of ground coordinate system, respectively; windu  is the steady-

state wind on the sea face; 1A , 11B and 12B  are the state matrix, input matrix and 

perturbation input matrix of cable longitudinal motion equations, respectively. 

2A and 2B  are the state matrix and input matrix of cable lateral motion equations, 

respectively. 
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3 Design of Cable-Orientation Control System  

3.1 Reference Cable Angle Calculation  

Define the balanced state of the cable. To simplify the question, assume the seawater 
speed is zero, the helicopter ground speed is controlled to zero and there is no relative 
motion between helicopter and seawater. The wet cable is keeping verticality. When 
the helicopter hovers over the sea, the head is windward, so the lateral wind speed  
is zero and there is a longitudinal deviate angle caused by the  longitudinal wind 
speed.  

The calculation formula of reference cable angle is:  

eq eq f windk U uθ = ⋅ ⋅
 

(3)

where 0

1 2 3

1
( )
2

ABl

f

eq

M AB

k l dl

k
G G G G l

⋅ ⋅
=

+ + + ⋅


, 1 1 1

1

2f f sk C dρ= ⋅ ⋅ , where 1ρ  is the air 

density, 1fC  is the drag coefficient of the cable in the air, sd  is the diameter of the 

cable. iG (i=1,2,3) is the weight of the i-th section of the cable , MG  is the weight of 

the sonar. fU  is the nominal inflow speed. 

The wind speed on the sea face is variable so that it is hard to get its exact 
information. However, the helicopter’s airspeed is measurable and contains the wind 
speed information. So replace the windu by u−  and get the reference cable angle 

calculation formula:  

eq eq fk U uθ = − ⋅ ⋅
 

(4)

If the helicopter’s hovering speed is not zero, the sonar operator may modify the 
cable-orientation error caused by ocean current through fine turning knob. 

3.2 Cable-Orientation Controller Design Principle 

The cable-orientation is required to keep at the expected value quickly when the 
helicopter uses the dipping sonar for searching submarine. Because of the 
complicated nonlinear characteristics, it is hard to get a good control result using PID 
design method based on linear model [5]. So, adaptive fuzzy PID control scheme is 
chosen to realize the control of cable-orientation. That is to use the strategy of PID 
and Fuzzy stepwise control. When ｜e｜≥e0, Fuzzy controller is used to improve the 
system’s rapidity; when ｜e｜<e0, it is switched to PID controller to remove the 
static error. The principle diagram is shown in Fig.3: 
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Fig. 3. Adaptive fuzzy PID controller principle diagram 

When closed-loop system switches from one control mode to another one, it is 
necessary to keep the system output continuous. That is to say, when system switches 
from Fuzzy control to PID control, the initial output of PID controller must be equal 
to the last output of Fuzzy controller. Because these two control modes do not run 
simultaneously, the effects of coupling are avoided so that the Fuzzy controller and 
PID controller can be designed seperately. 

3.3 Fuzzy Controller Design  

To improve the control accurate and rapidity, the Fuzzy controller has two inputs and 
one output. The inputs are error e and error derivative e& , while the output is control 
variable u. Their fuzzy sets are E, EC, U, respectively.  

Define their fuzzy subsets and corresponding universes.  
E, EC and U have the same fuzzy sets as: 

{NB，NM，NS，Z，PS，PM，PB} 

where NB、NM、NS、Z、PS、PM、PB means Negative Big, Negative Medium, 
Negative Small, Zero, Positive Small, Positive Medium, Positive Big, respectively.  

E、EC and U have the same universe:  

{- 6，- 5，- 4，- 3，- 2，- 1，0，1，2，3，4，5，6} 

The Gauss membership functions are used for the fuzzification of E, EC and U which 
are shown in Fig.4. 

 

Fig. 4. Membership functions of E,EC,U 
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The fuzzy control rules are given based on the data analysis and expert experiences, 
which are shown in Tab.1. 

Table 1. Fuzzy control rules 

E 
EC 

NB NM NS Z PS PM PB 
NB NB NB NB NB NB NM NS 
NM NB NB NB NM NM NS Z 
NS NM NM NM NS NS Z Z 
Z NS NS NS Z Z PS PS 
PS Z Z Z Z PS PM PM 
PM Z Z PS PM PM PB PB 
PB PS PS PM PM PB PB PB 

 
According to Tab.1, the parameter tuning rule can be written in fuzzy conditional 

statement:  
If E is Ai and EC is Bi, Then U is Ci .  
where Ai, Bi and Ci are relevant fuzzy sets.  
The Mamdani’s method associated with the max-min composition is used to 

undertake fuzzy operate. For example: if e=a, e& =b, then the fuzzy inference result of 
U is:  

56

1
( ) ( )

iU U i C U
i

Z Zμ ω μ
=

= ∨ ∧  (5)

Where ( ) ( )
i ii A Ba bω μ μ= ∧  

According to Tab.1 and formula (5), the membership of control variable u under the 
circumstance of different error e and its derivative e&  can be obtained, then the 
weighted average method for defuzzification is used to calculate the accurate value of u:  

( )

( )

j j

j

U U U
j

U U
j

Z Z

u
Z

μ

μ

⋅
=



 (6)

3.4 Variable Universe Contraction-Expansion Factor 

“Variable universe” means the universe will adjust while the variable changes. The 
initial universes of e, e& and u are [-6,6], then their variable universes are: 

1 1( ) [ ( ) 6, ( ) 6]E e e eα α= − × × , 2 2( ) [ ( ) 6, ( ) 6]EC e e eα α= − × ×& & &  

( ) [ ( ) 6, ( ) 6]U u u uβ β= − × ×  

Where 1( )eα , 2 ( )eα & , ( )uβ  are the universe contraction-expansion factors of inputs e, 

e&  and output u, respectively. The following formulas are adopted to calculate the 
universe contraction-expansion factors: 
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2
1 ( ) 1 exp( )e keα ξ= − − , 0 1ξ< < , 0k >  (7)

2
2 ( ) 1 exp( )e keα ξ= − −& & , 0 1ξ< < , 0k >                   (8)

2( ) 1 exp( )u kuβ ξ= − − , 0 1ξ< < , 0k >  (9)

Select 0.9ξ = , 0.5k = .  Then the universe contracts when the error decreases. That 

means the control rules are increased on the local universe. As a result, the control 
accuracy will be improved.  

3.5 PID Controller Design  

The conventional PID controller is:  

0

( )
( ) ( ) ( )

t

p i d

de t
u t K e t K e d K

dt
τ τ= + +  (10)

Where e(k)、u(k) is the input and output of PID controller respectively. The control 
variable u can be got from the sum of error’s proportion、integration、differential. 
KP、Ki、Kd is the coefficient of proportion、integration、differential respectively. 

3.6 Switching Conditions  

Fuzzy controller is equal to a PD controller. There is no differential block, so the 
static error cannot be eliminated [6]. Fuzzy controller transforms the error signal to a 
integer value in the universe: 

*int( 0.5)em k e= +  (11)

where m is the integer value in the universe domain transformed from error signal, e* 

is the error signal at a certain moment, ke  is error quantization factor. When m=0, the 
system will enter the stage of stable state. Then, *int( 0.5) 0ek e + = , that is to say: 

* 0.5 / ee k<  (12)

Assume that error actual variation range is [-e,e], the fuzzy universe domain of error 
is {n, -n-1,…,-1,0,1,…,n-1,n }. The quantization factor /ek n e=  is substituted into 

expression (12), and then: 

* 0.5 /e e n<  (13)

The value of n is always 6. The control accuracy improves while n increases, but the 
control rules become more complex. So, when n=6, it can be derived: 

* 8%e e<  (14)

That is to say, the fuzzy controller can not eliminate the steady-state error when 
* 8%e e< .  
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4 Simulation Analysis  

4.1 Simulation Structure  

The combination point of helicopter and cable is the ground speed of the helicopter. 
The cable-orientation can be adjusted though controlling the ground speed of 
helicopter. Through the control of helicopter’s ground speed in hovering mode, cable- 
orientation can remain at an expected angle value under different wind speed and 
interference. So the cable dynamic equations and cable orientation controller are 
conducted as the outer loop of the cable-orientation control system, and the helicopter 
equation and ground speed maintenance mode work as the inner loop. The cable-
orientation error is used to modify helicopter’s ground speed so that to realize the 
control of cable-orientation. The projections of  helicopter’s longitudinal velocity and 
lateral velocity in ground coordinate system are static decoupling. The cable’s 
longitudinal and lateral motion equations are mutually independent. So the helicopter-
cable system can be regarded as two SISO systems and be designed respectively [5]. 
According to the design idea of fuzzy PID controller, the feedback cable-orientation 
signal is compared with the reference signal to get an error. This error signal is used 
to be the input of fuzzy PID controller to calculate the control variable for helicopter’s 
ground speed control system. The simulation structure is shown in Fig.5.  

 

Fig. 5. Cable-orientation control system simulation structure 

4.2 Simulation Analysis  

The simulations are carried out in all kinds of circumstances. There are only two 
representative simulations results are shown in this paper. 

First, the simulation of the designed system is carried out at the situation of 

windu =-20m/s, which is an atrocious sea condition. The reference cable angle can be 

calculated by formula (8) ,that is eqθ =-3.8°, the initial cable angle 0θ =-7.8°, 0ϕ =0°, 

then 0 0 eqθ θ θΔ = − =-4°, initial helicopter’s ground speed is 0du = m/s. Then the 

cable response is shown in Fig.6.   
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Fig. 6. Response curves of cable angle 

From Fig.6, it can be seen that when the helicopter is hovering over the sea and 
turns on the cable-orientation control mode, the cable angles will response 
correspondingly, and will get to the steady state within 25s. The error between 
reference cable angle and real cable angle is almost zero. Because of the sea wave 
noise effects and coupling between cable-orientation control loop and cable-height 
control loop, there is a little volatility of cable angles, but it is so small that can be 
accepted. 

There is another simulation carried out to verify the robustness of the control 
system. At the stable state of the cable-orientation control system, gust disturbance is 
put to the helicopter after 30s simulation. The cable angles response as shown in 
Fig.7.  

 

Fig. 7. Response curves of cable angle under gust disturbance 

The simulation figure shows that when disturbed by the vertical gust disturbance, 
the system can hold the expected cable angles. The system proved to have a good 
anti-wind -interference performance. 

5 Conclusions  

The finite-element method is used to establish the nonlinear model of cable. Based on 
this model, an adaptive Fuzzy-PID cable-orientation controller is designed to get not 
only good dynamic performance but also high steady state accuracy. The segment 
control strategy of Fuzzy control and PID control is used and the switch conditions 
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are derived. Simulation results show that the cable-orientation controller designed in 
this paper has a good performance. When there is a gust disturbance, cable angles can 
also track and keep the reference value accurately. The Fuzzy-PID method for the 
cable- orientation control system is proved to be effective and has good robustness. 
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Abstract. The technique of the boom docking into the receptacle of the receiver 
is a difficult problem in the procedure of autonomous aerial refueling. The 
technique by image tracking is a hot solution to the problem and appropriate 
image information is required to calculate the coordinates of the target rigidly. 
A camera platform control system based on CamShift algorithm merged with 
Current Statistical model is proposed in this paper to adjust camera angle for the 
target tracking. The position and dimensions of the tracked target could be 
acquired by the CamShift algorithm, accordingly the camera can be controlled 
to turn to the target. To solve the background interference and occlusion 
problem, frame interpolation and tracking model are introduced. The simulation 
results show that the camera by the control way introduced in this paper is able 
to aim at the target when the speed of the target is in the required limit. 

Keywords: platform control, image tracking, CamShift algorithm, autonomous 
aerial refueling. 

1 Introduction 

The technique of air refueling is an important way to increase the aircraft combat 
radius, the load of the bombs, and to solve contradiction between the takeoff weight 
and flight performance[1]. Because the manual operation of air refueling is restricted 
to the pilot’s psychology, physiology , technical and tactical status, the study on the 
autonomous aerial refueling is urgently needed. But the alignment of the boom and 
the receptacle is a hard problem against which a lot of methods based on GPS 
navigation, passive vision, active vision and so on are studied and discussed[2]. More 
and more attentions have been paid to the image processing technique because of its 
high speed and less disturbance. The camera needs to aim at the receptacle to get 
enough image information. Considering more disturbances and more frequent speed 
variety in the air, merging CamShift with Current Statistical(CS) model， a method 
of controlling the camera to aim at the receptacle is proposed. Aiming at the 
background interference and occlusion problem, Frame interpolation and tracking 
model are introduced and the hardware in the loop is built to simulate the camera 
aiming at the receptacle. 
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This paper is organized as follows. In Sections 2, the trajectory prediction 
algorithm is designed. In Section 3, video tracking algorithm is designed. In section 4, 
experimental platform is built and the simulation results are obtained. 

2 Trajectory Prediction Algorithm Design 

Under the air refueling circumstance, the target is always in the maneuvering state 
because of too many affective factors. As the Current Statistical model(CS model) 
characterize the acceleration with non-zero mean and revised Rayleigh distribution, 
the acceleration is more realistic. The CS[3],[4] has a solid theoretical foundation and 
artful conception which considers that the random maneuvering acceleration complys 
with first order time-related model which is given as follows: 

( ) ( ) ( )tatatx += . 

( ) ( ) ( )twtata +−= α . 
(1)

The state equation of the CS model derived from (1) is given by: 
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Combined with CS model, adaptive kalman filter equation is given by: 

)]1/(ˆ)()()[()1/(ˆ)/( −−+−= kkXkHkYkKkkXkkX . 
1)]()()1/()()[()1/()( −ΤΤ +−−= kRkHkkPkHkHkkPkK . 

)1()1,()1/1()1,()1/( −+−−−−=− Τ kQkkkkPkkkkP φφ . 

)()()1/1()1,()1/(ˆ kakUkkXkkkkX +−−−=− φ . 

)1/()]()([)/( −−= kkPkHkKIkkP . 

(3)

Where )(kH  is the observe matrix, α  is the maneuvering frequency, T  is the 

sampling period, R  is the system noise, )(kW  is discrete-time white noise 

sequence. 
A large number of experimental results and literatures show that the algorithm does 

well in tracking maneuvering targets .The parameters are adjusted according to 
different situations. In this paper, the parameters are defined as follows: 
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3 Video Tracking Algorithm Design 

3.1 Camshift Algorithm 

Meanshift algorithm displays excellent robustness and high processing speed in 
solving the bottom problem of the computer vision, so it gets lots of attentions in the 
field of computer vision. A powerful tool is offered by the development of Meanshift 
algorithm for solving the stability and real-time problem. CamShift algorithm was 
obtained by extending MeanShift algorithm to a continuous image sequence. 
Assuming ),( yx  is the pixel location in the search window，and ),( yxI  is the pixel 

value of the ),( yx  in the projection image. The search window’s zero-order moment 

00M ,second-order moment
02M ,

20M are defined by： 
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The direction angle of the major axis in the target is given by: 
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The length of the major and minor axis in the image is given by: 
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The size of the search window is adjusted according to
00M . Move the center of the 

search window to the centroid, if the migration length is greater than the threshold 
fixed, recalculate the window’s centroid. A new round of position calculations and 
size adjustments is underway. 

3.2 Occlusion Problem Research 

The CamShift algorithm[7],[8]has better robustness to the external disturbance and 
changes of the shape and size because its search window size is able to adjust itself, it 
uses the color information as features and it has clustering analysis ability. The targets 
can be tracked by the CamShift algorithm when there is partial occlusion, but the 
target will get lost if the targets are completely covered or their most part are covered. 

A method to judge the occlusion situations has to be proposed. The method 
designed in this paper can tell occlusion situations by comparing the position 
predicted by the CS model with the position obtained by CamShift algorithm. 

The location components of the )(ˆ kX  predicted by CS model are )(ˆ kx  and )(ˆ ky , 

the observed position values of the camshift algorithm are τ))()(()( kykxkY = ,the 

interpolation value between location components of )(ˆ kX  and )(kY  are given as 

follows: 

( ) 22 ))(ˆ)(()(ˆ)()( kykykxkxkd −+−= . (8)

Generally speaking, in the first few frames after initialization, )(kd is small. the 

value of )(kd  will get bigger with the growing occlusion part. The serious occlusion 

will be regarded to happen when the )(kd is greater than a certain threshold and the 

kalman filter has to be stopped. The next frame’s possible starting position will be 
predicted by the CS model according to the frames before and the target location in 
the current frame will be inquired by the camshift algorithm. If )(kd is smaller than 

the threshold, the kalman filter will work again, or repeat the process above. 
In order to get more accurate detection of the occlusion situations, the adaptive 

adjustment is introduced to revise the value of the threshold )(kD as follows: 

2)(2/1)()( TkaTkvkD += . (9)

Therefore, the speed and acceleration need to be estimated separately. 
Considering the one step prediction ( )1/ˆ −kkx  of ( )tx  as the current 

acceleration, combined with the CS[5],[6] model described in part 2, the acceleration 
mean adaptive algorithm can be obtained as follows: 

xkUkkXkkkkX ˆ)1()1/1(ˆ)1/()1/(ˆ −+−−−=− φ . (10)
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The speed and acceleration can be estimated by: 

)1/(ˆ)( −= kkxkv  . 

)1/(ˆ)( −= kkxka  . 
(11)

3.3 Background Interference Research 

The tracking results of the camshift algorithm are inaccurate when the similar color 
background interference emerges, the position information obtained by the camshift 
and the realistic position is different. 

In order to enhance the capacity of resisting disturbance caused by the similar color 
background, interpolation operations between the search window of the camshift and 
the initialized are made from the second circle. The serious disturbance is thought to 
happen when the size change of the window exceeds the threshold.  

( )2)(ˆ)()( krkrk −=ρ . (12)

The search window can be reset by frame interpolation method. The radius of the 
track window is compared with the radius predicted by the CS model, if the 
background interferences are serious enough, the variation of the radius will  exceed 
the threshold, and then the size and position of the search widow will be decided  
by the CS model. Keep comparing the radius predicted by CS model and that obtained 
by camshift, if the variation is smaller than the threshold, adopt the size obtained by 
camshift algorithm. In this way, the interference caused by similar color can be held 
back effectively. 

4 The Building of Experimental Platform 

4.1 System Build 

The experimental platform is set up after the camera, tripod head, Ethernet, pc, power 
source are chosen. Based on camshift and CS model, the system is set up. The 
application program is programmed by VC++6.0 with OpenCv function library, and 
run on the Windows Xp platform. Finally, the system is tested. 
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4.2 Experimental Results 

 
(a)                 (b) 

Fig. 1. CamShift algorithm tracking performance under the occlusion condition. The simulation 
results show that when the most part is covered, the accuracy of the state information of the 
current frame obtained by the CamShift algorithm is very low. 

   
                        (a)                    (b)                     (c) 

Fig. 2. Improved algorithm track performance under occlusion condition. It can be found that 
the tracking performance of the improved algorithm has been highly promoted in the tracking 
fig.2. when the serious occlusion happens, just like fig.2. (b), the choose box adopts the 
predicted value. When the serious occlusion is over, like figure 2(c), the camshift algorithm 
value is adopted again. 

 
                       (a)                    (b)                     (c) 

Fig. 3. Track performance under background interference. It can be seen from the simulation 
results that the tracking performance is very bad when the similar color background emerges. 
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                       (a)                     (b)                    (c) 

Fig. 4. Improved algorithm track performance under background interference condition. 
Compared with fig.3., it can be seen in fig.4. that the performance of the improved camshift is 
much better when the similar color interference emerges. 

 
            (a)                    (b)                     (c)                    (d) 

Fig. 5. The consequences of the alignment of the camera and the target. Run the hardware in 
the loop, and the effects of the alignment of the camera and the target are shown in the figure 
above. 

Table 1. Image - camera angle table 

figure (a) (b) (c) (d) 
horizontal angle(°) 0.0 -15.2 3.4 -8 
pitching angle(°) -1 -0.5 -0.6 -0.3

 
It can be seen from fig.5 and the table 1. that the camera is able to aim at the target 

once video information of the target can be given enough. 

5 Conclusion 

A method merging camshift with CS model is developed and applied to control the 
camera to aim at the target. The occlusion problem and background interference 
problem are solved successfully by the method developed.A hardware in the loop is 
set up and the simulation results show that the system works very well. 
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Consensus Algorithms in a Multi-agent

Framework to Solve PTZ Camera
Reconfiguration in UAVs

Jose Luis Alarcon Herrera� and Xiang Chen
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Abstract. A method for PTZ camera reconfiguration is presented. The
objective of this work is to improve target tracking and surveillance ap-
plications in unmanned vehicles. Pan, tilt, and zoom configurations are
computed transforming the visual constraints, given by a model of visual
coverage, into geometric constraints. In the case of multiple targets the
camera configurations are computed by a consensus algorithm. The ap-
proach is defined in a multi-agent framework allowing for scalability of
the system, and cooperation between the cameras. Experimental results
show the performance of the approach.

Keywords: Camera reconfiguration, consensus algorithms, multi-
agents, wireless sensor networks.

1 Introduction

The interest for surveillance systems has grown over the last decade, reflected in
part by the intensive research done in this area. Hu et al. [8] and Weinland et
al. [25] present surveys of visual surveillance and action recognition, respectively.
In these surveys, the authors agree on the importance of the task of tracking a
target by estimating its 3D pose. In recent years vision systems have found new
applications in the filed of unmanned autonomous vehicles [6]. Surveillance sys-
tems can benefit from the flexibility in mobility provided by autonomous vehicles.
On the other hand, autonomous vehicles can also benefit from vision applica-
tions. Vision systems in unmanned autonomous vehicles allow the identification
and pose estimation of targets in real time. Examples of this kind of work are
presented in the work of Vidal et al. [24], the authors present a pursuit-evasion
game with unmanned vehicles where 3D pose estimations of targets and occlu-
sions are used to build the navigation map. Kontitsis et al. [10] present a vision
system for airborne surveillance of forest fires. Merino et al. [18] propose a vision
system to estimate the relative motion of unmanned aerial vehicles (UAV) using
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feature matching between the images of different vehicles. Similarly, Bethke et
al. [3] design a system for cooperative tracking using multiple UAVs, the images
are transmitted to a central computer and the pose estimations are refined using
a kalman filter.

Pan-tilt-zoom (PTZ) cameras provide flexibility in the design of vision sys-
tems. In that, unlike static cameras, PTZ cameras can change their focusing
distance and field of view, thus making the internal and external camera param-
eters vary over time. Moreover, surveillance systems are expected to perform in
dynamic scenarios where the targets are not static and the objectives are con-
stantly varying. For these reasons, the dynamic nature of PTZ cameras makes
them a suitable tool in target tracking and activity recognition applications. In
this case the question of how to control the camera is not new, and many method-
ologies have been proposed [21,22]. To this day, the more interesting question is
how to optimize the control or self-reconfiguration process of the cameras. Vision
systems with reconfigurable cameras have been used in unmanned vehicles, as
in Ludington et al. [11]. Where the authors present target tracking module for
UAV, by tracking the target on the image plane the camera is configured to keep
the target centered in the image. Hrabar et al. [7] use a PTZ camera to estimate
the pose and track a UAV as it moves around the camera, the authors show how
this can aid the built in positioning system of the UAV. Huang at al. [9] develop
a vision system to robustly track a region of interest in the image by predicting
the location of the region of interest in the new images using a kalman filter and
considering the motion of the region of interest in the image.

The purpose of the current brief is to present a self-configuring PTZ cam-
era system. In order to compute the camera configurations for improved visual
coverage for multiple targets, we use a combination of consensus algorithms in
Euclidian space and the group of rotations SO(3). Additionally, we develop our
work in the multi-agent framework to allow cooperation between the camera
agents. The objective of the system is to improve the performance of a target
tracking application. The remainder of this paper is organized as follows: In Sec-
tion 2 we define the problem and some relevant concepts. Section 3 presents a
high level overview of the proposed solution. Section 4 presents the consensus-
based approach in detail. In Section 5 we show the validity of our approach
through experiments. Finally, conclusions and some comments on future work
are given in Section 6.

2 Problem Statement

The coverage model of a vision system models multiple cameras, the environ-
ment, and the task. The camera system is approximated using the pin hole
model [14], which accounts for the sensor’s properties, and the coverage model
additionally considers the lens’ properties. The geometric environment model is
a set of three-dimensional surfaces and it accounts for static occlusion in the
scene. The task is modeled using a set of directional points, which are three-
dimensional points with a direction component, and a set of task parameters.
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The directional points model the target to an arbitrary degree of precision, and
the task parameters model the visual requirements of the task; for example
minimum resolution, maximum allowed blur, and maximum view angle. The
coverage function C(p) is bounded to the range [0, 1] and it represents the grade
of coverage at a point p. In order to represent the grade of relevance of each
point to the task, the relevance function R(p) is used and it is also bound to the
range [0, 1]. Finally the coverage performance of the sensor system with respect
to the task is given by

F (C,R) =

∑
p∈〈R〉 C(p)R(p)
∑

p∈〈R〉 R(p)
(1)

For the full definition about the coverage model and its validation we refer the
reader to the work of Mavrinac et al. [15, 16, 17] and Alarcon et al. [2].

We assume that the 3D pose of the target is available and we use it to re-
configure the PTZ parameters to keep the target in the field of view and with
the required resolution and focus. This is not an unrealistic assumption because
there has been advances in the field of human pose estimation from single views.
Examples include the work of Agarwal and Triggs [1], and Lv and Nevatia [12].

We are given a network of PTZ smart cameras, a model of the scene with an
initial configuration of internal and external camera parameters, an application
capable of providing a pose estimation for the targets, and the task requirements
{T }. Each camera agent is expected to make coordinated decisions to improve
its own local objectives. The problem is to find the vector x that satisfies the task
requirements so that the coverage performance Fn of every new configuration
improves with respect to the initial performance Fi.

Find x : Fn ≥ Fi ∀p ∈ S subject to {T } (2)

where p is an interest point in the scene S, and {T } is the set of task require-
ments. The solution takes the form of a vector x = [θ, φ, ζ]. The pan and tilt
angles are represented by θ and φ, respectively. ζ represents the zoom configu-
ration of the lens.

3 Solution Strategy

The visual requirements to improve are: visibility, resolution, and focus. The
pan and tilt parameters enable the improvement of visibility since they control
the orientation of the camera. The zoom and focus parameters of the lens can
improve the resolution and focus.

3.1 Visibility

The principal axis of the camera, or the z axis, determines the orientation of the
camera. In order to improve visibility, the z axis has to pass through the target.
In the case where the optical center of the camera is the same as the center
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of rotation of the servomotors, the pan and tilt configurations can be computed
from the angles between the optical axis and the normal of the surface tangent to
the target. However, in this work we address the more complicated case where the
optical center is not the same as the center of rotation. As shown in Figure 1, the
optical center of the camera is constrained to a sphere at the center of rotation
or with radius equal to the magnitude of vector −−→oroc. Then, the objective is to
find a new point in the sphere that yields an optical axis that passes through the
point p. Since the target p and the center of rotation or are known, and the angle
α is constant, we can use this angle as a constraint to find the new viewpoint.
The new point in the sphere yields a new vector −−→oroc′ which represents the new
camera orientation.

oc
Optical Axis

Target

or
p

Servo Arm

Center of 
Rotation

Optical 
Center

Surface Normal

α

Fig. 1. Side view of the PTZ camera

3.2 Resolution and Focus

The resolution and focus components of the coverage model are both functions
of the distance along the optical axis of the camera. The limits at which the
resolution occurs, specified by the task parameters, is given by (3) substituting
the ideal resolution Ri and the acceptable resolution Ra for R. The pair of
distances (z�, z�), and (zn, zf) are the near and far limits of the depth of field
as given by (4), substituting the ideal ci and acceptable ca blur circle diameters,
respectively for c.

zR(R) = Rmin

(
w

tanαl + tanαr
,

h

tanαt + tanαb

)
(3)

where R is the required resolution in millimeters per pixel, w and h are the
image dimensions in pixels, αl and αr are left and right angles, and αt and αb

are top and bottom angles. From the optical axis αl, αr, αt, and αb spawn the
filed of view.

z(c) =
AfzS

Af ± c(zS − f) (4)

where A is the aperture diameter of the lens in millimeters, f is the focal length
in millimeters, c is the diameter of the blur circle in pixels, and zS is the distance,
in millimeters, at which a point in the scene maps to a point in the image plane.
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The objective of the resolution and focus optimization is to find the zoom-
lens configuration that zooms and focuses the lens to image a point p such that
z� < p.z < z� and p.z ≤ zR(Ri). Using (3) and (4) we find the appropriate
distances at which to zoom and focus, and the zoom and focus configurations
are found using lens calibration for motorized lenses. To this end we make use of
a calibrated lookup table that contains the internal parameters of the lens for all
the zoom and focus configurations. This is a significant advantage because it gives
us real time access to the internal camera parameters of the lens, which would
be unavailable otherwise or would require unfeasible calibration of the lenses
after every change in the zoom and focus configurations. The lens calibration
was implemented following the work of Chen et al. [5].

4 Consensus Algorithm

We propose a new application of consensus algorithms, to solve the problem of
finding the viewpoint of a camera that improves the coverage performance of a
set of targets. Let Ci ∈ C be a camera agent in the network, and T l ∈ T ′ be
the target updated from the tracking application. For each target T l there is a
PTZ configuration that improves the coverage performance (F ) with respect to
T l. This configuration is considered as a viewpoint yielding a new camera pose.
Let {P |R} be the current viewpoint of the camera agent Ci, then {P l|Rl} is the
viewpoint that improves the coverage performance of camera agent Ci for target
T l. With these viewpoints as the initial configurations, the final viewpoint is
found when the viewpoint {P |R} is updated to equal the average of all viewpoints
{P l|Rl}. We use a consensus algorithm in R3 to update the position P as the
average of P l for all T l, and a consensus algorithm in SO(3), as presented by Tron
et al. [23], to update the rotation R as the average along the geodesic between
every Rl. Consensus on individual spaces R3 and SO(3) has been reported in
the work of Ma et al. [13] and Moakher. [19]. Similarly, Soto et al. [22], and Song
et al. [4] use a distributed Kalman consensus algorithm to compute the mean
of positions as a method for sensor fusion. To the best of our knowledge there
have not been any attempts to use a consensus algorithm to compute camera
viewpoints for improved visual coverage. The consensus algorithm in Euclidean
space and the group of rotations are given by (5) and (6).

P
(k+1)
j = P

(k)
j +

1

|T |

|T |∑
j=1

alj(P
(k)
l − P (k)

j ) (5)

where P
(k)
j is the consensus estimate, at step k, of the average of the positions

P
(k)
l for all T l, and alj denotes the entry of the adjacency matrix.

R
(k+1)
j = R

(k)
j exp

(
1

|T |

|T |∑
j=1

alj log(R
(k)�

j R
(k)
l )

)
(6)
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where log() denotes the exponential map from SO(3) to so(3) and exp() denotes
the exponential map from so(3) to SO(3) as given by the Rodrigues rotation

formula [14]. For simplicity of notation R
(k)
l is the rotation of the viewpoint

corresponding to T l. k denotes the iteration step of the consensus algorithm,

R
(k)
j is the consensus estimate of the average of all the targets T l. alj denotes

the entry of the adjacency matrix.
In our multi-agent framework, the camera agents know their locations with

respect to each other (though camera calibration), in the case of UAV systems
this is commonly addressed by the built-in global positioning system. Further-
more, the camera agents can communicate with each other and broadcast the
pose of all targets, being tracked by the network, with respect to a common
reference frame. This communication is advantageous because a camera agent
can use the consensus algorithm to compute the PTZ parameters for multiple
targets, even if some of the targets are not in its field of view. With the pose
information provided by other camera agents the coverage model is used to eval-
uate the performance of a new PTZ configuration, Thus enabling the camera
agent to make coordinated decisions about which targets to track.

5 Experimental Results

The validation of the proposed solution is divided in two parts. First, we evaluate
the reconfiguration capability of the camera, for this we analyze the capability
of the system to extend its visual coverage by zooming onto a target as it is
being tracked, and we test the ability of the system to follow the target as it
moves around the scene, and thus, test its ability to reconfigure its own pan and
tilt parameters. Second, we show through software simulations the ability of the
camera to reconfigure its parameters to track multiple targets at the same time.

Fig. 2. Target used for 3D pose estimation

The application that performs the pose estimation in this experiment was
implemented using the machine vision libraries HALCON [20]. The target itself
is a plate with some marks of well known geometry, shown in Figure 2, and it is
placed at a known distance from the camera. And then, the experiment is carried
out with the zoom and focus reconfiguration functions disabled. Afterwards,
the reconfiguration functionality is enabled and the experiment is repeated. For
both cases the target is moved along the z axis and away from the camera in
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increments of 0.01 m. Table 1 shows the comparison between the two cases.
The section of the table left from the ground truth shows the results with the
reconfiguration functions disabled, and the right side shows results with the
reconfiguration functions enabled. The results indicate that the system was able
to provide a good coverage performance while keeping track of the target.

Table 1. Tracking Error and Coverage Performance

Coverage
Perfor-
mance

Distance
z (m)

Ground
Truth
(m)

Distance
z (m)

Coverage
Perfor-
mance

1.0 1.181 1.18 1.183 1.0
1.0 1.181 1.19 1.197 1.0
1.0 1.191 1.20 1.207 1.0
1.0 1.203 1.21 1.212 1.0
1.0 1.214 1.22 1.214 1.0
1.0 1.224 1.23 1.235 1.0
1.0 1.236 1.24 1.245 1.0
0.9968 1.248 1.25 1.256 1.0
0.8592 1.256 1.26 1.266 1.0
0.5996 1.267 1.27 1.277 1.0
0.2936 1.280 1.28 1.289 1.0
0.0 NA 1.29 1.305 1.0
0.0 NA 1.30 1.311 1.0
0.0 NA 1.31 1.322 1.0
0.0 NA 1.32 1.330 1.0
0.0 NA 1.33 1.354 1.0

The pan and tilt capabilities of the system are tested by moving the target
around the scene, the camera then reconfigures its parameters to follow the target
and keep it at the center of the image. Figure 3 shows that once the camera is
aware of the target, the camera can follow it and reconfigure its parameters to
maintain a good coverage performance, which is close to 1.

Fig. 3. Coverage performance of the system
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(a) Without using consensus (b) Using consensus

Fig. 4. Coverage performance of the simulated system

Next, we show the more interesting case where the camera has two targets
within its range. We compare the performance of the system, when the camera
is assigned to track one of the targets, with the performance of the system when
the camera is assigned to track both targets and use the consensus algorithm
to compute the appropriate PTZ parameters. The results are shown in Figure
4. Initially, the moving targets are outside the field of view of the camera, even-
tually the camera is informed of the pose of the targets and it carries out the
reconfiguration process for the two cases described above. As seen in Figure 4a
the performance of the system for one of the targets is considerably low because
the camera is configured to track the other target. On the other hand, Figure
4b shows that the system is able to keep track of both targets and provide a
good coverage performance when the consensus algorithm is applied. Figure 5
shows the simulation of the camera as it keeps both targets at the center of the
frustum of the field of view. The simulation is performed using our Adolphus1

simulation software.

Fig. 5. Simulation of the PTZ camera

1 Adolphus is free software licensed under the GNU General Public License. Python
source code and documentation are available at http://github.com/ezod/adolphus

http://github.com/ezod/adolphus
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It is important to note that although the tracking application used in these
experiments tracks a simple target, our solution works with any application that
can output a pose estimate for the target. The target can be a vehicle on the scene
or a human. Thus, we do not restrict the usefulness of the proposed approach in
this paper.

6 Conclusions

In this work we have addressed the problem of computing the pan, tilt, and zoom
configurations for PTZ cameras using a consensus algorithm. The algorithm
was used to reach an agreement in the geometric constraints required by the
visibility, resolution, and focus criteria. The methodology was framed so that
each camera is considered as an independent agent. The results show the efficacy
of the method to enable single cameras with reconfigurability to track multiple
targets. In future work we plan to apply this method to the multi-agent case
with protocols for agent interactions so that the camera agents can pursue a
global utility by first optimizing the local utilities as shown in this work.
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13. Ma, Y., Kosecká, J., Shankar, S.: Optimization Criteria and Geometric Algo-
rithms for Motion and Structure Estimation. International Journal of Computer
Vision 44(3), 219–249 (2001)

14. Ma, Y., Soatto, S., Kosecka, J., Sastry, S.: An Invitation to 3-D Vision: From
Images to Geometric Models. Springer (2004)

15. Mavrinac, A., Alarcon-Herrera, J.L., Chen, X.: A Fuzzy Model for Coverage Eval-
uation of Cameras and Multi-Camera Networks. In: Proc. 4th ACM/IEEE Intl.
Conf. on Distributed Smart Cameras, pp. 95–102 (2010)

16. Mavrinac, A., Alarcon-Herrera, J.L., Chen, X.: Evaluating the Fuzzy Coverage
Model for 3D Multi-Camera Network Applications. In: Proc. 3rd Int. Conf. Intel-
ligent Robotics and Applications, pp. 692–701 (2010)

17. Mavrinac, A., Chen, X.: Optimizing Load Distribution in Camera Networks with
a Hypergraph Model of Camera Topology. In: Proc. 5th ACM/IEEE Int. Conf.
Distributed Smart Cameras (2011)

18. Merino, L., Wiklund, J., Caballero, F., Moe, A., De Dios, J., Forssen, P.E., Nord-
berg, K., Ollero, A.: Vision-Based Multi-UAV Position Estimation. IEEE Robotics
Automation Magazine 13(3), 53–62 (2006)

19. Moakher, M.: Means and Averaging in the Group of Rotations. SIAM Journal on
Matrix Analysis and Applications 24(1), 1–16 (2002)

20. MVTec Software GmbH: HALCON, http://www.mvtec.com/halcon
21. Piciarelli, C., Micheloni, C., Foresti, G.: Automatic Reconfiguration of Video Sen-

sor Networks for Optimal 3D Coverage. In: Proc. 5th ACM/IEEE Intl. Conf. on
Distributed Smart Cameras, pp. 1–6 (2011)

22. Soto, C., Bi, S., Roy-Chowdhury, A.: Distributed Multi-Target Tracking in a Self-
Configuring Camera Network. In: IEEE Conference on Computer Vision and Pat-
tern Recognition, pp. 1486–1493 (June 2009)

23. Tron, R., Vidal, R., Terzis, A.: Distributed Pose Averaging in Camera Networks
via Consensus on SE(3). In: Second ACM/IEEE International Conference on Dis-
tributed Smart Cameras, vol. (3) (2008)

24. Vidal, R., Rashid, S., Sharp, C., Shakernia, O., Jin, K., Sastry, S.: Pursuit-Evasion
Games with Unmanned Ground and Aerial Vehicles. In: Proc. IEEE Intl. Conf. on
Robotics and Automation, pp. 2948–2955 (2001)

25. Weinland, D., Ronfard, R., Boyer, E.: A Survey of Vision-Based Methods for Ac-
tion Representation, Segmentation and Recognition. Computer Vision and Image
Understanding 115(2), 224–241 (2011)

http://www.mvtec.com/halcon


C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 341–347, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Detection and Tracking of Underwater Object  
Based on Forward-Scan Sonar 

Shaorong Xie1, Jinbo Chen1, Jun Luo1, Pu Xie2, and Wenbin Tang1 

1 School of Mechatronic Engineering and Automation, Shanghai University,  
No.149 YanChang Rd. Shanghai, China 

{srxie,jbchen,luojun}@shu.edu.cn, wenbin.derek.tang@gmail.com 
2 Department of Mechanical &Aerospace Engineering, New Mexico State University,  

Las Cruces, NM 88003, USA 
jackyxie@nmsu.edu 

Abstract. Underwater object detection is critical in a lot of applications in 
maintenance, repair of undersea structures, marine sciences, and homeland 
security. However, because optics camera is subject to the influence of light and 
turbidity, its visibility is very poor in underwater environment. Therefore, 
forward-scan sonar is widely applied to the underwater object detection in 
recent years. But there are still some problems such as: Forward-scan sonar 
imaging, which is different from optics imaging, processes echo information 
from acoustic signal in the water. Generally, sonar images are with high noise 
and low contrast. It is difficult for the operator to identify underwater objects 
from the images. In addition, the surveillance of underwater objects is tedious 
and time consuming, and it is easy to make mistakes due to the fatigue and 
distraction of the operator. To solve the above problems, an image processing 
strategy to detect and track the underwater object automatically is presented. 
Firstly, the sonar images are enhanced by the Gabor filter. And then underwater 
objects are extracted. Finally the tracking method based on Kalman filter is 
adopted. The experimental results validate that the presented methods are valid. 

Keywords: Forward-scan sonar, Underwater object detection and tracking, 
Sonar image enhancement. 

1 Introduction 

Underwater object detection is critical in a lot of applications in maintenance, repair of 
undersea structures, marine sciences, and homeland security.  For example, the 
surveillance and inspection of underwater pipelines (such as cables for energy and 
telecommunication) with optics camera are presented in [1-5]. 

However, because optics camera is subject to the influence of light and turbidity, its 
visibility is very poor in underwater environment. Therefore, forward-scan sonar is 
widely applied to the underwater object detection in recent years [6-7]. 

But there are still some problems such as: Forward-scan sonar imaging, which is 
different from optics imaging, processes echo information from acoustic signal in the 
water. Generally, sonar images are with high noise and low contrast. It is difficult for 
the operator to identify underwater objects from the images. In addition, the 
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surveillance of underwater objects is tedious and time consuming, and it is easy to 
make mistakes due to the fatigue and distraction of the operator. 

To solve the above problems, an image processing strategy to detect and track the 
underwater object automatically is presented. Our previous work is shown in [8] (in 
Chinese). Firstly, the sonar images are enhanced by the Gabor filter. It is similar to 
human vision system that two-dimensional Gabor wavelet filter represents image 
features in frequency and direction. So Gabor filter has been applied in different vision 
[9-10], such as edge detection, image texture analysis and facial recognition etc. And 
then underwater objects are extracted. Finally the tracking method based on Kalman 
filter is adopted. The experimental results validate that the presented methods are valid. 

2 Sonar Image Enhancement 

2.1 Principle of Sonar Imaging 

In this paper, Dual-Frequancy IDentification SONar (DIDSON) [11] is applied to 
detect underwater objects. Figure 1 shows the geometry schematic of sonar imaging. 
The imaging point of P(x, y, z) in the sonar coordinates system is (u, v). According to 
the principle of sonar imaging, its imaging coordinate transformation is: 

2

2

sin 1 tan

cos 1 tan

θ β

θ β

= × = +

= × = +

u r x

v r y                       

(1) 

Where, 2 2 2= + +r x y z , 1sin ( )θ −= xyx r , 2 2= +xyr x y ; β  is the inclined angle 

between vector OP and imaging plane. 

 

Fig. 1. Geometry schematic of sonar imaging 

2.2 Sonar Image Enhancement by Gabor Filter 

Two-dimensional Gabor filter can be represented as combined sine signal modulated 
by Gaussian function. A two-dimensional Gabor filter can be written as: 
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' sin cos

θ θ
θ θ

= +
 = − +

x x y

y x y
                              (3) 

Where, σ x  and  σ y  represent two-dimensional Gauss transformation variance in the 

directions of two coordinates respectively; x and y denote positions of spatial pixels; 

0w  is centre frequency; θ  represents the direction of Gabor wavelet. 

With regard the variability of Gabor wavelet in frequency and direction, a lot of 
valuable information can be picked up through filtering image in different frequency 
and direction. 

Sonar images are filtered by convolution method in Gabor wavelet. If sonar image 
can be represented by ( , )I x y , Gabor wavelet transform of image in 0 0( , )x y  can be 

represented by convolution of formula 3. Then the formula is given by: 

 
0 0,

0 0

( , , ) ( , ) ( , ) |

( , ) ( , )

ω σ θ = == •

= − Δ − Δ
x x y yF I x y G x y

I x y G x x x x y y dxdy
                      (4) 

Where, Δx and Δy are sampling intervals. 
Because the Gabor wavelet is non-orthogonal, redundant information will be 

produced after image filtering. Therefore, proper frequency and direction should be 
selected when design Gabor filter. In order to enhance object image by Gabor filtering 
transform, according to experimental results, total 20 Gabor filters are selected in 10 
different directions with 2 different frequencies in each direction, then σ of Gabor 
filter is: 

 
1.177(2 1)

(2 1)

φ

φσ
ω
+=

−
                                 (5) 

Where, φ  represents bandwidth of Gabor filter in different frequency. 

 

Fig. 2. Original sonar image and post-processing images 

Object 
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The enhanced image can be obtained by calculating weighted L2 norm of 
convolutions of original images and multi Gabor filters.  

Original image is shown in Figure 2(a), and it is high noise and low contrast. 
Enhanced image is shown in Figure 2(b). The detected object is highlighting. 

3 Object Extraction 

Many underwater objects are linear, e.g. pipelines, cables, and undersea structures. 
Therefore, linear underwater objects are extracted and tracked in this paper. 

After Gabor filtering, the binary image as Figure 2(c) can be achieved. And then 
contour feature of linear object can be extracted by Canny edge extraction, as shown 
in Figure 2(d). 

The line can be extracted by Hough transform with contour feature of linear object. 
Hough transform as a simple and efficient line extraction algorithm is very effective 
in border discontinuous straight line extraction, because it is insensitive to the noise, 
and an interrupt is allowed. Based on regularization parameters Hough transform, 
angle between normal vector of a straight line and x-axis and distance between the 
line and origin is definite [12]. So any point on given line can be formulated: 

 cos sinρ θ θ= +i ix y                             (6) 

Point ( , )i ix y  is the point that lies on the line given in formula (6). It only needs to 

solve ( , )ρ θ of line equation. 

 

Fig. 3. Extraction result of linear underwater object 

Line equation in image can be obtained by Hough transform, and extraction result 
is shown in Figure 3(a). But many similar lines will appear around pipeline during the 
extraction processing. After the area of white frame in figure 3(a) being blown up, as 
shown in Figure 3(b), there are a number of lines and even bifurcation passing the 
position of linear object. Line equation of linear object in sonar image can be 
calculated by statistic method, which is ( , )ρ θ . 
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4 Object Tracking 

Although the position and direction of linear object can be obtained by image 
processing, searching linear object is time-consuming in the entire image. In order to 
reduce the required computation, it needs to track linear object. Tracking linear object 
is based on the fact that parameters of linear object change continuously between the 
neighboring images. The search region can be confirmed by predicting position of 
linear object and giving allowable range, which will reduce the range of image 
processing. Linear Kalman filter is adopted to predict parameters of linear object, 
because the motion of forward-scan sonar is unknown for water disturbances and the 
motion of its carrier. Then model of Kalman filter is given by: 

 

( , )

( 1) ( )

( 1) ( 1)

ρ θ=
+ = +
+ = + +

X

X t X t v

Z t X t w

                             (7) 

Where, v  is systematical error and w  is observation error. 
Predictive value can be obtained by calculating. In consideration of tolerance 

( , )ρ θΔ = Δ ΔX ,  the new range of searching linear object is : 

 ( 1) ( 1)+ = + + ΔR t X t X                              (8) 

It only needs tracking linear object in ( 1)+R t  in next image, which will reduce the 

range of image processing and required computation, and improve detecting velocity. 

5 Experimental Results 

In order to validate the applicability of the method, an interesting experiment on ROV 
was performed, and a forward-scan sonar DIDSON was installed in central position of 
ROV.  

 

Fig. 4. Experimental results of underwater object extracting in sonar images in different states 
of sonar and ROV 

The dynamic change of ROV by the water disturbances will cause the position and 
posture of image sonar is unceasingly changed. So sonar images will be in different states. 
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During the experiments, results show that the method in this paper can effectively 
achieve underwater object detecting by tracking linear object in different directions 
and distances. The experimental results are shown in Figure 4. Frame rate of 
forward-scan sonar image is about 10 frames per second, and the resolution is 
512 256× . The algorithms can meet real-time requirements. 

6 Conclusion 

In view of existing problems such as: Forward-scan sonar images are with high noise 
and low contrast, and it is difficult for the operator to identify underwater objects 
from the images; In addition, the surveillance of underwater objects is tedious and 
time consuming, and it is easy to make mistakes due to the fatigue and distraction of 
the operator, the image processing strategy to detect and track the underwater object 
automatically is presented. Firstly, the sonar images are enhanced by the Gabor filter. 
And then underwater objects are extracted. Finally the tracking method based on 
Kalman filter is adopted. The experimental results validate that the presented methods 
are valid, and can meet real-time detection and tracking requirements. 

Because many underwater objects are linear, e.g. pipelines, cables, and undersea 
structures, linear underwater objects are extracted and tracked in this paper. Detecting 
and tracking underwater objects of more complex shapes are more difficulty. They 
will be studied in our future work. 
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Abstract. Vision system is crucial for autonomous robots. In order to realize 
some visual performances by complicated eye movements, like tracking target, 
image stabilization and vestibulo-ocular reflex, we present the mechanism and 
simulation of a robot bionic eye based on spherical ultrasonic motor (SUSM) 
with three rotational degrees of freedom (3-DOF). SUSM is a compact 
mechanism occupying little space but good responsiveness, high positioning 
accuracy, high torque at low speed and strong magnetic field compatibility. So 
based on SUSM, the bionic eye is fit to solve the problem of vision instability 
during robots’ working. The bionic eye is constructed of three annular stators 
adhered with several piezoelectric elements and a spherical rotor as a camera 
actuator. The rotor is driven by frictional forces from the three stators 
accompanying with same preload generated by the deformations of specialized 
coil springs. Through simulation by a virtual prototype to analyze the rotational 
speed, torque and responsiveness, our mechanical design is verified to be 
reasonable and effective preliminary. 

Keywords: Bionic eye, spherical ultrasonic motor, 3-DOF, mechanical design, 
simulation and analysis. 

1 Introduction 

There is no doubt that eye is the most significant sensor for human beings, because 
more than 80% of our information perception is acquired by eyes. Correspondingly, it 
is very important for autonomous robots, especially bionic robots to have a kind of 
human eye, which we call it “bionic eye”. Researching bionic eye could improve the 
detecting technology significantly [1]. As is well-known, human being’s eye can rotate 
about the spherical center, which means it has three degrees of freedom (3-DOF) to 
make eye movement more flexible and quick. It’s better for robots to have multi-DOF 
eyes, with some supplementary stabilization to get good subjective image quality and 
resolution [2-3]. But it is common to see most robots only have two DOF bionic eyes, 
which are the rotation around X axis (Pitch) and the rotation around Y axial (Yaw). 
Adding another rotation around Z axis (Roll) makes bionic eye like human eye with one 
spherical center of rotation. 
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Many research groups have attempted the development of robot eyes to achieve gaze 
stabilization, among which 3-DOF robot vision devices are better to realize accurate 
images, becoming a focus of research. An agile eye was developed by Gosselin and his 
colleagues, which by six sets of links can also be adapted to robotic vision system. 
However, the link mechanism surrounds the end effectors and suggests some difficulty 
encasing the device behind a layer of a humanoid face [4-5]. To overcome this 
drawback, Y. B. Bang et al. presented a 3-DOF anthropomorphic oculomotor system 
that reproduced realistic human eye movements for human-sized humanoid 
applications [6]. Unlike the agile eye, the anthropomorphic oculomotor simulator was 
built with bent link segments, whose design maintain motion path behind the eyeball. 
Professor Xuan Wang [7] raised a concept that 3-DOF eyeball mechanism is actuated 
by six the pneumatic artificial muscles functioning as related six eye muscles, but it 
requires compressed air. 

We also develop a 3-DOF bionic eye based on spherical ultrasonic motor (SUSM), 
which is our first attempt to apply SUSM into bionic eye and whose aim is to simulate 
the human eye movements like tracking target, image stabilization, vestibulo-ocular 
reflex (VOR), etc. There are several advantages for applying SUSM into a bionic eye: 
(1) the bionic eye has a simple and compact structure with no reduction gears, (2) 
SUSM exhibits a high output torque at low speed and high responsiveness, (3) SUSM 
has holding torques for braking if the electricity is turned off or the robot is moving in 
bumpy environment, (4) the principle of SUSM allows bionic eye to be smaller than the 
human eye if the camera size is suited, also with good performances. 

As a compact mechanism but with good responsiveness, high positioning accuracy, 
high torque at low speed and strong magnetic field compatibility, SUSM has been 
applied into robot manipulator like a surgical robot’s manipulator designed by T. 
Mashimo and S. Toyama [8], camera actuator like a pip inspection robot’s head unit 
developed by M. Hoshina [9], also artificial limb like an artificial arm developed by N. 
FUKAYA et al [10]. The present paper reports a novel SUSM application as a bionic 
eye. The rest of this paper is organized as follows. Section 2 depicts the principle of the 
traveling wave type SUSM, including its mechanism and driving model. In section 3 
we show the structural design of our bionic eye. Then some evaluation results by virtual 
prototype technology are presented in section 4. 

2 Principle of Spherical Ultrasonic Motor 

2.1 Mechanism of the SUSM 

The SUSM is constructed of three annular stators and a spherical rotor, and produces an 
angular velocity vector of the spherical rotor with 3-DOF by the arrangement of the 
three stators. The definition of a general orthogonal coordinate is shown in Fig.1(a). 
The three stators make an angle α to the x-y plane and are placed at 120° intervals 
around the z-axis as shown in Fig.1(b). The composition vector by three angular 
velocity vectors resulting from the stators has a component vectors in each x, y, and z 
axial direction. Consequently, the rotor can rotate around these axes with freedom. 
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(a) 

 

(b) 

Fig. 1. Mechanism of the SUSM: (a) angular velocity vector from 3 stators of the spherical rotor 
and (b) placement of 3 stators from x-z plane 

The target angular velocity vector ω, obtained by processing videos from camera, is 
equal to the sum of three angular velocity vectors ω1, ω2 and ω3 resulting from three 
stators: 

1 2 3ω = ω +ω +ω  (1)
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Where the scalar quantities ω1, ω2 and ω3 are determined by the magnitude, frequency 
and phase differences of the voltages applied to the stators. From (1)-(4), the desired 
angular velocity vector ω is expressed as 
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2.2 Driving Model of the SUSM 

We apply the traveling wave ultrasonic motor with a spherical rotor into the bionic eye. 
The driving model of the traveling wave ultrasonic motor at the geometry of the stators 
and the spherical rotor is described to calculate the motion of the SUSM, as shown in 
Fig.2. 
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Fig. 2. Geometrical relationship on the contact area of the rotor and the stator 

Taking a fundamental coordinate system σ(OXYZ) with the origin at the center of 
the rotor and the z-axis as the vertical, the plane that intersects the origin perpendicular 
to the z-axis is the x-y plane. We take the x-axis to be the line from the origin passing 
through the stator S1 and the y-axis as the line passing through the origin perpendicular 
to the x-axis and z-axis. Meanwhile, we build a coordinate system 1 1 1 1( )Ox y zσ  with its 

x1-axis coinciding with the shaft axis of stator S1 and its y1-axis coinciding with the 
y-axis. So we get the transfer matrix A01 fromσ1 toσ. 
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An arbitrary contact point P1 between the rotor and the stator S1 is expressed in theσ1 as 
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And P is the same point expressed in the σ as 

1

sin sin cos cos cos

cos sin

cos sin sin cos cos

R

α φ α φ θ
φ θ

α φ α φ θ

− 
 = = − 
 + 

01P A P  (8)

When the rotor is rotating with a target angular velocity vector ω, the velocity vector V1 

of point P is expressed as 

1 = ×V ω P  (9)

Here we decompose V1 to two sub vectors Vt1 and Vn1. Vt1 is the tangential subvector 
with the same direction with S1’s crest velocity vector Vs1 and Vn1 is the vertical 
subvector. They are expressed as 

( )11
T

n p p= ⋅V n nV  (10)
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( )11
T

t p p= ⋅V t tV  (11)

Where tp is the direction vector of Vt1 and np is the direction vector of Vn1. They are 
calculated as 

[ ]0 cos sin
T

p θ θ= − −01t A  (12)

sin cos sin cos cos

sin sin

cos cos sin sin cos
p p

α φ φ α θ
φ θ

α φ α φ θ

+ 
 = × =  
 − 

P
n t

P
 (13)

The driving force Fd is produced by the vibration of stators along the tangential 
direction of frictional circle. Meanwhile the frictional resistance Ff between stator and 
rotor is engendered by their relative motions. At the contact point P in stator S1, the 
driving force and the frictional resistance are given by 

( )1 1 1d s t Nμ= −F V V   (14)

1 1f n Nμ= −F V  (15)

Where μ is the friction coefficient and N is the preload. 
So we can get the driving torque and frictional torque of stator S1: 

2

1 102d d

n
d

π
θ

π
= ×T P F  (16)

2

1 102f f

n
d

π
θ

π
= ×T P F  (17)

Where n is the count of wave crests in a contact circle. In addition, Stator S2 and Stator S3 
produce driving torques Td2, Td3 and frictional torques Tf2, Tf3 to the rotor, which are 
calculated by the same method. Consequently, when the rotor rotates, its driving torque is 

1 2 3 1 2 3d d d f f f= +T T +T +T T +T +T  (18)

3 Design of Bionic Eye Using a SUSM 

3.1 Eyeball 

Our bionic eye uses SUSM as a camera actuator and a rotor as its eyeball. Our aim to 
design a bionic eye is to get a novel agile PTZ and achieve some similar eye movements 
controlled by our oculomotor control model. So the outer rotor-type SUSM [8] is not 
suit for our application because of its big moment of inertia and low response. Here the 
spherical rotor is a shell structure holding a camera and a MEMS sensor to, driven by 
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three vibrating stators. We use an industrial high-definition camera combining with 
image processing technology to obtain good videos. The sensor is a miniature attitude 
heading reference system (AHRS), utilizing which we get a feedback signal to achieve 
loop control of the eyeball’s attitude, and it is also a good measuring device to measure 
the SUSM’s angle, rotational speed and response time, depending on its good 
performance.  

In addition, the rotor is split up to two parts for assembling a camera and a sensor 
into it. Its surface will meet the requirement of friction drive from three stators when 
besmeared with friction material. Here the diameter of rotor is 60mm, limited by the 
dimensions of the camera and the sensor but with no impact of the compactness of the 
bionic eye. 

3.2 Driving Stators 

The stator is a key part to determine the performance of SUSM, which is an annular 
metallic body whose one side is equally spaced dentalation and another side is adhered 
by several piezoelectric elements. When AC voltages at a resonance frequency are 
applied to the piezoelectric elements, the piezoelectric element expands or contracts 
depending on the pole direction. Traveling waves are generated by the combination of 2 
stationary waves, each having position difference and temporal phase difference of π/4. 
The stator transmits energy to the rotor through contact with stators. 

Generally the material of stators is tin bronze which is a kind of non-magnetic 
metallic elastomer with good conductivity and thermal conductivity.We use ANSYS 
Workbench to analyze the modal frequencies of a stator for optimization design, and 
finally we select the modal B09 with 49603Hz in Fig.3(a) and 49607Hz in Fig.3(b)as 
two approximate resonance frequencies. Then we get an optimal working frequency 
through the harmonic response analysis by exerting sine potentials. Fig.4 shows a 
stator’s result of harmonic response analysis and we can see the maximum amplitude is 
generated on the working frequency of 49605Hz. 

 

(a) 49603Hz of modal B09   (b) 49607Hz of modal B09 

Fig. 3. The model B09 of a stator 



354 J. Luo et al. 

 

 

Fig. 4. The result of harmonic response analysis 

3.3 Preloaded Apparatus 

From the above analysis, we get the maximum amplitude of each vibrating stator, only 
0.68μm, which means that the inside edges of stators must be in contact with the rotor. 
According to the driving model of SUSM, it is easy to control the SUSM when three 
preloads have a same value and symmetrical directions all through the center of rotor. 
So the following preloaded apparatus is added, as shown in Fig.5 (a). The stator is fixed 
to the center hole of a coil spring via a shaft, which is limited to move along the axial 
direction of stator by a ball-bushing. 

    

                    (a)                                 (b) 

Fig. 5. The preloaded apparatus (a) and the coil spring’s displacement analysis for the case in 
which 50N is preloaded (b) 

The coil spring has three Archimedes spirals and three pins fixed on the stator 
support. The result of static analysis obtained by FEM in Fig.5 (b) shows that the stator 
generates a preload of 50N when the spring is deflected to 2.3784mm at axis. This 
structure of spring has a benefit to adjust the rotor automatically. Furthermore, we add a 
spacer to regulate the actual preload by changing its thickness. 

4 Simulation and Analysis of Bionic Eye’s Virtual Prototype 

In this section, a virtual prototype is used to predict the performance of our bionic eye 
in ADAMS, with its setup shown in Fig.6, and its parameters are given in Table.1. It is  
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Fig. 6. Parameter setup of virtual 
prototype 

Table 1. Parameters for the simulation of SUSM 

Quantity Symbol Value 
Radial of the rotor R 37mm 
Inner radial of the stator sr  16mm 

Outward radial of the stator sR  20mm 
Tilted angle of the stators α 105° 
Number of the dentalation dn  60 
Height of the dentalation H 3.5mm 
Coefficient of friction μ 0.15 
Number of the waves n 9 
Resonance frequency f  Hz 

Amplitude of the travelling wave
fA  0.68μm 

Preload N 50N 
 

 

necessary and beneficial to improve the design scheme and reduce mistakes before 
physical prototype. 

SUSM can be controlled by the phase difference of two impressed AC voltages, 
electrodes A and B. We choose three phase differences of 30°, 60° and 90° to simulate 
and analyze the relationship between Torque and rotational speed from each twelve sets 
of results from ADAMS Postprocessor, as shown in Fig.7, indicating that it is  
linear and the phase difference controllability is effective. If we choose the phase 

difference 90°to get the best performance, we can get that the rotational speed is 
60rpm, good enough, when the torque 80mNm meets the demand of holding torque in 
some bumpy environments. Obviously SUSM’s performance is suit for the application 
of bionic eye. 

 

Fig. 7. Torque and rotational speed characteristics 

5 Conclusion 

We have presented the design of a novel bionic eye based on SUSM, which has 
compactness, superior responsiveness and high accuracy because of no reduction gear 
and little moment of inertia only from a spherical rotor. Benefitted from SUSM, our 



356 J. Luo et al. 

 

bionic eye shows a good performance from its virtual prototype. Next, we will do some 
experiments on a real prototype and use the oculomotor control model developed by 
our research group to realize some complicated eye movements. 
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Cooperative Control for UAV Formation Flight  
Based on Decentralized Consensus Algorithm* 
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Concordia University, Montreal, H3G 2W1, Canada 

Abstract. Decentralized consensus algorithm is suggested to maintain a 
specified formation configuration of multiple Unmanned Aerial Vehicles 
(UAVs). As no explicit leader exists in the team, only the local 
neighbor-to-neighbor information between vehicles is needed for the proposed 
control strategy. Position of the virtual leader and attitude of each UAV is the 
convergence state variable chosen for the algorithm. Communication limits and 
measurement errors are also considered to improve robustness. Besides, the 
motion synchronization technology is incorporated to achieve coordinated 
control of the UAVs, such that coupled relative position errors are used to 
calculate the trajectory modification. Finally, conclusion is conducted based on 
the testing results with simulation examples. 

Keywords: Unmanned Aerial Vehicle (UAV), formation control, decentralized 
consensus, synchronization technology. 

1 Introduction 

Formation flight control of multiple Unmanned Aerial Vehicles has been an active 
topic in recent years[1-5] since it promises many practical applications, such as 
reconnaissance, surveillance, atmospheric study, communication relaying and search 
and rescue. Some of these tasks may be dangerous and will not be recommended for 
human pilots, thus making them ideal for autonomous unmanned vehicles. 

Recently, there are many research methods suggested on multiple UAVs control, 
such as leader following[6], behavior based approach[7], virtual leader[8] and artificial 
potential function[9]. In these methods, virtual leader is much reliable in modern war. 
Comparing with the traditional real leader, the virtual one can be never destroyed in 
physics. Moreover, there is a big problem in formation control that how to make full 
use of neighbor-to-neighbor information communication. Because using the 
information could improve synchronization of the entire formation. In the virtual leader 
approach used in this paper, decentralized consensus is induced to the entire formation 
is treated as a single entity. It can evolve as a rigid body in a given direction with some 
                                                           
*  This work is supported by the National Natural Sciences Foundation (NNSF) of China under  

Grant 60974146. 
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given orientation and maintain the geometric relationship among multiple vehicles base 
on a reference point in the virtual leader structure. For more specific formation flight 
problem of aircraft, a consensus is that the vehicles should be able to achieve tracking 
for given velocity, heading, and altitude commands[9,10] in order for a formation 
controller to be developed for the aircraft. An autopilot model that provides tracking 
capabilities for the three commands and the method of trajectory command 
modifications based on relative position errors is used as part of the control algorithm in 
this note. This method is coupled with the virtual leader approach to achieve formation 
flights for research. 

This paper is outlined as follows. In Section 2, the virtual leader structure is defined 
followed by distributed consensus formation algorithm. In Section 3, communication 
limits is analyzed and the synchronization technology is incorporated into the controller 
to suppress measurement errors. Simulation results on formation control of multiple 
flying wings are given in Section 4. At last, Section 5 offers conclusions and future 
research possibilities. 

2 Formation Control for UAVS 

Consider the formation of n  identical UAVS, and each is denoted by iU . They 

constitute of a graph },{ EVG = , where },,2,1{ nV =  is the set of nodes. 

VVE ×⊆  is the set of edges, and an edge of the graph G  is denoted by ),( jieij = , 

i.e., ije  is a directed edge from i  to j . The set of neighbors for node i  is denoted 

by }),(:{ EjiVjNi ∈∈= . iU  does not send information to iNj ∈ . Therefore iN  

is endowed with a neighboring unidirectional relation. That is, when iNj ∈ , a directed 

edge ),( ij  exists such that ij → , which means that sensory data comprised of 

position and velocity for j  flowing from j  to i .  

 

                    

Fig. 1. Virtual leader structure 

Formation stabilization obtained with the controller presented in the next section is 
guaranteed under the assumption that G  is a connected digraph. The formation 
geometry is defined by prescribed line-of-sight angle and relative distance between i  

information 
U1 

U2 U3 

virtual 

U4 
U5 U6
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and j  that are communicated from one node to another according to the graph. For 

brevity, morphing of the formation is not considered here; that is, relative distances 

are assumed time invariant. Finally, the formation comprises a virtual leader vehicle, 
which tracks a certain reference trajectory xyzI . 

Assumption 1. UAV formation is kept in a fixed geometry during the whole flight 
envelope, and each team member does not change its relative position in formation with 
time. 

Vehicle positions are attained with respect to an inertial frame xyzI . Each agent UAV is 

a rigid body with inertial position iρ , which is constructed by three dimensions. 

T

iiii zyx ),,(=ρ  (1)

Velocity and heading angle of iU  can be represented as iV  and iψ , respectively. 

 

Fig. 2. Virtual leader generated by iU  

The virtual leader is defined as FU  with initial position iFρ , which is generated by 

each UAV. In the autonomous cooperation, virtual leader is generated by each UAV. 
d

iFρ  is desired distance from iU  to the virtual leader. If each desired distance is given, 

the team geometry is identified to keep formation maneuvering. Figure 2 shows the 
relation of 

∈

+−+−=
iNj

d

jFj

d

iFiijxi xxxxae )]()[( ** , iFρ  and d

iFρ  considered in 

this study. 

d

iFiiF ρρρ +=  (2)

Relative distance between UAVS is denoted by iij Nj ∈,ρ .Assume that the formation 

maintains fixed geometry during flight, and similarly relative desired distance 

i

d

ij Nj ∈,ρ  between UAVS is fixed. The control objective of the team is that d

ijij ρρ →  

as ∞→t . Navigation equations for each UAV are selected as 
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where iμ  and iϕ  are flight path angle and azimuth track angle, respectively. If iU  

obtains information from jU , then kinematics equations is represented as follows 

iijjij

iiijjjij

iiijjjij

VVz

VVy

VVx

μμ
ϕμϕμ
ϕμϕμ

sinsin

sincossincos

coscoscoscos

+−=
−=
−=





 (4)

It can be easily seen that the position T

iiii zyx ],,[=ρ  is adjusted by trajectory 

commands T

iiii VT ],,[ μϕ= . In order to control the distance between UAVs, the 

control law of iiiV μϕ ,,  is designed to realize cooperation. 

2.1 Distributed Consensus Formation Control Algorithm 

Distributed consensus algorithm is a new control method with complete autonomy, 
which casts off dependence of ground station and all team members take participation 
in decision-making. Consensus algorithm needs common variables to achieve 
synchronization. Fρ  is the common variable. In the consensus algorithm, iFρ  

represents the position of virtual leader generated by each UAV, which is different at 
the beginning. As time going on, consensus algorithm makes jFiF ρρ →  as ∞→t . 

Specific control laws are designed as follows. 
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(5)

where γ  is a positive constant, and ija  is determined by the Laplacian graph. Let 
d

iFiiF xxx += , d

iFiiF yyy +=  and d

iFiiF zzz += , where T

iFiFiFiF zyx ),,(=ρ . Therefore, 

the control algorithm of iV  is obtained that 

2 2 2( ) xi xi yi yi zi zi
i xi yi zi

i

V V V V V V
V V V V

V

+ +
′= + + =

  
  (6)

where 
iV  is a second consensus algorithm consists of both position information and 

velocity information. In the design of attitude control, first consensus is capable of 
synchronization. 


∈

−−=
iNj

jiiji a )( ϕϕϕ  (7)
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jiiji a )( μμμ  (8)
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The objective of consensus algorithm is to guarantee that ji VV → , ji ϕϕ → , 

ji ϕϕ → , as ∞→t , which means that the formation fight can be realized. The Laplace 

matrix of digraph G  is defined as 

jialandallL ijij
Nj

ijiiij
i

≠∀−=== 
∈

,],[  (9)

and L  is a positive definite matrix. Let T

nFFFF xxxX ],,,[ 21 = , 
T

nFFFF yyyY ],,,[ 21 = , T

nFFFF zzzZ ],,,[ 21 = , T

nVVVV ],,,[ 21 = ,  
T

n ],,,[ 21 ϕϕϕϕ = , and T

n ],,,[ 21 μμμμ = . 

Then, the control algorithm (5), (7) and (8) change into 

( ); ( ); ( )x F y F z FV L X X V L Y Y V L Z Zγ γ γ= − + = − + = − +       (10)

ϕϕ L−=  (11)

μμ L−=  (12)

(10), (11) and (12) are matrix forms of the distributed consensus algorithm. 

2.2 Flight Path Control 

Flight path control is designed to control the trajectory of formation. The desired flight 
path angle is defined as dϕ . All UAVs in the formation aim to follow dϕ . Such that 

the control law of iϕ  is modified, which will not only realize synchronization for 

formation maneuver, but also complete trajectory planning. 

dϕ  is considered as a reference state in the consensus algorithm, which is the 

terminal convergence value for all iϕ . Then, new control law for iϕ  is generated with 

reference state. 

)()( di
Nj

jiiji
i

a ϕϕϕϕϕ −−−−= 
∈

  (13)

2.3 Consensus Stability 

Equation (6) is a second-order consensus algorithm, though equation (7) and (8) are 
both first-order consensus algorithms. In literature [11], first-order consensus algorithm 
achieving convergence only needs a directed spanning tree in communication graph. 

However, if second-order consensus algorithm reach consensus, a directed spanning 
tree is just a precondition, where γ  should be properly chosen as well. Now, γ  

should be chosen properly such that the control algorithm can reach convergence. It 
can’t be too small in order to avoid positive poles arising in the system[11]. According 
to our previous work [12], a sufficient condition is given that the polynomial with 
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coefficient T]1[ γ  should be Hurwitz. When communication topology has a directed 

spanning tree and 1>γ , xiV , yiV  and ziV  could achieve convergence. 

It is assured that xjxi VV → , yjyi VV →  and zjzi VV →  as ∞→t . In another word, 

0→xiV , 0→yiV  and 0→ziV  as ∞→t . Submitting them into (6), it is easy to 

concluded that 0→iV  as ∞→t . Consequently, control algorithm (6) can also 

achieve convergence at finite time. 

3 Robustness of Control Algorithm 

3.1 Communication Topology 

Considering the measurements from sensors with limited fields of views or random 
communication data loss, a unidirectional or bidirectional information flow topology 
can be considered. On account of low cost for miniature UAVs and a spot of airborne 
communication equipment, bidirectional ring communication topology is chosen to 
overcome these limits. Figure 3 depicts this communication topology. 

If there are communication faults between certain UAVs such as bidirectional 
communication changing into directional one, a directed spanning tree still exists in the 
topology. Only when bidirectional information flow is both invalid, consensus stability 
is completely destroyed. 

 

 

Fig. 3. Bidirectional ring communication topology 

3.2 Synchronization Technology 

Another objective in this project is to incorporate the motion synchronization 
technology to achieve coordinated control of the UAVs. Thus, the next step is to apply 
this technology in the controller. 

On the influence of navigation and range finding, position data ρ  contains 

measurement errors. 

* * *; ;i i i i i i i i ix x x y y y z z z= + = + = +    (14)

Such that the measurement values *** ,, iii zyx  are used to replace the values iii zyx ,, , 

where iii zyx ~,~,~  are measurement errors. Substitute (14) into (5) to get that 
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For simplicity, x  channel is chosen to analysis the control algorithm. The strategy 
uses the cross coupling concept to synchronize the relative position tracking motion of 
the aircraft. It utilizes synchronization errors 

∈
+−+−=

iNj

d

jFj

d

iFiijxi xxxxae )]()[( ** , which 

incorporates error information from different UAVs in the system, to identify the 

performance of synchronization. The cross coupled error *
xie  then couples the error 

ix~  and synchronization error xie  through a positive synchronization gain iβ . 

xixiixi exe β+= ~*  (16)

The objective of the synchronization strategy is to drive *
xie  of each UAV in (16) to 0  

by choosing the proper gain values, implying that both ix~  and xie  are driven to 0  

as well. In another word, the team uses information from each other to eliminate the 
errors synchronously. 

The coupled relative position errors from (16) are used to calculate the trajectory 

modification *
xiVΔ  and the new modified trajectory command that will be passed to the 

controller of the UAVs is **

xixixi VVV  Δ+= , where *

xiVΔ  is a PID controller. 

′++=Δ  *

0

***

xiDx

t

xiIxxiPxxi ekdtekekV  (17)

where , ,
Px Ix Dx

k k k  are proportional, integral and differential coefficients. The 

controllers for ,y z  channel are designed in the same way. Then, the control law for 

i
V  is concluded 

i

ziziyiyixixi

i V

VVVVVV
V

*** 
 ++

==  (18)

4 Simulation Evaluations 

The formation flight control system’s response to the virtual leader maneuvers is 
simulated using nonlinear models of UAVs. Six aircrafts are taken for our simulation, 
where all UAVs are considered similar. Flight path commands are decided by the 
virtual leader and performance of the whole formation UAVs are analyzed. Figure 4 
shows a communication network which has a directed spanning tree, which consists of 
six UAVs. An edge from UAV j  to UAV i  means that UAV i  can receive 

information from UAV j . 
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Fig. 4. Communication topology 

Simulations are performed on a maneuver followed by straight line travel for UAVs 
in a flight formation. An autopilot model developed for a MAGICC lab flying- wing 
UAV is used in the simulations. All the UAVs have to maintain an equilateral 
triangular formation, where every three adjacent UAVs constitute a small equilateral 
triangular with side length of m4 . Besides, they do not fly at an identical altitude. 2U  

and  3U  maneuver m4 lower than 1U , while 4U , 5U  and  6U  are m8 lower than 

1U . The virtual leader is in the front of 1U  with the distance of m4 . However, the 

team does not start at the desired positions at the beginning of the flight. No collision 
avoidance algorithm is implemented. 

The initial position of each UAV are T]1200,20,30[1 =ρ , T]1195,10,20[2 =ρ , 
T]1190,0,10[3 =ρ , T]1185,10,0[4 −=ρ , T]1180,20,10[5 −−=ρ  and 

T]1175,30,20[6 −−=ρ . Initial flight path angle and azimuth track angle are selected 

as T]5,10,5,5,0,5[  −−−=μ  and T]40,20,75,65,0,45[ =ϕ , respectively. There 

are white Gaussian noises in the measurement of position with mean value of 0  and 
variance of .5m0 . 

Formation control is then implemented for the UAVs based on virtual leader 
approach and trajectory modifications as proposed in Section 3. The setup for the 
simulation is the same as before and the gains used for the trajectory PID controllers are 
given in Table 1. 

Table 1. Control Gains of PID Controller 

Parameter Value Parameter Value Parameter Value 

PxK  5 
IxK  0.5 

DxK  0.3 

PyK  0.005 
IyK 0.0005 

DyK 0.0003 

PzK  1 
IzK  0.005 

DzK  0.003 

 
The synchronization technology in Section 3 is incorporated in the controller. The 

synchronization gains xiβ , yiβ  and ziβ  for these vehicles are being set to 1 . 

Applying the suggested control law, Figs. 5-7 illustrate the flight path angle, the 
azimuth track angle and the velocity of the team, which show that each information 
variable achieves consensus quickly for the bidirectional ring structure.  
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Figs. 8-10 are iFρ  states in the first seconds. At the beginning, the virtual leader 

generated by each UAV is at different position. As time goes on, the positions coincide. 
It can also be seen that disturbances in the measurement of position information can be 
depressed by the synchronization strategy. Distributed consensus algorithm is still 
effective with disturbances. The trajectory of the team is depicted as Fig. 11. 

5 Conclusions 

A distributed consensus formation control strategy is proposed for multiple UAVs in 
this paper. In the proposed strategy, neighbor-to-neighbor information communication 
affects maneuvers of each UAV. To improve the robustness of communication, 
bidirectional ring topology is chosen to suppress communication limits. Moreover, a 
synchronized PID controller is suggested to deal with measurement errors. Our future 
work will focus on formation control with time-varying geometry. 
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Abstract. Side scan sonar is an acoustic sensor which uses sound waves to 
generate side scan sonar images. Most adaptive behavior of AUVs would 
require that the vehicle be able sense the environment, detect objects of interest, 
localize and then change its current behavior. The first step toward this process 
would be the real time processing of its sensor data for object identification. In 
this paper we present an approach to real time processing of side scan sonar 
data using texture segmentation and classification. Given a side scan sonar 
image, texture is used to classify the image into four major categories - rocks, 
wreckage, sediments and sea floor. The image is first broken into relevant areas 
based on edge density and edge orientation statistics. Laws texture energy 
measures are then computed on these areas. The texture energy feature vector 
for each sub region is then classified using clustering algorithms.  

Keywords: Side-scan images, AUVs, Texture, Clustering. 

1 Introduction 

An autonomous underwater vehicle (AUV) is a robot which travels underwater 
without requiring input from an operator. These AUVs are generally used for 
commercial, military, and research purposes. AUVs rely on multiple sensors to gather 
information about its environment. Some of these sensors include - Side scan sonar, 
Doppler Velocity Log (DVL) and forward looking sonar. A side scan sonar array is 
used to efficiently create an acoustic image of large areas of the sea floor. Side scan 
sonar data is also used to detect debris and other objects of interest in underwater 
environments.  Most common use of side scan sonar data is via post-mission 
processing to locate objects of interest through manual inspection. Typical 
applications include the detection and tracking of pipelines, cables and mine like 
objects.  

This paper proposes an approach to performing real time processing of side scan 
sonar data for feature extraction, detection and classification of objects of interest in 
an underwater environment. The approach proposed in this paper can also be used to 
address the simultaneous localization and mapping (SLAM) problem. Simultaneous 
localization and mapping is used by robots and autonomous vehicles to build a map 
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within an unknown environment or to update a map within a known environment 
while localizing itself in the map.  

The scope of this paper involves presenting a framework for real time processing 
of side scan sonar data in order to extract and classify objects. The implementation of 
this approach works on an input which is an accumulated side scan sonar data stream. 
The raw data captured by side scan sonar is converted into image format before being 
fed into the algorithm. The logging of side scan sonar sensor data is assumed to be 
one column every second (most side-scan sensors operate at 1Hz).  

Extraction and classification of underwater images would have multiple 
applications, including but not limited to adaptive behaviors, detection of mine-like 
objects and identifications of wreckage etc. In this paper we make the assumption that 
the number of classes of objects that we are classifying is known a priori. This 
assumption is required and reasonable as making any algorithm capable of large 
number of classification intractable. Also computing capabilities on-board AUVs 
typically tend to be limited. 

Results presented in this paper on side scan sonar images are obtained from 
SportScan, YellowFin and Klein on an Iver-2 AUV. Figure 1 shows a sample side-
scan image with two 2 textures - rock and sediments, manually segmented. 

 

Fig. 1. Manually Segmented Sediment from a Klein 3500 Side Scan Image 

2 Previous Work 

The processing of side scan sonar images, in order to study seabed, riverbed is most 
often performed via post processing. Here we review some papers that relate to 
underwater image processing. Daniel, Le Leannec, and Roux presented a method for 
the matching of real world images in underwater images, acquired with acoustic  
 



 Segmentation and Classification of Side-Scan Sonar Data 369 

sensors. As a final objective, the system aims at matching data from two-dimensional 
scenes [1]. The proposed approach uses hypothetical reasoning based on objects, 
represented by shadows and echoes in the sonar images. Using qualitative 
representation for robust features, measures which are invariant to changes in sonar 
settings and noise characteristics is addressed [1]. The approach developed does not 
work in real time. Another approach developed by Celik and Tjahjadi attempts to 
extract features using an unsupervised multistage seabed segmentation algorithm from 
side scan sonar images. Feature vectors are created using multi-resolution inter- and 
intra-scale data [2]. But there no real-time approach to performing such tasks is 
presented. Performing these tasks real time would help to minimize the time and cost 
of every operation. One of the approaches to identify underwater lengthy objects like 
cables and pipelines uses Hough transform in [3] and [4]. These approaches require 
the complete side scan sonar image to find lengthy objects. Hough transforms also 
tend be very expensive in terms of time and space, as it involves exhaustive search of 
the parameter space.  

Finding active contours is one of the highly researched areas in side scan sonar 
processing. The basic idea in active contour models or snakes is to evolve a curve, 
subject to constraints from a given image, in order to detect objects in that image. For 
instance, starting with a curve around the object to be detected, the curve moves 
toward its interior normal and has to stop on the boundary of the object [8].  

There are several approaches to performing texture segmentation, but there are 
limited algorithms in the literature for finding texture boundaries in real images in the 
absence of prior models of the specific textures present. One such method is to 
compute large binary objects by convolving the image with a Laplacian of Gaussian 
(LoG) of small sigma, finding attributes of these blobs, and using statistical tests to 
identify local properties of blob attributes [6]. Voorhees and Poggio talk about finding 
texture boundaries in images based on a computational model of human texture 
perception [5]. Texture classification with the help of spectral histogram is one the 
highly used methods.  

Based on a local spatial/frequency representation, Liu and Wang employ a spectral 
histogram as a feature statistic for texture classification. Using a filtering stage and a 
histogram stage local structure of images and the global appearance of texture are 
extracted. The distance between two spectral histograms is measured using χ2-
statistic. The spectral histogram with the appropriate distance measure shows several 
key properties that are important for classification using texture [7]. 

Unlike the previous approaches described, the framework proposed in this paper 
works real time on side scan sonar images. The algorithm presented in this paper uses 
input accumulated from side scan sonar sensor to find objects of interest. Edge statistics 
of an object and texture energy measures are used to extract features from the input 
stream. Texture segmentation is performed based on edge statistics and texture energy 
measures. Texture classification is performed on the segmented regions. Clustering 
algorithms are used in order to classify them into different categories. Fuzzy C-means 
and K-mean clustering algorithms are used to perform classification. 
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3 Approach 

The algorithm presented in this paper is divided into two parts, texture segmentation 
and texture classification. Texture segmentation is performed using edge statistics. 
Calculating texture energy measures using Laws Texture Energy is the intermediate 
step between segmentation and classification. Texture classification is the last part of 
the algorithm which is performed using a Fuzzy C-means clustering algorithm. Figure 
2 shows the steps involved in this approach. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Real Time Segmentation and Classification of Side Scan Sonar Images 

The algorithm begins by reading the real time input data as it comes from the side-
scan sonar. In the paper we are simulating the real time reading process by reading 50 
columns at a time of an input data (converted into jpeg format). The image read has 
central swath (the shadow directly below the vehicle) in it. Side scan sonar sensors are 
typically mounted on the side of the AUV which cannot capture the region directly 
below the AUV. After reading the input data first step is to remove this central swath. 
The central swath is removed by starting from the center of the image and scanning in 
either direction till actual data is found. Then data on either side is stitched together. 
After removing central swath the image is used for segmentation.  

The next step is the detection of shadows in the image. Existence of shadow 
represents presence of objects in nearby area. Segmenting shadow regions is therefore 
first step towards locating objects of interest. The regions having pixel intensity value 

Read Data and Remove 
Central Swath 

Segment Shadow Regions 

Classify Segments Based on 
TEMs 

Calculate Texture Energy 
Measures For Segments 

Segment Regions Based on 
Edge Statistics 
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less than 30 are marked as shadow pixels. Remaining regions are used in the next step 
- calculating edge statistics. Regions are segmented based on edge density and edge 
orientation values. Edge density corresponds to total number of edges in a specific 
area. Edge orientation corresponds to direction of those edges in that specific area. 
There are four possible directions for an edge, diagonal up, diagonal down, vertical 
and horizontal. This step is performed to identify regions of (edge) activities for both 
segmentation and classification. Essentially this step is performed to segment 
foreground objects (rocks, sediment and wreckage) from the background (seafloor). 

Based on these edge statistics, the image is segmented.  The next step involves 
computing Law's Texture Energy measures. Law's texture energy measures are 
calculated for segmented foreground regions. It uses the following 1-dimensional 
kernels to calculate texture energy measures.  

L5 (Level)  =  [1 4 6 4 1] 
E5 (Edge)   =  [-1 -2 0 2 1] 
S5 (Spot)  =  [-1 0 2 0 1] 
R5 (Ripple)   =  [1 -4 6 -4 1] 
W5 (Wave)   =  [-1 2 0 -2 1] 

2-dimensional kernels are created by cross multiplying complement of 1-dimensional 
kernel with all other kernels.  

 

Fig. 3. Histogram of Selected Texture Energy Measures 
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Using the 14 texture energy measures, Information Content analysis was 
performed and narrowed to 6 features to be used for classification. Information 
Content provides a numeric representation of 'information' contained in a feature with 
respect to a feature. Features that contribute very little to classification were 
eliminated. As the feature we are trying to segment is known a priori, calculating the 
information content is relatively straight forward. Figure 3 shows the histograms of 6 
selected texture energy measures. Each chart represents a 2-d kernel feature applied to 
samples belonging to rock data (1-7), samples belonging to sediment data (8-11) and 
samples belonging to wreckage data (12-25). These six kernels provide statistically 
the largest difference between the samples. Based on this difference between values 
we can classify them into separate categories.  

Classification is a two-step process. In first step we are using Fuzzy C-means 
clustering algorithm to create separate clusters for input segments. In the second step 
we identify these cluster based on a priori knowledge of representative cluster feature 
vectors.  

4 Results 

4.1 OceanServer's Iver2 AUV 

The side scan sonar images used in this paper are captured by an IVER2 AUVs by 
OceanServer Technology. The AUV that was used for data collection had the 
following characteristics - 68.52 inches in length and 5.82 inches wide, a 10 Beam 
Doppler velocity log (DVL), a Klein L3 3500 side scan sonar, Imagenex profiling 
multibeam sonar sensors. Side scan sonar sensor is 22 inches in length and 1.6 inches 
wide which is used to capture seabed in form of acoustic images.  

4.2 Data 

The side scan sonar images captured by the AUV shown in Figure 4 are from 
Narragansett Bay, Rhode Island. During the mission, the vehicle depth was 
maintained at 4 meters from the surface. The average speed of vehicle was 2 knots.  
Side scan sonar frequency was set to 900 kHz.  

Figure 4 (a) shows the original side scan sonar image without removing central 
swath. Figure 4 (b) shows the image after removing central swath. This image is used 
for further analysis. Figure 4 (c) shows the regions with segmented shadows, 
performed real time. Figure 4 (d) shows the two segmented textures, rock and 
sediments. This segmentation is performed based on edge statistics for a region. 
Figure 4 (e) shows the objects classified as wreckage, sediments and rock. 
Convention used is blue color mask for wreckage, red color mask for sediments and 
green color mask for rocks.  
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Fig. 4. Segmentation and Classification Results 
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(d) 

 

(e) 

Fig. 4. (continued) 

Table 1. Raw Data Count Confusion Matrix for Classification 

 
 

Total 
Count 

Rock Wreckage Sediment Shadow Floor 

Rocks 750 639 55 40 0 16 
Wreckage 900  67 791 14 0 26 
Sediment 370 33  0 330 0 7 
Shadow 450 10  17 0 432 0 

Floor 880 25 24 8 0 823 
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Table 1, column1 shows the total instances of rocks, sediments, wreckage, 
shadows and seafloor based on manually identifying 50 x 50 (pixels) regions of the 
side-scan images that were used for testing the presented approach. These are from 
multiple runs of the AUV in the same region over the wreckage.  

Table 1 also presents the raw classification numbers of our approach. The columns 
rocks, wreckages, sediments, shadow and floor displays the occurrences found out by 
the algorithm. For example in first row out of 750 occurrences of rocks 645 were 
classified as rocks, 52 were classified as wreckage, 38 were classified as sediments, 0 
were classified as shadow and 15 were classified as floor. Classification results 
between rock, wreckage, and sediment overlaps with each other.  

The confusion matrix is shown in the Table 2 as percentage of correct 
classification. The shadow and floor classification towards itself is 95% and 96% 
respectively. Classification results between rock, wreckage, and sediment overlaps 
with each other. 

Table 2. Confusion Matrix for Percentage Classification 

 Rock Wreckag
e 

Sediment Shadow Floor 

Rock 85.20 7.33 5.33 0 2.13 
Wreckage 7.44 87.89  1.55  0  2.89 
Sediment 8.91 0  89.18  0  1.89  
Shadow 2.22  3.77  0  96  0 

Floor 2.84  2.72  0.91  0  93.53  
 
Table 3 shows the amount of under and over segmentation done for every class. 

Under and over segmentation usually happens at the boundary of the object. For 
example given wreckage, if algorithm classifies wreckage part as a floor it is said to 
be under segmentation for wreckage and over segmentation for floor.  

Table 3. Under and Over Segmentation 

Class 
Under 

Segmentation  
Over 

Segmentation 
Rock 14.80% 5.19% 

Wreckage 12.11% 3.91% 
Sediment 10.82% 2.08% 
Shadow 4.00% 0.00% 

Floor 6.47% 1.98% 
 
The under segmentation column for rock is the percentage of area which was under 

rock category but it was not classified as rock. It may be classified as wreckage, 
sediment, shadow or floor. Under segmentation for wreckage, sediment, shadow and 
floor was calculated in a similar fashion. The issue of under segmentation where the 
application is missing some of the features due to window size of 50x50 can be 
improved by choosing appropriate smaller window size. Over segmentation column 
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for rock is the percentage of area which was not under rock category but still 
classified as rock. The issue of over segmentation is not significant with a maximum 
error under 6%. Overall the performance of the algorithm for segmentation is shown 
to be very effective for the classification of wreckage, sediment, rocks, shadows and 
floor. 

5 Conclusion 

Autonomous Underwater Vehicles (AUVs) are being deployed to perform complex 
tasks requiring very high degrees of accuracy and precision. Any sort of adaptive 
behavior will require on-board processing. Side-scan sonar sensors are capable of 
producing high-quality acoustic images of the seabed. Being able to process these 
images quickly would prove to be invaluable to researchers. In this paper we present 
an approach to real-time segmentation and classification of side-scan data. Effective 
classification can lead to elegant solution to the SLAM problem as well as creating 
adaptive behaviors in AUVs.  
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Abstract. This paper presents a study of vision guidance system of AGV using 
ANFIS(adaptive network fussy inference system). The vision guidance system 
is based on driving method that recognize obvious characteristic object like 
driving line and landmark. It has an advantage in its ability to get more data 
points than other induction sensor of AGV. However, it is hard to build such a 
system because the camera used for vision guidance system is severely affected 
by disturbance factor caused by varying brightness of light. Therefore, we have 
designed and created a dark-room environment to minimize this disturbance 
factor. However, due to the reduction of viewing-angle by minimized dark-
room design, it is difficult to control using PID which is commonly used in 
driving control, on fast converted driving line. Therefore, this paper proposes 
vision guidance method of AGV using ANFIS. AGV modeling is done through 
kinematic analysis for camera and created dark-room environment. Steering 
angle by double wheel input is revised through FIS. This data is trained by 
hybrid ANFIS training method, and it is used for driving control. To do 
performance test of proposed method, we have conducted series of experiments 
by creating a simulation model of AGV. We also conducted a comparative 
analysis of proposed method with PID control. 

Keywords: vision guidance system, AGV, PID, ANFIS, driving control. 

1 Introduction 

AGV is used at various applications to do tasks that are normally hard, even 
impossible to be completed by human. Due to these particular features, various 
industrial automation systems use AGV for loading, unloading, transporting and 
automating various tasks that normally require human intervention. The development 
of various automation processes and techniques for industrial production particularly 
reduced the cost associated to distribution of many industrial goods adding an 
competitive edge to overall production and distribution scheme. The increasing 
importance of the AGV in industrial applications contributed the growing number of 
studies for localization and driving control techniques as well as exploring new 
guidance system technology related to AGV [1-2]. 

The AGV guidance method, as a key element of AGV technology is divided into 
two parts: one is wireless guidance method and the other is wired guidance method. In 
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wireless guidance method, the position of the AGV is calculated by triangulation 
using the receiver or the transmitter which are installed on the wall, the ceiling and 
the pillar. However, wireless guidance method is affected by the disturbance element 
from the environment which introduces the significant level of errors when the 
receiver or the transmitter processes incoming and transmission signals. Wire 
guidance method is based on a guided line that is laid on the surface of the floor 
which the vehicle follows. This method is frequently used in the payload delivery 
system due to its safety feature. However, the drawback of this method is that it 
requires the high cost to lay the guiding line. Another drawback of this method is that 
it has the low-flexibility in reconfiguring itself to adapt to newly changed 
environment - the guide line needs to be laid again according to new path 
configuration. Recently, there are growing interests in finding new vision guidance 
system that is cost-effective. Vision guidance system distinguishes the landmark or 
guide line from the input image from AGV camera and uses this landmark to guide 
the AGV. In the past, problem associated with computer processing time of vast 
amount of image information was the major stumbling block in choosing the right 
model. However, in recent days, the difficulty in this area has seen major 
improvement due to the advances of computer technology [3-5]. 

After the AGV based on optical guidance system obtains images from mounted 
camera, images get decomposed and feature guidelines and landmarks from the 
surround environment are identified using image transformation routine. However, 
due to the limitation inherent to the camera in its ability to resolve different elements 
of images at varying brightness of the light, some information within image is lost.  
This paper proposes a noble vision guidance system less affected by disturbance 
factors caused by different brightness of the light. To achieve this goal, darkroom 
environment is designed and set up in such way uniform brightness level is 
maintained throughout the room. The type of controls established for the driving are P 
control, PI control and PD control. However, they each have the problem. Therefore, 
the driving control method has been used mainly PID control that integrated 
advantages. However, PID control method is simple structure and efficient in the 
linear system, whilst that is difficult to apply in nonlinear environment and varying 
System. In this paper, optical guidance system using ANFIS(Adaptive neuro-fuzzy 
inference system) is proposed for effective driving control of AGV according to the 
driving line to the rapidly changing. 

ANFIS commonly is used to optimization in control and prediction because it is 
possible function approximation of input value and output value. Proposed method 
measure guide line in acquired image from camera with AGV and then it input to 
ANFIS calculated center error of AGV and inclination. It learns input value using 
hybrid learning method and control drive of AGV through output value. 

2 Model of Vision Guidance System 

To verify the proposed method, we designed the simulator of AGV based on vision 
system as Fig. 1.  
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Driving method of the AGV model is to use differential wheels that speed 
difference of two wheels decides to drive AGV whether in a straight line or around a 
curve. This AGV is controlled after acquiring image that has a constant brightness. 
However, a general image has a problem of light disturbance which is disadvantage of 
the camera. To minimize the problem, a camera is equipped with a darkroom in this 
paper. The kinematic analysis of AGV’s movement is required for driving control of 
AGV. Figure2 shows the analyzed kinematic model of the used AGV.  

In Fig. 2, WL and WR are angular velocities of each wheel that were calculated 
from encoders on the AGV. vL and vR as linear velocities of each wheel can be 
derived by Eq. (1) that is composed of angular velocity of each wheel and the wheel 
radius. 

 

Fig. 1. System configuration of used AGV 

 

Fig. 2. Kinematics of experimental AGV 

,L L R Rv w R v w R= × = ×
                          (1) 
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Linear velocity of AGV can be calculated by Eq. (2) that is composed of values 
obtained from a breeding Eq. (1). 

2
L R

k

v v
v

+=
                                    

(2) 

Angular velocity of AGV can be obtained by calculating Eq. (3) is composed of L, vL 

and vR. L means the rotation axis of left-wheel to rotation axis of right-wheel the 
distance. 

1tan R L
k

v v

L
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Using the angular velocity, linear velocity of AGV has moved to distance and angle 
of Eq. (4) is shown in. 
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Eq. (4) can be used for controlling speed value of two-wheel, position value can be 
determined. Installed darkroom and optical in the actual AGV and the devices were 
manufactured miniaturization to facilitate mounting. Driving line is used for detection 
as shown in Fig. (3). 

 

Fig. 3. Used camera module 

3 Driving Control Method of Vision Guidance System 

The AGV which contains the camera with darkroom has a short view, and the 
information of guidance line is changed quickly. Because of this, PID controller 
doesn’t correspond with the control system which considers the error of the AGV’s 
center position and the slope of guidance line. In this paper, to solve such problem, 
we proposed the driving control method of AGV using ANFIS algorithm [6-8]. 
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3.1 Detecting Method of Guidance Line 

To control accurately driving of the vision guidance AGV, both the current position 
of the AGV and target position are required. In this paper, we extract the current 
position of the AGV and the target position on the guidance line after detecting the 
guidance line from the image obtained by camera. Fig. 4 shows the detecting method 
which calculates center error of AGV and the slope of the guidance line. 

 

Fig. 4. The used method for detecting a guidance line 

The center position error presents the distance between the center of the guidance 
line and the center of AGV, and the slope of a guidance line presents the slope of a 
guidance line based on the heading of AGV. The center position and the slope of 
guidance line are calculated by Eq. (5). 

1tan

2

L
L

H

L center center

D

L

D AGV Line

θ −  
=  

 
= −

                       

(5)

 

3.2 PID Controller 

( )d p L L i LV K D K D dtθ= + + 
                        

(6) 

PID controller can be made by using center position and the slope of guidance  
line calculated from captured image. Eq. (6) represents about the equation for  
PID control used in the paper [9]. Vd is velocity-difference on reference voltage 
related to velocity. Eq. (7) shows that Vd is used for calculating velocity of wheels on 
both side. 

R reference d

L reference d

V V V

V V V

= +

= −                                  
(7) 
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3.3 ANFIS Algorithm

 ANFIS algorithm was proposed by Jang in 1993, it has excellent performance for 
function approximation. Recently, it was broadly applied to time series prediction and 
system control. Optimization methods of ANFIS parameters include gradient training 
method and hybrid training method. In this paper, hybrid training method which is a 
combination of different two training rules is used instead of gradient method that is 
slow and has highly possibility converged at local minimum. Hybrid training method 
optimizes conclusion parameters using LSE algorithm at forward-direction training 
and optimizes conditional parameters using Gradient descent method at backward-
direction [10]. Fig. 5 show overall configuration of ANFIS. 

 

Fig. 5. Structure of ANFIS 

 

Fig. 6. If-then rule of Sugeno type 

If-then rules of used ANFIS are shown in Fig. 6 where SD1 is center position and 
SD2 is angle of guide line. Data are linguistic variables that has next set 
{M(middle),L(left),VL(very left)}. Z is input value of double wheel for SD1 and 
SD2. In this paper, training data are scan-line data and velocity-related voltage gap as 
input-output data of ANFIS. It is attained by driving AGV through PID control. 
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4 Experimental Result 

4.1 Experimental Environment 

To experiment, we installed two cameras in front of AGV as Fig. 7. First camera 
slantingly is installed to control PID. Second camera is installed in dark-room to 
vertical direction from ground. 

 

Fig. 7. Experimental AGV 

Experiment space is 360 cm × 360 cm. We attached guide line as Fig. 8 and were 
driving AGV at the speeds of about 16 cm/s. In addition, Experiment separate to get 
learning data and to recognition learned algorithm. 

 

Fig. 8. Experimental environment 

4.2 Extraction of Learning Data  

Experiments are conducted on the same guidance line as PID controller’s through  
the simulation what we designed. The driving result of proposed method is shown in 
Fig. 9. 
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Fig. 9. Experimental result 

Table 1 shows max value of the error distance and error angle in curved drive 
which proposed method is applied to. 

Table 1. Performance of ANFIS control 

 Traveling angle Error of the AGV’s center 

Max 15.18 degree 38mm 

 
Experimental results show that proposed method can drive stably without the 

derailment. 

5 Conclusion 

This paper presented the guidance method of AGV using vision guidance system. To 
develop the vision guidance system, we designed and used the AGV of differential 
driving type and the camera module. To reduce the disturbance from the brightness of 
the light for the weakness of the camera, we used the darkroom to detect the guidance 
line. To track the quickly changed guidance line on the driving effectively, ANFIS 
algorithm with hybrid learning algorithm is used for the driving control. We analyzed 
the performance of proposed method through the simulator with the modeling of 
AGV after the learning that used the measured data based on the PID controller. The 
experimental results based on the curve-driving which is occurred the most error, we 
verify the result that proposed method enables AGV to drive stably with reducing the 
error and no derailment. 
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Abstract. In this paper two useful control techniques are applied to
a Quadrotor helicopter to control the height and while carrying a pay-
load weighing one-fourth of its total weight as well as dropping the pay-
load at a predetermined time. The first technique used in this paper
is the Gain Scheduled Proportional Integral Derivative (GS-PID) con-
trol and the Model Predictive Control (MPC) algorithm is studied sec-
ondly. Both algorithms showed a very promising performance. Finally,
both algorithms are successfully implemented on an unmanned quadro-
tor helicopter testbed (known as Qball-X4) available at the Networked
Autonomous Vehicles Lab (NAVL) of Concordia University for height
control to demonstrate effectiveness and stability of the two techniques.
The results are presented and compared at the last section of this paper.

Keywords: Unmanned Aerial Vehicle (UAV), Payload Drop, Gain-
Scheduled PID (GS-PID), Model Predictive Control (MPC).

1 Introduction

Unmanned helicopters have become increasingly popular platforms forUnmanned
Aerial Vehicles (UAVs). Initially started with linear control algorithms such as
PID control [1] or LQR control [2], linear control methods proved not to be promis-
ing for the nonlinear quadrotor system. The problem of nonlinear control design
has been addressed using several methods such as feedback linearisation [3], slid-
ing mode control [4], Model Predictive Control [5], and back-stepping control [6].
Nevertheless, among these studies, maximum take-off weight has always been as-
sumed to be constant with flight time and the effects of either gradual or abrupt
mass variation over the period of flight have not been well investigated in the cor-
responding literature. The issue of maximum take-off weight variation is of much
concern since for some specific applications like search and rescue or firefighting to
name but a few, abrupt or gradualmass variation is inevitable. Lack of publication
in this area was the main motivation of this work.
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Airdrop is a very useful and common manoeuvre (technique) for flying vehi-
cles for different civil and military applications such as: firefighting, delivery of
supplies to ground forces and also flight test of hypersonic and glider-type exper-
imental airplanes which need to be mounted on another flying vehicle and to be
released in the air. During the recent earthquake in Japan, military helicopters
were dumping seawater on a stricken nuclear reactor in north-eastern Japan to
cool overheated fuel rods inside its core. Also U.S. Joint Forces Command con-
tinues to develop the Joint Precision Airdrop System (JPAS) with new ways of
delivering supplies to ground forces while minimizing risks to soldiers. A joint
military utility assessment team recently observed and rated airdrops of cargos
of 6,000 to 10,000 pounds at Yuma Proving Ground, Ariz [7].

Proportional-Integral-Derivative (PID) controllers are the most widely used
controllers in industry. PID controllers are reliable and easy to use and to tune.
Gain-Scheduled PID (GS-PID) is a useful technique which can be used for the
times when the parameters or the state of the plant can change rapidly. In
aerospace application, different portions of the flight envelope can be considered
which needs properly tuning the controller gains.

Model Predictive Control is one of the rarest advanced control techniques
that is capable of systematic consideration of operational constraints that exist
on: Amplitude of the Control Signal, Rate of Change of the Control Signal, and
Control Systems Outputs/State Variables. An extensive study of the literature
reveals that the era of model predictive control can be broken down into three
decades of developments and achievements, rendering the third decades main
focus on the development of fast MPC [9].

This paper is structured as follows: Qball-X4, the quadrotor helicopter used
in the flight tests is described in Section 2 in terms of system hardware and
system software. Equations of motion governing dynamics of the vehicle are also
presented. Section 3 explains the GS-PID Control algorithm and discusses how
it can be applied to the control of an unmanned quadrotor helicopter over the
phase of payload drop. The structure of a discrete-time MPC framework and its
implementation is detailed in Section 4. Experimental results are presented in
Section 5, followed by conclusions and future work.

2 Description and Dynamics of the Quadrotor UAV
System

The quadrotor UAV available at the Networked Autonomous Vehicle (NAV)
Laboratory in the Department of Mechanical and Industrial Engineering at Con-
cordia University is the Quanser Qball-X4 system shown in “Fig. 1”. The quadro-
tor UAV is enclosed within a protective carbon fiber ball-shape cage (therefore
a name of Qball-X4) to ensure safe operation. It features four 10 × 4.7 inch
propellers and standard RC motors and speed controllers. The user interface
to the Qball-X4 is MATLAB/Simulink with QuaRC. The controllers are devel-
oped in Simulink environment with QuaRC on the host computer, and these
models/controllers are compiled into executable codes and downloaded on the
target (Gumstix) seamlessly. The system is composed of three main parts. The
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subsequent sections describe the corresponding mathematical model for each of
the three parts. More information regarding system’s hardware and software in
[10].

Electronic Speed Controllers, DC Motors, and Propellers—The actua-
tors of the Qball-X4 are out-runner brushless motors. The generated thrust Ti of
the ith motor is related to the ith PWM input ui by a first-order linear transfer
function

Ti = K
ω

s+ ω
ui (1)

where i = 1 2 3 4 and K is a positive gain and ω is the motor bandwidth. K
and ω are theoretically the same for the four motors but this may not be the
case in practice. It should be noted that ui = 0 corresponds to zero thrust and
ui = 0.05 corresponds to the maximal thrust that can be generated by the ith

motor.

Geometry—A schematic representation of the Qball-X4 is given in “Fig. 2”.
The motors and propellers are configured in such a way that the back and
front (1 and 2) motors spin clockwise and the left and right (3 and 4) spin
counterclockwise. Each motor is located at a distance L from the center of mass
o and when spinning, a motor produces a torque τi which is in the opposite
direction of that of the motor as shown in “Fig. 2”.

The relations between the lift/torques and the thrusts are

uz = T1+T2+T3+T4; uθ = L(T1−T2); uφ = L(T3−T4); uψ = τ1+τ2+τ3+τ3
(2)

The torque τi produced by the ith motor is directly related to the thrust Ti via
the relation of τi = KψTi with Kψ being a constant. In addition, by setting
Ti = Kui from (1), the relations (2) can be written in a compact matrix form
as ⎡

⎢⎢⎣
uz
uθ
uφ
uψ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
K K K K
KL −KL 0 0
0 0 KL −KL

KKψ KKψ −KKψ −KKψ

⎤
⎥⎥⎦
⎡
⎢⎢⎣
u1
u2
u3
u4

⎤
⎥⎥⎦ (3)

where uz is the total lift generated by the four propellers and applied to the
quadrotor UAV in the z-direction (body-fixed frame). uθ, uφ, and uψ are respec-
tively the applied torques in θ, φ, and ψ directions as illustrated in “Fig. 2”. L
is the distance from the center of mass to each motor.

Dynamics of the Quadrotor—A commonly employed quadrotor UAV model
is

mẍ = uz(cosφ sin θ cosψ + sinφ sinψ)

mÿ = uz(cosφ sin θ sinψ + sinφ cosψ)

mz̈ = uz(cosφ cos θ)−mg (4)

where x, y and z are the coordinates of the quadrotor UAV center of mass
in the earth-fixed frame. θ, φ, and ψ are the pitch, roll and yaw Euler angles
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Fig. 1. The Qball-X4 quadrotor UAV
(Quanser, 2010)

Fig. 2. Schematic representation of the
Qball-X4

respectively. m is the mass. If we fix the yaw angle to zero (ψ = 0) and consider
the roll and pitch angles to be very small then a simplified linear model can
be obtained in hovering conditions [11]. Therefore the linear model that can be
used for control design is given by

ẍ = φg; ÿ = −φg; z̈ =
uz
m

− g (5)

The Payload Releasing Mechanism—For the purpose of payload drop, a
servo motor is used in a simple configuration and is installed under the quadrotor
battery bay. The PWM signal generated by Gumstix computer controls the servo
motor to push/pull the metallic rod attached to servo horn. On the other hand,
the payload is hooked to the above mentioned metallic rod and can be released
at the desired time.

3 Gain-Scheduled Proportional Integral Derivative
(GS-PID) Controller

In view of the advantages of widely used Proportional-Integral-Derivative (PID)
controller and gain scheduling control strategy in aerospace and industrial

Fig. 3. Gain scheduling control structure Fig. 4. Servo based payload releasing
mechanism
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applications, a control strategy by using gain scheduling based PID controller is
proposed for payload drop using the UAV test-bed Qball-X4.

PID controllers are the standard tool in current industrial automation experi-
ence thanks to their flexibility making the PID controller capable of being used
in many situations. Many simple control problems can be handled very well by
using PID control. The algorithm of the PID controller is shown as following

u(t) = Kpe(t) +KI

t∫
0

e(τ)dτ +KD
de(t)

dt
(6)

where u is the control variable, e the tracking error defined as e = uc − y where
uc is the desired output and y is the real output of the system. KP , KI , and KD

are controller gains associated with proportional (P ), integral (I), and derivative
(D) actions, respectively [12].

Generally, if the change of dynamics in a system/process with the operating
condition is known, then it is possible to change the parameters of the controller
by monitoring the operating conditions of the process. This approach is called
gain scheduling because the scheme was originally used to accommodate changes
in process gain only. A block diagram of a control system with gain scheduling
mechanism is shown in “Fig. 3”.

The idea of relating the controller parameters to auxiliary variables is not
new, but the implementation of gain scheduling is still challenging in practice.
In this work, for GS-PID controller, a set of pre-tuned gains are applied to the
controllers under both payload carrying and payload drop conditions. In order
to obtain the best stability and performance of Qball-X4 under both conditions,
specially in payload drop scenario, the switching action from one set of pre-tuned
PID gains to another set plays a vital role in performance of the helicopter at
the moment of releasing the payload. In other words, if this transient (switching)
time is held long (more than one second) it can cause the Qball-X4 to overshoot
abruptly and cause a crash.

4 Discrete-Time Model Predictive Control

In this section the structure of discrete-time Model Predictive Control with in-
tegral action is discussed using the state-space methods. There are three general
approaches to predictive control design, each featuring a unique model struc-
ture. Among finite impulse response and step response models, transfer function
models, and state-space models, recent years have seen the growing popularity of
predictive control design using state-space methods, both in continuous time and
discrete time mainly due to simplicity of the design framework and shortcomings
of other mathematical modellings.

4.1 State-Space Internal Models with Embedded Integrator

As mentioned previously, model predictive control systems are designed based on
a mathematical model of the plant. In this approach, the model to be used in the
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control system design is taken to be a state-space model. By using a state-space
model, the current information required for predicting ahead is represented by
the state variable at the current time.

It is assumed that the underlying plant is described by

xm(k + 1) = Amxm(k) +Bmu(k) , (7)

y(k) = Cmxm(k) , (8)

where u is the control signal or input variable, y is the process output, and xm
is the state variable vector with assumed dimension n1. To meet the offset-free
tracking requirement, it is desired to change the model to suit our design purpose
in which an integrator is embedded.

Taking a difference operation on both sides of (7) and (8) followed by substi-
tution of (7) in (8) leads to the following state-space model[

Δxm(k + 1)
y(k + 1)

]
=

[
Am oTm
CmAm 1

] [
Δxm(k)
y(k)

]
+

[
Bm

CmBm

]
Δu(k)

y(k) =
[
om 1

] [Δxm(k)
y(k)

]
, (9)

where om = [0 0 . . . 0] contains n1 zero entries. The triplet (A,B,C) is called
the augmented model, which will be used in the design of predictive control.

4.2 Eigenvalues of the Augmented Model

Considering a system of p inputs and q outputs, the characteristic polynomial
equation of the augmented model is

ρ(λ) = det

[
λI −Am om

T

−CmAm (λ− 1)Iq×q

]
= (λ− 1)

q
det(λI −Am) = 0 , (10)

where the property that the determinant of a block lower triangular matrix
equals the product of the determinants of the matrices on the diagonal has been
used. Equation (10) illustrates how the eigenvalues of the augmented model are
the union of the eigenvalues of the plant model and the q eigenvalues, λ = 1.
This means that there are q integrators embedded into the augmented design
model. This is the means by which the integral action is incorporated into an
MPC system.

4.3 Prediction of State and Output Variables

Upon formulation of the mathematical model, the next step is to calculate the
predicted plant output with the future control signal as the adjustable variables.
Here, it is assumed that the current time is ki and the length of the optimiza-
tion window is Np as the number of samples. It has been assumed that at the
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sampling instant ki, ki > 0, the state variable vector x(ki) is available through
measurement; this provides the current plant information. Based on the aug-
mented state-space model (A,B,C), the predicted future state variables, the
predicted plant output with the future control signal in a compact matrix form
is

Y = Fx(ki) + ΦΔU , (11)

where

F =

⎡
⎢⎢⎢⎢⎢⎣

CA
CA2

CA3

...
CANp

⎤
⎥⎥⎥⎥⎥⎦ ; Φ =

⎡
⎢⎢⎢⎢⎢⎣

CB 0 0 . . . 0
CAB CB 0 . . . 0
CA2B CAB CB . . . 0

...
CANp−1B CANp−2B CANp−3B . . . CANp−NcB

⎤
⎥⎥⎥⎥⎥⎦ .

4.4 Optimization

Having defined a set-point signal r(ki) or a desired output, the objective of the
model predictive controller at sample time ki is to bring the predicted output as
close as possible to the set-point signal, where it is assumed that the set-point
signal remains constant over the prediction horizon, or the optimization window.
That is to say

min J = (Rs − Y )T (Rs − Y ) +ΔUT R̄ΔU , (12)

where J denotes the cost function in which the first term is linked to the ob-
jective of minimizing the discrepancy between the set-point signal and the pre-
dicted output, whereas the second term refers to reducing the control effort while
achieving this objective, and Rs is the data vector that contains information re-
garding the set-point signal. Also, in this expression R̄ is a diagonal matrix in
the form of R̄ = rwINc×Nc (rw ≥ 0) where rw acting on the control effort, is
used as a tuning parameter for the desired closed-loop performance.

Next is consideration of operational constraints that are frequently encoun-
tered in the design of control systems. This is where Model Predictive Con-
trol lends itself to; the systematic handling of operational constraints. Such con-
straints are usually presented as linear equalities and inequalities of the control
and plant variables. In practice, there are three major types of constraints fre-
quently encountered on the Control Variable Incremental Variation, Amplitude
of the Control Variable, and Outputs or State Variables. Finally, the Model Pre-
dictive Control in the presence of hard constraints is proposed as finding the
parameter vector ΔU that minimizes

J = (Rs−Fx(ki))T (Rs−Fx(ki))−2ΔUTΦT (Rs−Fx(ki))+ΔUT (ΦTΦ+R̄)ΔU ,
(13)

subject to the inequality constraints⎡
⎣M1

M2

M3

⎤
⎦ΔU ≤

⎡
⎣N1

N2

N3

⎤
⎦ , (14)
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where the data matrices are

M1 =

[
−C2

C2

]
; N1 =

[
−Umin + C1u(ki − 1)
Umax − C1u(ki − 1)

]
; M2 =

[
−I
I

]
;

N2 =

[
−ΔUmin

ΔUmax

]
; M3 =

[
−Φ
Φ

]
; N3 =

[
−Y min + Fx(ki)
Y min − Fx(ki)

]
. (15)

In principle, all the constraints are defined within the prediction horizon; this
allows modifying each at the beginning of each optimization window. However,
in order to reduce the computational load it is sometimes preferred to keep the
constraints invariant with time and chose a smaller set of sampling instants at
which to impose the constraints, instead of all the future samples [13].

4.5 A Numerical Solution Using Quadratic Programming

The standard quadratic programming problem has been extensively studied in
the literature [14], and this is a field of extensive investigation in its own right.
The required numerical optimization solution for the Model Predictive Con-
trol is often viewed as an obstacle in the application of MPC due to limited
computational power available, Nevertheless, Hildreths Quadratic Programming
Procedure proves to be computationally effective. This procedure was proposed
for solving a group of problems collectively referred to as Primal-Dual to which
the family of active set methods belongs [15]. If the active set could be identified
in advance, then the iterative procedure would be shortened; hence in the spe-
cific structure of the Hildreths QP procedure deployed in this work, it has been
tries to address this pre-identification requirement.

5 Experimental Results

In this paper two control techniques are studied and implemented in real time on
a quadrotor UAV for performance comparison, and to demonstrate effectiveness
of the control algorithms a number o experiments are set up. In the first set of
experiments, focus is on the PID control, starting with a single PID controller to
take over control of the quadrotor over the phases of take-off, flight with payload
onboard, payload drop, and finally landing. Although the single PID controller
was capable of keeping the desired height,it was not able to eliminate undesired
overshoot at the moment of payload drop. Hence, the single PID controller is
replaced by the GS-PID controller to improve performance of the system at that
specific moment, i.e. payload drop.

For the same objective to evaluate performance of the quadrotor helicopter
the third experiment is conducted and flight tested using the MPC controller.
The take-off and payload carrying flight phases were better than a single PID
and GS-PID in terms of offset-free tracking and takeoff overshoot, but compared
to GS-PID the overshoot was 3.4% more at the time of payload drop as shown
in “Fig. 5”. This can be decreased by proper tuning of the controller using the
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Fig. 5. Flight testing result with single
PID control
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Fig. 6. Flight testing result with MPC

controllers’ design parameters such as the prediction horizon Np, the control
horizon Nc, and control change penalizing parameter rw in the cost function.
As illustrated in “Fig. 5” for the case of a single PID controller the quadrotor
does maintain the desired height but is not satisfactory in performance since
73% of overshoot happens over the course of payload drop. On the other hand,
the MPC controller noticeably improves system’s reaction to payload drop as
shown in “Fig. 6”, eliminating vertical jerk at the instant of payload dump with
17% of overshoot at the moment of payload drop. Despite, the best performance
is achieved using GS-PID with 13.6% of overshoot at the time of release as
presented in “Fig. 7”.
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Fig. 7. Flight testing result with gain-scheduled PID control

6 Conclusion and Future Work

Among all the three controllers studied in this paper, the GS-PID is suggested
for the scenario of payload drop. However fine tuning of gains as well as healthy
and fully charged Li-Po batteries are two essential factors affecting system’s be-
havior. For instance, not fully charged battery packs can have a direct effect on
the performance of fine tuned controller gains and deviate them from the desired
values. Also, due to the nature of non model-based switching techniques such
as the GS-PID, there is no guarantee of system stability. Therefore, the future
work will be mainly focused on application of Linear Parameter Varying (LPV)
technique to the quadrotor helicopter in order to address the issue of control sys-
tem’s stability and performance. In addition, the MPC control technique proved
to perform well. However, in this work treatment of the setpoint as a constraint
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on the state variable or output was not practised because of limited computa-
tional power onboard the Qball-X4 quadrotor helicopter; hence, an extension
to this work will be implementation of hard constraints on the control system’s
output, i.e. its height.
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UAV Flight Performance Optimization  
Based on Improved Particle Swarm Algorithm 
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Abstract. As the energy problem becomes more and more serious, it is 
necessary to do research on energy saving. In order to achieve the desired 
height economically and quickly, the two key factors of fuel consumption and 
time cost are considered. First, the mathematical model of UAV’s climbing 
trajectory is established, the fuel consumption and time cost are considered as 
the performance optimization indexes. Second, the UAV’s performance 
optimization method based on the improved particle swarm algorithm is 
proposed, then the problem of UAV’s performance optimization is turned into 
the problem of constrained multi-parameter optimization, and the climbing 
trajectory with the optimal comprehensive index is determined. Finally, the 
proposed method is used in a certain type of UAV, and the simulation results 
show, compared with the conventional method, the proposed method saves 
more operation costs and has better superiority.  

Keywords: UAV, climbing trajectory, performance optimization, improved 
particle swarm algorithm. 

1 Introduction 

In the recent years, the energy problem is becoming more and more serious, and the 
aerial fuel’s price is keeping increasing, fuel saving has became one of the important 
goals of the flight performance optimization, so it is necessary to study how to 
improve the operating efficiency and decrease the time cost are very important. As the 
flight velocity, fuel consumption and time cost of the climbing trajectory have great 
influence on the whole flight process, the climbing trajectory is taken as the research 
object. The task of the climbing trajectory performance optimization is to design the 
best reference climbing trajectory. 

There are some research results in trajectory performance optimization. An 
optimization technique based on the improved genetic algorithm was studied to 
calculate the fastest climbing trajectory[1], A genetic algorithm was used to design 
the optimization trajectory in the vertical flight in order to saving the fuel[2].But all 
the methods are devoted to find the optimization trajectory based on single index, it is 
difficult to achieve the goal that get the shortest climbing time and the least fuel 
consumption in the same time. 
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The rate of UAV’s fuel consumption increases rapidly with the velocity increasing. 
If only use the fastest climbing rate as the optimization performance index may lead 
to the climbing rate becomes too fast, and the fuel consumption becomes too high; 
Contrary to the above situation, if only use the least fuel consumption as the 
optimization performance, the climbing rate becomes too slow, and the climbing time 
becomes long. As the result, the climbing time and the fuel consumption are 
comprehensively considered in this paper, and the weighted sum (comprehensive 
operation cost) are used as the performance index to optimize the UAV’s climbing 
trajectory. 

The entire climbing trajectory can be divided into several parts according to the 
constant attitude hΔ , the parameter of each height is optimized using the particle 
swarm algorithm. Particle swarm optimization (PSO) is an optimization method based 
on the swarm intelligence, it is widely used in various optimization fields as it has 
following advantages: flexible, efficient and easy to find the global optimal 
solution[3,4]. An improved particle swarm optimization (IPSO) is used to optimize 
the UAV’s climbing trajectory in this paper, and the optimal reference climbing 
trajectory is determined according to the specific optimization task. 

2 Mathematic Model 

Assume the UAV doing no-sideslip particle motion in this period, and ignore the 
influence of the wind, the UAV’s dynamic equations are: 

cos sin sin
dv

m T L D mg
dt

α α γ= − − −  (1) 

sin cos cos
d

mv T L mg
dt

γ α α γ= + −  (2) 

and the kinematic equations are: 

cos
dx

v
dt

γ=  (3) 

h

dm
q

dt
=  (4) 

In the above equations, m  is the weight of the UAV, x and h are the horizontal 
voyage and the climb height respectively, v is the airspeed of the UAV (As ignoring 
the influence of the wind, the airspeed is the ground speed ) , θ , α and γ are pitch 

angle, angle of attack and flight-path angle respectively, L , D  and T are the lift 
force, resistance and side force respectively, and q is the rate of fuel consumption per 

unit time at the height h .. 
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The climb trajectory can be divided into several parts according to the equal 

height hΔ . Assume the UAV flies from point ih to point 
1ih + , the change of airspeed 

and the path tilt angle are:
 1i iv v +→ ，

1i iγ γ +→ . itΔ , 
ixΔ ,

if
WΔ  are the flight time, 

horizontal displacement and the fuel consumption respectively:   

1( )

cos sin sin
i i

i
i i i

m v v
t

T L D mgα α γ
+ −Δ =

− − −
 (5) 

1

1
( ) cos

2i i i i ix v v t γ+Δ = + Δ  (6) 

1

1
( )

2i i if h h iW q q t
+

Δ = + Δ  (7) 

ct and cf are the flight cost weight of the time and the fuel consumption, and the flight 
cost of the climbing trajectory is: 

it ii f fJ c t c WΔ= +  (8) 

Because the value of the angle of attack is small (usually less than 10°) , so the 
equation (5) can be simplified as:  

1( )

sin
i i

i
i i i

m v v
t

T D mg γ
+ −Δ =

− −
 (9) 

So the time cost t of the climbing trajectory, the total horizontal voyage x , and the 
total fuel consumption W are be expressed respectively as:  

1 1 1

, ,
i

n n n

i i f f

i i i

t t x x W W
= = =

= Δ = Δ = Δ    (10) 

The minimum value of J  in equation (10) can be used as the optimization 
performance index:  

1

min
n

i

i

J J
=

=   (11) 

3 Optimization of the Climbing Trajectory Based on the IPSO 

3.1 Improvement of the PSO 

In the PSO, every member of the swarm, namely particle flies in the multi-
dimensional search space at a certain speed, and keeps updating the information of  
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its own position and velocity based on its own inertia, experience and social 
experience. 

The dimension of the particle swarm is the dimension of the search space; each 
dimension represents a parameter which is preparative optimized. 

Assuming the number of the search space’s dimension is n , the position and the 
velocity of particle i at time t can be expressed as[5]: 

1 , 1( ) [ ( ),... ( ), ( ), ... ( )]i i ij i j inX t x t x t x t x t+=  (12) 

1 , 1( ) [ ( ),... ( ), ( ),... ( )]i i ij i j inV t v t v t v t v t+=  (13) 

The exon j dimension position updating formula of particle i at time 1t + is:  

( 1) ( ) ( 1)ij ij ijx t x t v t+ = + +  (14) 

In the PSO, iy is used to record the optimal search position of the particle i , and 

the j th dimension velocity updating formula of particle i can be expressed as:  

1 1 2 2 ˆ( 1) ( ) ( )[ ( ) ( )] ( )[ ( ) ( )]ij ij j ij ij j j ijv t v t c r t y t x t c r t y t x t+ = + − + −  (15) 

In the equation (15),
 1c

 
and 2c

 
are the accelerating constant of the cognitive portion 

and the social portion respectively, they are also optional parameter; 1 jr and 2 jr  are 

the random number of interval [0,1], which satisfies uniform distribution. 
To ensure the PSO has a good convergence, the inertial weight w  can be 

introduced to improve the PSO, then the equation (14) can be changed to:  

1 1 2 2 ˆ( 1) ( ) ( )[ ( ) ( )] ( )[ ( ) ( )]ij ij j ij ij j ijv t wv t c r t y t x t c r t y t x t+ = + − + −  (16) 

To ensure the algorithm have good convergence and strong exploration ability, the 
dynamic method of linear reduction is used to set w , and the changing formula is[6]:  

( )
( ) ( (0) ( )) ( )t

t t
t

n t
w t w w n w n

n

−= − +  (17) 

In the equation (17), tn
 
is the maximum step of the algorithm execution iteration 

time, (0)w  is the final inertial weight (the value of it is small), ( )w t  
is the  weight 

at time t , and 0( ) ( )tw w n> .
 

The flow chart of the IPSO is as follows: 
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( ( ))if x t
t

( ( )) ( )i if x t f y<

( )i iy x t=

ˆ( ) ( )if y f y<

ˆ iy y=

ni =

1i i= +

1t t= +

 

Fig. 1. Flow Chart of the IPSO 

3.2 Climbing Trajectory Optimization Based on IPSO 

If the global optimization is made to the entire climbing trajectory, the whole 
optimization parameters of the entire height will be included; this may lead to the 
dimension of the particle swarm become too large. For example, if the number of 
preparative optimization parameters is m , and the entire height is divided into n

 
parts, then the number of preparative optimization parameters in the entire climbing 
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trajectory is m n∗ ,it is also the dimension of the particle swarm. If the dimension of 
the particle swarm is too large, it will increase the complexity of the algorithm, 
decrease the search speed, and even not find the optimal solution. 

In this paper, the parameter is optimized in each part, so the dimension of the 
particle swarm is m , the dimension of the particle swarm is greatly reduced from 
m n∗

 
to m .The optimization problem of the climbing trajectory should be 

converted into the optimization problem of the equation  (18):  

1 1

min (min )
n n

i i

i i

J J J
= =

= ≈   (18) 

In order to make the UAV climb to the target height as soon as possible, the 
maximum thrust climbing method is used in this research, the specific steps of the 
optimization algorithm is as follows:  

(1) The initial speed is known, aiming at the first part
0 1( , )h h , the initial speed 1v  

in the next part 
1 2( , )h h can be obtained by optimizing the value of 

1 0( , )v γ ; 

(2)
  0

xΔ and 
0f

WΔ  can be obtained according to equation (6) and (7), then the 

comprehensive cost 
0

J
 
in the first part 

0 1( , )h h  can be calculated by equation 

(18); 

(3) To every part
1

( , )
i i

h h + , repeat step (1); 

(4) Repeat step (2), the optimal climbing trajectory can be obtained by optimizing 
and synthesizing every part of height. 

4 Simulation and Analysis  

The proposed method is used in a certain type of UAV to optimize its climbing 
trajectory. The UAV climbs from 1000 m to 10000 m at the initial speed of 0.4 Ma , 
and the constraint conditions are: 

0.4 0.7

0 10

0 11

Ma

α

θ

≤ ≤

≤ ≤

≤ ≤






o o

o o

 

The optimization step chosen in this paper is 500h mΔ = , and the optimization 
results are shown in Fig.2 and Fig.3: 

Compared with the high altitude, the fuel consumption is higher in the low 
altitude, so the climbing rate in the low altitude should grow quickly, and climb at 
the high flight-path angle so that the UAV can deorbits the low altitude area which 
has higher fuel consumption. As shown in the Fig.2, the climb rate is highest in the  
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Fig. 2. The Simulation Results of Climbing Trajectory Based on IPSO 

 

Fig. 3. Comparison of Climbing Trajectory Cost by Using the IPSO and the Traditional 
Algorithm 

low altitude, and decreases gradually with the height increasing; The climb rate 
decreases quickly when the UAV reaches a certain height in order to determine the 
optimal climbing trajectory according to the performance index. The analysis 
conclusions verify the reliability of the results and the feasibility of the research 
method. 

As shown in the Fig.3, at the beginning in climbing, the cost of IPSO is slightly 
larger than the cost of the traditional algorithm; After 200s, the cost of IPSO is 
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smaller than the cost of the traditional algorithm. As a whole, the cost of IPSO is 
smaller than the cost of the traditional algorithm about 2.3%.  

5 Conclusion 

In this paper, the IPSO is researched to solve the optimization problem of the UAV’s 
climbing trajectory, the time cost and fuel consumption are considered synthetically. 
The operation cost of the UAV’s climbing trajectory is saved to a certain degree, and 
the climbing speed is also increased. The reliability and superiority of the IPSO is 
verified by example calculation. 
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Abstract. The new optimization algorithm of UAV’s vertical profile is 
proposed in this paper. The optimization model of the UAV is established. The 
optimization index functions are constructed using the Hamilton function. As 
the problem of high dimensional two-point boundary value which cannot be 
solved by the analytical method, but solved by means of an appropriate 
numerical method, an improved deepest descent algorithm based on the steepest 
descent method and the Newton method is proposed. The flight trajectory 
optimization problem is solved by using the proposed new algorithm, the 
gradient descent method is improved and the convergence rate is accelerated. 
Finally, the feasibility and the effectiveness of the flight trajectory optimization 
algorithm are verified by the simulation. 

Keywords: UAV, trajectory optimization, improved steepest descent algorithm, 
Newton method, steepest descent method. 

1 Introduction 

In some cases, the problem of UAV’s trajectory optimization in vertical profile is 
very complex [1][2]. Numerical algorithms which have constraint computational 
parameters are often used to solve the problem. The goal of trajectory optimization is 
to determine the best optimal way for an object to move from Point A to Point B 
while both minimizing the performance indexes and according with the object’s basic 
equations of motion. The optimal parameters of the flight performance are speed, 
altitude and thrust setting, etc. These optimal parameters constitute the optimal flight 
path, and directly affect the economic costs [3][4]. Flight performance optimization 
can be expressed as an optimal control problem, which needs to limit the boundaries 
of the restrictions of the objective function [5].  

In the indirect optimization method, there is a problem of high dimensional two-
point-boundary-value model and the value of time integral variable is no longer equal 
after the iterative calculation [6][7]. To solve this problem, an improved deepest 
descent algorithm based on the steepest descent method and the Newton method is 
proposed, the algorithm can improves the gradient descent method and accelerates the 
convergence rate by introducing the energy to simplify UAV mathematical equations.  

The aircraft model represents by a set of simplified component models which are 
derived from the experimental data. A simplification to the aircraft model is required 
in order to convert the problem to an optimization problem of sufficient scope to 
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reach the generalize conclusions. The optimization model is transformed into a 
nonlinear programming problem, and the constrained problem could be change into 
an unconstrained problem by introducing the generalized Lagrange multiplier method.  

2 Mathematic Models 

2.1 UAV Model 

To simply the problem of flight path optimization, the UAV’s flight path is 
constrained only in vertical profile. Using a flat earth coordinate system, the aircraft’s 
equations of motion are as follows [4][8]:  

cos
sin

dV T D
g

dt m

α γ−= −  (1) 

sin cosd T L g

dt mV V

γ α γ+= −  (2) 

cos
dx

V
dt

γ=  (3) 

sin
dh

V
dt

γ=  (4) 

dm
f

dt
= −  (5) 

whereα is the angle of attack, γ is the flight path angle, x  and h  are represent the 
position of the UAV, V is the velocity, m is the mass of the UAV, f is the fuel flow 
rate, and T is the engine thrust. 

The lift L and the resistance D are defined as follows [4][9]:  

2
0.5 CLL V Sρ≈  (6) 

2
0.5 CDD V Sρ≈  (7) 

where C
L

and C
D

are the lift coefficient and resistance coefficient respectively. They 

are both assumed to be continuous function of the angle of attackα .  

2.2 Objective Function  

In the flight performance optimization, the vertical profile needs to be optimized 
according to the fixed distance, initial positions, velocity, and flight path angle.  
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Because the value of the angle of attack is small (usually less than 10°) , so the 
equation (1) can be simplified as:  

1( )

sin
i i

i
i i i

m v v
t

T D mg γ
+ −Δ =

− −
 (8) 

Therefore the objective function can be expressed as the minimum time in the fixed 
distance[10]: 

1

0

( )

sin
ft

i i

i i i

m v v
J dt

T D mg γ
+ −

=
− −  (9) 

where
ft is the terminal time. 

3 Optimization 

3.1 Optimization Model 

The necessary conditions for trajectory optimization and flight control are derived 

from the Hamiltonian system which defined as follows:  

( ), , , + + + +V x h mH t V x h mγλ λ γ λ λ λ=    X u λ  (10) 

where [ ]V x h mγX = ,
V x h mγλ λ λ λ λ  =λ , 

V
λ , γλ ,

x
λ ,

h
λ ,

m
λ are the 

Lagrangian coefficients; [ ]Tαu = , u  is the control vector.  

In order to solve the resulting optimal control problem, the state, co-state and the 
optimal conditions and the required boundary conditions are developed.  

The state differential equation can be expressed as:  

( ), , ,H t∂
=

∂
 X u

X
λ

λ
 (11) 

The co-state differential equation can be expressed as: 

( )

2

2 2

cos sin

sin
cos sin cos
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0

0
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V
x h
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m V VmV
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g V V
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λ γ
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α α
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 ∂ ∂+ − − ∂ ∂ 
 

− − + 
 ∂
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(12) 
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The control equation is formulated as: 

( ) cos sin
0

cos sin

, , ,
V

V

L D
T T

mV m

m mV

H t
γ

γ

λ λα α
α α

α αλ λ

    
       =
 
 
 

∂ ∂+ − +
∂ ∂ =

+

∂
∂

X u
u

λ  (13) 

The state and control path constraints are: 

( ), ,
L H

h h x u t h≤ ≤  

and the state and control variable box constraints are:  

( )L Hx x t x≤ ≤  

( )L Hu u t u≤ ≤  

3.2 The Improve Steepest Descent Algorithm 

The optimization model can be transformed into the unconstrained nonlinear 
programming by using the generalized multiplier method. The objective function is 
converted to a non-quadratic convex function. An Improved deepest descent 
algorithm based on the steepest descent method and the Newton method is adopted 
here to solve the resulting optimal control problem. 

The iterative function { }
k

x  is defined as follows: 

( )1 ,k k k kx x f x tλ= −
＋

 (14) 

Where the function ( ),
k

f x t  can be expressed as: 

( )
( )
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1

1

, 0
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0
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k k
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g
g f x t

g
f x
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−

= ∇ >

=
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－

－

 (15) 

where the 
k

g  is the grads of the function ( ),
k

f x t .  ( )
k k k

G g x= ∇ , and 
k

G is the 

grads of the kg  at the kx . 

The limitation of iterative step
k

λ is defined as follows: 

( )( ) ( )( )
0

min, ,k k kk kH x H xf x t f x t
λ

λ λ
≥

+ = +  (16) 
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The steps of the proposed algorithm of iteration are designed as follows: 

Step 1: Select the initial point 0x and 0g , give the termination error 0ε > , and set 

0k = . 

Step 2: Calculate the value of kg , if kg ε≤  , then stop and output the kx , 

otherwise go to Step 3. 
Step 3: Calculate the value of 

k
G , search the solution of the function ( ),

k
f x τ  

and 
k

λ , then letbe ( )1 ,
k k k k

x x f x tλ−=
＋

 and 1k k= + . 

 

Start

0 0Select the initial point 0x g ε >， ，

kg ε≤

End

Yes

No

Calculate the value of kg

( )
1

Calculate G , search , , ,

then calculate , set 1
k k k

k

f x

k kx
τ λ

= +
＋

 

Fig. 1. Flow Chart of the Improved Deepest Descent Algorithm 

4 Simulation and Analysis  

Simulation conditions are given, and the initial and terminal conditions of the aircraft 
are: 

( )0h =1km, ( )0γ =0.1rad, ( )0V =100 m s , 

( )0x =0km, ( )0m =100kg,  

( )fh t =10km, ( )fV t =160 m s . 

The flight distance is 100km; the change of height is 9km. 
The simulation results of the vertical profile are shown as follows:  
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Fig. 2. The Simulation Results of t h−  using the Steepest Descent Algorithm (SD) and the 
Improved Steepest Descent Algorithm (NEW))  
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Fig. 3. The Simulation Results of T h−  using the Steepest Descent Algorithm (SD) and the 
Improved Steepest Descent Algorithm (NEW)) 

The optimal trajectory of both methods is consistent with the actual flight 
characteristic. To achieve optimal climbing results of UAV, the climbing rate should 
grow quickly in the low altitude but grow slowly in the high altitude. As shown in 
Fig.2, the curve of the climbing rate is accordance with the trend by using the ISD, at 
the beginning of the curve of the climbing rate doesn’t meet with the trend by using 
SD. The flight time of 1121.3s by using SD method, compared with the flight time is 
892.1s using the ISD to achieve the target height about 10km, which means the 
climbing time is shorter by using ISD than SD. 

With the high increment, the ideal curve of the trust should increases relatively 
smooth. As shown in the Fig.3, compared with the curves simulated by using SD, the 
curve of trust by using the ISD is smoother.  
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5 Conclusion 

The trajectory optimization problem is transformed into a nonlinear programming 
problem in this paper. The problem is changed into a unconstrained non-quadratic 
programming problem by using the generalized Lagrange multiplier method, and look 
for the optimal solution with improved steepest descent algorithm. The proposed 
optimization method is feasible and effective by theoretical analysis and mathematical 
simulation. The simulation results show that the ISDA has the advantages of good 
generality, less calculation, high velocity, high efficiency and etc.  

The research of the UAV’s optimal trajectory should not only limit on purely 
theory, the further work which needs to be done is to do some relatively experiments 
to verify to correctness of the algorithm .  
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Abstract. In this paper, by effective use of a fast Quadratic Programing
solver known as Hildreth’s Quadratic Programing Procedure, as well as
adaptation of an Integral-Action-Embedded Model Predictive controller,
it has been tried to design an autopilot control system for the purpose of
three-dimensional trajectory tracking of an unmanned quad-rotor he-
licopter. Eventually, to demonstrate effectiveness and performance of
the designed autopilot in addition to the simulation results, the sug-
gested constrained MPC framework is successfully implemented on an
unmanned quad-rotor helicopter testbed (known as Qball-X4) available
at the Networked Autonomous Vehicles Lab. (NAVL) of Concordia Uni-
versity for three-dimensional autonomous flights of the system.

Keywords: Trajectory Tracking, Model Predictive Control (MPC),
Offset-free Tracking, Quad-rotor Helicopter.

1 Introduction

With the abilities such as hovering and taking-off and landing vertically, un-
manned helicopters have become increasingly popular platforms for Unmanned
Aerial Vehicles (UAVs). For the control of a quad-rotor helicopter, various control
techniques have been proposed. Initially started with linear control algorithms
such as PID control [1] or LQR control [2], linear methods proved not to be
promising for the nonlinear quad-rotor system. The problem of nonlinear control
design has been addressed using several methods such as feedback linearization
[3], sliding mode control [4], and back-stepping control [5]. Nevertheless, among
those nonlinear control methods, capability of explicitly dealing with operational
constraints prevalent in a control system is yet hardly achievable.

Model Predictive Control, or Model-Based Predictive Control (MPC or MBPC
as it is sometimes known), is one of the rarest advanced control techniques that
is capable of systematic consideration of operational constraints that exist on:
Amplitude of the Control Signal, Rate of Change of the Control Signal, and
Control Systems’ Outputs/State Variables [6].

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 411–420, 2012.
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Due to the specific structure of MPC which will be explained in the follow-
ing sections, its successful implementation is highly dependent on availability
of sufficient computational power [7]. Furthermore, MPC strongly relies on an
internal precise mathematical model of the vehicle under control. Since the real
plant is invariably nonlinear, there exists always some degree of discrepancy be-
tween the mathematical model and the plant itself; therefore implementation of
offset-free tracking control system with MPC is seldom attainable in UAVs. In
some literature it has been tried to meet the requirement of offset-free track-
ing by incorporating an integral-action controller in the outermost control loop
so as to compensate for model uncertainties. Basically this control structure is
a decentralized design which simply adds control inputs from both the MPC
and the Integral algorithms [8]. Although the steady state error can be elimi-
nated by integral gain tuning, this control structure is incapable of constraint
handling since the integrator dynamics is not included in QP formulation [9].
In this work, by deployment of a fast QP solver known as Hildreths Quadratic
Programing Procedure, as well as adaptation of an Integral-Action-Embedded
MPC controller, it has been tried to address the main two drawbacks of MPC
just mentioned.

This paper is structured as follows. Qball-X4, the quad-rotor helicopter used
in the flight tests is described in Section 2, in terms of system hardware, sys-
tem software; equations of motion governing dynamics of the vehicle are also
presented. In Section 3 the structure of a discrete-time model predictive con-
trol framework and its implementation are detailed. Simulation results reflecting
hard operational constraints corresponding to the specific hardware of the quad-
rotor under study will be discussed in Section 4. Finally, experimental results
are presented in Section 5, followed by concluding remarks and future work in
Section 6.

2 Qball-X4: An Unmanned Quad-rotor Helicopter

2.1 Non-linear Model of the Quad-rotor Helicopter

As detailed in [10], based on the balance of forces and moments, equations of
motion governing dynamics of a quad-rotor helicopter with respect to an earth-
fixed coordinate system can be represented in matrix form as:

ẍ =
(sinψ sinφ+ cosψ sin θ cosφ)u1 −K1ẋ

m

ÿ =
(sinψ sin θ cosφ− cosψ sinφ)u1 −K2ẏ

m

z̈ =
(cosφ cos θ)u1 −K3ż

m
− g (1)

φ̈ =
(u3 −K4φ̇)l

Iz
; θ̈ =

(u2 −K5θ̇)l

Iy
; ψ̈ =

(u4 − K̃6ψ̇)

Ĩz
(2)
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where Ki, i = 1, 2, . . . , 6 are the drag coefficients associated with the aerody-
namic drag force, l is the distance between the center of gravity of the quad-rotor
and the center of each propeller, and c is the thrust-to-moment scaling factor.
Note that the drag coefficients are negligible at low speeds. Also, Ix, Iy, and Iz
represent the moments of inertia along x, y, and z directions. For computational
convenience the inputs to the system ui, i = 1, 2, 3, 4 are defined as:⎡

⎢⎢⎣
u1
u2
u3
u4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

1 1 1 1
0 −1 0 1
−1 0 1 0
1 −1 1 −1

⎤
⎥⎥⎦
⎡
⎢⎢⎣
F1

F2

F3

F4

⎤
⎥⎥⎦ (3)

The actuators of the quad-rotor helicopter are brushless DC motors. The relation
between the thrust and the PWM input is:

Fi = Kmotor
wmotor

s+ wmotor
uPWM (4)

where Kmotor is a positive gain and wmotor represents the actuator bandwidth.

2.2 Model Reduction to Minimize Computational Demands

In this section, to reduce the burden of calculations in order to render application
of the MPC to unmanned aerial systems feasible, it has been tried to decouple the
six-degree-of-freedom equations of motion governing dynamics of the quad-rotor
so that the system is described by four second-order differential equations, in
which the translational longitudinal displacement x is coupled with the rotational
pitching motion θ, the translational lateral displacement y is coupled with the
rotational rolling motion φ, and the translational vertical displacement along the
normal axis z is treated separately and independently from the other two. That
is to say:

ẍ =
u1 sin θ

m
; ÿ =

u1 sinφ

m
; z̈ =

u1
m

− g; φ̈ =
u3l

Ix
; θ̈ =

u2l

Iy
; ψ̈ =

u4
Iz

(5)

With this new subset of equations, sin θ, sinφ, and u1

m g will be taken as ma-
nipulated inputs of their corresponding equations of 5. Next, the new versions
of equations are discretized with a proper discretization time step, preserving
dynamics of the quad-rotor system.

2.3 Qball-X4: System’s Software vs. Hardware

The Quansers Qball-X4 is a quad-rotor helicopter platform suitable for a wide
variety of UAV research and development applications. This innovative rotary
wing vehicle design is propelled by four DC motors fitted with 10 inch propellers.
The entire system is enclosed within a spherical protective carbon fiber cage of 68
cm as shown in Fig. 1. The protective cage is a crucial feature of such a system,
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since this unmanned vehicle was designed for use in an indoor laboratory where
there are typically many close-range hazards (including other vehicles).

To have sensor measurements on-board and drive the motors, the Qball-X4
utilizes Quanser’s onboard avionics data acquisition card (DAQ), the HiQ, and
the embedded single-board computer, Gumstix. QuaRC, Quanser’s real-time
control software, the interface to the Qball-X4 in MATLAB/Simulink environ-
ment, allows researchers and developers to rapidly develop and test controllers
on actual hardware through the MATLAB/Simulink interface [11].

Fig. 1. The Quanser Qball: A Quad-rotor Helicopter Platform

3 Discrete-Time Model Predictive Control

In this section the structure of discrete-time MPC with integral action is dis-
cussed using the state-space model.

3.1 State-space Internal Models with Embedded Integrator

As mentioned previously, model predictive control systems are designed based on
a mathematical model of the plant. In this approach, the model to be used in the
control system design is taken to be a state-space model. By using a state-space
model, the current information required for predicting ahead is represented by
the state variable at the current time.

It is assumed that the underlying plant is described by

xm(k + 1) = Amxm(k) +Bmu(k) , (6)

y(k) = Cmxm(k) , (7)

where u is the control signal or input variable, y is the process output, and xm
is the state variable vector with assumed dimension n1. To meet the offset-free
tracking requirement, it is desired to change the model to suit our design purpose
in which an integrator is embedded as inspired by the work in [12].
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Taking a difference operation on both sides of (6) and (7) followed by substi-
tution of (6) in (7) leads to the following augmented state-space model[

Δxm(k + 1)
y(k + 1)

]
=

[
Am oTm
CmAm 1

] [
Δxm(k)
y(k)

]
+

[
Bm

CmBm

]
Δu(k)

y(k) =
[
om 1

] [Δxm(k)
y(k)

]
, (8)

where om = [0 0 . . . 0] contains n1 zero entries. This augmented model will be
used in the design of predictive control.

3.2 Eigenvalues of the Augmented Model

Considering a system of p inputs and q outputs, the characteristic polynomial
equation of the augmented model is

ρ(λ) = det

[
λI −Am om

T

−CmAm (λ− 1)Iq×q

]
= (λ− 1)

q
det(λI − Am) = 0 , (9)

where the property that the determinant of a lower triangular block matrix
equals the product of the determinants of the matrices on the diagonal has been
used. Equation (9) illustrates how the eigenvalues of the augmented model are
the union of the eigenvalues of the plant model and the q eigenvalues, λ = 1.
This means that there are q integrators embedded into the augmented design
model. This is the means by which the integral action is incorporated into an
MPC system.

3.3 Prediction of State and Output Variables

Upon formulation of the mathematical model, the next step is to calculate the
predicted plant output with the future control signal as the adjustable variables.
Here, it is assumed that the current time is ki and the length of the optimiza-
tion window is Np as the number of samples. It has been assumed that at the
sampling instant ki, ki > 0, the state variable vector x(ki) is available through
measurement; this provides the current plant information. Based on the aug-
mented state-space model (A,B,C), the predicted future state variables, the
predicted plant output with the future control signal in a compact matrix form
is

Y = Fx(ki) + ΦΔU , (10)

where

F =

⎡
⎢⎢⎢⎢⎢⎣

CA
CA2

CA3

...
CANp

⎤
⎥⎥⎥⎥⎥⎦ ; Φ =

⎡
⎢⎢⎢⎢⎢⎣

CB 0 0 . . . 0
CAB CB 0 . . . 0
CA2B CAB CB . . . 0

...
CANp−1B CANp−2B CANp−3B . . . CANp−NcB

⎤
⎥⎥⎥⎥⎥⎦ .
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3.4 Optimization

Having defined a set-point signal r(ki) or a desired output, the objective of the
model predictive controller at sample time ki is to bring the predicted output as
close as possible to the set-point signal, where it is assumed that the set-point
signal remains constant over the prediction horizon, or the optimization window.
That is to say

min J = (Rs − Y )T (Rs − Y ) +ΔUT R̄ΔU , (11)

where J denotes the cost function in which the first term is linked to the ob-
jective of minimizing the discrepancy between the set-point signal and the pre-
dicted output, whereas the second term refers to reducing the control effort while
achieving this objective, and Rs is the data vector that contains information re-
garding the set-point signal. Also, in this expression R̄ is a diagonal matrix in
the form of R̄ = rwINc×Nc (rw ≥ 0) where rw acting on the control effort, is
used as a tuning parameter for the desired closed-loop performance.

Next is consideration of operational constraints that are frequently encoun-
tered in the design of control systems. This is where Model Predictive Con-
trol lends itself to; the systematic handling of operational constraints. Such
constraints are usually presented as linear equalities and inequalities of the con-
trol and plant variables. In practice, there are three major types of constraints
frequently encountered on the Control Variable Incremental Variation, Ampli-
tude of the Control Variable, and Outputs or State Variables. Finally, the Model
Predictive Control in the presence of hard constraints is proposed as finding the
parameter vector ΔU that minimizes

J = (Rs−Fx(ki))T (Rs−Fx(ki))−2ΔUTΦT (Rs−Fx(ki))+ΔUT (ΦTΦ+R̄)ΔU ,
(12)

subject to the inequality constraints⎡
⎣M1

M2

M3

⎤
⎦ΔU ≤

⎡
⎣N1

N2

N3

⎤
⎦ , (13)

where the data matrices are

M1 =

[
−C2

C2

]
; N1 =

[
−Umin + C1u(ki − 1)
Umax − C1u(ki − 1)

]
; M2 =

[
−I
I

]
;

N2 =

[
−ΔUmin

ΔUmax

]
; M3 =

[
−Φ
Φ

]
; N3 =

[
−Y min + Fx(ki)
Y min − Fx(ki)

]
. (14)

In principle, all the constraints are defined within the prediction horizon; this
allows modifying each at the beginning of each optimization window. However,
in order to reduce the computational load it is sometimes preferred to keep the
constraints invariant with time and chose a smaller set of sampling instants at
which to impose the constraints, instead of all the future samples [13].



Trajectory Tracking with MPC for an Unmanned Quad-rotor Helicopter 417

3.5 A Numerical Solution Using Quadratic Programming

The standard quadratic programming problem has been extensively studied in
the literature [14], and this is a field of extensive investigation in its own right.
The required numerical optimization solution for the MPC is often viewed as an
obstacle in the application of MPC due to limited computational power avail-
able, Nevertheless, Hildreths Quadratic Programming Procedure proves to be
computationally effective. This procedure was proposed for solving a group of
problems collectively referred to as Primal-Dual to which the family of active
set methods belongs [15]. If the active set could be identified in advance, then
the iterative procedure would be shortened; hence in the specific structure of the
Hildreths QP procedure deployed in this work, it has been tried to address this
pre-identification requirement.

4 Simulation and Experimental Results

Simulation—As mentioned previously, there are four effectors in the form of
four brushless DC motors that provide the helicopter with lift as well as direc-
tional thrust. These DC motors each, receives a PWM signal changing with time
within the range of 0 to 0.1 for nominal operation.

The lateral and longitudinal controllers’ manipulated variables are sinφ and
sin θ, respectively. Since the model reduction technique employed is based on
the assumption that these angles stay within the vicinity of zero in almost all
flight maneuvers-except for some really abrupt changes of direction or orientation
which is not the case-it is crucial to keep Euler angles within the tight presumed
range as close as possible to zero. Otherwise, the reduced model will not precisely
represent the non-linear dynamics of the quad-rotor helicopter, thus rendering
the control system unstable or stable but with degraded performance. Fig. 2
illustrates system’s performance.
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Fig. 2. Simulation Results - 3D Tracking Performance of the MPC Autopilot Control
System

Experiment—In this section, except for some fine tuning parameters which
have been slightly changed, the very same simulated controller is implemented
onto the ball-X4 unmanned quad-rotor helicopter available at the Networked
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Autonomous Vehicles Lab without any major modification. (NAVL) of Concor-
dia University for three-dimensional autonomous flight of the unmanned system.
The same square trajectory has been fed into the control system as a predefined
track to follow.
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Incremental Variation - Lateral/Longitudinal
Controller

Generally speaking, implementation of hard constraints on the control vari-
able incremental variation ΔU is considered if there is limitation on how fast
an actuator can respond to a change of the setpoint signal; which is the case
in almost all practical applications. However, this type of constraint may be
implemented exclusively tighter than what the actuators manufacturer has just
mentioned for their designed effector. This tight treatment of constraints on rate
of change of control, as long as not jeopardizing stability of the control system,
makes a plant respond smoothly to the setpoint signal changes. This has been
practiced in the design of this autopilot. As stated earlier, sinφ ad sin θ are the
manipulated variables of the lateral and longitudinal controllers, respectively. In
order to guarantee smooth flight, they are confined to stay within a range of
-0.03 to +0.03 as shown in Fig. 4. In contrast, this constraint has been removed
for the altitude-hold controller so that not to lose agility of the system in flight
level changes, as suggested by Fig. 6.

Implementation of hard constraints on the control variable incremental varia-
tion U is a must since violation of such limits means actuator saturation which is
not acceptable in control. For the lateral as well as longitudinal controllers, sinφ
and sin θ as the manipulated variables should not deviate much from zero so as
to maintain validity of linearizations and the model reduction technique used.
This requirement has been met by implementation of hard constraints on them
to stay within -2 to +2 degrees range or -0.03 to +0.03 rad as shown in Fig. 3.
For the altitude-hold controller this has been implemented as −12 < Lift < +4
so as not to violate the 0.06 < PWM < 0.1 range of DC motors’ PWM signal.
This is suggested by Fig. 5. Eventually, the offset-free tracking capability of the
autopilot control system along a square trajectory for the unmanned quad-rotor
helicopter is illustrated in Fig. 7.
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Due to the constrained optimal control framework developed, as presented
in Fig. 8, all the four PWM signals have stayed within their acceptable rages
throughout the flight test, leaving the 0.095 to 1 margin for robustness against
probable disturbances prevalent in the experimental environment.
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5 Conclusion and Future Work

In this work, by deployment of a fast QP solver known as Hildreths Quadratic
Programing Procedure, as well as adaptation of an Integral-Action-Embedded
MPC controller, it has been tried to address the main two drawbacks of MPC
known as on availability of hight computational power as well as a precise math-
ematical model of the control plant for the sake of offset-free tacking. Basically
this control structure is a centralized design. In contrast to the decentralized
design, it does not simply adds control inputs from MPC and Integral algo-
rithms but instead, the integral action is incorporated in the formulation. This
way, the steady state error can be eliminated and the control structure is capa-
ble of constraint handling since the integrator dynamics is included in the QP
formulation.
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The future extension of this work is suggested to be deployment of the Con-
strained MPC Controller for Fault Tolerant Control studies where consideration
of operational constraints is indispensable to fulfil a mission under faulty condi-
tions with minimum degraded performance.
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Parallel Tracking and Mapping with Multiple

Cameras on an Unmanned Aerial Vehicle

Adam Harmat, Inna Sharf, and Michael Trentini

Abstract. This paper presents the development and testing of a new
multi-camera system designed for tracking and mapping aboard a small
unmanned aerial vehicle. In order to be resistant to failure from loss of
tracking, the large field of view cameras are positioned in such a way
as to cover a large portion of the vehicle’s surroundings. The proposed
algorithm is tested indoors, and it is found that the system achieves good
performance. More importantly, it is shown that the system is resistant
to failure by comparing it to a system with fewer cameras that loses
tracking during certain portions of the test.

Keywords: Multiple camera, tracking, mapping, omnidirectional vi-
sion, SLAM.

1 Introduction

Small Unmanned Aerial Vehicles (UAVs) have become popular in the last few
years as they promise to replace conventional aircraft in many inspection, surveil-
lance, and videography tasks. In order to be useful, they need to exhibit some
degree of autonomy, such as self-stabilization, localization, and planning. The
higher the degree of autonomy required, the more sensors the aircraft needs to
carry in order to satisfy its mission. However, small UAVs have a very limited
payload, and hence the sensors suite needs to be chosen carefully to save weight.

Visual cameras have emerged as a popular sensor choice due to the fact that
they are extremely lightweight, consume little power and collect a large amount
of data in each image. A serious drawback, however, is that the captured images
need significant post-processing in order to extract useful information about the
state of the vehicle. In most approaches, features in an image need to be tracked
over time, and the more features that can be tracked the greater the accuracy
achieved by the system [1]. To this end, cameras with large fields of view (FOV)
are becoming popular since the probability of finding good features to track
increases with the amount of scene visible in an image.

In this paper, we introduce a visual tracking and mapping system for a small
UAV that aims to achieve robustness by tracking an extremely large number
of points through two means: using multiple cameras configured in an arbitrary
arrangement, and fitting those cameras with ultra-wide angle fisheye lens with
FOV greater than 180 degrees. Using the existing implementation of Parallel
Tracking and Mapping (PTAM) [2], a highly successful monocular visual SLAM
system, we describe the steps required to implement the aforementioned modifi-
cations. Finally, an experimental flight is shown which demonstrates the system’s
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resistance against failure due to image feature starvation, a common problem for
visual systems.

2 Related Work

2.1 UAVs and Vision

To give a full overview of the differnet ways vision sensors have been integrated
with UAVs would be prohibitive, hence here we focus on some key areas of
UAV autonomy. Some of the earliest work in this field was at Carnegie Mellon
University with their Autonomous Helicopter Project [3]. They investigated a
host of problems, such as stability control, takeoff, landing and mapping, all
based on vision fused with other sensors. More recently, several projects have
taken a minimalist approach towards using vision onboard helicopters, such as
[4] which uses a single camera as the only exteroceptive sensor to build a map
and localize itself while flying. Finally, UAVs have recently succeeded in flying
indoors where position estimates from GPS are not available [5]. Virtually all
of the work in the literature uses either a monocular or stereo camera setup for
vision sensing. We have found one paper where more than two cameras with
non-overlapping views are used for the position estimate of a small aerial vehicle
[6], however, there are strong assumptions made about the arrangement of the
cameras.

2.2 Omnidirectional Cameras

The two principal ways of capturing images with large FOVs are with catadiop-
tric cameras and fisheye lenses. Catadioptric camera systems combine a camera,
a refractive element (a lens), and a reflective element (a mirror) to enable the
capture of large FOV images. Fisheye lenses are simply lenses with a very wide
FOV, and use purely refractive elements to achieve this. A thorough examina-
tion of both catadioptric and fisheye cameras is presented in [7], which also deals
with camera calibration and introduces the Taylor camera model, which we use
in the present work.

Omnidirectional cameras have been used in several areas of robotics, such as
in controlling aerial vehicles through the calculation of vanishing points in [8]
and tracking the horizon in [9]. In [10], a stereo catadioptric camera is developed
and tested on a ground robot, while in [11] depth measurements are made us-
ing stereo fisheye cameras. Finally, [1] compares the performance of monocular
SLAM with a standard camera to a catadioptric camera, and concludes that the
latter outperforms the former.

2.3 Multiple Camera Rigs

In almost all work on camera-equipped vehicles, the cameras are positioned
so they view the same scene, allowing the application of textbook multi-view
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geometry methods for calibrating the relative poses of the cameras. The problem
of using, and thus calibrating, multiple cameras in arbitrary arrangements has
received much less focus. There are two calibration methods that appear in the
literature for multiple camera rigs with non-overalpping views: the frame-to-
frame estimation method and the monocular SLAM based method.

Examples of the frame-to-frame method include a multiple camera rig con-
structed to form a single spherical camera for UAV motion estimation in [6], and
the approach of [12]. In all cases, frame-to-frame rotation and position is esti-
mated for all the cameras, and the relative transforms between them are solved
with a linear equation. The monocular SLAM based method is described in [13],
and involves three phases: independent tracking of the cameras, map alignment,
and nonlinear refinement. One of the cameras in the system is designated as a
reference camera, and the poses of the other cameras are solved relative to that
camera. We used an approach very similar to this during the calibration of our
experimental setup.

3 Approach

3.1 Parallel Tracking and Mapping

Parallel Tracking and Mapping was developed to track a single camera in a
relatively confined area for the purposes of augmented reality. It uses a keyframe-
based approach to visual SLAM rather than the filter-based approaches that were
popular before its introduction. Keyframe-based algorithms have been proven to
significantly outperform filter-based approaches in almost all cases [14]. This is
because tracking a large number of image points between fewer frames in the
keyframe approach yeilds more information about the state of the camera and
the world than tracking a small number of image points between more frames
in the filter approach. Being the first succesful keyframe-based visual SLAM
approach, and having released the source code online, PTAM has become very
popular both as a complete solution and as a starting point for the development
of other SLAM algorithms.

The workflow of PTAM is as briefly described here. When a new camera im-
age is received, the current estimate of the pose of the camera is updated from
a simple motion model. Next, some of the potentially visible map points are
projected into the image, and correspondences are searched for at four differ-
ent image scales. Once all correspondences have been made, a refined camera
pose is calculated by reducing the correspondence errors through nonlinear min-
imization. Finally, if a new keyframe is requested by the map maker, the tracker
creates it from the current data and hands it off.

When the mapper receives a new keyframe, it first searches for any map points
that the tracker did not have time to find. Next, it finds the keyframe nearest
the newly added one, and new map points are created through triangulation.
The new keyframe and its nearest neighbors, as well as the map points visible
from them, are optimized through bundle adjustment [15]. Lastly, if the mapper
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has time, it performs various duties like global bundle adjustment and making
new measurements.

Our modifications to PTAM include changing the camera model to one sup-
porting ultra-wide FOV lenses, and adding the capability to track and map with
multiple cameras configured in arbitrary poses. The only requirement is that
the cameras are rigidly connected and that the transform relating their poses is
available, such as from a calibration method discussed in section 2.3. In addition,
cameras that function as a stereo pair should be synchronized if it is necessary
to generate a correctly scaled map. We call the modified algorithm MC-PTAM
for Multi Camera Parallel Tracking and Mapping. The next three subsections
discuss the modifications in detail.

3.2 Modifications: Camera Model

Part of the reason for PTAM’s popularity is due to its very well-designed front
end, which consists of everything the tracker does (motion model, feature warp-
ing, feature matching, etc.). Unlike many other visual SLAM systems, PTAM’s
front-end does not require the camera images to be de-warped and normalized
prior to processing, using instead a built-in camera projection model. This not
only avoids a costly dense remapping of every camera image, but also allows the
use of non-standard camera models. For example, cameras with FOV greater than
180 degrees cannot be represented by the standard pinhole model used by most
visual algorithms, ands thus the images cannot be de-warped onto a sensor plane.

Since we wish to use cameras with ultra-wide FOV lenses exceeding 180 de-
grees for maximum scene coverage per camera, we integrated the Taylor lens
model of [7] with the PTAM system. In the standard pinhole model (Fig. 1a),
light rays are represented as lines that pass through a center of projection and
intersect with the sensor plane. Correcting for lens radial distortion is handled
by remapping the sensor plane to an image plane. In contrast, the Taylor lens
model uses a spherical mapping where light rays are represented as half lines
emenating from the sphere’s center (Fig. 1b). The unit vector representing the
half line is then mapped through functions g and h directly to an image plane.

There were two major modifications required to PTAM once the Taylor cam-
era model was integrated. It is necessary to calculate the Jacobians of image
points with respect to the map point it represents, as well as the camera pose,
in order to perform optimizations in both tracking and mapping. With a pinhole
camera model, these Jacobians are calculated on the sensor plane in Euclidean
coordinates, but with a spherical camera the Jacobians need to be calculated on
the surface of the unit sphere using spherical coordinates [1].

The second modification was to the epipolar searching algorithm necessary to
find new point correspondances and thus triangulte new map points. With the
pinhole model, epipolar lines project as lines to the sensor plane, but with the
spherical model they project as arcs of great circles onto the unit sphere [16].
When searching for matches along the epipolar lines, points need to be rejected
based not on Euclidean distance from a line in a plane, but rather based on
angular distance away from a great circle arc on the unit sphere.
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Fig. 1. Projections in two camera models. a) A pinhole camera treats light rays as
lines passing though the focal point. b) A spherical camera treats light rays as half
lines passing through the sphere center [17].

3.3 Modifications: Tracking

All of the tracking steps described in section 3.1 are applied directly to each
camera in MC-PTAM, except for the final step of pose alignment. Point projec-
tion, feature warping and feature matching are performed on multiple images
independetly from one another, after which the pose of the whole system is
optimized by using measurements from all of the cameras and minimizing the
reprojection error:

Tc = argmin
Tc

M∑
i=1

∑
j∈Si

F

(
|eij |
σij

)
(1)

where Tc is the camera pose, M is the number of cameras used in the pose
optimization, Si is the set of succesfully found map points in the ith image, eij
is the error of the jth point in the ith image, and σij is the standard deviation
of the error derived from the image scale at which the point was found. The
function F (...) is a robust objective function that reduces the effect of outliers
by downweighting them. In both PTAM and MC-PTAM, the Tukey biweight
is used for this, and the minimization of 1 is performed using weighted least
squares.

3.4 Modifications: Mapping

Two major changes are required to the map building component of PTAM:
bookkeeping to handle the additional cameras and their associated measure-
ments, and a modification of the bundle adjustment algorithm so that mul-
tiple measurements per map point are possible. When the tracker wants to
add a new keyframe, the multiple cameras together form a new entity called
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a multi-keyframe, which has a reference pose, a list of cameras, and a list of
measurements these cameras have made. All operations that were performed on
keyframes are now performed on multi-keyframes instead.

In traditional monocular bundle adjustment, the set of camera poses and map
point positions form a simple graph with no more than one edge between ver-
tices and no loops. The vertices are either camera poses or map point positions,
and an edge represents a measurement made by one camera of one map point
(Fig. 2a).

(a) (b)

Fig. 2. Bundle adjustment as a graph of (C)ameras, (M)ulti-keyframes, and (P)oints
showing a) monocular bundle adjustment, and b) bundle adjustment with multiple
cameras. The number of an edge indicates which camera of the multi-keyframe made
the measurement.

The optimal solution to this graph is expressed by the equation

x = argmin
x

∑
(i,j)∈C

eTijΣ
−1
ij eij (2)

where x is a vector of all vertices in the graph, eij is the error of the measurement
represented by the edge connecting vertices i and j, and Σ−1

ij is the information
matrix of that measurement. The solution to 2 is typically found using the sparse
Levenberg-Marquardt algorithm, which (at each iteration) solves the equation

Jδ = ε (3)

for δ. J is the Jacobian matrix of measurements with respect to the graph
vertices, ε is a vector of all errors eij , and δ is the increment that is applied to
the vector x in order to step towards the minimum error solution. Details of the
algorithm can be found in [18]. The Jacobian has a well defined block structure,
and for the graph of Fig. 2a, it is structured as in Fig. 3a. This structure needs
to be modified when extending the problem to perform bundle adjustment in
MC-PTAM.
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(a) (b)

Fig. 3. Structure of the Jacobian matrix J for the case of a) monocular bundle ad-
justment, and b) bundle adjustment with multiple cameras. Blocks of zeros due to the
structure of the graph are indicated. The left superscripts in the blocks of b) indicate
which camera in the multi-keyframe a measurement came from.

When multiple rigidly connected cameras observe a map point, there are two
ways of constructing the bundle adjustment graph. The first is to combine the
errors observed by each camera into one edge. For example, a measurement where
two cameras observe a point could be written as (x, y, u, v), which is simply a
concatenation of the pixel coordinates of the point in the two cameras. However,
because points are not always measured by all cameras, the dimensions of the
edges in the graph would differ.

Another approach is to make the bundle adjustment graph a multigraph,
allowing multiple edges to connect any two vertices. With this approach, the
graph vertices are the map point positions and the poses of the multi-keyframes.
Measurements are simply the pixel coordinates of image features, and when more
than one camera within a multi-keyframe observes the same point, multiple
edges are inserted into the graph (Fig. 2b). Note that edges must also carry
information about which camera in the multi-keyframe the measurement came
from in order to allow projection errors to be computed. The advantage of this
approach is that it allows the straightforward reweighting of edges based on a
robust objective function, whereas with the first approach individual components
of an error vector would need to be weighted differently. For this reason, we use
a multigraph approach in MC-PTAM.

The Jacobian of the multigraph of Fig. 2a is shown in Fig. 3b, which is similar
to the Jacobian developed in [19]. Note how points that are observed in multiple
cameras at once have multiple block entries under the same multi-keyframe.
In the sparse Levenberg-Marquardt algorithm, the Jacobian is multiplied by its
inverse and thus the multiple blocks are summed, leading to a structure identical
to regular bundle adjustment which is then solved as before.
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4 Experimental Setup

4.1 Aircraft

The ultimate goal of our development of MC-PTAM is to enable autonomous
behaviours in a small unmanned quadrotor vehicle. However, in order carry out
the initial evaluation of the performance of the algorithm presented here, we
chose to use an airship that is safer to operate indoors. The satellite emulation
testbed at the Aerospace Mechatronics Laboratory of McGill University includes
a neutrally buoyant spherical airship capable of 6 degree-of-freedom control. The
airship was outfitted with three cameras, two of them in a stereo pair with the
third one mounted nearly diametrically opposite the first two. A small computer
board from Ascending Technologies controlled the cameras and transmitted the
images over a wireless connection. Due to the weight of the stereo cameras and
the computer board, the airship was unbalanced and both cameras in the stereo
pair were viewing primarily the ground. Providing ground truth data in the ex-
periment was a Vicon optical motion capture system, which tracked the airship’s
reference frame.

4.2 Calibration

Calibrating the relative poses of the three cameras was made challenging by the
fact that the third camera’s FOV does not overlap with the FOV of either of
the cameras in the stereo pair, and therefore standard pattern-based calibration
methods could not be employed. We employed a method similar to [13], where
multiple cameras perform visual SLAM independently and then the results are
merged and optimized to obtain the relative poses between cameras. The main
difference in our approach is that we use a known calibration pattern to ini-
tialize the location of each independently tracked camera, and the points of the
calibration pattern are held fixed during global optimization. This ensures that,
unlike [13], we are able to correctly estimate the scale of the translation vector
between cameras.

4.3 Flight

The airship was flown in a simple trajectory with roughtly three phases:

1. A lateral translation and rotation about an axis perpendicular to the ground.
2. A descent which brought the stereo cameras close to the ground.
3. An ascent and a return towards the starting position.

The purpose of the descent was to make the stereo cameras lose sight of trackable
features in order to demonstrate the resiliance of the system to such failures since
the third camera is able to continue tracking.
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5 Experimental Results

5.1 Trajectory Alignment

In order to compare the performance of MC-PTAM to the ground truth data
provided by the motion capture system, it is necessary to know the transform
relating the origin of the motion capture world to the origin of the MC-PTAM
world, as well as the pose of the camera frame relative to the airship. Both of
these transforms can be found by aligning the time-stamped trajectories gen-
erated by the two systems, which is accomplished by minimizing the sum of
squared errors between corresponding poses. At any time in the trajectory, the
pose of the reference camera frame calculated by MC-PTAM relative to that of
the motion capture system is shown in Fig. 4 and is given by

TvaTac = TvwTwc (4)

where Tva is the pose of the airship in the motion capture world frame, Tac is the
pose of the camera system in the airship frame, Tvw is the pose of the MC-PTAM
world in the motion capture world, and Twc is the pose of the camera frame in
the MC-PTAM world. The transforms are represented by 4x4 matrices which
are members of the Lie group SE(3), the set of all rigid body transformations in
three dimensions.

Fig. 4. The coordinate frames and
transforms of the test system
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Fig. 5. The trajectories from MC-PTAM
with 3 cameras and motion capture

Equation 4 is satisified by definition when all the transforms are perfectly
known. However, both the motion capture system and MC-PTAM introduce
errors into their pose estimates, so the relationship between poses becomes

Te = T
−1
va TvwTwcT

−1
ac (5)
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where Te is the error. Optimal trajectory alignment is obtained by minimizing
the error transforms of all N corresponding poses, given by

Tvw, Tac = argmin
Tvw ,Tac

N∑
i=1

||re,i|| (6)

where re,i is the six dimensional minimal parameterization of Te for the ith

set of frames. Equation 6 can be solved using Levenberg-Marquardt nonlinear
minimization.

The above method relies on knowing the correspondances between the poses
generated by the motion capture system and MC-PTAM, which can be accom-
plished by matching timestamps. However, when the processes are running on
physically separate hardware with no time synchronization, it is impossible to
ensure correctly matching timestamps are generated. Therefore, it is necessary to
account for a possible time offset between the trajectories in the error minimiza-
tion algorithm. We handle this by including a time offset variable which is held
fixed during nonlinear optimization. Once optimization reaches a minimum, the
time offset variable is updated, and nonlinear optimization is attempted again.
The selection of time offset is performed in a gradient-descent fashion until con-
vergence.

5.2 Ground Truth Comparison

Fig. 5 shows the trajectory of the reference camera frame, computed from both
the motion capture system and MC-PTAM after alighment calculation. The two
trajectories appear to correspond well, as can be seen by the plot of position and
rotation errors in Fig. 6a.
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Fig. 6. The position and rotation errors of MC-PTAM with a) 3 cameras and b) 2
cameras with motion capture as ground truth

Oddly, both position and rotation errors are lowest near the halfway point
of the trajectory, where the airship approached the ground in order to make
the stereo pair lose tracking capability. The reason for this is that both the
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overhead lighting and the motion capture system lighting created reflections on
the ground of our lab, causing false features to be tracked and added to the map
by the stereo cameras when the airship was at a higher elevation. The behaviour
of PTAM (and thus MC-PTAM) is such that features which are poorly tracked
after being added to the map are eventually deleted. Therefore, the false features
did not permanently corrupt the map but did make tracking poorer when they
were visible.

5.3 Failure Resistance

To show how having an extremely wide field of view afforded by multiple cam-
eras facing in arbitrary directions improves tracking performance, we processed
the captured image sequence of the airship test using only the two cameras in
a stereo configuration. As the airship descended towards the ground in the sec-
ond phase of its motion, these cameras get very close to a mostly featureless
floor. Without the information provided from the third camera, the system loses
tracking capability, as shown in Fig. 6b between 50 and 60 seconds. At about
62 seconds, the cameras see enough reliable features to recover from failure and
tracking continues normally.

6 Conclusions

We have presented a system for tracking and mapping using any number of
ultra-wide FOV cameras arranged in arbitrary poses. To do this we have shown
the integration of the Taylor camera model into the popular PTAM system, as
well as the modifications necessary to accomodate multiple cameras for pose
optimization in the tracking phase and for bundle adjustment in the mapping
phase. Real-world testing of the algorithm onboard a spherical airship indicates
it has good performance, and is shown to be resistant to failure due to feature
starvation, a problem faced by many visual SLAM systems.

Future tests will explore the effects of different camera placements, flight on
different types of aircraft, and flight outdoors. Also, the effect of additional cam-
eras on processing speed needs to be investigated. It is clear that processing
more images at once will increase the computational time, but a possibly more
important consideration is the bandwidth available to transfer the images. In
the present algorithm, all cameras are triggered synchronously, but this presents
a data transfer bottleneck as the number of cameras increase. However, as men-
tioned in section 3.1, this is not necessary for all cameras, and the performance
of the system under asynchronous triggering will be investigated.
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Abstract. Actuator failure detection method based on a new Adaptive Extended 
Set-Membership Filter (AESMF) is proposed for Rotorcraft Unmanned Aerial 
Vehicle (RUAV). The AEMSF proposed in this paper is based on MIT method 
to optimize the set boundaries of process noises which may be incorrect in 
modeling or time-variant in operation; estimation stability and boundaries 
accuracy can be improved compared to the conventional ESMF. Actuator 
Healthy Coefficients (AHCs) is introduced into the dynamics of RUAV to 
denote the actuator failure model. Based on AESMF, online estimation of the 
AHCs can be obtained along with the flight state. With the estimated AHCs, 
actuator failure can be detected as soon as possible which provide valuable 
information for fault tolerant control. Efficiency and improvement of this 
method compared with other online parameters estimation methods is 
demonstrated by simulation using ServoHeli-20 model.  

Keywords: RUAV, Actuator Failure Detection, AESMF, AHCs. 

1 Introduction 

Rotorcraft Unmanned Aerial Vehicles (RUAV), with the advantage of vertical takeoff 
and landing, hovering, lateral free moving, can be used in many scenarios where the 
fix wing unmanned aircrafts are difficult to finish the tasks such as longtime 
surveillance in a fix point, low altitude flight in urban city for anti-terrorism mission. 
To finish the predefined mission, automatic control systems of the vehicles are 
becoming more and more complex and the control algorithms become more and more 
sophisticated. Therefore, fault tolerance flight which can be achieved not only by 
improving the individual reliabilities of the functional units but also by an efficient 
fault detection, isolation and accommodation (FDIA) concept has attracted many 
researches around the world. 

Fault is the malfunction of an actual system either in the sensors or actuators or the 
components of the system. Analytical methods for fault detection and tolerance 
control are believed more prospective and favorable compared to the physical 
redundancy [1].  In this paper, we will mainly focus on the actuator failure detection. 
Generally we can classify the actuator failure into hard failure and soft failure: hard 
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failure in the sense that the actuator sticks at a certain value regardless of the 
command; soft failure in the sense that an actuator’s performance degrades in quality 
but is not completely useless. 

Fault diagnosis approaches include parameter estimation techniques [2], expert 
system applications [3], kalman filter based algorithms [4] and wavelets 
transformation based algorithms [5]. In [4], based on the MIT rule, an adaptive 
algorithm is developed to update the covariance of process noise by minimizing the 
cost function. The updated covariance is then fed back into the normal UKF. Such an 
adaptive mechanism intends to release the dependence of UKF on a prior knowledge 
of the noise environment and improve the convergence speed and estimation accuracy 
of normal UKF. In [5], a wavelet transform algorithm is proposed to detect the sensor 
failure in each sensor acquisition channel. Generally, these algorithms are mainly 
based on the Bayes estimation theory which gives the detection result in a probability 
distribution form and the guaranteed detection result is impossible to obtain. Besides 
that, most of these algorithms make the assumption that the noise is in a pre-known 
distribution which is not exactly in many application. 

The set-membership filter (SMF), which just makes the unknown but bounded 
(UBB) noise assumption and describes the true state in a compact feasible set, 
provides an attractive alternative for fault detection because the bound of prediction 
state can be attained by using this guaranteed estimation method and the noise 
assumption is more realistic in real application. SMF was firstly introduced by 
Scheweppe [7], he proposed the idea of describing the true state in an ellipsoidal set 
in the state space and gave the fundamental ellipsoidal set sum and intersection 
operation principle. Even though there exist many other ways to describe the 
uncertain set such as ellipsoid, orthotope and paralleltope, the ellipsoid is most widely 
used because of its less demand of information for representing the feasible set, more 
insightful for analogizing the covariance, invariance with respect to linear 
transformations in the sense that an ellipsoid remains an ellipsoid after a linear 
transformation, convenience of optimization, etc [10]. As to the nonlinear system 
case, since SMF is based on the linear system model, it can’t be used directly. An 
extended version of set-membership filter (ESMF) was proposed by Scholte and 
Campbell in [9] [10] to implement SMF in nonlinear system. They linearized the 
nonlinear system equation around the current prediction state and incorporated the 
linearization error into the system and measurement noise through the interval 
analysis method. Besides that, an adaptive strategy for the ESMF coefficients’ 
selection was proposed by Zhou [11] to optimize the compact feasible set and make a 
balance between the computation complexity and estimation accuracy. However, 
these algorithms all with the assumption that the system noised bound to be correct, 
pre-known and unchanged, such assumption won’t be satisfied exactly in many 
applications. 

In this paper, a novel adaptive ESMF algorithm is proposed for actuator failure 
estimation of RUAV. In order to do this, the AHCs are introduced to describe the 
actuators’ failures, and the AESMF is used to estimate both the states and the AHCs 
in real time. Simulations with the Shenyang Institute of Automation RUAV test-bed 
SIA-Heli-20 model have been conducted. At last, comparisons with the normal ESMF 
and MIT-based adaptive ESMF are discussed. 
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2 Standard Extended Set-Membership Filter 

Since ellipsoid set has many advantages over other set description, ellipsoid set is 
selected as the presentation of the system state feasible set [8].  

 ( ) ( ) ( ){ }1ˆ ˆ ˆ, | 1
TnE x P x x x P x x−= ∈ − − ≤  (1) 

Where x̂  is the center of the ellipsoid, and P  is a positive definite envelope matrix 
defines the ellipsoid characteristics. 

A discrete nonlinear system is written as follow, 

 ( )1k k kx f x w+ = +  (2) 

 ( )1 1 1k k ky h x ν+ + += +  (3) 

Where n
kx ∈   and 1

m
ky + ∈  are respectively the state and measurement variables, 

n
kw ∈  and 1

m
kν + ∈ are respectively process and measurement noise with 

( )1E 0 ,k n kw Q×∈  and ( )1 1 10 ,k m kv E R+ × +∈ , kQ and 1kR + are both positive definite 

symmetric matrix. 
To incorporated the nonlinear system equation into the SMF algorithm, the nonlinear 

equations are linearized around current state kx  and 1,ˆk kx +  respectively [9],  

 ( ) ( ) ( ) ( )1
k

k

k k kx x
x x

f x
x f x x x O f w

x+ =
=

∂
= + − + +

∂
 (4) 
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1 1| 1ˆ
ˆ

ˆ
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k k k kx x
x x

h x
y h x x x O h
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ν

+

+
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=

∂
= + − + +

∂
  (5) 

( )O f  and ( )O h  represents the respective remaining high order linearization term 

of f  and h . With the pre-calculated ellipsoidal bound of ˆ kx , 1|ˆ k kx + , we get the 

interval of kX and 1|k kX + respectively [9] as: 

 
, ,ˆ ˆ,i i i i i i i

k k k k kX x P x P ∈ − +   (6) 

 
, ,

1| 1| 1| 1| 1|ˆ ˆ,i i i i i i i
k k k k k k k k k kX x P x P+ + + + +

∈ − +   (7) 

Through the interval analysis, we can get the interval ( ) fO f X∈  and ( ) hO h X∈ . 

The calculated fX and hX is in rectangle form and then will be bounded in ellipsoid 

form through the equation. 
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Then we can incorporate the linearization error into the noise by recalculate the new 
noise ellipsoid as the intersection of linearization error ellipsoid with the system noise 

ellipsoid: R̂ R R= ∩ , Q̂ Q Q= ∩ . With the adjusted noise ellipsoid, standard SMF 

can be implemented to the linearized nonlinear equation. 

Define 
( )

k

k

x x

f x
A

x
=
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=

∂
, 

( )
1|ˆk k

k

x x

h x
C

x
+=

∂
=

∂
, the standard ESMF [11] is given as 

follow. In the equation, the coefficient kβ  is adaptively selected based on the least 

trace principle, and the coefficient kρ  is adaptively selected based on the principle of 

least 1kδ +  up-bound [11]. 
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Measurement Update Step 
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3 MIT Rule Based Adaptive Extended Set-Membership Filter 

In the aforementioned standard ESMF algorithm, proper selection of the initial 
parameter and the noise bound is critical for guarantying the performance of the 
algorithm, the AESMF algorithm suffers from the mismatch of the process boundaries 
in practical usage. In this section, we will try to adaptively update the process noise 

kQ  online to ensure 0kδ > . 

To simplify the problem, we assume 1 2{ , , ..., }n
k k k kQ diag q q q=  and i

kq  is 

irrelevant with each other. 
Define the optimization function as follow which can make a balance between the 

algorithm’s stability and the least output noise bound: 

 1( ) (1 ) { }k k k kJ Q tr Pδ += − •  (10) 

 arg min ( )
k

k k k
Q

Q J Q=  (11) 

Since kQ  is assumed in diagonal form and each parameter is irrelevant with each 

other, then we can simplify the derivation as follow to derive the optimal kQ : 

 1( ) (1 )
0k k k k k

i i
k k

J Q P
tr

q q

δ δ + ∂ ∂ − = = 
∂ ∂  

 (12) 

Here MIT rule is selected as the updating rule of  kQ   

 1 ˆ
ˆ ˆ | i i

k k

i i k
k k k q qi

k

J
q q T

q
η+ =

∂
= − Δ •

∂
 (13) 

kη  is the adaptive updating rate which control the convergence rate of the variables 

and satisfying: 20, ,k k k
k k

η η η≥ = ∞ < ∞  . Then we have the updating rule as follow, 

the convergence of this MIT rule based AESMF is discussed in another paper to be 
published [13] and is beyond the scope of this paper.

 

 

1
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δη δ δ δ
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Where kη  is the parameter for converge rate selected by hand satisfing

20,  ,  k k k
k k

η η η≥ = ∞ < ∞  . k
i
kq

δ∂

∂
 and 1k

i
k

P

q
+∂

∂
is derived as follow (details of the 

derivation can be found in [13], only the result is given because of the scope 
limitation). 
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4 Set-Membership Filter Actuator Failure Detection Model 

In the hovering mode, a simplified helicopter model can be used as follow [12] with 
the coordinates defined in Figure. 1. 

 

Fig. 1. Corrdinates in helicopter 
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[ ]1 1M T s sU b aθ θ=  is the main rotor torque, tail rotor torque, longitudinal 

and lateral flapping angle respectively.  
Actuator failure model with AHCs is as follow [4]: 

 1 2

1 2

( , )

( , )

out f in f

f r

f r

U U

diag

diag

τ τ τ
σ σ σ

= Γ +

Γ =

=




 
 (19) 

To estimate the AHCs in real time, AHCs are extended into the state vectors as: 

 1 2 1 2, , , , , , , , , , , , , , ,k x y z x y z r f rx P P P v v v p q rφ θ ψ τ τ τ σ σ σ =     (20) 

Estimation can be done recursively by introducing AESMF into the extended dynamic 
model: 

 
( )

( )
1,k k k k

k k k

x f x U w

y h x v
− = +

 = +
 (21) 

5 Simulation 

ServoHeli-20 mathematical model was used as the simulation dynamic model 
parameters. The simulation structure is as follow: 

 

Fig. 2. Simulation Structure 
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The simulation coefficients of helicopter dynamics are listed in Table 1. 

Table 1. Simulation Coefficients of Helicopter Dynamics 

1LS 2LS 1MS

2MS 3MS

1NS 2NS
1TmrS

2TmrS

1TtrS 2TtrS

mrh mry
trh

mrl
trl

M

1QmrS

1QtrS2QmrS

 

For simplification, only lateral actuator’s coefficients are simulated in this paper, 
and the state is selected as:  

, , , , , , , , , , , , ,k x y z x y z lat latx P P P v v v p q rφ θ ψ τ σ =    

The initial states value and ellipsoidal envelop matrix are as follow: 

[ ]
{ } { }

0

0 0

0,0,0,0,0,0,0,0,0,0,0,0,1,0

0.01,0.01...0.01 0.01,0.01...0.01

x

Q diag R diag

=

= =

 

In Fig. 3(a), an abrupt change of actuator’s proportional effectiveness is designed in 
1032. In Fig. 3(b), an abrupt change of actuator’s failure bias is designed in 1000.  As 
the coefficients change abruptly, the normal system model’s ellipsoidal envelop is not 
accurate and the normal ESMF track the changed coefficients slowly, but the AESMF 
can quickly adjust the ellipsoidal envelop and convergent to the current coefficients in 
an much more short time. 

  
(a)                                              (b)  

Fig. 3. (a) Estimation of actuator effectiveness factor, (b) Estimation of actuator failure bias 

In Fig. 4(a), the helicopter is in a close loop control with an PID controller. Before 
118000, the actuator is normal case, and then the actuator’s proportional effectiveness 
is abruptly changed to 0.5. An impulse expectation of lateral velocity is excited by the 
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man controller, the performances in different actuator’s proportional effectiveness is 
shown in Fig. 5. As we can see, since the actuator’s proportional effectiveness is 
change to 0.5, the precalibrated PID controller can’t stablize the helicopter anymore. 
In Fig. 4(b), an AESMF is introduced to estimate the actuator coefficients online and 
the estimated actuator coefficients is introduced into the controller to compensate for 
the actuator failure, the same simulation is conducted as Fig. 4(a), and we can find 
that the controller can get an almost the same performance in normal and abnormal 
condition with the online actuator failure detection and compensation. 

 
(a)                                               (b) 

Fig. 4. (a) Comparison of Helicopter performance in normal and abnormal condition, 
(b)Comparison of Helicopter performance in normal and abnormal condition with actuator 
failure compensation 

6 Conclusion and Future Research 

A new Adaptive Extended Set-Membership Filter based on MIT method is introduced 
into Rotorcraft Unmanned Aerial Vehicle Actuator Healthy Coefficients online 
estimation. In simulation, with the estimated AHCs, actuator failure can be detected 
effectively and compensate in flight controller to gurantee the performance even in 
actuator failure condition. 
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Robust Attitude Control Design for Spacecraft  
under Assigned Velocity and Control Constraints 

Qinglei Hu1, Bo Li1, and Youmin M. Zhang2 

1 Department of Control Science and Engineering,  
Harbin Institute of Technology, Harbin, 150001, China 

2 Department of Mechanical and Industrial Engineering,  
Concordia University, Montreal, Quebec H3G 2W1, Canada 

Abstract. A novel feedback controller under the constraints of assigned velocity 
and actuator control is investigated for attitude stabilization of a rigid spacecraft. 
More specifically, a robust nonlinear controller is firstly developed by explicitly 
taking into account the constraints on individual angular velocity components in 
the presence of external disturbances, and the associated stability proof is con-
structed and accomplished by the development of a novel Lyapunov function. 
Considering further actuator misalignments as well as the torque magnitude 
deviation, a modified robust least squares based control allocation is employed, 
in which the focus of the control allocation is to find the optimal control vector of 
actuators by minimizing the worst-case residual error using programming algo-
rithms, under the condition of the uncertainties mentioned and control constraints 
such as actuator saturation. Finally, numerical simulation results for a rigid 
spacecraft model show good performance which validates the effectiveness and 
feasibility of the proposed scheme. 

Keywords: spacecraft, assigned angular velocity, actuator uncertainties, actuator 
constraints, control allocation. 

1 Introduction 

Attitude control plays an important role in achieving spacecraft operational services, 
such as remote sensing, communication, International Space Station (ISS) supplying 
and repairing. Some of these orbiting operations require to achieving the maneuvers 
under the physical constraint that the angular velocity sensor measurement is limited. In 
addition, the actuator uncertainties due to misalignment during installation and mag-
nitude deviation increase further the complexity of the attitude control system.  

Recently, many studies related to attitude control law design have been extensively 
studied in literature based on several inspired approaches, such as optimal control [1], 
nonlinear feedback control [2,3], adaptive control [4], and robust control or their inte-
grated applications [5,6]. More specifically, for some practical applications, the con-
straints on rigid body angular velocity components might be required. In Ref. [7], a 
nonlinear feedback control logic which accommodates the actuator and sensor satura-
tion limits is introduced, but the uncertainties and external disturbances are not  
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involved. Accordingly, the angular velocity constraints problem was also taken into 
account in Refs. [8-10] with various method; especially, Hu [9] utilized the log-term in 
the Lyapunov function to analyze and prove the system stabilization by dealing with 
the velocity constraints effectively, which is motivated by the Lyapunov function 
introduced in Ref. [10]. 

However, these above-mentioned studies have been derived under the implicit as-
sumption that the actuators are able to provide any requested joint torque, but this 
assumption is rarely satisfied in practice because of misalignment of the actuators 
during installation, and magnitude deviation due to aging and wearing out of the me-
chanical and electrical parts, etc. To solve this problem, the adaptive control combined 
with other effective methods have been adopted to handle the actuator misalignments 
and magnitude deviation [11,12], but it is hard directly to apply these method to or-
biting spacecraft control system design in practice. To solve this problem effectively, 
here we develop a new control allocation strategy for explicitly considering these 
constraints.  

Control allocation is able to deal with distributing the desired control demand de-
rived from the virtual controller design to the individual actuators while accounting for 
their constraints [13]. The general approaches of control allocation have been deeply 
investigated with several methods proposed, such as: daisy chaining [14], linear or 
nonlinear programming based on optimization algorithms [15], direct allocation [16], 
dynamic control allocation [17], etc. Most previous works study linear control alloca-
tion by programming algorithms, which can be iteratively conducted to minimize the 
error between the commands produced by virtual control law and the moments pro-
duced by practical actuator combinations. Recently, a robust least-squares based  
control allocation [18] is applied in flight control system with an uncertain control 
effectiveness matrix is investigated, which is inspired by the Refs. [19,20], in which the 
robust least-squares problems are considered with the coefficient matrices are unknown 
but bounded, however the actuator magnitude deviation or loss of effectiveness are not 
considered. 

In this work, an attempt is made to provide a simple and robust nonlinear feedback 
control strategy incorporating with a modified robust least squares control allocation for 
spacecraft attitude stabilization system. For the first case, it can achieve the desired rota-
tion maneuvers under assigned angular velocity and be robust to the external disturbances 
by involving a nonlinear term. For the second case, it can deal with the problem of dis-
tributing the total former command into the individual actuator properly by involving a 
control allocator, under the condition of the uncertainties included in the actuator confi-
guration matrix, magnitude deviation and control constraints like saturation.  

2 Spacecraft Modeling and Problem Formulation  

2.1 Spacecraft Attitude Dynamics 

Consider a rigid space system described by the following attitude kinematics and 
dynamics equations [21]:  
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J  is the total inertia matrix of the spacecraft, ( )u t  denotes the combined control 

torque produced by the actuators, and ( )d t  denotes the external disturbance torque, 

which is assumed to be unknown but bounded, i.e., ( )d t d≤  for a constant d .  

Note that, for some specific applications the constraints on rigid body angular ve-
locity might be required, the assigned velocity constraint states that 

 1 1kω < , 2 2kω < , 3 3kω <    (4) 

for some constants ik ( 1,2,3i = ). 

In addition, for physical limitations on the actuator, we assume that actuator output 
torques have the same constraint value ( , )τ τ , i.e.  

 { }( ) : , 1,2, ,m
it R i mτ τ τ τ τ∈ Ω = ∈ ≤ ≤ =   (5) 

2.2 Control Objective 

Considering the spacecraft attitude system given by Eqs. (1) and (2) under the con-
straints from Eq. (4), design a control law such that, for all physically realizable initial 
conditions, the states of the closed-loop system can be stabilized, which can be  
expressed as: lim lim 0t tq ω→∞ →∞= = . 

3 Nonlinear Control Law Design for Spacecraft under Velocity 
Constraint 

In this section, we aim to design a feedback control law for the system described by 
Eqs. (1) and (2) to regulate the rigid spacecraft attitude control under the velocity 



446 Q. Hu, B. Li, and Y.M. Zhang 

constraint given in Eq. (4). For this purpose, let us consider following candidate  
Lyapunov function  

 

( )

3
2

2 1
0 3

2 2

1

1
(1 ) log

2

i
T i

p

i i
i

k
V k q q q

k ω

=

=

 
 
  = − + +   −  

∏

∏
 (6) 

Differentiating this Lyapunov function with respect to time and using Eq. (1) yields 

 
2 2 2 2 2 2

1 1 2 2 3 3

1 1 1
, ,T T

pV k q diag
k k k

ω ω ω
ω ω ω

 
= +  − − − 
   (7) 

Then, let 
2 2 2 2 2 2

1 1 2 2 3 3

1 1 1
, ,diag

k k kω ω ω
 

Ξ =  − − − 
, above expression leads to  

 [ ]1T T
pV k q J J u dω ω ω ω−= + Ξ − × + +  (8) 

To this end, the control law is selected as  

 ( )1 sgn( )p du J J k q kω ω ω β ω−= × − Ξ + −  (9) 

with dβ > ; then Eq. (8) can be reduced to  

 ( )1T T
d dV k J d kω ω ω β ω ω−≤ − − Ξ − ≤ −  (10) 

Since 0V ≤  and 0V > , this implies that ω  and q  are bounded, and then V  is 

bounded; then using Barbalat’s lemma, one has 0ω →  as t → ∞ ; then further 
using LaSalle’s invariance principle leads to 0q →  as t → ∞ . 

4 Control Allocation Design under Actuator Uncertainties 

4.1 Model of a Rigid Spacecraft under Actuator Uncertainties 

A common configuration with four reaction wheels, in which three reaction wheels’ 
rotation axes are orthogonal to the spacecraft ontology shaft and the forth one is in-
stalled with the equiangular direction with the ontology three axis. Then the spacecraft 
dynamics in Eq. (2) can be written as  

 ( ) ( )J J D t d tω ω ω τ= − × + +  (11) 

where D  is the reaction wheel configuration matrix. 



 Robust Attitude Control Design for Spacecraft 447 

Referring to Fig. 1, it is assumed that the reaction wheel mounted on X axis is tilted 
over nominal direction with constant angles, 1αΔ  and 1βΔ ; also for other reaction 

wheels mounted left are assumed to be tilted over nominal direction with 2αΔ , 2βΔ , 

3αΔ , 3βΔ , 4αΔ  and 4βΔ  respectively. To this end, the real reaction wheel torque 

with misalignment is expressed as  

 
( ) ( )
( ) ( )

( )

1 2 2 3 3

1 1 1 2 2 3 3 3

1 1 2 2 3

4 4 4 4

4 4 4 4 4

4 4

cos sin cos sin cos

sin cos cos sin sin

sin sin sin sin cos

cos cos

cos sin

sin

u

α α β α β
τ α β τ α τ α β

α β α β α

α α β β
τ α α β β

α α

Δ Δ Δ Δ Δ     
     = Δ Δ + Δ + Δ Δ     
     Δ Δ Δ Δ Δ     

+ Δ + Δ 
 + + Δ + Δ 
 + Δ 

 (12) 

1αΔ
1βΔ

3αΔ

3βΔ

2αΔ
2βΔ

4 4β β+ Δ

4 4α α+ Δ

 

Fig. 1. Four reaction wheels with misalignments 

Generally, the misalignment angles ,( )i iα βΔ Δ  are very small in practice, and the 

following relationships are adopted to approximate Eq. (5): 

 cos 1,sincos , sini i i i i iα β α α β βΔ ≈ Δ ≈ Δ ≈ Δ Δ ≈ Δ  (13) 

Then the configuration matrix can be represented as  

 0D D D= + Δ  (14) 

 
4 4

0 4 4

4

1 0 0 cos cos

0 1 0 cos sin

0 0 1 sin

D

α β
α β

α

 
 =  
  

 (15) 

 
2 2 3 3 4 4 4 4 4 4

1 1 3 3 4 4 4 4 4 4

1 1 2 2 4 4

0 cos cos sin cos cos sin

cos 0 sin sin sin cos cos

sin sin 0 cos

D

α β α β α α β β α β
α β α β α α β β α β
α β α β α α

Δ Δ Δ Δ −Δ −Δ 
 Δ = Δ Δ Δ Δ −Δ + Δ 
 Δ Δ Δ Δ Δ 

 (16) 

where 0D  denotes the nominal value, and DΔ  denotes the uncertainty; and in addi-

tion, the magnitude deviation of the actuator is considered, which is defined as 
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( ) ( )t tτ λ τΔ =   by introducing a small random variable λ . Accordingly, the space-

craft dynamics under this uncertain configuration matrix can be rewritten as  

 ( )0 ( ( ) () )( )J J D ttD t dω ω ω τ τ= − × + Δ+ Δ + +  (17) 

4.2 A Novel Robust Least-Squares Control Allocation Scheme 

From the principle of control allocation, an equivalent representation of the Eq. (11) 
can be written as  

 
( ) ( )

( ) ( )
u

u

J J B u t d t

B u t B tτ

ω ω ω
τ

= − × + +
 =


 (18) 

where ( )u t  is the virtual control input, uB  the virtual input matrix, and Bτ  is used 

to describe distribution of the physical actuators with B D Dτ = + Δ . With such a 

choice, the virtual input ( )u t  represents exactly the total torques produced by the 

actuators, and the following can be given 

 ( )0

( ) ( )

( ) ( ( ) ( ))

J J u t d t

u t t tD D

ω ω ω
τ τ

= − × + +
 = Δ+ Δ +


 (19) 

To solve this control allocation problem, the following assumptions are obeyed. 

Assumption 1: DΔ is an unknown matrix but satisfying 1D ς
∞

Δ ≤ ; 

Assumption 2: uΔ is an unknown matrix but satisfying 2u ς
∞

Δ ≤ ; 

Note that if there are no actuator uncertainties DΔ  or τΔ , this kind of control al-
location, like the pseudo-inverse control allocation, can be easily realized by  

 †( ) ( )t D u tτ =  (20) 

where † 1( )T TD D DD −= . However, when considering this kind of uncertainties, the 

problem becomes more challenge. Fortunately, inspired by the robust least-squares 
control allocation (RLSCA) scheme proposed in Refs. [23-25] with uncertain control 
distribution matrix DΔ  and magnitude deviation τΔ , the optimal control vector τ  
can be found by minimizing the worst-case residual. 

Then the optimal actuator control vector RLSCAτ  can be described by 

 
1

0arg min max ( ) )(RLSCA
D

D D u
τ τ τ ς

ττ τ
≤ ≤ Δ ≤

= Δ+ Δ + −  (21) 

By defining term 0( )D D τ+ Δ Δ  as u−Δ , Eq.(21) can then be rewritten as 

1

2

0arg min m ( ( )ax )RLSCA
D
u

D D u u
τ τ τ ς

ς

τ τ
≤ ≤ Δ ≤

Δ ≤

+ Δ − + Δ=  
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Then, for a variable τ , the worst-case residual is  

 ( )
21

0
,

( ) max )(
D u

D D u u
ς ς

γ τ τ
∞ ∞Δ ≤ Δ ≤

Δ − + Δ= +  (22) 

Using the triangle inequality , 

 
1 2

0
,

( ) max ( || ||)
D u

D u D u
ς ς

γ τ τ τ
∞ ∞Δ ≤ Δ ≤

Δ + Δ≤ − +  (23) 

Assume that  

 2
1[ ; [ ;

||
] ]

||
TuD

ςε τ ς
τ

= Δ =Δ Δ  (24) 

where 
0

0
0

,  if 

any unit norm vector,  otherwise

D u
D u

D u

τ τ
τε

− ≠ −= 



. 

Then, in the direction of ε , the worst-case residual is  

 0( ) ( 1)D uγ τ τ ς τ= − + +  (25) 

where 1 2max{ , }ς ςς =  is defined. 

The worst-case residual in Eq. (25) satisfies the following constraints 

 0 ( 1)D uτ ς τ κ− + + ≤  (26) 

where κ  is the upper bound of the residual to be minimized. 
Thus, the RLSCA problem can be written as a second-order cone programming 

(SOCP) problem  

 

, ,

0

min

subject to : , ( 1)

,

D u

τ μ κ
κ

τ κ μ ς τ μ
τ τ τ τ

− ≤ − + ≤
≤ − ≤ −

 (27) 

To this end, the following statements can be concluded: 

Theorem 2: The optimal solution RLSCAτ  to the RLSCA problem is given by  

 
( ) 1

0 0 0 2 2
1 2

†
0

( )
,  if 0

                          else

T T

RLSCA

I D D D u
s

D u

κ μ μη η
τ μ μ

− − + > + += 




 (28) 

where 0η > , 2 2s τ τ= + , 1 / ( 1)μμ ς= − , 2 / (|| || 1)μ μ τ= + , κ and μ are the 

optimal solution to the above problem. 
Proof is omitted here due to consideration of space limitation. 
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5 Simulation and Comparison Results 

To verify the effectiveness and performance of the proposed scheme, numerical si-
mulations have been carried out with the parameters are provided in Table.1, and the 
external disturbances are assumed to be 

 3

3cos(10 ) 4sin(3 ) 10

( ) 0.2 10 * 1.5sin(2 ) 3cos(5 ) 15

3sin(10 ) 8sin(4 ) 10

d d

d d

d d

t t

d t t t

t t

ω ω
ω ω

ω ω

−

+ − 
 = − + + 
 − + 

×  (29) 

Table 1. Simulation parameters and initial conditions 

Model 

parameters 

J =[20 0 0.9; 0 17 0; 0.9 0 15], initial angular velocity 0ω =[0; 0; 0], 

initial quaternion 0Q =[ 0.9; -0.3; 0.26; 0.18]   

4α =35.26, 4β =45, iαΔ =[0.2; 0.1; 0.2; 0.1], iβΔ =[0.1; 0.2; 0.1; 0.2] 

FCUVC 
1 2 3k k k= = = 0.06, pk = 6.2, dk = 7.6, β = 0.06, ρ = 0.036, dω = 1 

RLSCA 
1 2ς ς= = 0.8, τ = 0.15, τ = -0.15 

 
In simulations, the proposed feedback controller under velocity constraints 

(FCUVC) incorporated with the proposed robust least squares control allocator 
(RLSCA) is noted as FCUVC+RLSCA. All the computations and plots are performed 
using the MATLAB/Simulink software package.  

In this case, firstly, to show the effect of the proposed FCUVC incorporated with 
RLSCA, simulations have been carried out under the given initial condition. The time 
histories of quaternion, velocity and torques are shown in Figs. 2-4 with external dis-
turbances and uncertainties included in actuator misalignments and magnitude devia-
tion. It is demonstrated that an acceptable and feasible orientation response is achieved, 
and the spacecraft states reaches the demanded position with a settling time less than 40 
sec. Moreover, there are a few oscillations in the time responses of attitude and veloc-
ity, but the time responses settle within 40 sec even if the external disturbances and 
actuator uncertainties are considered simultaneously, and the angular velocity com-
ponents in the three axes are bounded in the assigned set specification obviously which 
is defined as Eq. (4) with the assumption of 1 2 3 0.06k k k= = = . This illustrates that 

the designed controller is capable of rejecting the disturbances and actuator uncertain-
ties while maintaining the rotational capability of the spacecraft, with high accuracy 
smaller than 0.0003 and 0.0005 (rad/sec) for quaternion and velocity, respectively. In 
addition, from Figs. 4, it can be easily seen that the output torque of each reaction wheel 
is within the saturation limitation 0.15 Nm because the RLSCA explicitly considers the 
control saturation constraints, and it is satisfied with the practical engineering applica-
tions due to the actuators constraints.  
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Fig. 2. The time responses of quaternion Fig. 3. The time responses of the velocity 

 

Fig. 4. The time responses of actuator torques τ  

6 Conclusion 

In this paper, the proposed nonlinear feedback control scheme is involved to design the 
virtual feedback control to achieve attitude stabilization under undesired disturbances 
and assigned angular velocity constraints, and then the robust least squares based 
control allocation scheme is involved separately to suitably distribute the total virtual 
control command into the active actuators, considering actuator uncertainties and 
saturation. Numerical implementation of the novel control strategy was also presented 
to confirm the advantages and improvements over existing controllers especially the 
control allocation method to distribute the virtual control command into individual 
actuator in the present of actuator uncertainty.  
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Abstract. This paper considers robust fault-tolerant control problem of a class 
of uncertain switched nonlinear systems. A new state feedback fault-tolerant 
control method is proposed for global stabilization of the nonlinear switched 
systems against actuator faults and structure uncertainties. Compared with the 
existing results on fault-tolerant control of switched systems, this paper mainly 
features: 1) the proposed controller can stabilize a class of nonlinear systems 
with actuator faults and its nominal systems (i.e., without actuator faults) 
without necessarily changing any structures and/or parameters of the proposed 
controllers; 2) the proposed method treats all actuators in a unified way without 
necessarily classifying all actuators into faulty actuators and healthy ones; 3) 
the proposed method is independent on arbitrary switching polices. Simulation 
studies on a numerical example and on the longitudinal dynamics of an F-18 
aircraft operating on different heights show the effectiveness of the proposed 
method. 

Keywords: Fault-tolerant control, switched systems, flight control. 

1 Introduction 

Switched systems are a special class of hybrid dynamic systems. It consists of a 
limited number of subsystems, one of which is activated for a specific time interval 
under a switching law to achieve a certain target [1]. As high performance 
requirements of control systems for handling nonlinearities, uncertainties and 
operating condition variations and also fault-induced dynamic changes, much 
attention has been paid on switched systems and available results on switched systems 
have been applied widely and practically [2-6, 20, 26, 27]. However, most of the 
existing results are presented on theoretical research of switched linear systems and 
their applications [2, 4, 6]. Since the nature of hybrid dynamic systems is inherently 
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nonlinear, studies of switched nonlinear systems have become one of the key topics in 
the control community.  

Undoubtedly, stability is the first requirement for a system to work normally, thus 
stability of switched systems is the first and important task in research interests on 
switched systems. Due to the complexity of switched nonlinear systems, the available 
results on stability of switched nonlinear systems are limited, see [3, 7-13] and the 
references therein. Thus, switched nonlinear systems with special structures are explored 
for stability-related problems [3, 10, 11, 12, 13]. Namely, Reference [10] considered a 
class of cascaded nonlinear systems by switching gains of controllers of the linear 
subsystems to achieve invariant control and semi-globally asymptotic stability. The result 
in [10] was extended to a multiple-input case in [11]. Reference [3] studied quadratic 
stability of a class of switched nonlinear systems without control input. Reference [12] 
considered adaptive neural control for a class of switched nonlinear systems in a strict 
lower triangular form. Reference [13] concerned global stabilization for a class of 
switched nonlinear feedforward systems. As shown by these results, stability of switched 
nonlinear systems with special structures is still an important research area. 

On the other hand, maintenances or repairs in the highly automated industrial systems 
cannot be always achieved immediately. For preserving safety and reliability of the 
systems, the possibility of occurrence and presence of uncertain faults must be taken into 
account during the system analysis and control design to avoid life-threatening prices and 
heavy economic costs caused by faults [6, 14, 15, 21, 22, 28], which makes fault-tolerant 
control attract more and more attention [16-20]. Reference [16] considered decentralized 
fault-tolerant control for a class of interconnected nonlinear systems consisting of finite 
subsystems to achieve desired tracking objectives and guarantee stability of the closed-
loop systems. However, [16] only considered bounded fault functions which satisfy 
matching conditions and bounded interconnected uncertain structures, but the authors did 
not explicitly consider faults of the actuators which transmit control signal into the plant. 
References [17-19] designed fault-tolerant controllers for the nonlinear systems with 
actuator faults to guarantee reliable stability of the systems. Their common feature is that 
actuators are decomposed into two parts, one of which is susceptible to faults, the other 
of which is robust to faults, to compensate for actuator faults effectively. However, in 
order to implement the control design, the two-part decomposition has to be known in 
advance. It may be in general difficult to obtain in practice. 

From the above analysis on switched systems and fault-tolerant control, fault-
tolerant control of switched nonlinear systems is one of promising research interests 
due to the fact that many practical systems can be cast into hybrid dynamic systems. 
Compared with available results on switched systems and traditional fault-tolerant 
control, there are very few results on fault-tolerant control of switched nonlinear 
system [6, 23, 24]. Reference [6] gave a sufficient condition on robust fault-tolerant 
control of a class of nonlinear switched systems by decomposing actuators into two 
parts, the same as the way in [17], i.e., one of which is robust to actuator faults, and 
the other is susceptible to actuator faults. Thus, the method in [6] has the above-
mentioned disadvantages with such a fault model. In addition, structural uncertainties 
of input matrices were not considered for this class of nonlinear switched systems in 
[6]. In [23], by uniting safe-parking and reconfiguration-based approaches for a class 
of switched nonlinear systems, the authors proposed two switching strategies to 
realize fault-tolerant controls against actuator faults. But when actuator faults occur, 



 Fault-Tolerant Control of a Class of Switched Nonlinear Systems 455 

 

the two methods both need to determine reparation time for faulty actuators, which is 
not easy to acquire in many real-world scenarios. Reference [24] considered observer-
based fault-tolerant control of a class of switched nonlinear system with external 
disturbances. From a system structure point of view, the nonlinear item in this paper 
is connected to the system in a parallel way, which can be directly compensated for 
by control signals. However, it is worth noting that fault-tolerant control for nonlinear 
cascaded systems is much more complicated, where the nonlinear term, as a nonlinear 
subsystem, is cascaded to other subsystems.  

This paper considers the problem of robust fault-tolerant control of a class of 
nonlinear switched cascaded systems with structural uncertainties existing in both 
system matrices and input matrices, and proposes a fault-tolerant control method for 
this class of switched systems by using common Lyapunov function techniques. A 
numerical example and the longitudinal dynamics of an F-18 aircraft are given to 
verify the effectiveness of the proposed method. 

2 Problem Description  

Consider a class of uncertain switched nonlinear systems described by: 
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                                      (1) 

where rRx ∈ and rnRz −∈  are system states, iq
i Ru ∈  is control input, 

[ ) { }mMti ,,2,1,0:)( ⋅⋅⋅=→+∞  is a switching signal, ( )xzgi ,  is a known nonlinear 

function, iA  and iB  are known constant matrices, and iAΔ and iBΔ  are matrix 

functions representing structural uncertainties. 
We now make following assumptions for system (1): 

Assumption 1: Assume that ( )ii BA ,  is controllable and iA is stabilizable, and that all 

the states are available for feedback. 

Assumption 2: Assume that iAΔ  and iBΔ  are the structural uncertainties with 

bounded norms, i.e.,  

                                       ,δ≤Δ iA and .θ≤Δ iB                                                 (2) 

Assumption 3: Assume that ( )xzgi ,  satisfies global Lipschitz condition, i.e., there 

exists constant 0>iL such that 

                                ( ) ( ) ,,, 2121 xxLxzgxzg iii −≤−  .,, 2xxz i∀  

Assumption 4: There exists a smooth positive-definite function ( )zW  with ,0)0( =W

and constants ,0,0 >> γβ i  and Mi ∈ such that 
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.z
dz

zdW γ≤                                                             (4)  

Then, we design state feedback controllers as follows: 

                                             xKu ii =                                                                     (5) 

where rq
i

iRK ×∈  are constant matrices.  

Given whether a fault occurs on each actuator or not, a matrix i
sL is introduced to 

represent fault situation of the actuators of the thi  subsystem as follows: 

                                             ),,,( 21
i
q

iii
s llldiagL ⋅⋅⋅=                                               (6) 

where if 1=i
jl  actuator j  is normal and if i

jl =0 actuator j  is faulty, ( )qj ,,2,1 ∈ , 

and 0≠i
sL . 

Therefore, the closed-loop switched nonlinear systems involving uncertain 
structures and actuator faults are given as follows: 
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Then the control objective is to design feedback gain matrices iK ( )Mi ∈  such that 

switched nonlinear system (7) under arbitrary switching policies are globally 
asymptotically stable for all uncertain matrices ii BA ΔΔ ,  and the actuator faults.  

3 Controller Design of Switched Systems  

This section will present the main results on the robust fault-tolerant control of the 
nonlinear switched cascaded systems (1) and stability analysis of the closed-loop 
systems (7). Before presenting the main theorem, we need the following lemma. 

Lemma 1 [22]:  For rRyx ∈∀ , and constant 0>ε and symmetric positive matrix Π , 

the inequalities as follows hold: 
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Theorem 1: Suppose that Assumptions 1-4 are satisfied. If there exist 0>ε  and 
symmetric positive matrices ii UH ,  and iQ , such that the following Riccati equations  
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have a symmetric positive definite solution P . Then, under arbitrary switching rules 
the closed-loop systems (7) are globally asymptotically stable with ,PBK T

ii −=  i.e., 

PxBxKu T
iii −==  are fault-tolerant feedback controllers which stabilize switched 

systems (1) globally and asymptotically. 

Proof: Consider the function below as a common Lyapunov candidate function: 

                             ( ),),( zWPxxzxV T += μ                                                       (10) 

where 0>μ  is a constant to be determined. Along the trajectory of systems (7), the 

time derivate of ( )zxV ,  is 
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According to Lemma 1, for the constant 0>ε  and symmetric positive definite 
matrices iH and iU , also noting that Assumption 2 and (9)-(11), one easily has  
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According to the global Lipschitz condition in Assumption 3, and (3) and (4), then 
one has 
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Thus, if one chooses 
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(1) and (5) are globally asymptotically stable under arbitrary switching policies to all 
uncertain structural uncertainties and the actuator faults. The proof is thus completed. 

 
Remark 1: Pre- and post-multiplying both sides of matrix inequalities (9) by 1−=Γ P
, applying Schur Complement Lemma, and letting σ  be a sufficiently small constant, 
inequality (9) can be transformed  into the following LMIs ( )Mi ∈ : 
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4 Simulation Studies 

In this section, two examples are studied to show the effectiveness of the proposed 
method. One is a numerical example; the other is the longitudinal dynamics of an F-
18 aircraft taken from [29] to show potential applications of the proposed method. 

4.1 A Numerical Example 

Consider the following uncertain nonlinear switched systems  
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where 1, 2,i =  and the matrices and parameters are listed below: 
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,

1.000

01.0002.0

0002.01.0

1
















=H
















=

2.000

02.0002.0

0002.02.0

2H , 

5.12 =ε , 1.02 =δ , 2.02 =θ , 2.11 =ε , 2.01 =θ , 1.01 =δ , ),sin(),( 1
3

1 zxzxzg +−=  and 

).cos(),( 1
3

2 zxzxzg +−=  

Solving Riccati equation (9) with the parameters given above gives a positive 
definite matrix solution as shown below: 

















−−
−−
−−

=
5120.00121.01530.0

0121.05229.00995.0

1530.00995.05019.0

P  

Then, according to PxBxKu T
iii −== )2,1( =i the controller can be designed. Let 

initial conditions be Tx ]2,3,3[)0( −−=  and 2)0( =z . As Fig. 1 shows, the state 

feedback control law guarantees that systems (12) under arbitrary switching rules are 
still asymptotically stable when the second actuator of the first subsystem and the first 

actuator of the second subsystem have faults, as indicated by 1
sL  and 2

sL . Fig. 1 is the 

time history of the states, where the stars represent switching points. Fig. 2 represents 
switching sequences of controller gains. From the figures, the effectiveness of the 
proposed control method is shown by this numerical example. 

          

Fig. 1. System state responses Fig. 2. Switching sequences of gain matrices 

4.2 Longitudinal Dynamics of an F-18 Aircraft 

Due to the fact that an F-18 aircraft needs to operate at all possible altitudes and that 
stability has to be persevered for all the possible operation points in the presence of 
actuator faults, thus it is necessary to design a control system to stabilize the longitudinal 
dynamics independent from altitudes, i.e., under arbitrary switching policies.    

Now we apply the proposed method to the following longitudinal dynamics of the 
F-18 aircraft operating on three different heights, which are given in [29].  
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where ][ qx α=  represent angle of attack and pitch rate, ][ qx  α=  represent 

changing rate of angle of attack and pitch acceleration, ][ PTV
i

E
iiu δδ=  represent 

symmetric elevator position and symmetric pitch thrust velocity nozzle position on 
the i-th operation point,                 
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therein the nomenclature, e.g.,  
3 26m h

longA is the longitudinal state matrix at velocity of 

Mach 3 and height of 26k feet [29], ,0=z ,0321 === ggg and 121 ,, BAA ΔΔΔ  and

2BΔ  are zero matrices. We can easily verify the Assumptions 1-4. With the LMI 

solver, a common solution P  can be obtained as: 
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−
=

0152.201261.12

1261.128327.34
P , 

Then, the desired controller can be obtained. Let initial values be Tx ]3,3[)0( −=  and

],00;01[1 =sL and ].10;00[32 == ss LL  As shown in Fig. 4, the state 

feedback control law guarantees that systems (16) under arbitrary switching rules are still 

asymptotically stable when the actuator faults occur as shown by 1
sL  , 2

sL  and 3
sL . Fig. 3 

is the time history of states of the longitudinal dynamics, where the stars represent 
switching points. Fig. 4 represents switching sequences of controller gains. From the 
figures, the effectiveness of the proposed method is shown by this practical example.  

    
        Fig. 3.System state responses                    Fig. 4. Switching sequences of gain matrices 
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5 Conclusion 

This paper studies robust fault-tolerant control of a class of uncertain switched 
nonlinear systems. By designing feedback control law and using common Lyapunov 
function technique, a sufficient condition is given on globally asymptotical 
stabilization of the switched nonlinear systems against actuator faults under arbitrarily 
switching signals. This method can also be easily applied to robust fault-tolerant 
control problems of uncertain switched systems with sensor faults, or with both sensor 
and actuator faults. The simulation results on a numerical example and the 
longitudinal dynamics of the F-18 aircraft operating on different altitudes show the 
effectiveness of the proposed method.  
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Abstract. This paper proposes a methodology for leak detection and isolation 
in Water Distribution Systems (WDS). Our work is based on the construction of 
regression models with optimal parameters which describe the behavior of the 
network in a normal scenario (no leaks) and comparing these models against 
predicted output for actual data obtained from pressure measurements along a 
time horizon. The proposed detection method takes into account possible 
presence of noise in the demand (assumed known) and/or in the measurements 
obtained from sensors located in the nodes of the network. A typical water 
network testbed is employed to validate the proposed methodology. Epanet® 
software was used to perform the simulations of leak scenarios in order to 
validate the effectiveness of the proposed approach. Encouraging results are 
obtained in scenarios with noise and different demand patterns. 

Keywords: Leak detection, isolation, regression models, sensitivity. 

1 Introduction 

Water Distribution Systems (WDS) are used in everyday life, whether being 
employed for domestic or for industrial use. They are usually large scale systems 
which demand the design of better leak detection and isolation methods to prevent 
water waste. Leaks in WDS can cause significant economic losses giving as a 
consequence an extra cost to the final user. In summary, in a world struggling with 
satisfying water demands, leaks cannot be tolerated.  

Several works have been published on leak detection for WDS. Model based leak 
detection and isolation techniques, based on pressure measurements and sensitivity 
analysis have been studied [1], however the parameter estimation of non-linear 
models of water networks is not an easy task. Recently the efforts to achieve leak 
detection in water networks have been approached with the use of binary codification 
of residuals to compose the fault signature and corresponding binary detection tests to 
detect the leak. However it has been shown that such approach produces a loss of 
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information which diminishes performance [2]. Alternatively, it is possible to use a 
relationship between the residuals and faults, such as the sensitivity, in order to 
improve the results [3]. In [4], a method to locate leaks with Support Vector Machines 
(SVM) classifiers is presented. This research presents a way to analyze data obtained 
by a set of pressure control sensors in order to locate and compute the leak size. A 
method to detect and locate leaks based on the transitory inverse analysis is presented 
in [5]. Gertler proposes in [6] a leakage localization method based on pressure 
measurements and the application of principal component analysis to the fault 
diagnosis in WDS. Closer to our work, a method using pressure measurement and the 
sensitivity residuals is presented [7]. This methodology is based on a model free of 
leaks, obtained offline, and then computed residuals are analyzed on line against a 
proposed threshold. If any inconsistency is found, an analysis to detect leaks begins 
using an established mapping. 

Linear Parameter Varying (LPV) models proposed in [8] have been used recently 
within the FDI research community for application to non linear systems. However, 
even with the use of LPV models, modeling errors are inevitable in complex 
engineering systems. In [9], a leak detection and isolation methodology in pressurized 
water pipe networks is proposed based on computing residuals and is applied to a 
small case study in order to discuss the effectiveness of the approach. In [10], the 
same case study was tested in presence of a leak but adding to the leak detection 
method the use of zonotopes. 

The contribution of this paper is to present a new detection and isolation method 
for WDS based on regression models which describe system dynamics, and taking 
advantage of the analysis of a time horizon as proposed in [11]. The methodology is 
based on the comparison of two situations. First, the network behavior using the 
pressure measurements and the parametric model in leak absence. Second, the 
predicted model obtained from the pressure measurements of the last 24 hours. Then, 
the biggest discrepancy along the time horizon between the predicted model and the 
expected pressure indicates the existence and location of a leak. 

This paper is organized as follows. Section 2 describes the proposed methodology.  
In particular, we explain our modeling and the leak detection technique. Section 3 
presents the description and application of the proposed analysis and the design of 
experiments for the considered network.  Section 4 collects the most important 
results. Finally, in section 5, the principal conclusions are presented. 

2 Methodology 

2.1 Modeling 

We are proposing a new method for leak detection where we know analytically the 
behavior of the network using the pressure measurements. This methodology requires 
the knowledge of the pressure for each node based on the known demands: 

 
, ,
, , ,   (1)
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where: 
   is the matrix of normal demand state pressures, ,   represents the normal demand pressure of node  at time , 
  is the number of nodes, 
  is the number of samples according to the time horizon. 

Then, we obtain the connections that will explain how a node is interconnected with 
each of its neighbor nodes. First, we initialize the junction matrix as an identity matrix 
of size , then, we apply on the matrix the equation (2): 

 
1 if node is next to node0 otherwise , (2)

Once we know the junction matrix, it is necessary to propose adequate equations to 
compute a model for each node. Based on the concept of sensitivity, we know that in 
the ideal case, for a time sample  the pressure of every node is given by: 

 1,2, … ,  (3)

being  the sensitivity matrix and  the vector of normal demands for every node at 
time . 

Then, we built the following structure for node pressure measurement on a given 
time, based on the idea proposed in [9]: 

             , (4)

where:  is the sensitivity which affects the node  according to a demand change in node  
      ,  is the free factor that explains the behavior of the pressure measured on each  
    node, 

   is the demand of node  at a given time,  
 is the pressure of node  at a given time. 

Each value of the sensitivity will be given by an equation depending on the number of 
connections that has the respective node, as we can see in equation (5): 

  (5)

According to the previous equation, if  is zero in the junction matrix, the demand  
will not be considered in the computation of the actual sensitivity. Once we have 
constructed  sensitivities for each node, by combining them with equation (4) we  
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obtain the pressures in function of the parameters , , , etc. Then, we are able to 
create the function necessary to obtain each parameter thanks to the following 
optimization method: 

 1,2, … , , (6)

where: 
 is the matrix with the corresponding demands along the time horizon, 
 is the vector of parameters to compute. 

Then, the minimization function is: 

 min . (7)

Using the least squares method to solve equation 7 we have computed the parameters 
necessary to describe the behavior of the network and we have an adequate model for 
each node.  

2.2 Detection and Isolation 

In order to achieve the leak detection, we need the pressure measurements of the 
actual behavior of the network given by equation (8). 

 
, ,
, ,  ,   (8)

where  represents the actual pressure measurements matrix for which we need to 
inquire the possible existence of a leak. 

Now, we have to find the minimum leak detectable in the network. This value will 
allow us to discriminate if there is a leak or if it is just noise present in the system. 
Since in the case of noise present in the demand we will be able to detect only a leak 
with magnitude bigger than the noise, we will assume that in our network, the 
probable noise along the time horizon is around 4% of the expected demand. Also, we 
will use this value to assume noise in each node, meaning that we will have a new 
demand given by: 

 1,2, … , .  (9)

Where  is a vector containing the supposed noise along the time horizon that is 
affecting the node . Then, using this new matrix of demands, we will be able to 
detect any continuous leak with a magnitude bigger than the supposed noise. 
Moreover we have to build a new  for each node and for each supposed place of the 
leak in the network because each node has a different demand behavior. Then, we will 
have as many new  vectors as nodes for each supposed demand, and the error in the 
analytical model is given by: 
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 1,2, … , . (10)

Taking into account that the leak will be continuous, we assume such leak value in 
each of the nodes, and compute the error in the model according to the actual 
measured pressure. Then we look for the highest negative error and we compare this 
error with a threshold previously computed. Then we can say that the error found has 
to be lower than the threshold according to the equation (11). 

 1 min0 . (11)

Where  represents the index of the node in presence of a leak and  is the 
adequate threshold necessary for the detection. 

The above means that we are detecting a leak as a function of the change in the 
pressure of the nodes, since we know that a leak represents a drop in pressure and this 
is why we are looking for the highest negative value of the error found. If the 
difference is positive or the absolute error is lower than the threshold, it means that 
we are detecting noise. 

3 Analysis and Experiments 

The proposed methodology was applied to the Quebra Network obtained from 
Epanet® [12]. This network is shown in figure 1 and has 54 nodes and the shown 
demand pattern. Following the methodology previously described, we obtained an 
adequate model for each node of the network. Also, it is important to mention that 
depending on the number of neighbor nodes, the number of necessary parameters for 
the model will be given by: 

 1 1, 1 … , (12)

where: 
 is the number of parameters in node , 1 is the number of neighbor nodes plus the demand of the node. 

3.1 Example of Application 

Consider the Quebra network and a single and continuous leak of magnitude 0.2 liters 
per second along a time horizon of 24 hours, affecting the node 4. According to 
equation (12), the model of node 4 will have 217 parameters, since this node has 3 
neighbor nodes, plus its own demand and the free parameter.   
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Fig. 1. Quebra network structure and assumed demand pattern 

In figure 2 we can see the pressure measured along the 24 hours, the model 
obtained with our method and the model in presence of the mentioned leak, compared 
with the behavior in the 3 cases with a node without leak (in this example we are 
comparing with node 50). As it can be observed, the leak causes the pressure 
measured to deviate from its model. This feature indicates a significative pressure 
drop occasioned by a leak in the node. 

 

Fig. 2. Application of the method in the Quebra network. In case of leak in node 4, a deviation 
appears in the model for this node whereas it does not appear in node 50. 
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Regarding the noise magnitude that can be present in the network, we assume that the 
maximum noise for each node is 0.02 liters per second which means that the method will 
be able to detect every leak with a magnitude higher than this value. Experimentally we 
found that the highest negative difference that may come from such a noise is 910 . This leads to equation (13): 

 1  min 9 100   . (13)

As we can see, the application of the proposed methodology achieves the leak 
detection based on the difference between the model of the network and its behavior 
when a leak is present. 

 

Fig. 3. Different demand patterns used to test the feasibility of the method 

 

Fig. 4. Leak detection taking into account a new demand pattern 
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Another important point that has to be considered is when changes occur in the 
demand pattern. To address this issue we proposed other scenarios with a demand 
pattern that is now obtained randomly (see figure 3) and results under leak and no-
leak scenarios are shown in figure 4.  

3.2 Design of Experiments  

In order to test the feasibility of the method, we design a variety of scenarios for 
which we try to detect a leak in the network: 

1. Diversity of leak magnitudes varying from the minor leak detectable of 0.021 
to 0.315 liters per second (considering as noise in the network any value 
equal or minor to 0.02 liters per second). 

2. Presence of noise in demands and/or noise in measurements around 4% of 
the expected value. 

3. Changes in demand patterns using the same parameters computed in the 
modeling section with a fixed pattern. 

4. Many simulations where a single leak appear in random nodes, with random 
magnitudes, with presence of random white noise in demands and 
measurements. Comparison of the same leaks assuming a probable change in 
the actual demand pattern. 

4 Results 

The following tables show the efficiency obtained for several tests performed in the 
Quebra network according to the above proposed experiments. 

Table 1. Percentage of correctly detected nodes in tests with random leaks in Quebra Network. 
The magnitude of the measurement noise was increased on each test.  

Efficiency in Random leaks (%) 
400 Simulations of leak in random nodes 

 1st test 2nd test 3th test 4th test 
Without noise 97.75 98.75 96.75 97.50 
Demand noise 95.25 96.25 95.75 96.25 
Measurement noise 91.25 87.75 84.00 83.75 
Noise in both 84.75 85.25 84.50 81.50 

Table 2. Percentage of correctly detected nodes in simulations along random leaks in Quebra 
Network taking into account different demand patterns. 

Efficiency in Random leaks (%) 
200 Simulations of leak in random nodes with different demand pattern 

 1st test 
Demand pattern 1 

2nd test 
Demand pattern 2 

Without noise 99.0 94.5 
Demand noise 98.5 96.0 
Measurement noise 95.0 93.5 
Noise in both 93.0 94.0 
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Table 3. Efficiency in percentage of leak detection in every node changing the leak magnitude 
and the demand pattern in scenarios with and without noise 

Efficiency testing leak magnitude increasing (%) 
 Original pattern Changed Pattern 

Leak 
Magnitude 

Without 
noise 

Moderate 
noise*  

Worst 
case of 
noise** 

Without 
noise 

Moderate 
noise* 

Worst 
case of 
noise** 

0.021 94.444 87.037 81.481 92.593 44.444 14.815 
0.042 94.444 92.592 81.481 96.296 70.370 51.852 
0.063 94.444 88.888 74.074 96.296 75.925 61.111 
0.084 96.296 90.740 83.333 98.148 92.592 64.815 
0.105 96.296 96.296 83.333 98.148 98.148 66.667 
0.126 96.296 92.592 83.333 98.148 98.148 74.074 
0.147 96.296 94.444 85.185 100.00 98.148 77.778 
0.168 96.296 90.740 81.481 100.00 98.148 79.630 
0.189 96.296 96.296 87.037 100.00 98.148 85.185 
0.210 96.296 90.740 83.333 100.00 98.148 88.889 
0.231 96.296 94.444 81.481 100.00 98.148 87.037 
0.252 96.296 92.592 83.333 100.00 98.148 92.593 
0.273 96.296 94.444 77.777 100.00 98.148 90.741 
0.294 96.296 94.444 87.037 100.00 98.148 90.741 
0.315 96.296 96.296 81.481 98.148 98.148 90.741 

*Considered between 2 and 4% of the expected value 
**Considered between 4 and 6% of the expected value 

5 Conclusions 

In this paper, a leak detection and localization method based on the error between 
models of the network in normal and leakage affected scenarios has been proposed. 
The leak localization methodology was described by means of linear regression 
models. The highest negative error in the predicted model indicates an important and 
continuous pressure drop. Promising results have been obtained from simulations 
representing a large number of scenarios. In particular, our method finds adequate 
parameters for describing the network behavior even in case of demand pattern 
changes and it provides reliable results in case of single leaks. Besides, the 
methodology has the particularity that it can discriminate between a real leak and a 
moderate quantity of noise. As future work, the proposed methodology will be 
applied to a real network with hundreds or thousands of nodes and taking into account 
as few pressure sensors as possible. 
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Model Filtering Algorithm for Actuator Fault
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Abstract. This paper addresses the problem of Faut Detection and Di-
agnosis (FDD) of quadrotor helicopter system in the presence of actuator
faults. To this end an Interacting Multiple Model (IMM) Filtering Al-
gorithm is used to simultaneously estimate and isolate possible faults in
each actuator. The faults are modelled as changes in control effectiveness
of rotors. Two fault scenarios are investigated: the loss of control effec-
tiveness in all actuators and the loss of control effectiveness in one single
actuator. The developed FDD algorithm is evaluated through experimen-
tal application to an unmanned quadrotor helicopter testbed available at
the Department of Mechanical and Industrial Engineering of Concordia
University, called Qball-X4. The obtained results show the effectiveness
of the proposed FDD method.

Keywords: Helicopter, Interacting Multiple Model, Faut Detection and
Diagnosis, Actuator Fault.

1 Introduction

Quadrotor helicopter is a relatively simple, affordable and easy to fly system.
It has been widely used by control and automation society to develop, imple-
ment and test different technologies. These include control, fault diagnosis, fault
tolerant control, multi-agent based technologies in formation flight, cooperative
control, distributed control, surveillance and search missions, mobile wireless net-
works and communications [1]. Some theoretical works consider the problems of
control [2], formation flight [3] and fault diagnosis [4] of the quadrotor Unmanned
Aerial Vehicle (UAV). However, few research laboratories are carrying out ad-
vanced theoretical and experimental works on the system. A team of researchers
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is also currently working at the Department of Mechanical and Industrial En-
gineering of Concordia university to develop, implement and test approaches in
Fault Detection and Diagnosis (FDD), Fault-Tolerant Control (FTC) and coop-
erative control with experimental application to the quadrotor helicopter. For
more information on the research activities carried out, interested readers are
referred to the Networked Autonomous Vehicles (NAV) laboratory [5].

Over the last two decades, reliability, maintainability and survivability of
UAVs, have drawn significant attention into FDD problem. Accurate information
about the time, location and severity of the fault help designers to reconfigure
the control structure and will help them to avoid system shut down, break down
or even material or human damages in the event of the fault. One of the key
challenges in this area is to design an FDD scheme which is highly sensitive
to faults and less sensitive to external disturbances. In some research works on
FTC, it has been assumed that perfect information of the fault is available [6]
while such assumption may not be realistic in real world applications. Indeed,
to design a fault-tolerant reconfigurable controller, the FDD scheme should pro-
vide detailed information of the post-fault system as accurate as possible [7].
Relatively small number of researches addressed the problem of fault detection
of helicopter [8]. Heredia et al. [9] used a simple observer to detect and diagnose
the fault in helicopter’s actuator.

In this paper, the Interacting Multiple Model Filtering Algorithm (IMM)
based FDD [10] is applied to the Q-ball x4 . The IMM-based FDD scheme has
the advantage of not only detecting faults but also providing the information
on location and magnitude of the fault. For partial faults, the magnitude can
be determined by the probabilistically weighted sum of the fault magnitudes of
the corresponding partial fault model. In addition, FDD is integrated with state
estimation. A complete survey on fault-tolerant control can be found in [11]. The
proposed method in this paper is quite generic and can be readily extended and
applied to other types of rotary-wing vehicles.

The remaining of this paper is organized as follows. Section 2 describes the
quadrotor dynamics. Section 3 describes the FDD method. Finally in Section 4
experimental results are presented followed by conclusions.

2 Description and Dynamics of the Quadrotor UAV
System

The quadrotor UAV available at the NAV Lab is the Qball-X4 testbed (Figure
1) which was developed by Quanser Inc. partially under the financial support
of NSERC (Natural Sciences and Engineering Research Council of Canada) in
association with an NSERC Strategic Project Grant led by Concordia Univer-
sity since 2007. The quadrotor UAV is enclosed within a protective carbon fiber
round cage (therefore a name of Qball-X4) to ensure safe operation. It uses four
10-inch propellers and standard RC motors and speed controllers. It is equipped
with the Quanser Embedded Control Module (QECM), which is comprised
of a Quanser HiQ aero data acquisition card and a QuaRC-powered Gumstix
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embedded computer. The Quanser HiQ provides high-resolution accelerometer,
gyroscope, and magnetometer IMU sensors as well as servo outputs to drive four
motors. The on-board Gumstix computer runs QuaRC (Quanser’s real-time con-
trol software), which allows to rapidly develop and deploy controllers designed in
MATLAB/Simulink environment to control the Qball-X4 in real-time. The con-
trollers run on-board the vehicle itself and runtime sensors measurement, data
logging and parameter tuning are supported between the host ground computer
and the target vehicle. A commonly employed quadrotor UAV model [12] is:

Fig. 1. The Quanser Qball-X4 quadrotor UAV

mẍ = uz (cosφsinθcosψ + sinφsinψ) ; J1θ̈ = uθ

mÿ = uz (cosφsinθ sinψ − sinφcosψ) ; J2φ̈ = uφ (1)

mz̈ = uz (cosφcosθ) −mg; J3ψ̈ = uψ

where x, y and z are the coordinates of the quadrotor UAV center of mass in the
earth-frame.m is the mass and Ji (i = 1, 2, 3) are the moments of inertia along y,
x and z directions respectively. uz is the total lift generated by the four propellers
and applied to the quadrotor UAV in the z-direction (body-fixed frame). uθ, uφ
and uψ are respectively the applied torques in θ, φ and ψ directions which are
the pitch, roll and yaw Euler angles respectively. A simplified linear model can
be obtained by assuming hovering conditions (uz ≈ mg in the x and y directions)
with no yawing (ψ = 0) and small roll and pitch angles:

ẍ = θg; J1θ̈ = uθ

ÿ = −φg; J2φ̈ = uφ (2)

z̈ = uz/m− g; J3ψ̈ = uψ

The relation between the lift/torques and the thrusts Ti is:

uz = T1 + T2 + T3 + T4 uθ = L(T1 − T2)
uφ = L(T3 − T4) uψ = KψT1 +KψT2 −KψT3 −KψT4

(3)

where L is the distance from the center of mass to each motor and Kψ is a
constant.
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3 Interacting Multiple Model for FDD

The Interacting Multiple Model (IMM) method is one of the most efficient ap-
proaches for FDD applications, which was first published in [10]. The IMM
runs a bank of filters in parallel, each based on model matching to a particular
mode (healthy or faulty) of the system and by switching from one model to the
other in a probabilistic manner. Each filter interacts with each other in a highly
cost-effective fashion and thus leads to significantly improved performance. The
initial estimate at the start of each cycle for each filter is a mixture of all most
recent estimates from each filter. It is this mixing and interacting that offers
advantages in IMM to effectively consider the small changes induced by fault
quickly, which is mostly failed to be recognized by conventional multiple model
approaches. Such a significant feature makes IMM approach much more suitable
for FDD or manoeuvring target tracking applications. A summary of the IMM
method is provided below and for a complete description of IMM the interested
readers are referred to [10]. The IMM algorithm in each step (cycle) consists
of four steps which are interacting/mixing, filtering, mode probability update
and final combination of the models which provides the combined state esti-
mate and its associated covariance matrix. In addition, for the above-mentioned
four steps, fault isolation can also be performed based on the probability func-
tion. All the five steps are shown in Fig. 2 for the quad-rotor application. The

Fig. 2. Block diagram of IMM-based FDD

IMM-based FDD scheme assumes that the actual system at any time can be
modelled sufficiently by a stochastic hybrid system given in (4).

x(k + 1) = F (k,m(k + 1))x(k) +G(k,m(k + 1))u(k)
+ T (k,m(k + 1))ε(k,m(k + 1))

z(k) = H(k,m(k))x(k) +D(k,m(k))u(k) + η(k,m(k))

(4)
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with the system mode sequence assumed to be a first-order Markov chain with
following transition probabilities:

P{mj(k + 1)|mi(k)} = πij(k) ∀mi,mj ∈ S (5)

and ∑
j

πij(k) = 1 i = 1, . . . , s (6)

here x ∈ Rnx is the base state vector, z ∈ Rnz is the measurement vector,
u ∈ Rnu is control input vector,ε ∈ Rnn and η ∈ Rnz are mutually independent
discrete-time process and measurement noises with mean ε̄ and η̄, covariance
Q(k) and R(k); P{.}denotes probability;m(k) is the discrete-valued modal state
at time k, which denotes the mode in effect during the sampling period ending at
tk; πij is the transition probability from mode mi to mode mj ; the event thatmj

is in effect at time k is denoted as mj(k) � {m(k) = mj}. S = {m1,m2, . . . ,ms}
is the set of all possible system modes; the initial state is assumed to have
mean x̂0 and covariance P0 and be independent of ε and η . The mathematical
description of IMM-based FDD scheme is given in the following equations. As
mentioned earlier, we will divide the IMM procedure for FDD into 4 different
steps. The first involves interacting/mixing of the estimates for the four different
models considered. The predicted mode probability and mixing probability at
one cycle is given in Eq. (7).

μj(k + 1|k) � P{mj(k + 1)|zk} =
s∑

i=1

πijμj(k)

μi|j(k) � P{mj(k)|mj(k + 1), zk} =
πijμi(k)

μj(k + 1|k) i, j = 1, . . . , s
(7)

Based on the mixing probability and mode probability, the mixed initial state
and covariance estimates to be used for next time-step of filter update are given
in Eq. (8).

x̂0j � E
[
x(k)|mj(k + 1), zk

]
=

s∑
i=1

x̂i(k|k)μi|j(k) j = 1, . . . , s

P 0
j (k|k) � cov

[
x̂0j |mj(k + 1), zk

]
=

s∑
i=1

[
Pi(k|k)

[
x̂0j (k|k)− x̂j(k|k)

] [
x̂0j (k|k)− x̂j(k|k)

]T ]
μi|j(k)

j = 1, . . . , s

(8)

The next step involves the filtering calculation for each healthy and faulty mode,
respectively. The predicted state for each model and its associated covariance
matrix is given in Eq. (9).

x̂i(k + 1|k) � E
[
x(k + 1)|mj(k + 1), zk

]
= Fj(k)x̂

0
j +Gj(k)u(k) + Tj(k)ε̄j(k)

Pi(k + 1|k) � cov
[
x̂j(k + 1|k)|mj(k + 1), zk

]
= Fj(k)P

0
j (k|k)Fj(k)

T + Tj(k)Qj(k)Tj(k)
T j = 1, . . . , s

(9)
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The measurement residual covariance is computed using Eq. (10).

vj(k + 1) � z(k + 1)− E
[
z(k + 1)|mj(k + 1), zk

]
= z(k + 1)−Hj(k + 1)x̂i(k + 1|k)−Dj(k + 1)u(k)− η̄(k + 1)

j = 1, . . . , s
(10)

and the residual covariance and filter gain are obtained as Eq. (11).

Sj(k + 1) � cov
[
vj(k + 1|k)|mj(k + 1), zk

]
= Hj(k + 1)Pj(k + 1|k)Hj(k + 1)T +Rj(k + 1)

Kj(k + 1) = Pj(k + 1|k)Hj(k + 1)TSj(k + 1)−1 j = 1, . . . , s

(11)

Using the above residuals, the updated state for each mode (healthy or faulty)
is given in Eq. (12).

x̂j(k + 1|k + 1) � E
[
x(k + 1)|mj(k + 1), zk+1

]
= x̂i(k + 1|k) +Kj(k + 1)vj(k + 1)

Pj(k + 1|k + 1) � cov
[
x̂j(k + 1|k + 1)|mj(k + 1), zk

]
= Pj(k + 1|k)−Kj(k + 1)Sj(k + 1)Kj(k + 1)T j = 1, . . . , s

(12)
The equations (9) to (12) form the model conditional filtering for each mode.
The third step involves the mode probability update for FDD decision making.
The likelihood function at each step is given in Eq. (13).

Lj(k + 1|k + 1) � N [vj(k + 1), 0, Sj(k + 1)]

=
1√

|(2π)Sj(k + 1)|
e[−

1
2vj(k+1)T Sj(k+1)−1vj(k+1)] j = 1, . . . , s

(13)
The mode probability is obtained as Eq. (14).

μj(k + 1) � P{mj(k + 1)|zk} =
μj(k + 1|k)Lj(k + 1)
N∑
i=1

μi(k + 1|k)Li(k + 1)

j = 1, . . . , s
(14)

The fault decision logic is obtained using the Eq. (15).

μp(k + 1)

max(μi(k + 1))

⎧⎨
⎩

≥ μ′T = Hj : fault j occurred
i = 1, . . . , p− 1, p+ 1, . . . , s

< μ′T = H1 : no fault
(15)

where μp(k + 1) is:

μp(k + 1) = max(μi(k + 1)) i = 1, . . . , s (16)
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The following equations provide the combination of estimates of overall estimates
and its covariance.

x̂(k + 1|k + 1) � E
[
x(k + 1)|zk+1

]
=

s∑
j=1

x̂j(k + 1|k + 1)μj(k + 1)

P (k + 1|k + 1) � E [[x(k + 1)− x̂(k + 1|k + 1)]
[x(k + 1)− x̂(k + 1|k + 1)]T |zk+1

]
=

s∑
j=1

[Pj(k + 1|k + 1) + [x̂(k + 1|k + 1)− x̂j(k + 1|k + 1)]

[x̂(k + 1|k + 1)− x̂j(k + 1|k + 1)]T
]
μj(k + 1)

(17)
This summarizes the complete cycle of the IMM-based FDD scheme using Kalman
filters as its mode matched filters. Equation (15) not only provides fault detec-
tion but also provides isolation, magnitude and fault occurrence time. Given a
brief description of the IMM-based FDD method the next section attempts to
implement the IMM algorithm for Fault Detection and Diagnosis of actuator
faults in Q-ball X4.

4 Experimental Results

The IMM has been experimentally tested on the Qball-X4 testbed. The filter is
built using Matlab/Simulink to be run off-board with a frequency of 200 Hz. In
all experiments, the system is required to hover at an altitude of 1 m and the
faults are taking place at time instant t = 15 s. As mentioned before, to use IMM
for the fault detection and diagnosis a linearized state space model is required.
Sixteen different model have been used inside the FDD block. One represents
healthy mode, and other fifteen models represent faulty modes. In real fly, due to
actuator saturation, the Q-ball X4 can not tolerate more than 40 ∼ 45 percent
loss of effectiveness in each actuator. In other words, if the fault goes beyond
40 ∼ 45 percent, Q-ball can not recover and will crash. Tacking this fact into
consideration, faulty models are designed based on 40 percent loss of actuator’s
effectiveness. Table 1 shows description of models used as multiple models. For
example Model 7 is used to show the case in which Actuator 1 and 3 perform
normally, while Actuator 2 and 4 lose 40 percent of their effectiveness.

Table 1. Description of models used in IMM, H: Actuator is Healthy, F: Actuator is
Faulty

Rotor � Model 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Actuator 1 H F H H H F H F H H F H F F F F

Actuator 2 H H F H H H F F F H H F H F F F

Actuator 3 H H H F H F H H F F H F F H F F

Actuator 4 H H H H F H F H H F F F F F H F
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4.1 Single Fault Scenario: Control Effectiveness Loss in Third
Motor

In the first scenario, a loss of control effectiveness of 40% is rendered in the
third motor. As can be seen in Figure 3, this fault does not affect the system
along the x-direction but it results in loss of altitude of 20 cm and a deviation
of 80 cm from the desired position along the y-direction. Due to the presence
of a controller, the system recovers and goes back to the desired hover position.
Figure 4 shows the system’s behavior in the 3D space upon fault injection.

The PWM inputs to the four motors are illustrated in Figure 5. It is clear that
before fault (up to 15 seconds), all the four PWM inputs are almost the same.
After fault injection in the third motor, the baseline controller reacts by auto-
matically increasing the third PWM input to compensate the occurred fault. The
mode probabilities of all sixteen models is given in Figure 6. The experimental
application shows a fast and precise estimation of the fault amplitude despite
model uncertainties using IMM. As it can be seen from figure 6 the probability
of the first model (represents healthy model) is the highest (around 0.9). In the
15 second when the fault is occurred probability of the forth model (represents
fault in third actuator) increases (around 1). Figure 7 also show the effective
model over the time.

4.2 Simultaneous Faults Scenario: Control Effectiveness Loss in All
Motors

In the second scenario, a loss of control effectiveness of 30% is rendered in all
motors. Unlike the previous case, this fault does not affect the system position
in the x and y directions but results in a larger loss in altitude due to the feature
of the faults, where the system drops to 0.4 m (see Figure 8). Figure 9 shows
the system’s behavior in the 3D space upon fault injection. The PWM inputs to
the four motors are illustrated in Figure 10. Up to 15 seconds and before fault
injection, all the four PWM inputs are almost the same. After fault injection, the
baseline controller automatically increases the PWM inputs to compensate the
occurred faults. The mode probabilities of all sixteen models is given in Figure
11. As it can be seen from figure 11 the probability of the first model (represents
healthy model) is the highest (around 0.9). In the 15 second when the fault is
occurred probability of probability of the first model decreases (around 0.3) and
the probability of the sixteenth model(represents fault in all actuator) increases
(around 0.7). Figure 12 also show the effective model over the time.
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5 Conclusions

In this study an Interacting Multiple Model is proposed for Faut Detection and
Diagnosis (FDD) of the quadrotor helicopter testbed in the presence of actuator
faults. The developed FDD algorithm is evaluated through experimental appli-
cation to a quadrotor helicopter testbed called Qball-X4. The obtained results
showed the effectiveness of the proposed method in terms of both rapid fault
detection and correct isolation of faults.
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Abstract. This paper deals with the design of a reliable fault tolerant converter 
topology for grid connected Wind Energy Conversion System (WECS) with 
Double Fed Induction Generator (DFIG) based on functional redundancy. The 
main contribution of the developed topology consists to achieve a 
reconfiguration mechanism based on the functional compensation principle in 
the presence of components failures. Various reliability analyses based on 
Markov chain model are developed to determine the effectiveness of this fault 
tolerant control topology against failures. Application results are presented on a 
WECS simulator. 

Keywords: Wind energy conversion system, fault tolerant system, reliability 
analysis, Markov chain model. 

1 Introduction 

Wind power capacity has experienced tremendous growth in the past decade, thanks 
to the wind power's environmental benefits, the technological advances, and the 
government incentives. The poor accessibility to the systems of wind energy 
generation (such as offshore) justifies the implementation of an autonomous control 
system able to ensure the functioning especially during times of excessive 
consumption and thus improves the quality and the reliability of the services. In this 
paper, the conversion system of the energy produced and the reliability of the energy 
delivered by wind turbines are studied. Energy conversion is a power electronics 
device capable to deliver alternative voltages and currents. The reactive power 
compensation and active filtering are the most concerned. 

Moreover, control systems or more conventional controllers are designed for 
systems without failure. To overcome these limitations, complex modern systems use 
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sophisticated controllers that are developed with accommodation capacities and fault 
tolerance to meet the requirements of reliability and performance. Fault tolerant 
control (FTC) system can maintain system performance closely to the desirable one 
and preserves stability conditions, not only in fault-free case but also in the presence 
of component failure, or at least ensures degraded performance, which can be 
accepted as a trade-off. FTC has been motivated by different goals for different 
applications; it could improve reliability and safety in industrial processes and safety-
critical applications such as flight control and nuclear power plant operation [1]. 
Various studies on FTC are based on hardware redundancy or analytical 
reconfiguration. The hardware redundancy technique consists of switching from the 
failed part(s) of the process to another for achieving the same task. An application to 
WECS is proposed in [1]. The functional redundancy is an alternative to solve the 
FTC problem for avoiding the disadvantages of the hardware redundancy such as high 
cost, increase of energy consumption, added weight and space etc. 

Let us define the control problem by the triplet < γ g,C,U > , [2], where: 

• γ g  Global objectives 

• C  A set of constraints given by the structure of system mS , and the  

     parameters of closed-loop system θ  
• U  A set of control laws 

The FTC problem is then defined by < γ g,C,U > , which has a solution that could 

achieve γg
nom  by changing the structure, parameters and/or control law of the post-

failure system. The failure occurrence leads to a modification of the system structure 
C, to which the objectives may or may not be satisfied. Switching on hardware 
components modifies C. Moreover, after the failure occurrence, the controller U may 
be changed or adapted by software switching. 

 

Fig. 1. A general FTC system architecture 

Fig.1 presents the general architecture of an FTC system with ability of 
disconnection or replacement of some faulty sub-parts of the system.  

In this paper, a fault tolerant WECS with Double-Fed Induction Generator (DFIG) is 
studied. The WECS normal control is not the goal of this paper and therefore it is not 
detailed in the paper. Interested readers are referred to [3], [4], [5] for the detailed control 



 Reliability Analysis of Fault Tolerant Wind Energy Conversion System 485 

 

strategies of system normal operation or performance. Nevertheless, the present paper 
proposes a reliability analysis studied in the framework of fault tolerant system with the 
general architecture as presented in Fig. 1. The system includes functional redundancy 
together with a fault-tolerant topology with imperfect switching. 

The paper is organized as follows: Section 2 is devoted to the description for the 
fault tolerant WECS topology. Section 3 deals with the reliability computation 
methods of analytical reconfiguration or cold standby with imperfect switching. A 
simulation example is considered in Section 4 to compute the reliability and to 
compare to the initial system reliability. Finally, concluding remarks are given in 
Section 5. 

2 Fault Tolerant WECS Topologies 

2.1 Conventional WECS Based on a Six-Leg Converter 

The wind turbine feeds a DFIG through a multiplier. The DFIG produces a part of the 
power directly to the network through the stator [6]. The rotor through the converters 
gives the second part of power. The advantage of such a topology is demonstrated by 
the fact that converters are calibrated for only a part of the nominal power of the 
machine. Therefore this topology is much cheaper than a standard machine where the 
converters are directly connected to the network. The failure mode behavior of static 
converters and the fault tolerant control of voltage source inverter systems have been 
covered in [7], [8], [9]. 

As illustrated in Fig. 2, two converters are defined for a nominal converter 
topology for WECS with DFIG: the Rotor Side Converter (RSC) and the Grid Side 
Converter (GSC): 

-  The control of the RSC will allow us to control: the electromagnetic torque; the 
stator reactive power of the DFIG.  

-  The control of the GSC will allow us to control: the DC bus voltage; Reactive 
power exchanged with the network. 

  

Fig. 2. FT converter topology for WECS with DFIG 
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2.2 WECS Six-Leg Fault Tolerant Converter 

Fig. 2 shows the six-leg topology of the fault tolerant system. It is based on two 3-leg 
converters (S1,…, S6, S1’,…, S6’), two capacitors C and three triacs (T1, …, T3). Without 
failure in this nominal structure Mnom, all the switches (T1, …, T3) are open. The switch 
allows the reconfiguration of the WECS after the detection of the failure without 
component (Si) redundancy. A specific controller is used to take advantage of the 
functional redundancy after isolation of the leg in failure. 

The capacitors were used in order to measure the voltages points O, necessary for 
the failure detection. In the presence of a failure on the first or the second converter, 
the wind conversion chain is reconfigured thanks to the switches (T1, …, T3). Fig. 2 
presents the system before the reconfiguration in the normal operating condition. 
When a failure occurs on the component S6, thanks to the triacs T3 the FTC system 
isolates the third leg of the first converter. It is a hardware reconfiguration Fig. 3 [10]. 
The component S6 is out of order then the structure M3 represents the new 
configuration of the WECS, which allows smooth operation and continuity of service. 
The component T3 supports the RCS and GSC part, a specific controller is used, 
consequently it is more reliable than in conventional case. This strategy can be used in 
the case of one failure of one of the components (S1,…, S6, S1’,…, S6’), leading to three 
structures M1, M2, M3 by the control of one switch of (T1,…, T3). The diagnosis and 
FTC system and the 4 specific controllers adapted to the fourth structures Mnom, M1, 
M2, M3 are software devices supported by FPGA [4], [5]. 

  
Fig. 3. Fault tolerant converter topology for WECS with DFIG in the presence of a failure on 
the component S6 

3 Reliability Analysis 

This part focuses on the reliability analysis for FTC system that switch from Mnom to 
M1, M2, or M3 (6 legs to 5 legs topologies) [1]. 

Representing system failure in a probabilistic way is attractive because it naturally 
accounts the uncertainty. Process behaviour is considered as a random variable that 
takes its value from a finite state space corresponding to the possible process states. 



 Reliability Analysis of Fault Tolerant Wind Energy Conversion System 487 

 

Then a discrete time stochastic process models the deteriorations. In the case of finite 
or countable state space, Markov processes are represented by a graph called Markov 
Chain (MC) [11]. Markov chain models are used to estimate the system reliability 
under the assumption that sub-systems are defined through two states: intact 
(available) or failed (unavailable) [2], [11], [12].  

Markov chain models a sequence of random variables X
k
, k = 0, 1, 2,...{ }  for 

which the Markov property is held. Let η1,...,ηM{ }  be a finite set of the possible 

mutually exclusive states of each kX . The probability distribution over these states is 

represented by the vector p(Xk ):  

p(X
k
) = p(X

k
= η

1
),..., p(X

k
= η

m
),..., p(X

k
= η

M
)   with : p(X

k
= η

m
m=1

M

 ) =

 
 (1) 

In this paper, failure rates are assumed constants. The transition probabilities, based 
on homogenous Markov chains, are time invariant and depend only on the system 
states as follows: 

pij = p(Xk+1 = ηi |Xk = η j ) = p(Xk+2 = ηi |Xk+1 = η j )  (2)

In a homogeneous discrete-time Markov chain, the transition matrix PMC between the 
states is defined from failure rate parameters. For instance, let us consider the passive 
redundancy system described in Fig.4a). The associated MC, composed of three states 
{1, 2, 3} is presented in Fig.4b).  

 

 
a) Reliability bloc diagram 

 
b) Markov chain modeling 

 

Fig. 4. Passive redundant system and imperfect switching 

With a transition matrix PMC defined as follows: 
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where: 

• p12 ≅ λA ⋅ (1− ρ) ⋅Δt : Aλ is a constant failure rate of the component A; ρ is the 

commutation failure probability and Δt is the time interval. The probability p12 can 
be interpreted as the probability that the component A fails after the time Δt and the 
commutation on the component B is successful.  

• tp A Δ⋅⋅≅ ρλ13  is the probability that the component A fails after the time Δt and 

the commutation on the component B is not successful. 
• tp B Δ≅ λ23 : Bλ is a constant failure rate of the component B. The probability p23 is 

the probability that the component B fails after the time Δt.  

Given an initial distribution over states )( 0Xp , the probability distribution over states 

after k stage )( kXp  is obtained from the Chapman-Kolmogorov equation:  

p(Xk ) = p(X0 )∏
i=0

K

PMC  (4)

Assuming that i ∈ 0,...,l{ } 
represents the functioning states, system reliability is 

defined as:   

RS (k) = p Xk = si( )
i∈ 0...l{ }
  (5)

the Mean Time To Failure (MTTF) is computed by: 

MTTF = RS
0

∞
 (t)dt

 

(6)

The use of classic Markov chain to model deterioration in systems needs to enumerate 
all possible states that lead sometimes to a huge transition matrix. Aggregation of 
states is used to decrease the complexity of the model. Fig. 5a) illustrates this 
simplification applied to the structure Mnom  presented in Fig. 2, with the  

parameters: λSi  the failure rate of the component Si  and Cdc/2λ  the failure rate of the 

component C. 

4 Reliability Analysis: WECS Six-Leg Fault Tolerant Converter 

The classical converter topology of the WECS is modelled as Markov chain model in 
Fig. 5b), and the fault tolerant system with functional redundancy is modelled as 
Markov chain in Fig. 5c) (for simplicity Δt is considered equal to 1 hour). Concerning 
the topology with fault tolerant control system, the Markov chain shown in Fig. 5c) 
takes into account the tension variations in the converter due to the switch to a 
specific controller when the structure M1, M2, or M3 are activated after the failure 
occurrence. 
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a) Simplification of the WECS nominal 

topology without redundancy 
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c) WECS topology with 6-leg fault 
tolerant functional redundancy and 
imperfect switching 

Fig. 5. Markov chains  

The following table presents the value of the failure rate according to the voltage 
and the MTTF in the classical topology. 

Table 1. Failure rates and MTTF of the elementary components 

 Failure rates (h-1) MTTF (h) 

λSi  2.32 10-6 431 868 

Cdc/2λ  6.72 10-6 148 920 

 
According to [9], for the nominal structure Mnom , the voltage level in one leg is 

limited to a maximum value: 

Vdc ≥ max u1,u2( ) × 2 × 3  (7) 

After reconfiguration, the system operates with only 5 legs, the voltage in one leg is: 

Vdc ≥ u1 + u2( ) × 2 × 3  (8) 

where u1  is the input voltage (grid) and u2  is the output voltage (load). The standard 

voltage in 1 leg is fixed to 350V before the reconfiguration. After the reconfiguration, 
the voltage at the terminals of a leg is approximately 700V. The voltage level at the 
terminal on an IGBT (thyristor) has a significant impact on the reliability of the 
component. Due to the fact that the reconfiguration mechanism increases the voltage, 
consequently the temperature increases and affects the failure rate of the components 
the same effect is considered on the failure rates of the capacitors when the voltage 
increases:  

Si
λ (350V )<

Si
λ (700V ) 

Cdc/2 (350V )λ <
Cdc/2 (700V )λ  (9) 
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For components affected by various voltage levels, the Table 2 presents the value of 
the failure rate according to the voltage and the MTTF. The Table 3 presents the 
switched failure probability ρ of triacs Ti. 

Table 2. Failure rates and MTTF of the components after reconfiguration 

 Failure rates (h-1) MTTF (h) 

Si
λ (700V )  2.04 10-5 49 056 

Cdc/2
λ (700V ) 1.38 10-5 72 708 

Ti
λ (OpenCircuit)  1.43 10-6 700 800 

Table 3. Switched failure probability of the triacs 

 Failure rates (/solicitation) 
ρ  12.5 10-5 

 
The reliability of the systems is shown in Fig. 6a). With reconfiguration, the 

reliability is greater than the initial topology. Other scalar criteria such as MTTF 
could be evaluated to compare the topologies. The MTTF is computed and equal to 
24213 h for the classical topology without FTC system, and 26856 h for the WECS 
six-leg topology with FTC system. The analysis of the MTTF confirms the previous 
performance. The mean time before the failure of the system after a reconfiguration is 
equal to the mean time to transit from the state η2  to the state η3  (as shown in 

Fig. 7). This time is given by the equation: 
 

1

2 × λCdc/2 (700V )+10 × λSi (700V )+ λTi (OpenCircuit)
= 4295h

 
 

Therefore, when a failure on the component Si occurred, the FTC system generates an 
alarm and switches to the appropriated structure M1, M2, or M3. The mean time before 
a novel failure is 4295 h, this value corresponds to the time available for the 
preparation of the maintenance intervention to repair system. Unfortunately this time 
is available only if the system is in the state η2 . The Markov model allows computing 

the probability distribution over the system states. Therefore it is interesting to 
compute the probability that the system used a reconfiguration by the FTC system. In 
order to calculate this probability, the Markov chain model is modified as presented in 
Fig. 7.  

The state 4η  represents the failure of the system after a reconfiguration. Based on 

this new Markov chain model, the computation leads to a probability close to 0.68 
thus, for 68% of the failure in the system, the FTC system produces an alarm and the 
maintenance have a mean time of 4295 h for the operations before the critical failure. 
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As illustrated in Fig. 6b), the state 3η  represents the critical failure of the switch or 

the capacitors with the probability close to 32% of the FTC system to be not able to 
operate. 

 
(a) 

 
(b) 

Fig. 6. Reliability (time in hours) 
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1-ρ( ) ×12 × λSi

 

2 × λCdc/2(700V)

+10 × λSi(700V)

+λTi(OpenCircuit)

 

 
2 × λCdc/2

+ρ ×12 × λSi
 

 

Fig. 7. Markov chain of a 6-leg fault tolerant converter topology 

5 Conclusion 

This paper deals with the design of a reliable fault tolerant converter topology for grid 
connected Wind Energy Conversion System (WECS) with Double Fed Induction 
Generator (DFIG) based on functional redundancy. The topology can achieve 
continuous operation even if a complete loss of one of the converter, providing the 
global objective for maintaining nominal feeding of electric power to the grid. When 
a failure is detected, 68% of the system is reconfigured in a new topology using 
functional redundancy. The switch removes the faulty leg and a reconfiguration of the 
order has been implemented in the FPGA.  

The main contribution of the developed topology consists to achieve a 
reconfiguration mechanism based on the functional compensation principle in the 
presence of components failures. This method involves changing tensions, which 
have an impact on the reliability of the system. Also, for this topology, the reliability 
is more important than a classical system without FTC system. The reliability analysis 
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provides to design the best topology under all components fault/failures. Such FTC 
design in tandem with reliability analysis allows preparing the maintenance 
intervention without stopping the WECS.  
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Abstract. The assessment of muscle function has been an intractable issue in 
several fields of biomechanics, sports medicine and rehabilitation medicine. 
The surface EMG signals are often used to evaluate the muscle function. 
However, even for the muscles of the healthy hands, some characteristics of the 
surface EMG signals are also usually obviously different, such as the values of 
amplitude, mean spectral frequency, etc. It is difficult to use these values as the 
reference standards to assess the corresponding muscles. For this, this paper 
applies a kind of the nonlinear values----the distribution rates of the symplectic 
geometry spectrum (SGS) method to analyze the surface EMG signals. By 
comparing the distribution rates of SGS between the original surface EMG 
signals and their surrogate data, the results show that the surface EMG signals 
are not from a random process but a nonlinear deterministic process. And the 
distribution rate value can be taken as a reference standard to analyze the 
surface EMG signals. 

Keywords: Surface EMG, Symplectic geometry spectrum, Nonlinear time 
series analysis, Surrogate data. 

1 Introduction 

The dynamical behaviour of a muscle system is very complex. As for a state variable 
of the muscle system, the surface EMG (SEMG) signal contains the electrical 
properties of muscle contraction. These properties can reflect the function of the 
muscle system. At present, the study of the surface EMG signal has been widely 
concerned for the assessment of muscle function in several fields of biomechanics, 
sports, rehabilitation and geriatric medicine because of its convenience and 
noninvasiveness[1]. Many researchers have used the linear analysis methods to study 
the SEMG, such as mean, standard deviation, mean spectral frequency (MNF) and 
median spectral frequency (MDF)[2]. However, the SEMG signal is a nonstationary 
signal for sustaining muscle contractions. It is difficult to use these linear methods to 
assess the muscle system. For this, some authors have applied various nonlinear 
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techniques to study the characteristics of SEMG during isotonic contraction, 
isokinetic contraction, and isometric contraction. Yang et al. have calculated some 
nonlinear indexes of SEMG of 20000 points in the muscle contracted state and 
relaxed state, including complexity, correlation time, correlation dimension, 
Lyapunov exponent and entropy[3]. Gupta et al. have applied 10000 point SEMG 
data to compute its fractal dimension[4]. Lei et al. have improved the surrogate data 
method to detect the nonlinearity of SEMG in limb different movement states[5]. This 
paper proposes to apply the symplectic geometry spectrum (SGS) method[6,7] and 
the surrogate data method to analyze the SEMG signals in sustaining muscle 
contraction. 

The remainder of this paper is organized as follows. The algorithm of distribution 
rates analysis is given based on symplectic geometry in Section 2. Section 3 analyzes 
the SGS distribution rates of SEMG in sustained muscle contractions. Section 4 
contains our conclusions. 

2 Methodology 

2.1 Symplectic Geometry Spectrum of Time Series 

For the measured time series x, x can be built into a matrix X according to Takens’ 
embedding theorem. The data length is n points. That is, 
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where d is embedding dimension. 1+−= dnm  is the number of dots in d-dimension 

vector T
iX , ( mi ,...,1= ), that denotes a dot in the phase space. For the above matrix X, 

the d×d square matrix A is given by XXA T= . 
A Hamilton matrix M in the symplectic space can be built by using the matrix A. 

That is: 
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The 2d eigenvalues of M are calculated by using the symplectic QR decomposition in 
terms of the Ref.[6]. The symplectic geometry spectrum σi of A is made by the d 
eigenvalues of M in descending order, that is: 

)(max1 Bλσ = , …, )(min Bd λσ = , di ,,1 L=      (3) 

Then, the symplectic geometry spectrum σx of the time series x is equal to σi and has 
the following feature, i.e. 

dkk σσσσσ ≥≥>>>>> + LL 121              (4) 
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These spectrum valuesσx reflect the energy distribution of the signal x in the 
corresponding direction projections that represent the modes of the original system 
with symplectic orthonormal bases. It is well known that a chaotic process can have 
finite number of modes for description whereas a stochastic process needs the 
infinitely large number of modes. That is, for the chaotic process, the energy 
distribution is different in the different bases (see Eq.(4)). The values of  
σi, i = k+1, …, d, are called as the noise floor that reflect the noise level in the data. 
For the stochastic process, there are dσσσ === L21 [6]. This shows that the 

energy distribution of the stochastic time series is the same in each orthonormal base. 

2.2 Distribution Rates of Symplectic Geometry Spectrum 

Here, we use the distribution rates D of symplectic geometry spectrum σx to 
illuminate the total energy distribution of the signal x. The distribution rates D of 
symplectic geometry spectrum σx can be computed: 

)/log()(
1
=
=

d

i
iiiD σσ     (5) 

The D(d) can be described as the noise level in the data. The D(d) of the chaotic time 
series is different from that of the stochastic data. This paper uses this value to study 
the surface EMG signals when d=19. 

3 Analysis of Surface EMG Signals 

For the muscles of the two hands of a healthy subject, the surface EMG signals are 
often obviously different during trying the best of muscle contraction. In order to 
explore the consistency of healthy left and right hand muscles, this paper applies the 
left and right abductor digiti minimi muscles of a healthy woman subject to analyze 
the surface EMG signals with the sampling frequency 25kHz. The testing time is 
twenty seconds. The analysis window length is 4096 points. The Figure 1 gives the 
surface EMG signals of the left and right hand muscles and their mean values, 
standard deviation values, mean frequency (MNF) values, etc. From the Figure 1, we 
can see that although the left and right hand muscles are both healthy, the amplitude 
values of the surface EMG signals of the left abductor digiti minimi muscle are 
smaller than those of the right one (see Figure 1a and 1b). Meanwhile, some linear 
properties of the left abductor digiti minimi muscle are also obviously different from 
those of the right one, for example, the standard deviation, the mean of the absolute 
values, the standard deviation of the absolute values and the MNF values except the 
mean values are almost equal to zero (see Figure 1c, 1d, 1e and 1f). It is hard to 
effectively evaluate the muscle function by the mean values of the orignal surface 
EMG data. These results show that from the view of the linear analysis, the left 
abductor digiti minimi muscle is not equivalent to the right one. It is difficult to use 
these values of a healthy muscle as the reference standards to evaluate the other 
corresponding pathologic muscle. Figure 2 gives the D(d) values of the surface EMG 
signals by using symplectic geometry spectrum from the view of nonlinear analysis. 
All the D(d) values are almost all around -18 (see Figure 2). The results show that the 
left and right abductor digiti minimi muscles have the same muscle function. 
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Furthermore, in order to test the nonlinearity of the surface EMG signal, 39 sets of 
surrogate data based on the SEMG signals are generated by the Fourier transform 
technique in the literature [5] (see Figure 2). The D(d) values of these surrogate data 
vary in the wider range. Meanwhile, these values are obviously distinguished from 
those of the original surface EMG data. The results imply that SEMG is not from a 
random process but a nonlinear deterministic process. 
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Fig. 1. The analysis of the SEMG signals during trying the best of muscle contraction for the 
left (left figure) and right (right figure) abductor digiti minimi muscles: (a) and (b) the raw time 
series; (c) and (d) the mean, standard deviation, mean of absolute values, standard deviation of 
absolute values; (e) and (f) the MNF values 
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Fig. 2. For the left (left figure) and right (right figure) abductor digiti minimi muscles: (a) and 
(b) the distribution rate D(d) values of the surface EMG signals 

4 Conclusions 

This paper applies the distribution rates of the symplectic geometry spectrum (SGS) 
to analyze the surface EMG signals of the left and right abductor digiti minimi 
muscles during trying the best of muscle contraction. The D(d) values of the SEMG 
signals are obviously different from those of their surrogate data. The results show 
that the surface EMG signals could be nonlinear. Meanwhile, the D(d) values of the 
SEMG signals vary in the small range during muscle contraction. The D(d) values of 
the left abductor digiti minimi muscle are almost the same as those of the right one. 
The results indicate that the two muscles should be equivalent from the view of 
nonlinear analysis. The abductor digiti minimi muscles have the same nonlinear 
characteristics for a healthy subject. To sum up, the method of this paper provides a 
new idea for the assessment of muscle function. 

Acknowledgements. This work is supported by the National Natural Science 
Foundation of China (No. 10872125), Science Fund for Creative Research Groups of 
the National Natural Science Foundation of China(No. 50821003), State Key Lab of 
Mechanical System and Vibration and Project supported by the Research Fund of 
State Key Lab of MSV, China (Grant No. MSV-MS-2010-08), the Ministry of 
Science and Technology of China (grant Nos. 2009CB824900, 2009CB824904) , Key 
Laboratory of Hand Reconstruction, Ministry of Health, Shanghai, People’s Republic 
of China, Shanghai Key Laboratory of Peripheral Nerve and Microsurgery, Shanghai, 
People’s Republic of China. 

References 

1. Al-Mulla, M.R., Sepulveda, F., Colley, M.: I A review of non-invasive techniques to detect 
and predict localized muscle fatigue. Sensor 11, 3545–3594 (2011) 

2. Georgakis, A., Stergioulas, L.K., Giakas, G.: Fatigue Analysis of the Surface EMG Signal 
in Isometric Constant Force Contractions Using the Averaged Instantaneous Frequency. 
IEEE Trans. on Biomed. Eng. 50(2), 262–265 (2003) 



498 L. Min et al. 

3. Yang, Z., Liu, B., Peng, J., Ma, Z.: The Preliminary Nonlinear Dynamical Analysis of 
Surface Electromyogram. Space Med. & Med. Eng. 12(3), 185–187 (1999) 

4. Gupta, V., Suryanarayanan, S., Reddy, N.P.: Fractal dimension of surface EMG during 
isokinetic contractions. In: 17th IEEE Annual Conference on Engineering in Medicine and 
Biology Society, vol. 2, pp. 1331–1332 (1995) 

5. Lei, M., Wang, Z.Z., Feng, Z.J.: Detecting nonlinearity of action surface EMG signal. Phys. 
Lett. A 290(5-6), 297–303 (2001) 

6. Lei, M., Wang, Z.Z., Feng, Z.J.: A method of embedding dimension estimation based on 
symplectic geometry. Phys. Lett. A 303, 179–189 (2002) 

7. Lei, M., Meng, G.: Symplectic principal component analysis: a new method for time series 
analysis. Math. Prob. in Eng. 2011, article ID 793429, 14 pages (2011) 



C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 499–506, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 
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Abstract. It is challenging to understand the inter-muscular interactions from 
electromyogram (EMG) signals in the research of human movements. Based on 
ordinal pattern analysis, this paper proposes a mutual information (MI) measure 
to describe correlations of EMG recordings during hand open and hand close 
states. Linear discriminant analysis (LDA) is utilized to evaluate the 
performance of the MI measure for identifying different hand states from 
various subjects. Experimental results show that the MI measure is effective to 
extract correlations among EMG recordings, with which the different human 
hand open and close states have been successfully distinguished, and thus the 
MI measure is able to reveal the characteristics of intermuscular interactions 
from EMG signals. 

Keywords: Mutual information, EMG, Ordinal pattern analysis, Hand 
movement. 

1 Introduction 

The electromyogram (EMG) signal is a measure of the summed activity of a number of 
motor unit action potentials (MUAP) lying in the vicinity of the recording electrode [1]. 
The composition of a EMG signal from MUAPs results in a nonlinear and stochastic 
signal because of the different firing rates and the large number of motor units that 
contribute [2]. Thus, the surface EMG (sEMG) signals are complex data that needs to be 
condensed with useful information [3]. Moreover, the intermuscular interaction plays an 
important role in the human movements. The interaction between muscles also 
determines the overall muscular pattern during human movement [4]. Several 
interactions have already been assessed by means of different linear techniques such as: 
cross-spectrum between EMG signals [5], magnitude squared coherence [6] and cross-
correlation [7]. Although these techniques provide interesting information about 
intermuscular interactions, they do not evaluate nonlinear interactions. 

Mutual information (MI) is the amount of information one random variable 
contains about another [8]. Therefore, MI of two time series can be considered as an 
alternative to the well-known correlation analysis. The key issue in MI analysis is 
how to estimate the probability distribution of the given time series. Various methods 
                                                           
* Corresponding author. 
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have been proposed to estimate the probability distribution ranging from traditional 
histogram method to nonlinear phase space methods [8]. Most of these methods 
involve the quantification of certain aspects of nearest neighbors in phase space and, 
as a result, are computationally expensive. To circumvent this difficulty, Bandt and 
Pompe suggest that the ordinal pattern should come naturally from the time series, 
without further model assumptions, and therefore computationally fast [9,10]. 
Motivated by the merits of ordinal pattern analysis, we propose a MI measure based 
on ordinal pattern analysis to explore whether the MI can be effectively used to 
represent the intermuscular interactions during hand open and hand close states. 

2 Methods 

2.1 EMG Data 

Eight (2 female, 6 male) healthy right-handed subjects volunteered for this study. 
Their ages range from 23 to 40 and average is 32.5 years; body height average is 
175.5 cm; body mass average is 70 kg. All participants gave informed consent prior to 
the experiments according to the University of Portsmouth CCI Faculty Ethics 
Committee. The experiment consisted of both freely hand open and hand close. Each 
type of states was repeated 10 times for each subject. Every motion lasted about 2 
seconds. The four sEMG electrodes were applied to the subject’s right forearm 
muscles, i.e. flexor carpi ulnaris (FCU), flexor carpi radialis (FCR), flexor pollicis 
longus (FPL) and flexor digitorum profundus (FDP). The EMG data were recorded 
using DataLINK system from Biometrics LTD with a gel-skin contact area of about 4 
cm2 for each bipolar electrode and a centre to centre recording distance of 20 mm. 
The sampling frequency of DataLINK system in our experiment was set to be 1000Hz 
and sEMG signals were amplified 1000 times and bandwidth is 15 to 460 Hz using a 
EMG amplifier (SX230FW sEMG Amplifier, Biometrics LTD). To investigate the 
synchronization between all pairs of EMG data, EMG signals were selected and 
dissected from hand open (dataset I) and hand close (dataset II). In this study, 80 4-
channel 1-sec EMG epochs were selected for each dataset. 

2.2 Mutual Information Based on Ordinal Pattern Analysis 

In this study, a novel mutual information (MI) measure, which is based on ordinal 
pattern analysis, is proposed to analyse EMG data. As a continuously varying signal, 
EMG’s amplitude and frequency change over time. It’s composed of ascending and 
descending patterns. The statistical analysis of these two simple patterns may indicate 
the change of muscle activities. In order to obtain more complicated patterns, it is 
important to set up more complicated ordinal patterns. Here, these different patterns 
are referred to as the ordinal pattern. The EMG signals consist of a sequence of order 
patterns. Based on the probability distribution of these ordinal patterns, the MI 
between EMGs from different muscles can be estimated. The algorithm of MI based 
on the ordinal pattern analysis is described as follows: 
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(1) Given a time series of length L, },,,{ 21 Lxxx L , a vector can be generated using 

an embedding procedure: ],,,[ 11 −++= mtttt xxxS L  where m is the pattern 

dimension.  
(2) This vector tS  can be rearranged in an ascending order, 

][
21 mjtjtjt xxx +++ ≤≤ L . For m different numbers, there will be 

)21(! mm ×××= L  possible ordinal patterns iπ . For example, for 3=m , there 

are six order patterns between 1, +tt xx  and 2+tx . 

(3) Then we can count the occurrences of the ordinal pattern iπ , which is denoted as 

)( iC π , and the relative frequency is calculated by )1()()( +−= mLCp ii ππ , 

!,2,1 mi L= . 

(4) Suppose two EMG signals }{ txX =  and }{ tyY =  are recorded from two 

different muscle areas, respectively. The joint probability of the occurrence of 
each ordinal pattern in the EMG signals, ),( yxp , can also be calculated.  

(5) Once we obtain the probability distribution functions of two EMG series X and Y, 
MI can be obtained by the following equation: 
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MI is a measure derived from Shannon’s information theory to estimate the 
information gained from observations of the effect of one random event on another 
[8]. Therefore, MI measure is proposed to estimate synchronization between all pairs 
of EMG signals during hand open and hand close states. 

2.3 Linear Discriminant Analysis 

The performance of the MI measures to discriminate between groups also is evaluated 
by means of a linear discriminant analysis (LDA). The basic idea of LDA is to project 
high-dimensional data onto a low-dimensional space such that the data are reshaped 
to maximize the class separability [11]. Consider a classification problem with K 
classes ( 2≥K ). Suppose the training data contain M observations 

),,( ii yx Mi ,,2,1 L= , with p
i Rx ∈  and },,2,1{ Kyi L∈ . Fisher’s approach is to 

find the linear combination xc' , which maximizes the ratio of WccBcc ''  where B 

and W denote the pp ×  between-group and within-group covariance matrices, 

respectively. B and W are defined by:  
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and 
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where )(kμ  and Kkk ,,2,1,ˆ L=Σ , are the sample means and covariance matrices of 

each class (with kn  samples) and μ  is the total sample mean vector. The 

maximization problem in this method has been shown to be equivalent to solve the 

Eigenproblem: 0)( 1 =−− cIBW λ . Thus, if W is a non-singular matrix, Fisher’s 

criterion is maximized when the projection matrix c is composed of the Eigenvectors 

of BW 1−  with at most K-1 corresponding non-zero Eigenvalues [9]. In this study, 
LDA is used to evaluate the performance of the MI measures to discriminate between 
different groups. 

3 Results 

3.1 MI Measure of EMG Data 

Fig, 1 shows the ordinal pattern analysis of EMG recordings from muscles FCU and 
FCL during hand open and hand close, respectively. Ordinal pattern analysis depends 
on the selection of pattern dimension m. When m is too small (less than 3), the 
scheme will not work well since there are only a few distinct states for EMG 
recordings. Often, for a long EMG recording, a large value of m is preferable. 
However, in order to allow every possible joint ordinal pattern of dimension m to 
occur in EMG recordings of length L, the condition must hold. For this reason, pattern 
dimension m=4 is selected in this study. As shown in Fig. 1, the joint probability 
distributions and their corresponding marginal probability distributions of EMG 
recordings have changed dramatically between hand open and close states. 

The MI measure based on ordinal pattern analysis is applied to analyze the 
synchronization between all 160 1-sec four-channel EMG epochs (80 from each 
dataset I and II). As the EMG recordings are collected from four muscles, i.e., FCU, 
FCR, FPL and FDP, there are six MI values among each four-channel EMG epochs. 
For the hand open state, the MI values for EMG epochs are averaged at 0.159±0.066 
for FCU-FCR pair, 0.112±0.007 for FCU-FPL pair, 0.130±0.024 for FCU-FDP pair, 
0.112±0.010 for FCR-FPL pair, 0.126±0.016 for FCR-FDP pair and 0.111±0.007 for 
FPL-FDP pair, respectively. For the hand close state, the MI values for EMG epochs 
are averaged at 0.272±0.100 for FCU-FCR pair, 0.126±0.020 for FCU-FPL pair, 
0.182±0.108 for FCU-FDP pair, 0.134±0.029 for FCR-FPL pair, 0.162±0.029 for 
FCR-FDP pair and 0.128±0.033 for FPL-FDP pair, respectively. Next, in order to 
investigate whether their distributions over the two states are significantly different, 
the one-way ANOVA with Scheffe’s post-hoc test is used for MI values on each 
EMG-EMG pair. The population distribution of the MI of each EMG-EMG pair is 
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shown in Fig. 2 as boxplot. It can be seen that, on all six EMG-EMG pairs, the MI 
values in hand close state are significantly higher than ones in hand open state 
(P<0.05). 

24
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p(
x)
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x)

 

Fig. 1. The probability distribution of ordinal patterns in EMG recordings. The examples of 
EMG epochs from the muscles FCU and FCR during hand open (A) and hand close (B) states. 
The joint probability distribution p(x,y) of ordinal patterns (pattern dimension is 4) of EMG 
from the muscles FCU and FCR and their corresponding marginal probability distributions p(x) 
and p(y) during hand open (C) and hand close (D) states. 

In order to compare the extraction information of EMG between MI based on 
ordinal pattern analysis and traditional histogram methods, the traditional histogram 
MI (hMI) measure is also used to analyse the EMG data. The similar results of 
synchronization between EMG epochs can be obtained from hMI measure, i.e., the 
hMI values in hand close state are higher than ones in hand open state. Next, in order 
to investigate whether their distributions over the two states are significantly different, 
the one-way ANOVA with Scheffe’s post-hoc test is used for hMI values on each 
EMG-EMG pair. The population distribution of the hMI of each EMG-EMG pair is 
shown in Fig. 3 as boxplot. It can be seen that, on all six EMG-EMG pairs, the hMI 
values in hand close state are significantly higher than ones in hand open state 
(P<0.05). 
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Fig. 2. Boxplots for the MI between all pairs of EMG signals, grouped by hand open (I) and 
hand close (II) state. Each box presents the interquartile range that contains 50% of values with 
a line at the median. The whiskers show overall data range, excluding outlines and extreme 
values. Outlines (+) are cases with values that are more than 1.5 times the interquartile range. 
MI values between EMG recordings differed significantly among different hand movement 
states (indicated as star on graphs) as determined by statistical analyses (Scheffe’s post-hoc test 
P<0.05 (*)). 

 

Fig. 3. Boxplots for the traditional histogram MI (hMI) between all pairs of EMG signals, 
grouped by hand open (I) and hand close (II) state 
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3.2 Classification 

The performance of the MI measure to discriminate two groups is also evaluated 
using a LDA algorithm. The calculated MI measure is used as input data with 6 
features (dimension of the extracted feature vectors) in the LDA classifier. These 
features are projected down to a two-dimensional space as shown in Fig. 4. It can be 
seen that the data separate into well-defined clusters, correctly classifying 159 of 160 
subjects using the MI measure, giving approximately 99.4% separability. In order to 
compare the performance of MI measure based on ordinal pattern analysis and 
traditional histogram methods, the calculated hMI values are used as input data with 6 
features (dimension of the extracted feature vectors) in the LDA classifier. In the 
same way, these features are projected onto a two-dimensional space, which is shown 
in Fig. 5. It is found that here is an overlap between the the hand open and close state. 
A classification accuracy of 92.5% is achieved based on hMI measures. 

 

Fig. 4. Linear discriminant analysis of two groups: the hand open (o) and close (x) states. The 
six-dimensional feature vectors (MI values) are projected down to two dimensions. 

 

Fig. 5. Linear discriminant analysis of two groups: the hand open (o) and close (x) states. The 
six-dimensional feature vectors (MI values) are projected down to two dimensions. 
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4 Conclusion 

In this study, a novel MI measure based on ordinal pattern analysis is proposed to 
estimate intermuscular interactions from EMG signals. The experimental study on the 
efficacy of the proposed MI measure as a tool to identify correlation between EMG 
signals has been presented. The results show that there is an increasing of MI between 
EMG from hand open state to hand close state. Meanwhile, LDA is applied to 
evaluate the performance of the MI measures to identify the hand open/close states. 
The test results show that a classification accuracy of 99.4% is achieved for MI 
measure based on ordinal pattern analysis, while the classification accuracy is 92.5% 
for the traditional hMI measure. These results suggest that the proposed MI measure 
has potential in identifying the EMG signals from different hand movements. 
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Abstract. This paper presents the design of an anthropomorphic artifi-
cial hand called SJT-3 towards neural-controlled prosthetic applications,
focusing on mechanism and local control. The hand has 5 fingers, 15
joints and 6 intrinsic motors, and is similar to a human hand in appear-
ance, size and weight. The hand can achieve various basic grasps and
common gestures, required in daily life. It is connected with a 3-DOF
artificial forearm. A local controller integrated in the prosthesis based on
master-slave structure is adopted in order to keep the dexterity under
the limited inputs of current neural interface. The prototype has been
developed, and evaluated with a surface EMG interface.

Keywords: anthropomorphic hand, artificial hand, neural interface.

1 Introduction

Upper limb prosthesis is one of the significant application fields of humanoid
robotics research. Modern prostheses could be controlled via biological signals
that rely on advanced neural interface technologies. These prostheses are more
powerful than cosmetic hands and body-powered prostheses, and can be con-
trolled in an intuitive way. They assist people who lose a hand from amputation
to restore part of the hand’s original functionality. Some commercial prostheses,
such as Otto Bock’s prostheses[1] and i-Limb from Touch Bionics[2], have been
available and widely used.

However, these commercial prostheses are still unable to fit the requirements
due to simple structure and control strategy. For example, Otto Bock’s Sensor-
Hand, which is the most well-known and worldwide implanted prosthetic hand,
provides just one DOF like a gripper. Although a recent version prosthesis of
Otto Bock called Michelangelo Hand and the i-Limb are multi-fingered and pos-
sess more DOFs, they are not multifunctional indeed, because a small number
of electrodes are adopted to acquire surface EMG signals, and control strategies
are too simple to drive all independent actuators.

Meanwhile, many experimental EMG prostheses have been developed, such
as Revolutionizing Prosthetics[3], MANUS-HAND[4] and CyberHand[5]. These
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advanced prostheses have got a lot of breakthroughs in mechatronics design and
biological signal processing, but there is still a long way from practical stage.

There are two challenges towards the development of an advanced prosthesis.
One is that the current biological signal processing can only provide limited
information implicating motion intention of human. The other one is certainly
that of building a multifunctional, dexterous, and anthropomorphic prosthetic
hand for the neural interface.

In this paper, design of an anthropomorphic prosthesis, named SJT-3, is de-
scribed. The prosthetic hand imitates a real human hand, comprises a thumb and
four fingers with 15 joints and is actuated by six independent intrinsic actuators.
In addition, a 3-DOF forearm, which can achieve motions like human wrist and
forearm, has been accomplished as well. A control system is also integrated into
the palm for coordinating joints movements. A surface EMG interface, which
has been achieved in our previous work, is used to control the SJT-3.

2 Objectives

The anthropomorphic artificial hand is a part of neural interface based prosthesis
system, the block diagram of which is shown in Fig.1. This system allows users
to control the prosthesis via biological signals such as EMG or EEG signal that
implicates the motion intention of users, and to get sensory feedback via electrical
or mechanical stimulation.

Fig. 1. Block diagram of neural interface prosthetic system

Some previous works have been done on motion recognition via EMG signal[6],
and we have developed an artificial hand called SJT-2 exploited this biolog-
ical interface. Several preliminary experiments have been carried out on this
platform[7]. Nevertheless, the performances of the SJT-2 is not satisfactory due
to low grasp force, lack of dexterity, size and weight, hence a new generation of
artificial hand comes up on the agenda for further studies. We focus on design of
the artificial hand, both the mechanism and the local controller included, which
is highlighted in Fig.1.

Investigations indicate that lack of sufficient functionality, poor cosmetic ap-
pearance and low controllability are main reasons why amputees abandon using
their prostheses[5].



Design of a Prosthetic Hand towards Neural Interface Control 509

Current commercial prosthetic hands are structurally simple, consequently
they are reliable but the functionalities available are limited and far from re-
quirements. In order to increase the user acceptances, more basic functionalities
are expected as follows:

• Power grasp
• Precision grasp
• Lateral pinch
• Expressive gesture

Cosmetic appearance is another factor that affects the acceptance. From the
view of biomimetics, both size and proportion of the hand segments should be
similar to natural hand, possessing five fingers and a human-like palm.

Furthermore, several other factors should be taken into account as follows:

• Weight: no more than 500 g (including intrinsic actuators and local con-
troller)

• Power consumption: work for a whole day without battery recharge
• Modular design: easy for manufacture and maintenance
• Reliability and durability

Despite of progress on biological signal processing technologies over past years,
neural interface is still a bottleneck for prosthetic applications. Limited motion
intention information can be obtained, especially non-invasive interface, which is
more acceptable than invasive methods. The performance of neural interface is
hardly to improve significantly in the foreseeable future, that means human can
not control all the joints of the artificial hand directly. Therefore, a hierarchical
local control structure is ought to be adopted to overcome the limitation. The
low-level control is responsible for detailed control of the joints movements, and
the high-level control is responsible for obtaining the motion intention and coding
it to the motion pattern according to the protocol between the two levels.

3 Mechanical Design

3.1 Kinematic Arrangement of Joints

First of all, a suitable kinematic model should be found in order to imitate a
natural hand. Then rational simplification of this model is used to balance the
complexity and realism in terms of functionality requirements and constraints
of human hand movements.

It is commonly regarded that human hand can be described as a kinematic
model with 15 joints and as many as 21 DOFs[8]. Each finger, except the thumb,
possesses three joints referred to from the root as metacarpophalangeal (MCP)
joint, proximal interphalangeal (PIP) joint and distal interphalangeal (DIP)
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joint. There are 2 DOFs for MCP joint, and 1 DOF for PIP and DIP joints. The
thumb is more flexible and complex than the other fingers. It can be modeled by
a 5-DOF kinematic chain with 2 DOFs for trapeziometacarpal (TM) and MCP
joints and 1 DOF for interphalangeal (IP) joint, and plays an crucial role in
grasp.

Human hand motion is highly articulate, but fortunately it is also highly
constrained. Based on this point, kinematical structure can be simplified.

For the four fingers, since human has limited ability to control all joints in-
dependently, they can be made with coupled joints for flexion/extension. To
reduce the complexity, abd/adduction motion is not considered for the moment;
For the thumb, it is hard to reproduce all DOFs in a limited space. Conclusions
drawn from the biomechanical analysis suggest that two independent DOF to
be the minimum necessary to achieve multiple grasping tasks, by replicating
the mobility of the TM and MCP joint in abd/adduction and flexion/extension
axes[9].

Fig. 2. Kinematic configuration of joints in the SJT-3

In addition, a 3-DOF wrist and forearm is also taken into account. Conse-
quently, the kinematical arrangement of joints in the SJT-3 is shown in Fig.2.

3.2 Intrinsic Actuators

A part of the muscles acting on the hand is located on the forearm, which
are called extrinsic muscles, driving fingers through tendons. Inspired by this,
actuator units are put into the forearm and drive fingers via wires in many
robotic hands[10][11]. It effectively reduces the weight of the end effector, and
solves the problem how to increasing grasp force with the lack of high power
density actuators. But this approach is not suitable for prosthesis because there
is no enough space for actuator units integrated in a forearm socket.

In order to fit the prosthesis for different amputation levels of upper limb,
all the actuator units and their electronic components ought to be built in the
prosthetic hand. This also embodies modular design. The prosthetic hand can
be considered as an independent part, and be easy to connect with a robotic
arm or a forearm socket.
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3.3 The Fingers

The fingers of most commercial products like Otto Bock’s SensorHand are fixed
shape, and they can only bend around the MCP joint. Consequently, the contact
areas between object and the hand are small results in a instable grasp. Moreover,
it does not look like a human finger movement from a cosmetic point of view.

In the SJT-3, three joints of the finger are coupled (Fig.3(a)). The relation-
ship between the flexion angles of the joints refers to a study of human finger
motion[12]. Table 1 shows main parameters of the finger.

Table 1. Parameters of the finger

Phalange length (mm) Joint movement range (◦)

Proximal Middle Distal MCP PIP DIP

45 30 26 0∼85 0∼105 0∼75

(a) The finger mechanism (b) Internal structure of the finger

Fig. 3. Design of the finger

Fig.3(b) shows the structure of a finger. In the prototype, all the fingers are
the same for easy fabrication and maintenance. A small DC motor with gearbox
is placed into the proximal phalange. A worm gearing plus spur gear mechanism
is incorporated in the MCP joint as a transmission and drives this joint.

The reason why we adopt a worm gearing is that it will be considerably smaller
in volume than one made from bevel or crown gear, and gets a higher reduction
ratio. Moreover, self-locking characteristics of the worm gearing ensures that the
drive system of the finger is passively stationary, and allows prosthetic hand
grasping object without additional power consumption.

We adopt a wire-pulley mechanism at the side of the proximal phalange, since
the actuator unit nearly fill this phalange. Two pulleys are fixed respectively in
the finger root and the middle phalange, and connected by a figure-8 nylon wire.
And the middle phalange and the distal phalange are connected by a link rod.
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The flexion angle of the finger is measured by a magnetic sensor embedded in
the MCP joint. The torque of finger is measured indirectly by armature current
of motor, and the fingertip force is measured by a force sensitive resistors (FSR)
sensor.

3.4 The Thumb

The thumb is crucial to make various grasping patterns possible, increasing the
prosthesis dexterity. But most commercial products lack flexible thumb. In Otto
Bock’s SensorHand, the thumb is fixed. And i-Limb Hand just processes a passive
TM joint for abd/adduction. In some experimental prosthetic hand, the thumb
is driven by one actuator for movements in two planes using novel mechanism[4].
They can achieve both flexion and opposition movement, but the mechanism is
much complex and the functionality is slightly limited.

Fig. 4. Exploded view of the thumb unit

In the SJT-3, these two movements of the thumb are actuated by two indepen-
dent motors. Fig.4 indicates structure of the thumb unit. The proximal phalange
and the distal phalange of the thumb are similar to the other four fingers. The
MCP joint is driven by a motor embedded in the proximal phalange, and is cou-
pled with IP joint via wire-pulley to achieve flexion/extension movement. The
TM joint is driven by another motor via a pair of spur gears housed in the root
of thumb for abd/adduction movement.

3.5 Wrist and Forearm

A three-DOF forearm has also been designed in order to connect the hand and
perform the flexion/extension, the abd/adduction, and the pronation/supination
like a human wrist and forearm.

It consists of a proximal forearm and a distal forearm supported by a pair of
bearings to allow rotation of the distal forearm relative to the proximal forearm.
A motor is housed in the proximal forearm to actuate the distal forearm by spur
gears to perform pronation/supination (Fig.5(a)).
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(a) Pronation/supination (b) Flex/extension and abd/adduction

Fig. 5. Structure of the forearm

Flexion/extension and abd/adduction of wrist is achieved with a 2-DOF uni-
versal cross joint, which is located at the end of the distal forearm (Fig.5(b)).
The artificial hand is able to be connected with the wrist by the socket. It’s
actuated by two motors via lead screw nut plus link rod transmission housed
in the distal forearm. A ball joint is adopted at the end of the link rod due to
coupling of the wrist movement. A space frame structure is adopted for the wrist
actuation units, consisting of three plates which are connected by steel tubes.
The space frame is compact, solid, lightweight, and easy for maintenance.

4 Finalized Prototype

4.1 Prosthesis Prototype

A prototype of the SJT-3 described above has been accomplished. It is installed
on a humanoid model for experiments as shown in Fig.6. The size, weight and
appearance of the SJT-3 is approximate to a natural hand. The main structure
frames are made from aluminium alloy. Round holes are used for weight reduc-
tion. The weight of the hand is less than 490 g. And the finger unit weighs 66 g.
The details are shown in Table 2.

Fig. 6. Overall profile of the prototype
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Table 2. Main parameters of the prosthesis prototype

Feature Value

DOFs 15 (hand) + 3 (forearm)
Number of actuators 6 (hand) + 3 (forearm)
Weight 490 g (the hand including electric circuit boards)

900 g (the wrist and forearm)
Dimension 195 mm (length from fingertip of the middle finger to the

wrist root)
85 mm (width of the palm)
32 mm (thickness of the palm)

4.2 Control System

Since limited motion information can be obtained through neural interface, a
hierarchical control architecture is adopted to overcome it. A local controller
integrated in the prosthesis is designed to share responsibility for neural interface.

On the other hand, as an open system, this hierarchical architecture is indis-
pensable. In the SJT-2, hand control was mixed in a main controller, and this
led to a poor portability of system.

Fig. 7. Prosthesis control architecture

The architecture of the local controller is depicted in Fig.7. It also adopts
modular design, forms itself into a single-master and multiple-slave structure
that can entitle prosthesis control system better flexibility and expansibility. The
master and the slaves are connected through a serial communication bus (RS232
bus currently in the SJT-3) which allows bi-directional communication between
them. The master is in charge of communication with a high-level controller
via bluetooth to obtain recognized motion pattern and coordinating all slaves.
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At present, two slaves are used to control the hand and the forearm respectively,
and they are in charge of motor control and sensor feedback. The slave drives
DC motors by PWM outputs through H-bridge drivers, and collects the position,
fingertip force and motor current from the sensors distributed in the prosthesis.

5 Experimental Evaluation

5.1 Prototype Performance

A series of objects with different shape and size, such as cylindrical tin, stop-
watch, wallet and so on, were used to evaluate the grasping capability, and com-
mon gestures can be achieved as well. The movements of the wrist and forearm
is shown in Fig.8. It is capable of ±30◦ flexion/extension and abd/adduction,
and 360◦ rotation.

(a) Grasping different objects

(b) Wrist and forearm movements

Fig. 8. Postures of the SJT-3 prototype

Two different rechargeable Li-ion batteries, one for the motors (11.1V 2.8Ah)
and one for the controller (7.4V 0.75Ah) are used to supply power. In general
conditions, it can continuously work at least 8 hours before recharge.

5.2 EMG Control of SJT-3

As a prosthetic hand for neural interface, SJT-3 was also connected to an EMG-
based motion recognition system, which had been achieved in our previous
work[6].

Eight channels of surface EMG signal are collected from subject’s forearm
using a self-designed wireless EMG collection instrument. It looks like a cuff of
blood pressure meter that consists of electrodes, two-step amplifiers, a microcon-
troller and a bluetooth module. EMG signals are digitalized by microcontroller
and transmitted to a PC through bluetooth for motion recognition (see Fig.9).
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Fig. 9. Using EMG signals to control the prosthetic hand

Time domain statistic (TDS) method is employed for feature extraction, and
a two-layer neural network is adopted as a classifier. For training classifier, the
subject is required to perform 30 trials following the screen instructions. After
the training session, the subject uses his surface EMG signals to control the
prosthesis. Once the motion pattern is identified, the prosthesis controller will
coordinate the joints to achieve hand or wrist movements following the subject’s
intention.

6 Conclusion and Further Work

In this paper we have presented the design of an anthropomorphic prosthesis
based on a neural interface experimental platform. The artificial hand has a
total of 15 joints actuated by 6 independent intrinsic motors, and is connected
with a 3-DOF wrist and forearm for experiments. Both basic functionalities
and biomimetic factors are taken into account. The prosthesis can accomplish
a series of functionalities that include various grasping, common gestures and
wrist movements. It processes a human-like appearance, and the size and the
weight are close to those of the natural hand. A modularized control system is
designed to embed into the prosthesis for low-level control, which is expected to
overcome the limitation of the neural interface nowadays.

Further work will address the improvements of grasping performance, sensory
system and low-level control strategy. More analysis will be performed in order
to find optimized parameters of the mechanism. Passive compliant joints will
be used in the fingers to obtain adaption in grasp with different shape objects.
More different types of sensors will be embedded in the prosthesis to provide
information to low-level control system and biofeedback to users. Further clinical
experiments on the disabilities will be performed on this platform.
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Abstract. Towards the real-world application of multifunctional prostheses based 
on electromyography (EMG) signal, an unsupervised adaptive myoelectric control 
approach was presented in order to improve the long-time classification 
performance of EMG pattern recognition. The widely-used linear discriminant 
analysis (LDA) was improved to three new different classifiers separately termed 
as linear discriminant analysis with single pattern updating (SPLDA), linear 
discriminant analysis with multiple patterns updating (MPLDA), and linear 
discriminant analysis with selected data updating (SDLDA). The experimental 
result showed that the three new classifiers significantly outperformed the original 
version. MPLDA and SDLDA provided two different methods to decrease the 
influence of misclassification and got lower classification error rates than SPLDA. 
Strategies to decrease the influence of misclassification are the key to the 
application of unsupervised myoelectric control in the future. 

Keywords: EMG, prosthesis, pattern recognition, adaptation, LDA. 

1 Introduction 

Surface electromyography (EMG) signal, which is noninvasive and contains rich 
information associated with the muscle electrical activities, is considered to be an 
important input for the control of electrically powered prostheses [1]. To increase the 
number of functions of prostheses, much attention has been drawn to a pattern 
recognition based approach to the myoelectric control in last two decades and some 
promising results have been achieved [2-4]. 

By learning the nature of muscle contraction patterns for the intended movements 
of a specific user, pattern recognition can provide the advantage of recognizing the 
subtleties of the user’s muscular activity at a particular instance in time. However, it 
does not accommodate changes in the EMG patterns over time and the good 
performance cannot maintain for a long time because of the EMG variations, due to 
electrodes condition, muscle fatigue, sweating and so on [5]. This problem has 
become an obstacle for the commercialization of advanced myoelectric controlled 
prostheses developed in laboratory environment. 

The conventional pattern recognition method is accomplished in two parts, training 
and testing. The parameters acquired at the training contain limited information, and 
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they cannot be representative to the data of the whole temporal span in application 
period including testing step. It is the main cause to the above remarked problem. 
Therefore, how to make the parameters more representative to the EMG signal is the 
key to improve the long-time performance. 

In this paper, we exploited EMG information in the testing part, and an 
unsupervised adaptive myoelectric control approach was presented to improve the 
long-time classification performance of EMG pattern recognition. As the Linear 
Discriminant Analysis (LDA) is a computationally efficient algorithm with similar 
performance to more complex algorithms [4], it was improved with this approach and 
the new classifier, linear discriminant analysis with single pattern updating (SPLDA), 
was constructed. The experimental results showed a significant improvement in long 
time performance, compared with the original version. However, the existence of 
misclassification would bring adverse effect on the classifier and lead to a bad result. 
To reduce its influence, two different methods were proposed, which were separately 
from the aspects of data selection and multiple patterns updating. The corresponding 
classifiers were called linear discriminant analysis with multiple patterns updating 
(MPLDA), and linear discriminant analysis with selected data updating (SDLDA). 
The performance of MPLDA and SDLDA would compare with SPLDA, and they 
could be used in the control of multifunctional prostheses.  

2 Methods 

2.1 Overview  

The traditional myoelectric control based on pattern recognition generally contains 
segmentation, feature extraction, and classification [6]. The decision streams are 
finally generated for the motion controller. Unlike the traditional method, a feedback 
to the classifier is added in the unsupervised adaptive myoelectric control and it is 
illustrated in Figure. 1. Samples tagged with the results of the classifier were used to 
retrain the classifier to make it adaptive to the changes of EMG signal over time. 
 

 

Fig. 1. Block diagram of the unsupervised adaptive myoelectric control scheme 
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2.2 Linear Discriminant Analysis (LDA) 

A widely-used classification algorithm in EMG research is the LDA. A linear 
classifier, in general, tries to establish a hyperplane separating the signal space into  
individual subspaces for all classes [7]. It can be found in literature [8] that the 
formulae of LDA based on a multivariate normal distribution to each group, with a 
pooled estimate of covariance. 

2.3 Adaptive Linear Discriminant Analysis 

The main parameters of the LDA classifier are the mean vector of each class and the 
pooled covariance matrix. Suppose that there are N patterns used for training the 
classifier, and the new-coming testing EMG feature patterns are acquired as xN+1, 
xN+2, xN+3, cet. Let the pattern xN+1 be z and labeled as class k by the original classifier. 
The updated mean vector  for class k is 

1 , (1) 

where n  is the number of future patterns for class k, and  is the original mean 
vector. 

The pooled covariance matrix ΣW is updated by 

 1 1 1 1 , (2) 

where  is the original pooled covariance matrix. 

2.4 Decrease of Influence of Misclassification 

There are different strategies to update the classifier. The most common one is to 
recalculate the parameters when one single pattern is generated, and we call it 
adaptive LDA with single pattern updating (SPLDA). However, it is known that the 
classification error is inevitable and patterns with wrong tags may damage the 
classifier during the process of feedback and lead to a bad result. To reduce its 
influence, we propose two different methods from aspects of data selection and 
multiple patterns updating. 

An entropy function is introduced to test the confidence of classification and only 
the data that is of high confidence will be used to update the classifier. That is 
intended to reduce the number of wrong-tagged pattern and decrease its adverse 
influence. We call it adaptive LDA with selected data updating (SDLDA). 

The entropy function used for data selection in SDLDA is [9] , (3) 
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where K is the number of classes to be considered and  is the probability of 
class k in future pattern n defined as follows, 1∑ 1 , (4) 

, (5) 

Another way is to use more than one pattern to update the classifier. In SPLDA, if one 
pattern is attached with a wrong label, its influence will be immediately reflected on 
the next pattern’s calculation. It may lead to accumulative error and impair the 
classifier. However, if we decrease the frequency of updating and update the classifier 
after more than one pattern is calculated. Then the right-tagged pattern will weaken 
the influence of the wrong-tagged and reduce the accumulative error of the classifier. 
In this way, the influence of misclassification is reduced. It is called adaptive LDA 
with multiple patterns updating (MPLDA). 

Therefore, three adaptive LDA classifiers were developed, which were separately 
called SPLDA, SDLDA, and MPLDA. MPLDA and SDLDA are better than SPLDA 
theoretically. 

2.5 EMG Data Acquisition 

The data were collected from three able-bodied subjects with four bipolar electrodes 
placed on palmaris longus, flexor carpi ulnaris, flexor digitorum supercifialis, and 
extensor digitorum. The motion classes were consisted of wrist flexion/extension, 
forearm pronation/supination, hand open/close, radial flexion, ulnar flexion and 
resting (no motion). Motions are shown in Figure. 2. Signals were pre-amplified and 
filtered using a commercial myoelectric system (Delsys Inc., TrignoTM Wireless 
System, 20-450 Hz band pass filter) and recorded at a sampling rate of 2 kHz. Four 
time-domain EMG features (mean absolute value, waveform length, zero crossings, 
and slope changes) [3] extracted from 200 ms windows of filtered EMG from each 
channel resulted in a 16-element feature vector. The feature vector was calculated at 
25 ms intervals (175 ms of overlapping data per window). 

A single experimental trial is defined as follows. Subjects perform each of the  
nine contraction classes for 5 seconds with a 5-second rest between contractions. For 
each hour, five consecutive trials were performed and the whole temporal span  
of the experiment for each subject was 7 hours (40 trials of data were collected). The 
first five trials were assigned as a training set and the next thirty-five trials as a testing 
set. 
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Fig. 2. Photo of different types of motions. (a) Forearm pronation. (b) Forearm supination. (c) 
Hand close. (d) Hand open. (e) Radial flexion. (f) Ulnar flexion. (g) Wrist flexion. (h) Wrist 
extension. 

3 Results and Discussion 

To compare the performance of different types of classifiers, the classification error 
rate was used as a measure, which was defined as Number of incorrectly classified samplesTotal number of testing samples 100 % . 
The average classification error rate of different classifiers for each subject is listed in 
Table. 1, and the best performance for each subject is highlighted in bold. 

Table 1. Average classification error rate of different classifiers 

 Error Rate (%) 
Subject LDA SPLDA MPLDA SDLDA 

S1 11.01 5.49 3.24 2.68 
S2 20.15 11.55 8.44 8.81 
S3 29.93 22.52 19.67 19.58 

mean 20.36 13.19 10.45 10.36 

 
 
From this table, it can be seen that the performance of each subject was different 

for a certain classify. The average classification error rate across subjects of LDA is 
20.36%, whereas SPLDA, MPLDA and SDLDA are 13.19%, 10.45%, 10.36%, 
respectively. It can be concluded that SPLDA, MPLDA and SDLDA significantly 
outperform LDA. In addition, the performance of SPLDA is approximately the same 
as MPLDA, which is superior to LDA. 

(a) (b) (c) (d) 

(e) (f) (g) (h) 
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Fig. 3. Classification error rate of different classifiers. Result is averaged across all subjects. 

The error rate of different classifiers over time is shown in Figure. 3. A one-way 
Analysis of Variance (ANOVA) was applied to analyze the classifier factor. By 
analyzing the performance of LDA and SPLDA, it is showed that pattern updating 
significantly decreases the error rate (p < 0.01). Meanwhile, by analyzing the results 
of SPLDA, MPLDA and SPLDA, SDLDA, it can be concluded that decrease of 
influence of misclassification has the same effect (p < 0.05) as pattern updating. 

To determine the quality of EMG signal, the concept of minimum error was 
introduced [5]. It was defined as the classification error rate which was used for 
assessing the performance of a classifier trained and tested by the same data set. Of 
the three subjects, the quality of signal of subject 1 was the best and subject 3 was the 
worst. The classification error rate over time for S1 and S3 was shown in Figure. 4. 

 

Fig. 4. Classification error rate over time. (a) Subject 1, which has the best performance.  
(b) Subject 3, which has the worst performance. 

It can be seen that the classification error of LDA increased over time, which was 
caused by the variations of EMG signal. For the signal with low minimum error, the 
performance of SPLDA was similar to MPLDA and SDLDA. However, it was quite 
different from the signal of high minimum error. The different performance of 
SPLDA was caused by the feedback of wrong tagged samples. With the signal of high 
quality, the classification error was low and most of samples were right tagged. So the 
classifier can adapt to the changes of signal and produce better results. On the 
contrary, with the signal of low quality, the classification error was high and most of 
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samples were wrong tagged. The classifier may be impaired and the results were bad. 
So it was necessary to decrease the influence of misclassification.  

MPLDA and SDLDA provided two ways to reduce the influence of 
misclassification. SDLDA was slightly better than MPLDA from the aspect of 
classification error. However, MPLDA outperformed SDLDA during hour 5-7 in 
Figure. 4 (b). The update rate of SDLDA was slow for the low-quality signal, of 
which data with high confidence was not much, while the update rate of MPLDA was 
constant. As the time went by, SDLDA could not follow the trend of changes of EMG 
signal as well as MPLDA. So we recommended SDLDA for the high-quality signal, 
while MPLDA for the low-quality. 

It can be inferred that supervised adaptive myoelectric control approach can 
achieve better results than unsupervised. However, it will increase the burden of users 
of prostheses and is impractical in the real world. So towards the application of 
prostheses in the real world, unsupervised adaptive myoelectric approach is the 
mainstream. SDLDA and MPLDA present two different ways to degrade the 
influence of misclassification. However, both of them have a coeffiecent to adjust and 
may not be easy enough to be applied in the real world. So further study should be 
done to develop a new method that is convenient and easy to use in the unsupervised 
myoelectric control. 

4 Conclusions 

The long-time performance of EMG pattern recognition is an important issue in the 
research of EMG controlled prostheses. Various supervised adaptation methods have 
been reported to overcome this problem. However, in practical application, the actual 
intention of the subject is not always known to the system, and unsupervised 
adaptation methods are needed. In this paper, the preliminary study of the 
unsupervised adaptive myoelectric control was presented. A new classifier derived 
from LDA was constructed and achieved a better performance than the original one in 
the following experiment. This confirms the effectiveness of our method. Different 
from supervised method, misclassification exists in unsupervised method, and it may 
cause big problems for the practical application of unsupervised myoelectric control. 
So two different strategies, data selection and multiple patterns updating, were 
proposed to reduce the influence of misclassification, and the performance of the 
classifiers was improved further. Towards the real-world application, our future work 
will focus on the method to eliminate the misclassification influence and improve the 
online performance of the long-time adaptive myoelectric control. 
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Abstract. Knee joint movement control plays an important part in the 
rehabilitation of lower limb locomotion. In this work, a functional electrical 
stimulation (FES) training system utilizing steady-state visual evoked potential 
(SSVEP) based brain-computer interface (BCI) was designed to realize the 
functional control of knee movement, including selection of multiple patterns: 
left or right knee joint for stimulation, start or stop of knee movement, 
acceleration or deceleration of knee movement. In order to investigate the 
problem of FES artifact on EEG signals, two classifiers were trained under 
normal condition (electrical artifact free) and artifact condition (initiatively 
adding FES artifact) respectively. The classifiers were used in pre-stimulation 
and on-stimulation separately after training. During the experiment, the subject 
was required to realize the predefined experiment paradigm, during which both 
the knee joint angle and real-time SSVEP selection were recorded to evaluate 
the coordination of BCI and FES integration. The experiment result showed the 
necessity and effectiveness of the proposed real-time classifier strategy, and 
knee joint movement control was successfully realized by subject’s intention. 

Keywords: SSVEP, BCI, FES, EEG, Knee Movement. 

1 Introduction 

Functional electrical stimulation (FES) is a well-known technology in rehabilitation 
engineering, which activates muscles to contract by stimulation of the motor neurons 
with low-level electrical current, so as to restore or recover patient’s impaired motor 
function, which gives hope to people who lose their body control ability [1]. The 
applied low-level electrical current acts as action potential from central nervous 
system, which drives muscles to contract. Traditionally, this electrical current is 
mainly controlled in a passive way, i.e. the subject’s intention is not fully expressed 
and the whole process is pre-fixed. If the subject’s mind is actively participating in the 
rehabilitation process, much like a natural mind-body control way, the subject’s needs 
in rehabilitation could be flexibly met by herself or himself. With benefits of Brain-
computer interface (BCI) technology, the subject’s mind control could be now 
                                                           
* Corresponding author. 
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possible [2]. BCI is a non-muscular control technology with potential to restore or 
augment lost motor behaviors for people with severe motor injury, and also enables 
them to communicate with outside world in a way that is very different from 
traditional ways such as voice based communication. As BCI directly translates 
human thought to command, it would be adopted as a substitution of conventional 
neuromuscular pathways to offer patients who lost motor ability with a new 
communication and control channel. Electroencephalogram (EEG) is a noninvasive 
method to record weak electrical signals produced by a large amount of brain neurons 
activity, and is favored in BCI society [3]. 

Limited work has been done in the integration of BCI and FES, most of which are 
mainly concentrated in the upper limb rehabilitation. In 2003, Pfurtscheller et al. did a 
groundbreaking experiment [4], helping patients with upper limb hemiplegia to 
conduct hand grasping by triggering FES system through motor imagery based BCI. 
Similarly, using motor imagery based BCI, other research teams developed BCI-FES 
systems for rehabilitation on stroke patients, which showed the feasibility for stroke 
patients to accomplish the BCI triggered FES rehabilitation training [5, 6]. 
Differently, Bentley et al. proposed a P300 based BCI [7] and Gollee et al. proposed 
an SSVEP based BCI [8] for FES application, respectively. But lower extremity 
rehabilitation received less attention [9]. As BCI development has mainly focused on 
individuals with severe paralysis, such as locked-in syndrome or high cervical SCI, 
those people would mostly benefit from BCI technology to communicate with a 
computer device or upper extremity control for basic functions such grasping, rotation 
of wrist. Meanwhile, wheeled chair would be a robust and effective way for 
substitution of lower extremity paralysis. Besides, the electrical artifact is obvious 
especially when the electrical stimulation is applied to the leg which needs a stronger 
electrical current to contract, and the severely contaminated EEG signal may not be as 
a reliable control source. 

Lower extremity locomotion is very important in daily life. Leg movement training 
is necessary when the subject is injured or temporally lost the control ability. Knee 
joint movement is a part of locomotion, and it is a benchmark task in FES field [10, 
11]. Here, we developed an SSVEP based BCI in controlling of the knee movement 
via FES, such that the start or stop of the knee moment and acceleration or 
deceleration of knee movement could freely be controlled by himself or herself. 

2 System Overview 

The schematic diagram of the knee movement training system is shown in Fig. 1. 
There are three flickering lights of separate frequencies which are mapped to different 
action command. The subject selectively stares at one of the flickering lights, and 
simultaneously the EEG signals are acquired from the scalp. After on-line processing 
of the acquired EEG signals, including feature extraction and pattern recognition, the 
intention about which light is being focused on could be detected. Then the user’s 
intention is sent to FES system through BCI-FES interface, which triggers FES to 
produce the corresponding leg muscular activation.  
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Fig. 1. Schematic diagram of the knee movement training system 

3 Methodology 

When the human focuses on instantaneous visual stimulus of constant time interval, 
steady state visual evoked potential (SSVEP) will occur in primary visual cortex of 
the brain [12]. By measuring the electrical activity on the scalp, the EEG signal shows 
that the corresponding stimulus frequency and its harmonic components stick out in 
frequency domain as shown in Fig. 2. 

When we use SSVEP-BCI to control FES device, the problem comes from the 
artifact of the electrical stimulation of FES device. From the time domain as shown is 
Fig. 3(a),(b), that the EEG signal is highly contaminated by electrical artifact. The 
artifact may be disasters for raw EEG signal processing as even the experienced 
researcher couldn’t find any useful information from the EEG map. So artifact 
avoidance or removal should be carried out to see the masked essential insight of the 
cerebral electrical activity. Our main purpose is to on-line detect which flickering 
light the subject is staring at, so existence of the distinguishable feature space 
becomes essential to our on-line experiment implementation when the electrical 
artifact is produced. As shown in Fig. 3(c),(d), the SSVEP characteristic still exists 
when the electrical stimulation is carried on. Two classifiers will be trained under two  
 



 SSVEP Based Brain-Computer Interface Controlled FES System 529 

 

Fig. 2. EEG spectrum from occipital region CB2 channel. when the subject is focusing on the 
visual flickering light of frequency 9.37Hz. The fundamental frequency and its first and second 
harmonic component stick out from the spectrum map. 

 

Fig. 3. (a) Time serials of EEG channel CB2 at artifact free condition. (b) Time serials of EEG 
channel CB2 when electrical stimulation is powered on. The EEG signal is severely 
contaminated by electrical noise, and the useful cerebral electrical activity seems to be 
submerged in electrical artifact from FES. (c) EEG spectrum from occipital region CB2 channel 
at artifact free condition. (d) EEG spectrum from occipital region CB2 channel under FES 
stimulation (28Hz electrical stimulation), while the subject is still focusing on the visual 
stimulation flickering light. Although the electrical artifact power is strong such as 28Hz 
fundamental stimulation frequency and first and second harmonic component, the electrical 
activity of SSVEP still exist. 

different conditions. Classifier 1 is trained under electrical artifact free condition for 
the purpose of subject’s selection in pre-stimulation. Classifier 2 will be trained under 
electrical stimulation condition for the purpose of subject’s selection in on-
stimulation. Both of the classifiers use the same feature extraction and classification 
strategy, but they are trained under different situations, and will be used in pre-
stimulation and on-stimulation respectively. 

3.1 Feature Extraction and Classification 

Based on previous work [13], visual stimulation frequencies and its first harmonic 
wave components should be extracted as the features for pattern recognition. And an 
LDA classifier is adopted for real-time classification of EEG signal. For convenience, 
we only give a brief introduction to the pattern recognition algorithm. 
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Suppose ( )iS t is the EEG signal from channel i  with 1...i N= , and jf  is the 

j th stimulus frequency with 1...j M= , and ( )W t c− is the window function with the 

center at c . We apply inner product to extract the specified frequency as projecting the 
signal to sine and cosine space. The continuous forms of feature extractions are given as 
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where ( )ijA c is the j  th frequency component from EEG channel i  at time point 

c ; ( )ijB c  is the harmonic wave component of j th frequency from EEG channel i  

at time point c . So the feature vector for the classification could be of the form 
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Regarding i th and j th categories classification problem for example, suppose iF and 
jF be i th and j th training feature sets, the average features of the two sets are 
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E denotes the expectation operator, and the within class covariance is defined as 
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The discriminant plane can be expressed in the linear formulation as 
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Fig. 4. Experiment Setup. The surface stimulation electrode is attached to rectus femoris, and 
the goniometer is to measure the knee joint angle. 

4 Experimental Work 

There were two healthy subjects participated in the experiment, with age 24 and 25 
years old, both male. They were all informed the whole experiment process. The 
study was approved by the Institutional Review Board of Shanghai Jiao Tong 
University. 

4.1 Experiment Setup 

The stimulator (Compex Motion II, Switzerland) with four channels was adopted, 
which stimulated muscles via surface electrodes. EEG signals were recorded using a 
SynAmps system (Neuroscan, U.S.A.) in a shielded room which could reduce 
interference from the noise and electromagnetic in open environment. And knee joint 
angle was measured via Goniometer (Biometrics, UK). 

Two channels of FES device were chosen to stimulate rectus femoris and 
hamstring respectively. Stimulation for rectus femoris was set to bipolar current 
impulse with pulse width of 200us, pulse frequency of 28Hz, and current intensity 
25~35 mA accordingly. While stimulation for hamstring had the same setting, except 
the current intensity was much smaller 10-15mA. One goniometer sensor was 
attached to the knee joint, and data was acquired for off-line analysis. The surface 
electrodes of FES and goniometer sensor were shown in Fig. 4. 

Eight channels in EEG cap located on occipital region were used to collect brain 
potential signals, which were PO3, POz, PO4, O1, Oz, O2, CB1, CB2 according to 
international 10/20 system. The reference electrode was located between Cz and CPz, 
and ground electrode was located on forehead. An analog bandwidth filter with 
0.5~30Hz and a notch filter with 50Hz to diminish power line interference were 
applied to the original signals, which are sampled at 1000Hz. 
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Fig. 5. Experimental paradigm. The subject was trained under normal condition and artifact 
condition respectively, and evaluated correspondingly. In the Free Stage, the subject randomly 
chose any flickering light to see whether the system was efficient. After that, the system ran 
into Idle State Detection stage. When the subject was about to use the system, the system 
jumped to normal condition. After “S” was chosen, predefined stimulation of FES began and 
classifier 2 started to work. Classifier 2’s output was used to control the speed of knee 
movement. If subject chosen “P”, i.e. the subject wanted to stop the stimulation, the system 
jumped to normal condition again. 

 

Fig. 6. The user interface of visual stimulation. (a) the subject focus his or her attention to the 
flickering light indicated by the red horizontal bar for the purpose of training of the classifier. 
(b) the subject also focus his or her attention to the flickering light indicated by the red 
horizontal bar, meanwhile the growing energy bar indicates which light the subject is looking at 
via the classification algorithm. (c) the interface via which the subject enters into the system by 
focusing on the circular flickering light. (d) the FES control interface, the subject chooses 
different electrical stimulation mode by focusing on the mode represented flickering light, and 
also the energy bar indicating which light the subject is focusing on. 

4.2 Experiment Paradigm 

The whole experiment process was shown in Fig. 5. The subject was required to achieve 
the following tasks. First of all, there was a flickering circle of 8.33Hz which was used 
for the detection of idle state. The subject should focus his or her attention to that 
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flickering light, waiting for the start of whole system. Then three flickering squares 
appeared, with frequency of 12.5Hz, 8.33Hz, 6.82Hz from left to right as shown in Fig. 
6, and each was mapped to command of choosing left leg stimulation, start of 
stimulation, right leg stimulation respectively. After choosing of the middle flickering 
light, the electrical stimulation was applied to the chosen leg. When the electrical 
stimulation began, the electrical artifact severely affected the original EEG signals, so 
another classifier was applied to this on-stimulation stage which was called classification 
under artifact condition. The visual stimuli were the same, but each was mapped to 
different function: acceleration, stop and deceleration of knee movement respectively 
from left to right. Finally before the subject’s stimulation task, both the classifier 1 and 
classifier 2 and parameters in idle state detection algorithm were trained to achieve a 
good performance. 

In order to quantitatively evaluate the subject’s performance, the following fixed task 
as shown in Fig. 7 was required to achieve. Then the whole performance could be 
evaluated. 

 

Fig. 7. Evaluation task which the subject is required to achieve 

5 Results and Discussion 

In the online experiment, the window size for feature extraction and classification was 
1s, and the moving step size was 0.1s. The following Table 1 showed the 
classification accuracy of the two classifiers in pre-stimulatin (Artifact free to Artifact 
free) and on-stimulation (Artifact to Artifact) condition respectively, which was done 
via 10 fold cross validation. The two classifiers performed quite well when the 
classified data was in the same condition. Interestingly, the classifier 2 in artifact 
condition outperformed the classifier 1 in artifact free condition, which might be 
explained that certain amount of electrical stimulation would help the subject 
concentrate his or her attention in focusing on the flickering light during the training. 
Furthermore, the artifact data and artifact free data were used as training and testing 
set separately. And it turned out that there was performance reduction when just one 
classifier was trained to classify data which wasn’t in the same situation as with 
training condition. It could be seen that two classifiers in different condition strategy 
was necessary, as it could achieve a higher performance than the single classifier. 

The relationship between knee movement and SSVEP was shown as in Fig. 9. It 
could be seen that the subject succeed in achieving the predefined training process, 
from start of stimulation to acceleration, deceleration, acceleration, deceleration, and 
stop of stimulation. And the delay of stimulation pattern exchange is about 2s. 
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Table 1. Classification accuracy comparison in different situations. Artifact free to Artifact free 
means the classifier is trained under artifact free dataset to classify artifact free data, so does 
Artifact to Artifact. ArtifactFree to Artifact means using Artifact Free data as a training set 
while Artifact data as a testing set for the classifier, so does the Artifact to ArtifactFree. 

Subject Session 
No. 

Artifact free to 
Artifact free 

Artifact to 
Artifact 

Artifact free 
to Artifact 

Artifact to 
Artifact free 

S1 I 94.68% 95.68% 91.08% 87.93% 
II 89.37% 96.40% 90.99% 84.32% 

S2 I 91.71% 92.43% 82.97% 80.36% 
II 93.87% 94.95% 89.91% 87.84% 

 

Fig. 8. Knee joint angle and corresponding SSVEP power spectrum. Each EEG power spectrum 
is mapped to different pattern, controlling knee joint movement. 

6 Conclusion and Future Work 

In this work, two classifiers were used in the knee joint movement training system. 
One is for pre-stimulation subject’s intention recognition, while the other is for on-
stimulation. The experiment result showed the reliable performance of the two 
classifiers strategy in the on-line subject’s intention detection. Meanwhile the FES 
and BCI system coordinates well as measure by the knee joint angles and BCI output. 
So the designed knee joint movement training system works and could provide the 
subject with intention control of his or her knee joint movement. 

Knee joint movement is only a part of lower limb locomotion, some work still 
needs to be done to fully realize the locomotion of patients, such as ankle joint and 
hip joint which should be coordinated with knee joint movement. Now the experiment 
are mainly carried out and tested on healthy subjects to evaluate the performance of 
the whole system setup. The next-stage work will transform to patients who have 
partly or entirely lost their knee joint movement control, and more reliable and easy-
to-use training system will be designed. 
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Abstract. In this paper, a feedforward compensation method is proposed to 
control a joint equilibrium position. Human hand is dexterous due to the 
voluntary and reflex. Voluntary and reflex have different control period. The 
former is relatively slow, and the latter is relatively fast. Thus, a feedforward 
compensation is used to imitate the voluntary control, and a fuzzy logic 
controller (FLC) is used to imitate the reflex control. The proposed control 
method is applied to control a joint. The simulation results demonstrate the 
effectiveness of the proposed control method. 

Keywords: Bionic, feedforward compensation, fuzzy logic controller. 

1 Introduction 

Bionic hands are widely used in situations where humans cannot use their own hands 
directly [1], such as prosthetic hand for upper limb amputee, robot hands, and industrial 
hands, etc.. Thus, many bionic hands have been developed. A key function of the bionic 
hand is to grip and to imitate the movement of the human hand. In precise 
manipulations, bionic hands with high efficiency and dexterity are required. In order to 
achieve a stable grasping, joint control usually plays an important role in controlling 
bionic hands. Good joint control can greatly improve the motion performance of bionic 
hand, and can ensure satisfying the stability criterions [2].  

There are some approaches in joint feedback control, such as proportional derivative 
(PD) feedback, adaptive output regulation, artificial neural network (ANN), etc. [3]. 
The common feature of these control approaches is that sampling period is often fixed. 
They may not directly achieve good performance in the bionic hand joint. 

The human neural system that control posture and movement is a complex, nonlinear 
system [4]. It presents adaptive behavior and can easily accommodate disturbances in both 
environment and task specifications. It is known that human movement controlled by 
voluntary and reflex. Someone who has a with abnormal muscle tone including spasticity, 
dystonia or Parkinson’s disease, can not maintain posture very well. Literatures show that 
the voluntary response is relatively slower than that the reflex [5].  

Motivated by previous discussion, a feedforward compensation method is proposed 
to control a joint equilibrium position. A PD controller is used to imitate voluntary in 
                                                           
* Corresponding author. 
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the feedforward control loop. A fuzzy logic controller (FLC) is used to imitate reflex in 
the feedback control loop. The sampling period of the PD controller is slower than that 
of FLC controller. The proposed control method is applied to control a joint. The 
simulation results demonstrate the effectiveness of the proposed control method. 

2 Joint Dynamics 

A dynamic joint of human is complex. It may be separated into two components: intrinsic 
dynamics, encompassing the mechanical properties of the joint, active muscle, and passive 
visco-elastic tissues; and reflex dynamics, arising from changes in muscle activation due 
to the stretch reflex [6]. A joint dynamic property is approximated by the following 
equation 

U
dt

d
tB

dt

d
tI =+ θθ

)()(
2

2

                          (1) 

where )(tI  and )(tB denote the moment of inertia and the coefficient of viscosity, 

respectively; θ  is the joint angle; U  is the drive torque. 

3 Control of Human Motions 

The posture and movement of human is regulated by the proprioceptive reflexes and 
voluntary [7]. Someone who has a with abnormal muscle tone including spasticity, 
dystonia or Parkinson’s disease, can not maintain posture very well. In reflex, a 
stimulus causes a single synapse response, as shown dashed frame in Fig. 1. The center 
of this reflex is the spinal cord, where a fast feedback is produced. The response time of 
reflex is about 35 milliseconds after a stimulus is perceived by sensing elements. 
Meanwhile, the stimulus is transferred to brain through neural system. The brain 
processes the stimulus signal, make decision, adjust the reflex response and produce a 
voluntary movement, as shown in Fig.1. The feedback of the voluntary movement is a 
slow and response time is about 140 milliseconds [5]. 

 

Fig. 1. Basic scheme of voluntary and reflex movement 
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A healthy person can execute very complex and smooth motion by combining the 
voluntary and reflex response. The never control system has a hierarchical structure 
that provides the flexibility necessary for achieving the desired adaptation and robust 
stability [7], [8], as shown in Fig. 2. At the bottom, the local feedback loops for basic 
reflex actions in the spinal cord. At the high level, the brain produces command and 
modulates the local feedback loops with renshaw cell. 

 

Fig. 2. A frame of human movement 

The control system of human neuron is simply described in Fig. 3, where it includes 
a voluntary controller, a reflex controller and a coordination controller. The voluntary 
controller executes the decision from brain. Human brain has prediction function. The 
reflex controller generates torque to reduce disturbances. The coordination controller is 
used to combine the voluntary and reflex controller. 

 

Fig. 3. Control scheme of human movement 

4 Feedforward Control 

It is still unclear how the voluntary and reflex feedbacks are coordinated. But, a 
common view is that the human movement is controlled by the reflex and voluntary 
simultaneously. Thus, a feed-forward compensation control method is proposed in Fig. 
4, where a PD and a FLC are used imitate human voluntary and reflex control, 
respectively; )(tr  is reference, )(tθ  is the joint angle; Vw  and Rw  are weight of 
the PD controller and the FLC, respectively; θ−= re  denotes error. The 
comprehensive control action is 

V PD R fU w u w u= +                                 (2) 
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Fig. 4. Feedforward control structure 

4.1 PD Controller 

The classical PD controller is described by the following time model [9] 

( )eTeKu dPPD +=                                      (3) 

where PDu  is the control signal acting on the error signal e , PK  is the proportional 
gain, dT  is derivative time constant.  

4.2 Fuzzy Logic Controller 

The detail design of the FLC was discussed in [10] and [11]. Here, only the structure of 
the FLC is shown in Fig. 5. Generally, for a FLC, the fuzzy rule adopts “If E  is iA  
and R  is jB  then u~  is jiG + ,” where E , R  and iA , 

jB ),,1,0,1,,,( NNji  −−=  denote input variables and input fuzzy sets, 
respectively; u~  and jiG + denotes the control action and output fuzzy set, 
respectively; N  denotes the number of input fuzzy sets. 

 
Fig. 5. Membership functions of input and output variable 
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Practically, rules are always finite in real-world application, i.e., N is finite. Here , 
we select N=3, as shown in Table 1, where the linguistic labels are negative large (NL), 
negative medium (NM), negative small (NS), zero (ZO), positive small (PS), positive 
medium (PM) and positive large (PL). The standard triangular membership functions 
(MFs), as shown in Fig. 6, are used. 

Table 1. Fuzzy rule base in finite rules 

 
   

 

Fig. 6. Membership functions of input and output variable 

Thus, finite rules clearly show the saturation effect, as shown in Fig. 7. The output 
model of the rule base becomes [12] 
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Fig. 7. Saturation of the rule base 
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Thus, the mathematical model of the fuzzy PID controller can be easily derived as 

from Fig. 5 

0 1 0 1( ) ( )fu K udt K u K sat dt K satσ σ= + = +               (6) 

where u~  is given in (4). 

5 Simulations 

The proposed feedforward compensation method was used to control the joint 

dynamics described in (1). The weights Vw  and Rw  are set as 1 for simplicity. The 

sampling period of the feedforward loop and the feedback loop are selected as 0.05 

seconds and 0.01 seconds, respectively. The coefficient of viscosity, )(tB , is given as 

follows 

[ ])()( trandcbatB ×+=                              (7) 

where )(trand  is a random function; a , b  and c  are positive constant. 

5.1 Step Response 

Let 12.0=a , 5== cb . The parameters of the PD controller are chosen as 2.0=PK , 

5.0=DT . The parameters of the FLC are selected as 3.03 =K , 1.0=dK , 6.00 =K  

and 11 =K . The control performance is shown in Fig. 8. 

 

Fig. 8. Step response of the proposed control method 
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A same sampling period of the feedforward loop and the feedback loop is used. The 
simulation results are shown in Fig. 9. When both of the PD and the FLC adopt a 
sampling time, i.e. 0.01s, there is not obvious difference between Fig.8 and Fig. 9(a). 
However, there exits large impulse signal in the latter. When both of them adopt 0.05s, 
the control performance of the latter is poor, as shown in Fig. 9(b). 

(a) 
 

(b) 

Fig. 9. Step response under different sampling period, 0.01s and 0.05s (a) ts=0.01s,  
(b) ts=0.05s 

5.2 Sine Response 

Let Let 03.0=a , 5=b , 2=c , )5.0sin()( ttr π=  and the parameter of the FLC 

4.00 =K . The other parameters are invariant. The sine response is shown in Fig. 10, 

where the sinusoid curve controlled by the proposed control method can track the 
reference well. 

 

Fig. 10. Tracking sinusoid performance of the proposed control method 



 A Feedforward Compensation Method for Control of Join Equilibrium Position 543 

 

In order to compare the control performance, a same sampling period of the 
feedforward loop and the feedback loop is used. The simulation results are shown in 
Fig. 11. When both of the PD and the FLC adopt a sampling time, i.e. 0.01s and 0.05s, 
the control performance is poor, as shown in Fig. 10(a) and Fig. 109(b), respectively. 

 

 
                   (a)                                              (b) 

Fig. 11. Sine response under different sampling period, a) ts=0/01s, b) ts=0.05s 

6 Conclusion 

A feedforward compensation control method is proposed to control a joint dynamics. A 
PD controller is used to imitate voluntary control in human, which can compensate the 
change of set-point. A FLC is used to imitate reflex in human, which can suppress 
disturbance, such as unmodeled dynamics. The PD controller is a relatively slow 
control loop, and the FLC is a relatively fast control loop. The proposed control method 
is applied to control a joint. The simulation results demonstrate the effectiveness of the 
proposed control method. 
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Abstract. This paper presents a Human-Machine Interface (HMI) for controlling 
lower limb exoskeleton robot intelligently with the joint torque estimated by a new 
biomechanical model of skeletal muscle. Based on the Microscopic working 
Mechanism of Molecular Motor (4M) in sacromere, this 4M model is established to 
reveal the relation between the characteristics of sEMG signal and active contraction 
force of muscle fiber. We discuss the interaction mechanism between human body 
and exoskeleton via analyzing the dynamics of exoskeleton robot and knee joint 
respectively. The knee joint torque that generated by skeletal muscle can be 
predicted accurately with the 4M model via measuring the sEMG signals on muscle 
surface. An active strategy for controlling exoskeleton robot has been proposed to 
train the lower limb on human intention. Experimental results show that the operator 
can exercise harmoniously with the exoskeleton, which prove the validity of this 
theoretical biomechanical model. 

Keywords: Exoskeleton, skeletal muscle, biomechanical model, human-
machine interface (HMI), sEMG, active control, 4M model. 

1 Introduction 

Lower extremity exoskeleton robot is a wearable mechanism to assist human walking, 
rehabilitation training. Nowadays, many exoskeleton systems (BLEEX [1], HAL[2], 
LOPES[3], ALEX[4], LOKOMAT[5], TUPLEE[6], et al) have been developed by 
researchers around the world to help human walking effectively. However, little 
exoskeleton system has successfully been applied in clinic. A good human-machine 
interface (HMI) is needed in the intelligent control of exoskeleton. HMI is the "link" 
between the exoskeleton robot and human body including many sensors to obtain the 
state of human motion in real-time. Therefore, HMI is the essential part in the 
realization of intelligent control of exoskeleton. 

sEMG signal is usually used as means of information transportation to recognize 
the patterns in control of upper limb prostheses with a HMI. Due to the simple motion 
mode of lower limb (mainly extension/flexion), it is not effective to control the 
exoskeleton via identifying the motion mode. Because sEMG signals are essentially 
made up of superimposed motor unit action potentials on the muscle cell surface, 
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which can be used to describe the activation of muscle contraction. Many researchers 
have utilized sEMG signals to control exoskeleton. In [6] TUPLEE is developed and 
driven by a biomechanical model that evaluates the EMG signals to obtain the desired 
action. In [7] a neural network is built to predict the joint torque for an ankle 
exoskeleton. In [8, 9] EMG signals have been evaluated with a Hill-type muscle 
model to estimate the elbow joint moment. This information is useful for controlling 
the exoskeleton, while a biomechanical muscle model is needed to calculate muscle 
force and joint torque. Ordinary, there are two typical muscle models to describe the 
mechanical characteristics of skeletal muscle. The first one is the Hill-type model, 
which derived from muscle experiments in vitro and mainly describes the 
macroscopic properties. However, Hill’s model is not accurate to calculate muscle 
force in vivo during human movement. Another is the Huxley-type model used to 
describe the microscopic properties, but it also has some shortages [10]. Skeletal 
muscle contraction is generated by the collective cooperation of myosin motors on 
thin filament and controlled by the central nervous system via action potential. A new 
biomechanical model of skeletal muscle is required to reflect the microscopic working 
mechanism of molecular motor and the relationship between the character frequency 
of sEMG and the active contraction force. With this model, the joint torque can be 
estimated accurately with the surface sEMG signals. Therefore, we can control the 
exoskeleton with the estimated information based on sEMG signals. 

This paper presents a HMI based on a new biomechanical model of skeletal muscle 
according to the microscopic working mechanism of molecular motor in sarcomere. 
The relationship between the characteristics of sEMG signal and muscle active force 
is established. We analyze the interaction mechanism and model the dynamics of 
exoskeleton robot and human knee joint respectively. The joint torque is estimated 
with forward dynamics of human body based on the 4M model of skeletal muscle. At 
last, an active control strategy is formulated to control the exoskeleton. Experimental 
research is carried out to validate the theoretical model. 

2 A New Biomechanical Model of Skeletal Muscle 

According to the structure of sarcomeres arranged in series and in parallel, we deduce 
a new biomechanical model of skeletal muscle for calculating active contraction force 
based on the Microscopic working Mechanism of Myosin Motors in a sarcomere 
(abbreviated to 4M model) [11,12]: 

0m
a 0

( , )
L

cA n k
x dF x t x

s

αβ ρ=  . (1)

Where kc is the elasticity coefficient of myosin head, n0 is the total number of myosin 
motors in a thick filament. A is the cross-sectional area of all muscle fiber, s is the 
area of a thick filament and six thin filaments. A/s means the number of thick filament 
in the skeletal muscle. α is the overlap degree between thin and thick filaments. β is 
the activation degree of muscle, which is the function of [Ca2+] in sarcoplasmic 
depending on the stimulation frequency of action potential. ρ(x,t) is the probability 
density that myosin motor at position x at time t. L is the distance between two 
binding sites on a thin filament.  
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If the ATP concentration is saturated and skeletal muscle is not in fatigue, active 
contraction force mainly depends on the frequency characteristics of action potential, 
we define the isometric force of skeletal muscle in maximal activation degree as Fma. 
Active force model in different activation degree can be simplified as follows. 

m
a maF Fβ α⋅ ⋅= . (2)

Normally a skeletal muscle consists of multiple muscle fibers, when the stimulation 
frequency of single muscle fiber reaches its maximum, human body can still recruit 
other types of muscle fibers to generate greater force. We define the activation degree 
of a macroscopic skeletal muscle as 

( )fβ μ ω= . (3)

Where ( )f ω  represents the activation degree of single muscle fiber decided by the 

stimulation frequency of action potential [14,15]. μ means the ratio of recruited 
muscle fibers in a skeletal muscle. 

Because sEMG signal is the formation of the superimposed action potential on the 
surface of muscle fibers. The frequency of action potential can be characterized by the 
sEMG signal. We carry out real-time Fourier transform within each sampling period 
of sEMG signal. The characteristic frequency is defined as 

1 1

( ) / ( )
N N

i i i
i i

C n Cω
= =

=    . (4)

Where Ci denotes the amplitudes of the points on the half Fourier spectrum on each 
sampling period, ni is the position of the point, and N denotes total number of 
sampling points. Characteristic Frequency reflects the activation of muscle fibers, 
determined by the frequency of action potentials. 

Because the RMS value of sEMG signal can be used to represent the number of 
recruited muscle fibers. When the RMS increases, the human body will recruit more 
activated muscle fibers to get force. If muscle reaches the maximum voluntary 
contraction (MVC), muscle will produce the maximum force. We define the RMS 
value of sEMG signal as 

2

1

1
v

N

rms i
i

a
N =

=  . (5) 

Where vi is the voltage value of the i-th sampling point. The maximum value of RMS 
is represented as aMVC. We define the ratio of recruited muscle fibers μ=arms/amvc. 
Therefore an activation degree of a skeletal muscle can be used to calculate active 
contraction force by measuring the sEMG signal. 

On the other hand, muscle can be passive stretched by external load in extension 
state, which is mainly determined by the titin protein. Because of the nonlinear visco-
elastic character, muscle passive force includes the damping force and elastic force. 

m m
p mF k l vγ= Δ − . (6)
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Where km is the stiffness of titin protein, γ is the drag coefficient, v is muscle 
contraction speed. 

The contraction force is composed of active force Fa
m and passive force Fp

m. 

m m
m a pF F F= + . (7)

Because muscle connects to bone via tendon, muscle force along the tendon direction 
is Fmt=Fm cos ψ，The length of muscle and tendon is given by. 

cosmt m tl l l ψ= + . (8)

Where ψ is the pennation angle between tendon and muscle fiber, lm, lt is the length of 
muscle and tendon respectively. 

3 Human-Machine Interaction Mechanism 

3.1 Human-Machine Interface 

A Lower Extremity Exoskeleton Robot (LEER) is developed by our group for gait 
training and joint rehabilitation in fig.1. [16]. The exoskeleton includes hip and knee 
joint, a body weight system, a mobile platform and other protective equipments. 
Operator can adjust the height and width of the two legs of exoskeleton to meet the 
user’s different requirement. 
 

       

    

Fig. 1. Exoskeleton robot and HMI  
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An interface between the user and exoskeleton is designed to control exoskeleton. 
We utilize the sEMG signal and contact force as the control information. The 
interface hardware mainly consists of sEMG signal electrodes, pressure sensor, data 
acquisition card and DSP processor. Here a balloon as the pressure sensor connecting 
with gas tubes is bound to the human leg, and both of the balloon and the human leg 
are bound to exoskeleton, this pressure sensor is used to measure the interaction force 
between the human body and exoskeleton. sEMG electrodes are located at the middle 
surface of muscle to monitor its stimulation level. 

During the training process, the interaction force can come from human body or 
exoskeleton. Exoskeleton provides force to assist human joint movement and partially 
compensates human body for the insufficient muscle force to complete the desired 
action. On the other hand, if the exoskeleton is fixed, human body also can take force 
on exoskeleton, the interaction force produced by muscle contraction can be measured 
with the pressure sensor. And the parameters of our 4M model can be quantified with 
the data measured by pressure sensor. Meanwhile, sEMG signal of each contraction 
muscle can be collected with electrodes to represent the activation degree. That means 
we can calculate the muscle contraction force with sEMG signal and estimate the joint 
torque via modeling the dynamics of human body. 

3.2 Dynamical Analysis of Exoskeleton 

Exoskeleton has 4 degrees of freedom. A simplified system is shown in figure 2. In 
the right leg, a1r is the length of exoskeleton thigh, l1r is the distance between the 
center of thigh gravity and hip joint. l2r is the distance from the calf gravity center to 
knee joint, θ1r, θ2r is the hip and knee joint angle respectively, T1r,T2r is the required 
hip and knee torque, Fe1r, Fe2r is the interaction force on exoskeleton thigh and calf, 
m1r, m2r is the quality of thigh and calf. The critical size of exoskeleton is designed as 
follows: a1r= 0.422m, l1r= 0.26687m, l2r= 0.055785m, m1r=4.3kg, m2r=0.51kg. 
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Fig. 2. A simplified model of exoskeleton robot, and right is abbreviated as ‘r’, Left is 
abbreviated as ‘l’ 
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Given the rotational speed of hip and knee joint, the required torque can be 
calculated by Lagrangian method. 

   1, 2

r r
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ir ir

l l
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il il

L Ld
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dt
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L Ld
T

dt

θ θ

θ θ

∂ ∂ = − ∂ ∂ = ∂ ∂ = −
 ∂ ∂

 

 

. (9)

Considering the interaction force on exoskeleton, the active torque of each joint is 
given by these equations. 

 1, 2air ir eir eir

ail il eil eil

T T F r
i

T T F r

= + ×
= = + ×

. (10)

3.3 Dynamical Analysis of Human Knee Joint 

3.3.1 Forward Dynamics 
Human knee joint is one of the biggest joints in human body. The flexion of knee is 
controlled by Biceps Femoris (BF), Semitendinosus (ST), semimembranosus (SM), 
and the extension of knee is controlled by Rectus Femoris (RF),Vastus Intermedius 
(VI), Vastus Lateralus (VL), Vastus Medialus (VM). They are mutually antagonistic 
muscles. We analyze the forward dynamics of knee joint based on the opensim2.2 
software provided by Stanford University [17], the parameters of each muscle (such 
as PCSA, starting point, muscle and tendon length et al) are given on this software. 

Different from the Hill-type model, we use our own 4M model to analyze the 
forward dynamics of knee joint. The sEMG signals are used to represent the 
activation of skeletal muscle. With this biomechanical model, the active contraction 
force will be calculated. The active joint torque can be obtained based on the forward 
dynamics using the anatomical data. 

8

1

mt
i i

i

T F r
=

=   (11)

Where mt
iF is the contraction force of the ith muscle, ir is the moment arm of this 

muscle. 

3.3.2 Inverse Dynamics  
On the other hand, we can measure the knee angle and interaction force between the 
human leg and exoskeleton with sensors. The angular velocity and angular 
acceleration of knee joint can be calculated with the angle data. The torque of knee 
joint can be calculated by inverse dynamical equation. 

k g fT J G r F rωω′ = + × + ×  (12)
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Where Jω  is the moment inertia, kω  is angular acceleration of knee, G is the 

gravity of calf. F is interaction force, rg, rf is the moment arm.  
Theoretically, the torque calculated by inverse dynamical method is equal to the 

active torque of muscle contraction. 

=0T T ′−  (13)

Due to the individual difference, the anatomical data of each person is not the same. 
We need to quantify the parameters of the muscle model. An optimization method can 
be used, and the mechanical index (such as total energy consumption, etc.) is limited 
in the minimum domain, here we use the square of torque error as the objective 
function, a least square method is used to calibrate the model’s parameters. 

8

2

1

min : ( )mt
i i

i

F r T
=

′−  (14)

4 Active Control Strategy 

The active control strategy is shown in Fig. 3.  
 

 
 

Fig. 3. Active control strategy 

The purpose of this strategy is to control the exoskeleton robot with HMI 
intelligently. Operator can walk on the help of exoskeleton robot. Based on the 
dynamical analysis of human body, collecting the EMG signals of skeletal muscle 
(BF, RF muscles in the thigh), the actual torque of human joint is estimated with the 
4M muscle model, which can be used as the required torque to understand the human 
motion intention. HMI utilizes this information to control the exoskeleton. Then 
exoskeleton provides force to assist the user. Therefore, human motion is fulfilled on 
the help of exoskeleton based on the 4M muscle model.  

The detail control process is described as follow: Firstly, the interaction force 
measured by pressure sensor in real-time is used to quantity the 4M muscle model. 
The parameters are calibrated based on the least square method with equation (14). 
Secondly, active force is calculated with the collecting sEMG signals of muscles and 
the joint angle of lower limb with the quantitative muscle model. And the predicted 
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knee torque on the forward dynamical model is multiplied by the support ratio giving 
the target torque for the torque control loop. This loop is realized in the exoskeleton 
control system driven by a 200W panasonic MSMD ac servo motor. The exoskeleton 
actuator consists of a ball screw creating a maximum force of 4341N and torque of 
269Nm in the exoskeleton knee joint. According to the inverse dynamical model of 
exoskeleton, the estimated toque will be inputted into the servo motor driver to 
control the exoskeleton and help human joint training intelligently. The whole 
controller works as a torque amplifier without position control.  

5 Experiments and Discussion 

This active training has been done on a tester. The subject is a 30-year-old healthy 
male, human leg is fixed on the exoskeleton. sEMG signals under different 
contraction condition of RF and BF muscles are obtained with the sEMG electrodes. 
This two sEMG signals are processed to control the exoskeleton flexion/extension. 
The interaction force is measured by the pressure sensor. The sampling rates of EMG 
signals and balloon tension signal are both 2000 Hz, so one datum is recorded every 
400 sampling interval, the data recording period is ΔT = 0.2 s. sEMG signals during 
every ΔT are dealt with Fourier transform and the characteristic frequency is extracted 
in real time. Because the sEMG signal on the skin is weak and from the uV to the mV 
range. This signal is amplified 6826.7 times with an amplifier circuit with a gain of 
2048*10/3 V/V and a band pass filter from 10Hz to 500Hz. Recorded sEMG signals 
will be processed to calculate the active force.  

During the training process, the operator wants to move his knee joint with the help 
of exoskeleton. According to the tester’s first-hand experience, when he has the 
tendency of moving backward, exoskeleton will respond quickly to flex the lower leg 
with the sEMG signal of BF. Similarly, when he wants to extend his leg upward, 
exoskeleton also can assist the human leg moving quickly with the sEMG signal of 
RF. Because sEMG signals are generated about 200ms ahead before the muscle 
contraction, this estimated muscle force based on the 4M model can be used to control 
the exoskeleton as soon as possible. In this way, human body does not need to 
consume too much energy for the joint movement. This interaction force mainly 
comes from the exoskeleton robot and can reduce the energy consumption of muscle 
contraction. As shown in Fig.4. The sEMG signals of RF and BF, predicted force and 
the measured interaction force between the exoskeleton and human body are recorded 
respectively during the extension and flexion process. Because the BF and RF 
muscles are a pair of antagonistic muscles, sEMG signals of the two muscles are 
shown alternately, thus we can use the sEMG signals to describe the muscle 
activation degree and calculate the required torque of joint movement. Compared with 
the estimated muscle force, the interaction force can follow the predicted control 
signal of servo motor very well. These two signals have the same trend, indicating 
that human motion is mainly supported by the exoskeleton. Meanwhile, it is shown 
that the voltage signal predicted by the muscle model in the extension process is 
larger than the signal of flexion process. Because human need to overcome the gravity 
of leg during the extension process, the interaction force provided by exoskeleton is 
smaller than the force in the flexion process. This experiment proves the effectiveness 
of this active control strategy with our proposed 4M muscle model. 
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Fig. 4. Experimental Results 

6 Conclusion  

We design a HMI based on a new 4M model of skeletal muscle according to the 
microscopic working mechanism of molecular motors in a sarcomere. The 
relationship between sEMG signal and active force of muscle contraction is 
established from the point of view of frequency analysis. The human-machine 
interaction mechanism is analyzed via modeling the dynamics of exoskeleton and the 
human knee joint respectively. Knee joint torque is predicted by the forward 
dynamical model based on the 4M muscle model with the collected sEMG signals 
to understanding the motion intention of human. Estimated force is used to control 
the exoskeleton successfully. These results prove the effectiveness of the HMI based 
on our 4M muscle model. 
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of a Rotary Series Elastic Actuator 
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Abstract. The purpose of rotary series elastic actuators (RSEAs) is to reduce 
the interface stiffness between an actuator and the user, while achieving torque 
control, less inadvertent damage, high shock tolerance, and energy storage. In 
this paper we developed a RSEA test platform and control system for 
identifying the factors that affect performance. The effectiveness of a RSEA is 
studied by a sequence of experiments where a series of torque profiles are 
supplied to a handle, which the user holds while providing rotation about  
the elbow joint. By comparing desired torque outputs with those found via the 
spring deflection and those measured by an in-system load cell, the 
performance of the system is analyzed. The results indicated that the system is 
mostly limited by the torsion spring, its attachment, and the nonlinearities 
associated with it. The spring itself has a large impact on the torque/frequency 
bandwidth of the RSEA. 

Keywords: rotary series elastic actuator, torque control, torsion spring. 

1 Introduction 

In robotics, safety is crucially important when human-robot interaction is present. 
This is important because no matter how robust a system is, there is always a chance 
of unpredictable or undesired behaviour. Current, hydraulic, pneumatic, and 
electromagnetic actuators with position control are often used in robotics, but are not 
inherently safe [1]. Small errors in position control may cause catastrophic 
consequences in the aforementioned systems, thus series elastic actuators (SEAs) are 
introduced to offer a more complaint and safer robotic system. The added elasticity 
component offers many advantages including shock tolerance, stable accurate force 
control, lower reflected inertia, less damage prone, and ability to store elastic energy 
[2]. The demand for safer and more compliant systems in the area of human-robot 
interaction further excites the development of various types of SEAs. Example 
applications range from orthotics and prosthetics [3], exoskeletons [4], robotics [5] to 
power augmentation devices [6]. 

Series elastic actuators can be categorized as linear or rotary SEA depending on the 
movement the actuator intends to perform. A rotary series elastic actuator (RSEA) 



556 M. Donald and Q. Li 

consists of a rotary actuator in series of a torsion spring to provide torque to the user. 
Linear SEAs may be bulkier and more complicated, with a smaller range of motion 
but offer more symmetrical spring/torque characteristics. A generic schematic of an 
RSEA is shown in Fig. 1. Recently, RSEAs have been developed for walking 
assistance [7], robotic arms [8], walking rehabilitation [9], and simulating aquatic 
exercises [10]. The success of the RSEA depends in large part on the spring dynamics 
and the effectiveness of the chosen control scheme.  System modeling and the 
selection of an appropriate control system is a complex process due to the nonlinear 
friction forces, spring model uncertainty, and vibration [11]. Vibration is caused by 
the PID gains, as well as the current and gain settings of the servo amplifier. Vibration 
and precision form a design trade-off. When vibration is increased the torque error is 
minimized, but noise and discomfort to the user increase [11]. Although RSEAs are 
currently used in various applications there is a need for a flexible RSEA test platform 
for understanding the fundamental behaviour of a RSEA system. The main objective 
of this paper is to develop a RSEA platform and evaluate its performance. The system 
is designed in such a way that all components can be easily adjusted, and the control 
system can be easily manipulated, which allows for a wide variety of experiments. It 
could be used for identifying potential problems of RSEAs and evaluating different 
control schemes. The developed RSEA prototype can be potentially used for arm or 
leg rehabilitation.  A closely related design with linear springs was developed [7], 
with the difference being that in our system a load cell is incorporated to directly 
measure the interaction torque. Our design enables a direct evaluation of the 
performance of a RSEA for torque generation, an important aspect in understanding 
system performance. Almost all of the previous work estimated the output torque 
from the spring deflection and assumed that to be the same as the torque actually 
applied to the user. In practice, the measured spring deflection from encoders is most 
likely different from actual spring deflection, which causes inaccuracy in the torque 
calculation. With the embedded load cell, we are able to evaluate the validity of 
torque prediction from spring deflection and analyze system performance. The 
linearity of the torsion spring was also examined via experiments with varying desired 
torque profiles. In another experiment the system was set to provide zero torque; this 
is important to test tracking ability and eliminate model resistance.  

 

Fig. 1. RSEA schematic 

This paper is organized as follows. In Section 2 the system design is explained. In 
Section 3.1 the experimental procedure is explained in a general sense to set up the 



 Design and Performance Evaluation of a Rotary Series Elastic Actuator 557 

specific experimental results that follow in Section 3.2. This is followed by a 
discussion in Section 4 and a conclusion in Section 5. 

2 System Design 

2.1 Mechanical System of the RSEA 

The RSEA was designed as a prototype for experimental research, and is not meant to 
be installed as part of an exoskeleton, orthotic, or other device. Thus, components 
were chosen based on functionality and reliability, without significant size and weight 
limitations. The system  is shown in Fig. 2 and Fig. 3, and as a schematic in Fig. 4.  

In this paper, a PID control system is implemented, with position feedback from 
two encoders. The encoders used have a resolution of 1000 counts per 360°.  A 
torsion spring (spring constant of 0.03883 Nm/deg) and Maxon DC motor (150 W, 15 
Nm, 74:1 gear ratio) were selected to ensure the required torques can be supplied 
without sacrificing response time. The load cell (1% accuracy, ATI Industries) is 
installed in series with the spring, located on the handle (i.e. user) side of the device. 
It measures the actual torque the user feels. This allows for the comparison of actual 
torque and the torque provided by the angle difference as   

τ = kspring * (θmotor – θhuman) (1)

The load cell measurement is not used for control feedback, but merely for 
performance evaluation of the RSEA in torque production. Most RSEA systems 
assume the torque in Equation 1 to be accurate and do not compare this to the actual 
torque felt by the user.  

 

Fig. 2. RSEA experimental setup 
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Fig. 3. Load cell and spring setup 

 

Fig. 4. Overall structure of the RSEA, with communication paths illustrated 

2.2 Control System of the RSEA 

Various control systems were studied, including a disturbance observer (DOB) and 
feed-forward filters, which have been previously used in other SEA designs [9]. 
However, due to modeling inconsistency these additional control schemes have a 
minimal improvement on the overall system performance, so PID control was 
determined to be sufficient for our RESA platform. 

For the RSEA, the control system was constructed using Matlab/Simulink (Mathworks, 
Natick, MA), with C++ integration and additional Quanser supported software and data 
acquisition system to achieve hardware-in-loop simulation. A PID controller was chosen, 
and the parameters were found experimentally by incrementally changing the values to 
minimize the torque error, response time, and oscillation of the system.   

3 Performance Evaluation and Results 

3.1 Experimental Procedure 

Three experiments were conducted following a similar procedure. A desired torque 
input is specified in the control system and is converted to an angle difference, based 
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upon the spring constant. This angle difference, measured by two encoders, 
determines the PWM control sent by the servo amplifier to the motor for position 
control.  Torque measured by the load cell is compared with the torque calculated 
from the angle difference. During each experiment, angles, and torque data are 
recorded for data analysis. 

3.2 Performance of Position Tracking  

Position tracking ability is a measure of how accurately the motor can dynamically 
provide a zero angle difference across the spring. Any tracking error will directly 
result a non-zero torque.  

The gain and current limits of the servoamplifier were adjusted such that higher 
frequencies can be tracked effectively with the downside being added noise at low 
frequencies. This vibration is negligible and does not affect the user due to the chosen 
gains and current limits, although the vibration is easily picked up by the torque 
transducer. A plot of the desired angle of the handle and the angle of the motor are 
shown in Fig. 5 (a), it indicated that the motor was able to track accurately of the 
input angle in both directions under different frequency and amplitude. The bland-
Altman plot (Fig. 5(b)) demonstrated that the angle difference is less than 1 degree 
(equivalent to 0.04Nm) for 95% of time. The RMSE of the angle tracking is 0.5 deg.  

 

Fig. 5. Performance of RSEA in angle tracking. (a) angle of the motor and angle of the handle. 
(b) Bland-Altman plot of angles. 

3.3 Performance of Static Torque Generation  

Even if angle tracking is accurate, torque output may still be inaccurate due to slack 
and undesired geometrical changes in the spring as well as the uncertainty in the  
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specified spring constant. A traditional torsion spring is not designed for applications 
such as this with rapid repeated motion in both directions. The mechanical design and 
assembly tolerance will also result discrepancies in calculated torque from spring and 
the actual torque. Thus, it is important to analyze the validity of torque calculation 
using the manufacturer’s spring constant in both directions. This was done by 
providing a linearly increasing desired torque as control input, which results in an 
increasing angle difference due to the fixed spring constant. The handle was held still 
during this experiment. 

 

Fig. 6. RSEA torque generation under static conditions. (a). the torque output calculated based 
on spring defection and measured with load cell when the desired torque changes from -2.5 Nm 
to 3 Nm. The spring is in compression when torque is positive and in extension when the torque 
is negative. (b). Bland-Altman plot for the calculated torque from spring and the measured 
torque from load cell.    

In Fig. 6 (a), the solid line depicts the output torque calculated based on spring 
Equation (1), and it is provides a perfect linear relationship, indicating the motor can 
accurately provide the desired torque in static experiments. The dashed line shows the 
actual torque measured with the load cell, and the load cell can be assumed to 
measure the exact output torque the user feels. The load cell has an uncertainty of 1%. 
The error in the extension region between -1 and 0 Nm is significant, with a 
maximum error over 0.2Nm. This is much bigger than 0.04N, the predicted torque 
uncertainty from the angle tracking error. A sharp change of the error in actual torque 
output near 0° was also noticed.  When the torque reaches 1.8Nm, the spring can no 
longer be assumed linear (i.e. non-linear spring rate) in the compression  direction. 
The Bland-Altman plot (Fig. 6(b)) indicated that the mean error between  the torque 
generated by the RSEA and the torque measure by the load cell is -0.07Nm. The 
difference  will lie in the interval of [-0.19 0.05] with 95% possibility.  This 
experiment indicated that the RSEA functions poorly in the extension region between 
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-1 and 0 Nm. The dead-zone behavior in torque production is mostly due to the 
tolerance in the installation of the torsion spring. Outside that region, RSEA can be 
controlled to the desired torque with an error less than 0.1 Nm.  

3.4 Dynamic Torque Assistance 

In the following experiments the desired torque output is dependent upon the real-
time position and velocity of the handle. This task is motivated for upper or lower 
limb rehabilitation applications where the RSEA either assist or resist the limb motion 
based on the limb configuration. Based on the user's motion, the control system 
should  respond with an appropriate torque. The task is illustrated in Fig. 7 (a), where 
the limb is attached to the handle and is asked to move up and down in the positive 
and negative direction. Any time when the limb is under a upswing, an assistant 
torque will be supplied by the RSEA, regardless the direction of motion. To achieve 
this task, the control system divides the cyclic motion into four regions (Fig. 7 (b)) 
based on whether handle position and velocity are greater than or less than zero. To 
avoid undesired movement or vibration, buffer regions were established at 0 ± 3°, and 
0 ± 30°/s. In these regions the actuator is set to track the handle, rather than provide an 
assistive torque.  The RSEA provides positive torque in the region R1, and negative 
assistive torque in the region R3. In the regions R2 and R4, no active assistive torque 
is provided. Here we focus on  an “assist” system, but any combination and 
magnitude of assist and resist are possible with this system depending on the 
application or experiment. 

 

Fig. 7. Dynamic Torque Assistance Task. (a). A limb is attached to the handle and is asked to 
move up and down in the positive and negative direction. (b). Four regions of the limb motion 
based on the angle and angular velocity of the limb. Assistive torque is provided in the shaded 
regions during the limb upswing to compensate the effect of gravity.   

Fig. 8 shows the encoder angle on either side of the spring versus time, for a 10 
second interval. Since assistance is provided, the actuator side (black) is always 
leading. The assistive torque provided is also shown in Fig. 9. Fig. 10 provides a 
close-up view of a portion of this plot for further explanation. 
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4 Discussion 

Torsion springs present a delicate compromise in that the more rigid the system, the 
faster the response can be. This means for a high spring constant, there is a smaller 
angle change required to achieve the same torque as in a less stiff spring. For a given 
application, the advantages of added elasticity must be compared to the decreased 
ability for fast responses. Power consumption (and thus motor selection), although not 
studied here, will also be affected by the chosen spring constant. 

Traditional torsion springs have a few disadvantages due to nonlinearity, especially 
with small angle differences. The springs also contribute to difficulty in the design 
process as they change diameter and length upon angle changes. To avoid this torsion 
springs may be designed to be symmetrical and planar. NASA and GM have 
developed planar torsion springs for a humanoid robot, now in operation at the 
International Space Station [12]. It may also be possible to further increase the 
bandwidth by avoiding torsion springs altogether. One alternative is to use linear 
springs and convert the linear motion to rotary motion (if needed). Several linear 
springs may also be arranged in a circular pattern via connecting pins in order to 
replicate a torsion spring [7]. This method would ensure the system is linear and 
symmetrical regardless of the direction of rotation. However, this method vastly limits 
the angle difference that can be achieved and increases the bulkiness of the system. 

The torque measured by the load cell is generally less than the desired torque, due 
to undesired changes in spring geometry, and other movement (or lack thereof) 
between components of the physical design. Thus, the system may have a multiplier 
constant that recognizes and accounts for the average percent difference between the 
two torque measurements. A smaller modified spring constant could be determined 
through calibration with the load cell, which may then be removed from the RSEA.  

5 Conclusions 

In this paper, an easy-to-use test platform and control system for a RSEA has been 
developed with a load cell to measure real-time output torque. Real-time control was 
implemented using Matlab and Quanser. The behaviour of the spring and torque 
generation of the system were quantified, and an illustration of torque assistance 
control method is also provided to demonstrate the  usefulness of this RSEA system.   

It was found that the RSEA can accurately follow desired angle differences with 
minimal error and little vibration within the relevant human bandwidth; The spring 
acts as both the torque sensor and source, thus system performance relies heavily 
upon the spring and its installation. The drawback is with torsion spring reliability, as 
the spring rate is not linear, and the relatively unknown properties of the energy return 
of the spring creates a larger gap between actual and desired torque, especially in the 
small torque region. To eliminate these problems, the spring can be more accurately 
modeled to include nonlinearities. Furthermore, the spring can be placed before the 
gear train in order to decrease the needed spring size and stiffness [6]. Linear series 
elastic actuators are a viable alternative to eliminate the disadvantages associated with 
torsion springs. Alternatively, a calibration of the RSEA system can be performed to 
find the actual spring constant in the system. 
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Abstract. A well known question mooted in biomechanics is how the central 
nerves system manages the body posture during various tasks. A 5DOF 
biomechatronical model of human body subjected to simulate the manual lifting 
task of humanoid robot. Simulation process is based on optimization approach 
named predictive dynamics using inverse dynamics. An objective function in 
term of ankle torques during lifting time, subjected to be minimized. It assumed 
that CNS considered this function to perform lifting motion balanced. In the 
other optimization-based simulations, balancing motion was guaranteed by a 
nonlinear inequality constraint which restricts the total moment arm of the links 
to an upper and lower boundary. In this method there is no need to use this 
constraint. Result shows that the motion is performed balanced. According to 
the comparison the results with the experimental data, the body posture of 
humanoid robots, predicted as similar as actual human posture. 

Keywords: Human body simulation, Biomechatronical model of human body, 
Lifting motion modeling, ankle torques. 

1 Introduction 

Multibody dynamics of human body, subjected to an extensive area of researches 
such as robotics, biomechatronics, biomedical engineering etc, Because it can provide 
an approach to find some variables that are not possible to measure like: torques and 
internal forces of joints and stress exerted to joint's soft tissues. These mechanical 
parameters are so important to understand joint disease initiation and progression, like 
osteoarthritis [1], [2]. In addition to pathological aspects, simulation purposes are one 
of the major causes of human body modeling. 

In order to know how the body postures varies during different movements to 
construct motion animation of human body, a model of whole human body dynamics 
applied to movement simulation process. Simulation and analysis of human movements 
commonly used for athletics in order to improve performance of the motion and so 
prevent injuries in cause of incorrect movements [3]. Some abnormalities accrued in 
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parts of musculoskeletal system resulted in inaccurately function to muscle activation 
and control [4]-[6]. 

Therefore it is so important to know that how the central nervous system (CNS) 
controls the body posture varies during different tasks. 

Biomechatronical model with large number of degree of freedom needed to done 
the human motion simulation more exactly and accurately. The multiplicity of joint 
space variables (DOFs) causes model maneuverable but creates redundancy problem. 
We face with the redundancy problem when the number of DOFs is more than needed 
to perform a task. This problem is also mooted in the robotic researches in kinematics, 
dynamics and control aspects [7]-[10]. Human body models usually contained large 
number of DOFs. For applying these models to motion simulation, optimization-
based approaches are good methods to overcome with the redundancy problem. Some 
of these techniques are applied to robotic manipulator models with redundant DOFs 
[9] and [11]-[13]. Optimization-based solutions are suitable ways to solve problem 
with large number of variables, because this method uses a few amount of data as 
inputs to result a large number of variables as output set. The input contains two set of 
constraints impose to motion simulation process: 1. Constraints obtained from motion 
dynamics and 2. Variety limitation of variables to be optimized. The second type used 
as inequality constraints and the first one contain some algebraic and differential 
equations. 

CNS manages the task with the balanced movements. Walking, running, sitting and 
lifting are good examples of tasks related to daily living activities performed 
completely balanced involuntarily. CNS uses an unknown algorithm to manage tasks 
unconsciously. Optimization-based simulation methods have performance analogous 
with CNS function caused balanced movements. These approaches used objective 
function description subjected to minimizing which is duality of CNS algorithm 
manner. On the other hand to simulate a movement as like as shape that biological 
system does, it assumed that optimization approach minimized the objective function 
considered that CNS try to minimize it too. Description of stability can be found in 
medicine and engineering as different meanings but these meanings follows joint 
goal. In optimization approach motion stability caused by constraints which restrict 
total moment arm of body segments (TMA) in each configuration, between horizontal 
position of heel and toe (base of support) [14],[15]. In fact this constraint prevent of 
figurate postures will caused to falling to forward and backward. In this research we 
use an optimization-based algorithm named predictive dynamics [16]. With objective 
function consist of ankle torque summation during lifting time. In this novel inverse 
dynamics, joints torque limitation and joint ranges of motion are used as constraints to 
shape the motion as lifting movement. In this algorithm by and large two kinds of 
constraints are used. 1. The constraints which shape the simulated motion as lifting 
movement consist of two type constraints. 1-1. Kinematical constraints which formed 
motion like ones which determine initial and final position of box, body collision 
avoidance and constraints which guarantee moving up motion of box. These kinds 
named "kinematical governing constraints". 1-2. Inverse dynamics of system is a  
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differential equation implemented as equality constraint to govern the dynamics of 
motion to simulation process, named "dynamic governing constrain". 2. The 2nd type 
named "bounder constraint" which limits the range of variation of variables to be 
optimized. This classification illustrated in figure1. 

 

Fig. 1. Constraints classification 

Ankle torque amplitude considered as stability index and the optimization 
algorithm tries to minimize integral of ankle torque squares during lifting time. A five 
DOF biomechatronical model of whole human body represented in part 2 obtained 
from kinematical modeling based on D-H method [17], [18]. Based on Lagrangian 
method dynamics of motion be formulated and results equation of motion named 
inverse dynamics. In part 3 simulation process is described and parts 4 and 5 present 
simulation results and conclusion respectively. 

2 Modeling 

A planar model with 5DOF in sagittal plane utilized to represent coordination system 
of human body (Fig. 2). All the limbs as shank, thigh, spine, arm and forearm 
subjected to modeling and considered as rigid bars with mass points at center of mass 
of each link which named: l , l , l , l , l  respectively. For human major joints as 
ankle, knee, hip, shoulder and elbow had considered joint angles in modeling to 
figurate human body posture and represented by the names: , , , ,  
respectively. 

The box assumed jointed to human body at the wrist with a horizontal orientation. 
Biomechatronical models of human body with coordination systems illustrated by fig. 
2. Human body dynamics commonly model as open kinematics chain like robot 
manipulators as mentioned before [19], [20]. So the method used to modeling the 
dynamics of motion of this kinematical chain is like ones used for robotic 
manipulators. In this approach it's needed to calculate systems' kinetic and potential 
energies, and finally by minimizing the integral of system's lagrangian, the equations 
which govern the dynamics of motion will be obtained. 
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Fig. 2. 5DOF model of h
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A functional in term of systems' energy  defines as integral of system's lagrangian 
during lifting time interval 0 , as bellow equation: 

, ,                                                              5  

Γ                                                              6  

Based on Hamiltonian principle extremizing integral  resulted in motion equation. 
Euler-Lagrange formulation (6) subjected to extremizing [24]. In 6 Γ is generalized 
joints torque vector inserted. Finally general form of motion equations will be obtains 
as 7  [24]. , Γ                                                   7  

In 7 ,  is a term related to centrifugal and coriolis forces and  is 
gravitational forces vector, this term calculates as bellow: , 12                                                8  

                                                                9  

Generalized joint torque represented in (7) divided in two parts: 1. torques resulted in 
muscle forces and 2. Torques due to the box load exerted on wrist. These kinds obtain 
as (10): Γ     ;                                     10  

In (12)  is transpose of Jacobean matrix which project box load to joints   is 
box mass and   is transpose of gravity force vector. 

3 Simulation Process 

In this paper lifting movement simulation considered as optimization problem which 
CNS do either. In this problem an objective function subjected to be optimized with 
some constraints which limit the motions boundary to a feasible range to construct 
motion naturally. In other words it's being assumed that CNS try to minimize a 
particular function value to perform each task, and musculoskeletal system impose 
some constraints to the motion too. Predictive dynamics is a novel approach used to 
motion simulation [16], [23]; it implements inverse dynamics as a major constraint to 
modeling the dynamics of the motion in the simulation process. The joints torques 
and angles are the optimization process variables, so by using this method we can 
obtain joint angles and torques as output according to task constraints used as inputs. 
Simulation elements are described in bellow sections. 
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A. Objective function 
Considering the lifting task as a simple inverted pendulum motion, can represents an 
insight to motion stability analysis. In other hand If lifting motion modeled as a 
inverted pendulum (fig. 3) [21] we can claim that magnitude of pendulum joints 

torque has relation to amount of deviation from stability position ( 0°) directly. 
Therefore we can use of a particular function which constructed in term of ankle 
torque as motion stability index. We propose this function as integral of ankle torque 
squares in each time sequence (11). 

, ,                                                       11  

 

Fig. 3. a) 5DOF model of human body for lifting motion task, b) Inverted pendulum equivalent 
model for lifting task. 

B. Constrants 
The constraints used in this research are: joints torques and angles limitations,  
initial and final position of box, elevating constraint, inverse dynamics, and body 
collision avoidance constraint used for prevent of collision box with body. Vertical 
position of wrist (12) is a function of joint angles  calculated from forward 
kinematics (22):                                                         12  

In each time sequence should be higher than previous sequence: 1                                                     13  

So the elevating constraint defined by: 1 0                                                 14  
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In fact elevating constraint guaranteed moving up motion of box during time 
sequences. The equality constraints which impose initial and final position of box to 
optimization process are defined by (15). 0 00 000                                                     15  

Which  and  are respectively horizontal and vertical position  
of wrist considered fixed to box. According to fourfold constraints set (15)  
wrist should be placed at initial position  ,  and final position   , 

 of box at 0 and  respectively. Inverse dynamics constraint express as 
bellow: 0  ;  ,                                            (16) 

In equation (16)  is joints torque vector should be predicted, and  is joints 
torque vector obtained from inverse dynamics. Body collision avoidance implemented 
in this simulation is a systematic method to check the penetration value of the box 
into the body in each iteration of optimization process to determine horizontal 
position of the box to collision avoidance adaptively. This process described as 
bellow briefly: 

The collision avoidance considered in optimization process as a constraint to 
prevent penetration of box with the body. It’s inequality constraint and defined as a 
term of sufficient horizontal distance  which wrist should move to prevent collision 
box with the body. 0                                                 17                                                18  

Distance which wrist should move to arrive to horizontal boundary position 
 represent by , and boundary position is a horizontal position of wrist 

which box edge touch the body. is desire horizontal position of wrist which 
should be greater than . is horizontal position of wrist obtained 

from optimization algorithm in current iteration.  
According to Figure 5 penetration value of the box in the body  would be 

obtained through equation (19),  and  obtain from body line and box line 
respectively.                                                         19  
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Fig. 7. Joints angles profiles resulted in optimization process in comparison with experimental 
results. The solid line is experimental and the dashed line is predicted profile. The vertical axis 
is joint angle and is in term of degree. The horizontal axis is time in term of second, by scaling 
0.12. 
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Fig. 7. (continued) 

 

Fig. 8. TMA values during lifting time. To prevent falling forward or backward, TMA values 
should be restricted between base of support (distance between heel and toe). 

5 Conclusion 

Simulation process implemented 5DOF biomechatronical model of human body to 
simulate lifting motion by using predictive dynamics approach. The constraints which 
applied to this process, limit motion space to a feasible region that human limbs move 
through it. Major constraint named inverse dynamics, implement the dynamics of the 
motion in simulation process and finally the optimized postures shaped by objective 
function minimization. Figure 6 Shows that posture variation does in a natural shape. 
The box motion is extremely uprising, and it situate at initial and final position 
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exactly and also it hasn't collision to the body in all of the postures. Figure 7 compare 
the simulation process results with experimental results due to the CNS, on the other 
hand figure 7 shows the operation of optimization approach in contrast with CNS 
action to manage the body posture. Although the curves of the predicted profiles for 
ankle, knee, hip and elbow are not match exactly with the experimental results, but 
the trend of predictive angle profiles of these joints has good compatibility with 
experimental results. But against these joints, the results for shoulder joint haven't 
good correlation with the experimental results. It caused because of complexity of 
shoulder structure which needs to modeling more exactly and also considering 
suitable and sufficient constraints.  

Figure 8 illustrate the TMA values during lifting time and its boundaries. 
According to this figure, Lifting movement performed completely balanced because 
TMA have values between upper and lower boundaries. In other words minimizing 
ankle torque summation can guarantee motion balancing. 

According to figure 6 it is concluded that: in the sequences 1 to 6, the box lifted by 
action of joints of lower limbs: ankle, knee and hip. In the remained sequences lifting 
motion continued by action of shoulder and elbow joints. In other hand this 
simulation approach is able to simulate leg lift (squat) motion accurately. It can be 
used to construct the skillful movement for humanoid robots as like as motion that 
human does. The movement planned based on properties of robot's bodies which 
presented in table 2 and lifting task parameters presented in table 1.   
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Appendix 

Body segments parameters of biomechatronical model presented in figure 1 is as follow: 

Table 2. Parameters of Body 

segments Inertia (N.m^2) COM (m) Mass (kg) Length (m) 

 0.183 0.147 9.68 0.50 
 0.505 0.209 33.48 0.46 
 0.325 0.360 41.65 0.66 
 0.070 0.144 6.36 0.32 
 0.035 0.130 4.80 0.30 

 
Transformer matrixes used to calculate forward kinematics are as bellow matrixes: . . . . .                                             22  
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Abstract. In this paper, a human brain-based control method of electric 
wheelchair is presented for individuals with motor disabilities. In this method, 
intended eye-blink electrooculogram (EOG) signal measured by a single dry 
electrode is utilized as communication channel for random direction control of 
wheelchair. Here, a close-loop wheelchair control system with human-machine 
interface (HMI) based on this method is introduced, and the feedback is realized 
by human vision. To validate feasibility of this brain-controlled electric 
wheelchair system with eye-blink EOG signal, user is required to operate 
wheelchair with the proposed control system to move along three kinds of 
designated routes. The results show good performance of this brain-controlled 
wheelchair system with eye-blink EOG signal. Application of the proposed 
hand-free control system is expected to help people with motor disabilities live 
an improved lifestyle with more autonomy. 

Keywords: Brain control, human-machine interface (HMI), wheelchair control, 
eye-blink electrooculogram (EOG), dry electrode, visual feedback. 

1 Introduction 

Motor disabled people lose normal muscular control functions due to brainstem 
stroke, brain or spinal cord injury, or some other diseases. For those who are severely 
affected, they even lost all voluntary muscle control functions, and become totally 
locked-in to their bodies. Great social effort and cost have been paid on maintaining 
their normal lives, which are partly or completely depended on nursing staffs. To 
provide them with a more independent lifestyle, numerous communication methods 
based on human-machine interface (HMI) using biological signals from users’ body 
are developed for increasing their life qualities, such as electromyogram (EMG) [1], 
electrooculogram (EOG) [2] and electroencephalogram (EEG) [3] signals. 

In HMI technology with brain signals, namely brain-machine interface (BMI), 
there are invasive BMI with electrocorticogram (ECoG) signals [4] and non-invasive 
BMI using EEG signals [5]. In invasive BMI technology, intracortical recordings with 
good spatial-temporal resolution acquired from electrodes implanted into cortical 
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tissue are used for control, but since surgery is required, risk of infection or tissue 
damage may be brought in [6]. As to non-invasive BMI technology, EEG signals are 
measured by scores of scalp electrodes prepared with electrolytic gel to acquire 
enough signal with better quality, but when quantities of experiments are needed, the 
preparation procedure can be tedious and time consuming [6]. Besides, BMI 
technologies using EMG and EOG signals, which are always subtracted as 
interferences in BMI technology [6, 7], also make great appeal to researchers, taking 
advantages of requiring fewer electrodes and less complex signal process. However, 
EMG signal cannot be detected in people with severe motor dysfunction, such as 
locked-in syndrome, in which eye is one of few organs can be controlled by 
individual. Various HMI technologies with EOG signal are developed, e.g. in [8-10] 
HMI technology with EOG signals generated by eye movement, which are used to 
generate decisions from users, is proposed; and in [11] eye-blink EOG signals divided 
into different control signals according to blink times is presented. 

In this paper, we present a brain-controlled wheelchair system with control 
command derived from conscious eye-blink EOG signals for people with severe 
motor disabilities.  The eye-blink EOG signal is measured by a single dry electrode 
without complex preparation, providing great convenience and practice for 
application in those people who require HMI-based motor assistive system. The 
controlled electric wheelchair can be operated in random direction, rather than in 
predefined directions or locations [12], where estimation of the destination in advance 
is required. 

The paper is organized as follows:  

─ Firstly, this brain-controlled wheelchair system with eye-blink signal will be 
presented in detail, including measurement headset for eye-blink EOG signal 
acquisition, a dedicated GUI on the basis of PC for information exchange 
between user and target wheelchair, and an electric wheelchair for control; 

─ Successively, to evaluate feasibility of the proposed brain-controlled electric 
wheelchair system in practical application, some experiments are performed, in 
which user is required to operate the wheelchair to move along three kinds of 
routes, including straight line, s-route and z-route, and the results show that the 
movements of controlled wheelchair match well with designated routes. 

2 System and Method 

2.1 System and Set-Up 

From the functional block diagram shown in Fig.1 (a), we can see that this brain-
controlled electric wheelchair system consists of three parts: headset for raw brain 
signal measurement by a single dry electrode embedded in, and eye-blink signal 
extraction from raw EOG signal; PC, as carrier of control algorithm and GUI; electric 
wheelchair to be controlled. In the control procedure, magnitude of user’s eye-blink 
signal, which can change according to blink intensity controlled by human brain, is 
utilized as feature signal for device command derivation. Thus, commands with 
different levels of eye-blink signals consciously can be issued for wheelchair control, 
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taking advantages of rapid reactivity and flexibility in control procedure. Magnitude 
of eye-blink signal and system status are displayed on the GUI during operation to get 
user informed and realize the information exchange between user’s intention and 
wheelchair control by translating eye-blink signal into device control signals. The 
target wheelchair performance, including location and direction, along with GUI 
status, can be known with user’s visual feedbacks, and user can make correct choices 
and proper adjustments accordingly. 

Set-up of this system is illustrated in Fig.1 (b). The dry electrode embedded in the 
headset for measurement is placed on user’s forehead above the left eyebrow, and an 
electrode for reference is attached to the left earlobe. Information transmission 
between headset and PC is accomplished via radiofrequency communication. To 
translate digital signal sent from PC into analog signal for electric wheelchair control, 
an NI USB-6216 data acquisition card (DAC) is used as device command generator. 
The target wheelchair, driven by two DC motors, is controlled to accomplish a series 
of motions in accordance to user’s intentions, including forward/backward movement, 
clockwise/counter-clockwise rotation and emergency stop. 

 

 

(a)

 

(b) 

Fig. 1. (a) Functional block diagram illustrating the presented brain-controlled wheelchair 
system with eye-blink signal; (b) System set-up 

This brain-controlled electric wheelchair makes it possible for people with severe 
motor disabilities to move according to their intentions without any manual operation 
in a flexible and convenient way. 
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2.2 GUI of the Brain-Controlled Wheelchair System 

As shown in Fig.2, a PC-based GUI embedded with control algorithm is provided, 
displaying user’s eye-blink EOG signal conditions and operation status 
simultaneously for visualization of information exchange and motion control.  As the 
bridge connecting user with target wheelchair, the GUI translates eye-blink EOG 
signals into digital signals with the help of embedded control algorithm through the 
platform of Labview, then digital signals are translated into device-recognizable 
analog signals by DAC. 

Based on the functions to be performed, including system running condition, signal 
condition and motion status, the GUI is divided into three regions: system status 
region, signal condition region illustrating magnitude of eye-blink EOG signal and the 
threshold for control commands extraction, and motion status region showing 
direction to be chosen (forward, backward, clockwise and counter-clockwise), and 
indicating action/stop motion status, as indicated in Fig.2. 

 

Fig. 2. Illustration of GUI developed for this brain-controlled wheelchair system 

Based on threshold principle, two kinds of control commands extracted from 
different eye-blink EOG signals are utilized, namely trigger command and severe 
command, depended on user’s intention. Considering the variance of eye-blink levels 
between different users, samples of users’ eye-blink signals, involving instinctive 
blink and deliberate blink, are needed and analyzed in advance. The trigger command, 
acted as selection command, is generated when the magnitude of corresponding eye-
blink EOG signal is between that of instinctive blink and severe blink deliberately; 
and the severe command, whose magnitude is close to that of strongest eye-blink user 
can give, is used for reselection and emergency stop, for instance giving a wrong 
command and encountering a pedestrian, and will result in the current step breakout 
and initialization of GUI and control algorithm to ensure user’s security in sudden 
conditions. 

When moving towards a destination, user can choose random movement directions 
and run/stop status, and make proper adjustments at any time. To ensure the safety 
and reliability, in the operation user is not allowed to change the moving direction of 
the wheelchair before it is stopped. 

Operation procedure of the electric wheelchair using proposed GUI is illustrated as 
following: 
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Signal detection: After system initialization and startup, EOG signals are checked 
firstly and displayed in real time until eye-blink signal in trigger command level 
appears, and the control process goes into direction selection. 

Direction selection: As shown in Fig.2, there are four movement directions for 
selection, including forward/backward movement, clockwise/counter-clockwise 
rotation. Each direction is candidate for chosen only when corresponding indicator is 
lightening, and to provide more automation in the operation procedure each indicator 
is lightening automatically in clockwise order one at a time with one-second interval. 

Adjustment in movement: During movement of the controlled wheelchair, eye-
blink EOG signals are checked continuously until signal in trigger level or severe 
level is detected to stop the motion, and then the process jumps to the step of direction 
selection again. 

Considering the reaction time before sending out corresponding control signal, a 
simple training is needed for pre-judgment and being familiar with this wheelchair 
control system. 

3 Experiments and Results 

3.1 Brain-Controlled Wheelchair Moving along Designated Routes 

To validate flexibility and convenience of this control system, a subject was enrolled 
in some designed experiments to operate the wheelchair with the proposed eye-based 
control system to move along three different designated routes. The three routes are 
designated with various types of movements and rotations to get the system fully 
tested. As illustrated in schematic diagrams below, right-rear wheel of wheelchair is 
taken as tracking point for experimental path track description. The experimental 
tracks recorded by videos (marked by yellow lines) are compared with designated 
routes (marked by red lines) for validation. 

Case I: Moving along a straight line 
The subject was asked to control the wheelchair to move along a straight line, during 
which he is required to move forward to the end of the line firstly, and then turn half 
circle and move forward towards the start point, as illustrated in Fig.3 (a). This 
experiment tests performance of the system concerning mobility, stability and rapid 
reactivity in straight motions. The pratical movement in this experiment is shown in 
Fig.3 (b). 

Case II: Moving along an s-route 
As shown in Fig.4 (a), in this experiment the subject is required to control the 
wheelchair to move along an s-route.  During the motion process, the subject 
operates the electric wheelchair to move forward and make quarter turn rotations in 
clockwise or counter-clockwise direction in sequence, which tested performance of 
the system in terms of rapid reactivity regarding rotating and short-distant operations. 
Fig.4 (b) illustrates the practical movement in the experiment. 
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Case III: Moving along a z-route 
As illustrated in Fig.5 (a), the third experiment requiring moving along a z-route was 
proposed to testify accuracy and flexibility of the system. In the experiment, the 
subject was asked to move along the given route by performing motions as moving 
forward, rotating at irregular angles. Fig.5 (b) shows the practical movement in the 
experiment. 

3.2 Results and Discussion 

Case I: 
Practical motion route of the wheelchair presented by track of right-rear wheel of 
wheelchair in the first experiment is highlighted in Fig.3 (b). This control system 
shows an excellent performance in straight motions including moving forward, rapid 
suspension and half circle rotation, and the practical movement matched well with the 
designated one. As shown in Fig. 6 and Table 1, the subject finished the mission in 
24s without mistake, and 6 selection commands are involved. However, compared 
with waiting time marked by grey blocks in Fig. 6, the actual time that the wheelchair 
was on function marked by other color blocks is 13s during the total 24s, accounting 
for only about half of the entire experimental time. This is caused by the fact that 
when in the process of direction selection, the subject had to wait for the indicator in 
the motion status region cycling until the direction wanted was ready for selection. 

 

Fig. 6. Illustration of control procedure in straight route experiment on timeline 

Table 1. Time spent on movement in straight route experiment 

Movement Selection Command Time (s) 
Forward (1) (2) [0,4] 
Half Circle Rotation (3) (4) [11,16] 
Forward (5) (6) [20,24] 

Total 6 13 

Case II: 
From the practical motion route highlighted in Fig.4 (b), we can see that the 
performance of the system maintains well both in continuous movement of short 
distance and quarter turn rotation. And the deviation from designated route dues to 
that the controlled wheelchair is operated with certain speed which results in inertia, 
and couldn’t be stopped immediately once the command was issued. As a 
consequence, a simple adaptive training is needed for user before operation to get 
familiar with the proposed brain-controlled wheelchair system.  It can be seen from 
Fig.7 and Table 2 that the subject finished the experiment in 75s during which a few 
mistakes are made and 18 selection commands are involved, and excluding the 
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waiting time marked by grey blocks wasted in direction selection process, the actual 
time spent on wheelchair function marked by other color blocks is 24s, accounting for 
one-third of the total time. 

 

Fig. 7. Illustration of control procedure in s-route experiment on timeline 

Table 2. Time spent on movement in s-route experiment 

Movement Selection Command Time (s) 
Forward (1) (2) [0,3] 
Quarter Turn Rotation (3) (4) [12,16] 
Forward (5) (6) [23,25] 
Quarter Turn Rotation (7) (8) [29,33] 
Forward (9) (10) [40,41] 
Quarter Turn Rotation (11) (12) [48,52] 
Forward (13) (14) [56,58] 
Quarter Turn Rotation (15) (16) [68,69] 
Forward (17) (18) [72,75] 
Total 18 24 

Case III: 

 

Fig. 8. Illustration of control procedure in z-route experiment on timeline 

Table 3. Time spent on movement in z-route experiment 

Movement Selection Command Time (s) 
Forward (1) (2) [0,3] 
Rotation I (3) (4) [10,15] 
Forward (5) (6) [19,22] 
Rotation II (7) (8) [27,31] 
Forward (9) (10) [40,46] 
Total 10 21 

 
The practical route of the third experiment is highlighted in Fig.5 (b). The 

illustration makes it clear that in addition to aforementioned motion types, rotating at 
non-right angles can also be accurately realized by the control system in accordance 
to use’s intention. And similar with case II, with more adaptive trainings provided, 
user can promote the performance of more accurate and rapid control of the 
wheelchair. From Fig.8 and Table 3, it is shown that the subject finished the 
experiment in 46s with 10 selection commands and spent 21s (marked by non-grey 
blocks) on direction selection and adjustments, accounting for half of the total time. 
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4 Conclusion 

In this paper, a brain-controlled electric wheelchair system using conscious eye-blink 
EOG signals in different intensity levels for control commands extraction is 
presented. The proposed system, with a single dry electrode for signal recording, 
possesses great advantages of simplicity and efficiency. To validate pratical 
performance of this system, three experiments on wheelchair control along three 
different designated routes were conducted. The experiments testified good 
performance of the system to accomplish different types of motion with great 
stability, flexibility and rapid reactivity. 

For further researches, mode for selection procedure with high-efficiency should 
be developed, and considering the different physical conditions of normal people and 
people with disabilities, application study on disabled individuals should be 
conducted. 

This brain-controlled method with eye-blink EOG signals can also be applied in 
control of computer, prosthetic arm and household appliances. We hope that 
application of the proposed brain-controlled electric wheelchair system with eye-blink 
signals measured by a single dry electrode can bring much benefit to people with 
disabilities and live an improved life. 
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Abstract. This paper presents the development of an endoscopic continuum 
robot for surgical obesity treatment using a transgastric approach. This 
proposed transgastric gastroplasty approach performs suturing and resizing of a 
stomach from inside, aiming at further reducing postoperative complications by 
avoiding the use of skin incisions. The presented design can be inserted into the 
stomach in a folded configuration and can be unfolded into a working 
configuration to perform surgical interventions. It uses sutures fabricated from 
pre-curved super-elastic NiTi (Nickel-Titanium) alloy to facilitate the motion of 
tissue penetration. Role of the NiTi needle is demonstrated in in-vitro tissue 
penetrating experiments, while deployment of this endoscopic robot was 
verified on the prototype. 

Keywords: continuum robots, surgical robots, endoscopic robots, NOTES, 
obesity treatment. 

1 Introduction 

Obesity has become a public health concern in the United states and Europe because 
of its fast prevalence in the past decades [1, 2]. It is widely accepted that morbid 
obesity is often associated with diabetes, dyslipidemia, cardiovascular diseases, etc. 
Although various methods could be used for obesity control (e.g., behavior therapy 
and pharmacologic intervention), surgery remains the most effective treatment of 
morbid obesity [3]. Current surgical interventions mainly include i) gastric restrictive 
methods (e.g. Vertical Banded Gastroplasty, VBG [4], Laparoscopic Adjustable 
Gastric Banding, LAGB [5],  Laparoscopic Sleeve Gastrectomy, LSG [6]), ii) 
malabsorptive procedures (e.g. jejunoileal bypass [7], Laparoscopic Roux-en-Y 
Gastric Bypass, LRGB [8]), and iii) combination of the two methods (e.g. VBG-RGB 
procedures [9]).  

Although the surgical treatment is quite effective, it is only  considered for 
patients with morbid obesity (Body Mass Index, BMI over 40 kg/m2), because of high 
postoperative complication rates and many premature deaths even when most 
procedures were performed laparoscopically [3]. If the postoperative complications 
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and premature deaths could be further reduced, surgical treatment for obesity might 
be applied to a greater population with mild obesity. 

NOTES (Natural Orifice Translumenal Endoscopic Surgery) might be a way to 
further reduce postoperative complications. NOTES is a recent development after the 
minimally invasive laparoscopic procedures. It uses patient’s natural orifices (e.g. 
vagina, esophagus and stomach, etc.) for surgical interventions [10, 11]. Recent 
clinical studies [12] and many animal studies [13] have shown NOTES effective in 
further diminishing postoperative complications. Encouraged by these results, a 
NOTES gastroplasty (it is transgastric in this case), which performs suturing and 
resizing of a stomach inside the stomach, could possibly greatly reduce the 
postoperative risks. Hence surgical treatment could be potentially offered to more 
patients with mild or moderate obesity. 

An endoscopic continuum robot shown in Fig. 1 was designed and constructed to 
verify design concepts which could lead to the accomplishment of a NOTES 
gastroplasty.  

 

Fig. 1. Design of an endoscopic continuum robot for transgastric gastroplasty: (a) the folded 
configuration and (b) the unfolded working configuration 

In order to accomplish a transgastric gastroplasty, an endoscopic robotic device 
which could effectively perform suturing and knot tying in confined spaces will be 
needed. This robot could also be useful in other NOTES procedures to close incisions 
in walls of stomach or vagina. Previous studies showed that, if a traditional rigid 
circular suture is used, suturing (and knot tying) in confined spaces is still very 
difficult even when the task was assisted by robots [14-16] or it was manually 

( )a

( )b

While folded, the rigid 
portion has a length of 30mm 
and an outer diameter of 12 mm. 

5-DoF monocular vision unit

5-DoF exchangeable 
continuum manipulation arm 

with gripper 

Endoscope body 
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performed using a specially designed endoscope [17]. The design shown in Fig. 1 was 
conceived to overcome these difficulties. 

This design is inspired by the work done by Xu et al [18] where a robotic system is 
designed for SPA (Single Port Access) laparoscopic surgery. In the folded 
configuration, the current device would be easily swallowed by patients; after 
deployed into the stomach, the device can perform operational procedures in an 
unfolded configuration. The use of pre-curved NiTi needle is inspired by the work 
done by Webster et al [19, 20] and Dupont et al [21] where continuum robots made 
from pre-curved concentric NiTi tubes were studied for navigation and drug delivery. 

Major contribution of this paper is the proposal of using continuum robots and pre-
curved super-elastic suture to facilitate both suture penetration and knot tying. Minor 
contribution is the presentation of one possible design to realize this proposed 
concepts.  

The paper is organized as the following. Section 2 presents design requirements 
and a new surgical concept on how a NOTES gastroplasty could be performed. 
System overview and detailed design descriptions are presented in Section 3. 
Prototype deployment are presented in Section 4 with conclusion and future work 
followed in Section 5. 

2 Design Requirements and Surgical Concepts 

A NOTES (transgastric) gastroplasty demands a endoscopic robotic device with the 
following capabilities:  

1) The device should be foldable to facilitate its insertion into stomach through 
pharynx and esophagus. Gastroscopes from Olympus® have outer diameters from 
11.3mm (GIF-1TQ160) to 12.6mm (GIF-XTQ160), while existing endoscopes for 
NOTES [17] usually have outer diameters from 14.3mm (Olympus “R” scope) to 
18mm (USGI Transport scope). The presented design shall have a comparable or 
smaller diameter (currently 12mm). 

2) The device can deploy itself into a working configuration for suturing, knot tying, 
ablation, etc. 

3) Additional channels should be available for insufflation, manipulation tools for 
knot-tying, ablation, etc. 

4) The device can be positioned and oriented to achieve suturing and knot tying 
within the entire stomach. This can be achieved by placing the device at the distal 
tip of an endoscope such as the ShapeLock® [22]. 

5) The device has a vision unit with integrated illumination. 
6) The device is actuated by its actuation unit located outside patient’s mouth. 

Using such an endoscopic robotic device with these aforementioned capabilities, a 
transgastric gastroplasty can be achieved in many ways. One possibility is shown in 
Fig. 2. This endoscopic robotic device will firstly be inserted into the stomach. 
Medical balloons can be placed near pylorus so that the stomach can be sealed and 
inflated. After enough space is created, the device deploys itself into the working 
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configuration to perform suturing. A lockable band could be attached to the inner wall 
of the stomach by multiple stitches. After the robotic device is retracted, the band can 
then be tightened and locked to create a small pouch to achieve the stomach resizing. 

 

Fig. 2. Schematic drawing of a proposed new surgical concept for stomach resizing. The 
stomach diagram is from the University of Maryland Medical Center Encyclopedia. 

3 System Overview and Design Description 

The endoscopic stitching device in Fig. 1 was conceived to meet the requirements 
mentioned in Section 2. In the folded configuration, the device can be inserted into 
stomach through the esophagus. Its forward-looking vision unit could guide the 
surgeons through the insertion phase. In the stomach, the device first inflates the 
stomach to generate enough space for its unfolded working configuration. Suturing 
and knot-tying can then be performed. The deployment process is experimentally 
verified by the prototype shown in Fig. 10. 

As shown in Fig. 1, the device consists of one 5-DoF (Degrees of Freedom) 
monocular vision unit and two 5-DoF snake-like exchangeable continuum 
manipulation arms with grippers. The continuum manipulator arm can be replaced by 
sensor modules (e.g. an ultrasound probe) or energy sources (e.g. a cautery). 

Within the vision unit and the manipulation arms, there are continuum segments as 
shown in Fig. 3 and Fig. 4. A structural similarity shared by these continuum 
segments is that these continuum segments consist of a base disk, a end disk, several 
spacer disks and several backbones (made from super elastic nickel-titanium alloy). 
Backbones are attached to the end disks and can slide in holes of spacer disks and 
base disks. Synchronized pushing or pulling of these backbones deflect the segments 
into desired shapes. Actuation unit of these backbones will remain outside patient’s 
month, as indicated in the inset of Fig. 2. Motion discrepancy caused by backlash or 

Remote 
actuation 

Band which can be 
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small pouch for the 
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attach the band to the 
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friction might be compensated as in [23]. Design considerations and solutions for 
critical components will be discussed as follows. 

3.1 Vision Unit 

CAD design of the 5-DoF monocular vision is shown in Fig. 3. Once inserted into 
stomach, the vision unit can be extended to provide space for the deployment of 
manipulation arms, as shown in Fig. 10. 

As shown in Fig. 3, the vision unit consists of continuum segment I with three 
DoFs, segment II with two DoFs and the monocular camera head. Both segment I and 
segment II can bend sideward any direction, which is a 2-DoF bending motion. The 
additional DoF of the segment I is its variable length when extended from the 
endoscope. 

CCD chip intended for the camera head is the chip CSH14V4R1 from NET Inc. 
with an outer diameter of 6.5mm. Since the diameter of the camera head is 12mm, 
only one CCD chip can be fitted in. If a smaller CCD chip can be used, the vision unit 
can be easily turned into a stereo vision. Camera field of view is also considered in 
the CAD model to make sure manipulation of the inserted arms will be seen. 

 

Fig. 3. The 5-DoF monocular vision unit 

3.2 Continuum Manipulation Arms 

CAD design of the 5-DoF exchangeable continuum manipulation arm is shown in Fig. 
4. After insertion into one's stomach, the vision unit extends itself to provide space for 
the continuum manipulation arm to be deployed as shown in Fig. 10. 

As shown in Fig. 4, the continuum manipulation arm consists of continuum 
segment I with three DoFs, segment II with two DoFs and a gripper integrated with a 
suture. Both segment I and segment II can bend sideward any direction, which is a 2-
DoF bending motion. The additional DoF of the segment I is its variable length when 
extended from the endoscope.  

Function of the suture will be detailed in the next session. 

Continuum segment 

Endoscope 

Continuum segment I Camera head with a 
diameter of 12mm

Camera field of view 
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Fig. 4. The 5-DoF exchangeable continuum manipulation arm with a gripper attached and a 
NiTi suture embedded: the inset shows the prototype 

Within all the segments, significantly redundant backbones are used in order to 
increase the stiffness of the continuum arms. 

3.3 Super-Elastic Nickel-Titanium Suture 

Key innovation introduced in this paper is to fabricate the suture using super-elastic 
nickel titanium alloy to facilitate tissue penetration. When a traditional rigid circular 
suture is used, suturing motion involves a distal rotation along an axis normal to the 
suture plane, passing through the suture’s center. Using a pre-curved super-elastic 
NiTi suture could greatly simplify this tissue penetration motion. When the suture is 
housed in a rigid housing as shown in Fig. 5, the pre-curved super-elastic NiTi suture 
will be forced straight; when the suture is pushed outwards, it will bend back to its 
original circular shape, penetrating tissues in a circular path to facilitate the tissue 
penetration motion. 

The NiTi suture will be housed in the rigid gripper during insertion of the 
endoscopic robotic device. Since the length of this rigid components is limited, the 
size of the suture can then be determined. According to literatures (e.g. [24]), super-
elastic NiTi alloy usually has an elastic strain ranging from 4% to 6%. If a 4% strain 
is allowed,  

 4% 0.04strain needle suture needle suturer R r Rε = ≤  ≤  .              (1) 

Where rneedle is the radius of the needle’s round cross section and Rsuture is the radius of 
the suture. 

If a 3π/4 suture with a length of 20mm will be used,  

 3 4 20sutureR mmπ =                                 (2) 

 
0 .048 .49 0.34need le suturer R

suture n eed leR m m r m m≤= ⎯ ⎯ ⎯ ⎯ ⎯ ⎯→ ≤  .          (3) 

In the design and in the in-vitro tissue penetrating experiments, a NiTi tube with an 
outer diameter of 0.69mm is then used. Although this selection does not comply with 
Eq. (3) strictly, strain slightly over 4% usually still falls in the elastic region for  
super-elastic NiTi alloy. 

Endoscope 

Continuum segment I 

Gripper with suture integrated

Continuum segment II 
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Fig. 5. A Ø0.69mm suture made from pre-curved NiTi alloy: it bends back to its original 
circular shape after released from a straight rigid housing. The suture’s radius is about 9mm. 
Thinnest grids in the background are 1mm x 1mm. 

The idea of using a NiTi suture to facilitate tissue penetration is also validated by 
an in-vitro experiment on a porcine model as shown in Fig. 6: (a) the suture housing 
approached the tissue and (b) then pushed against the tissue; (c) the NiTi suture was 
pushed out to start the penetration; (d) and the suture generated a circular cutting path; 
(e) it was shown this penetration could grip enough tissue; (f) the suture could be 
retracted back to the housing to carry out a second penetration. 
Using a pre-curved super-elastic NiTi suture only simplifies the motion tissue 
penetration. To achieve a complete stitch, a suture thread should be guided through 
the tissue as well. The proposed idea is to insert a thread through channel in the NiTi 
suture which is made from a tube. As shown in Fig. 7, one end of the thread is hung 
outside the suture. During tissue penetration, the thread will be brought through the 
tissue by the non-cutting edge of the suture tip. After penetration, the thread will be 
picked up by the other manipulation arm, before the suture is retracted. After the 
suture is retracted, the thread is left through tissue and ready for knot tying. 

 

Fig. 6. In vitro tissue penetrating experiments: the Ø0.69mm NiTi suture penetrates and grips a 
porcine stomach wall 

( )a ( )b ( )c

( )d ( )e ( )f
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Fig. 7. The suture thread passes through the channel in the NiTi suture 

3.4 Knot Tying Using the Manipulation Arms 

Each continuum manipulation arm has five degrees of freedom while during knot 
tying, a point on a thread will need to follow a spatial curve which only requires three 
degrees of freedom. With proper dimension synthesis, knot tying could be realized. 

Comparable results have been reported in [15] where continuum robots with 
similar structures realized knot tying, as shown in Fig. 8. These results combined with 
the results from Section 3.C proved that the proposed robotic device could realize 
endoscopic suturing hence potentially suitable for transgastric surgery of stomach 
resizing. 

Workspace analysis and instantaneous kinematics of such a continuum 
manipulation arm are available in [15, 18]. 

 

Fig. 8. Knot tying was achieved by continuum robots with similar structures as in [15] 

3.5 Actuation Unit 

The presented endoscopic continuum robots have 15 DoFs for the monocular vision 
unit and two manipulation arms. Each arm also has two addition elements to drive 
which are the NiTi suture and the gripper. 

Due to the limits on the budget, the actuation unit was not motorized yet. All the 
actuation, including pushing and pulling of all the backbones, sutures and grippers, 
are all currently manual. Fig. 9 shows the endoscopic continuum robot assembled 
with the manual actuation unit. 
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Fig. 9. The endoscopic continuum robot assembled with the manual actuation unit: (a) all the 
components of the endoscopic continuum robots and (b) a few components with respect to US 
and Chinese coins on a piece of graph paper 

4 Experimental Validation of the Prototype 

Motivation of this presented work is to valid a few design concepts: i) suture made 
from super-elastic NiTi alloy could facilitate the tissue penetration, ii) the current 
design can enter the stomach in a folded configuration and then be deployed into a 
working configuration. Other functionality, such as ability of tying a knot, has been 
proved by previously published results.  

While the tissue penetration has been demonstrated in Fig. 6, the deployment of 
this endoscopic device is shown in Fig. 10: (a) after the endoscopic device is inserted 
into a stomach in a folded configuration, (b) the monocular vision unit starts extend 
itself, (c) after the vision unit is extended to the intended length, the vision unit starts 
to bend sideward and (d) reaches a desired pose; space is generated so that (e) 
continuum manipulation arms can be inserted; (f) the two manipulation arms can be 
inserted individually or together; (g) after the two arms are fully inserted, the arms 
can be actuated to (h) form various poses for surgical interventions. Since the 
actuation unit is not motorized, poses in Fig. 10 are all generated by manually 
actuating the backbones of the continuum segments. The exchangeable manipulation 
arm can also be replaced by sensor modules (e.g. an ultrasound probe) or energy 
sources (e.g. a cautery). 

Preliminary tissue penetration experiments were also carried out on a porcine 
model using the current prototype, as shown in Fig. 11 
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Fig. 10. Deployment of the endoscopic robotic device 

 

Fig. 11. Preliminary tissue penetration experiments using the presented prototype 

5 Conclusion and Future Work 

This paper proposed a design of an endoscopic robotic device for transgastric surgical 
obesity treatment. This proposed transgastric gastroplasty using a NOTES approach 
performs suturing and resizing of a stomach from inside, aiming at further reducing 
postoperative complications hence making surgical obesity treatments available for a 
bigger population with mild obesity. 

The prototype of this endoscopic continuum robot was constructed to verify the 
proposed ideas, which is a updated version of the design presented in [25]. 
Experiments showed that the current design can be inserted into the stomach in a 
folded configuration and can be unfolded into a working configuration to perform 
suturing and stitching. It uses pre-curved super-elastic NiTi alloy suture to facilitate 
the motion of tissue penetration. Suture thread can also be delivered through the 
hollow suture since the suture is made from a tube. Since knot tying had been realized 
by a laryngoscopic robot with similar structure as shown in Fig. 8, conclusion can be 
extended that the current design potentially has all the desired capabilities to perform 
a transgastric stomach resizing.  

( )a ( )b ( )c ( )d

( )e ( )f ( )g ( )h
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Future work regarding this design includes i) motorizing the actuation unit so that 
knot tying can be actually verified using the current prototype; ii) investigating 
control algorithm using inverse kinematics so that master controllers, such as the 
Phantom Omni® devices from the Sensable Inc., can be used to control this 
endoscopic robot. 
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Shanghai Jiao Tong University Collaborative Research Fund. 
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Abstract. This paper proposes three fuzzy adaptive controller design
methods based on the backstepping design technique. In the first method,
the original parameters in a fuzzy logic system are updated real-time, on
the other hand, in the second and third methods, the square of the norm
of the original parameters is used as an unknown parameter. The third
method utilizes the fact that the norm of the fuzzy logic system is less
than or equal to one and the resulting controller is independent of the
fuzzy logic system. The three methods were tested on the two-degree-of-
freedom robot which was custom-made. The test results show that all
three methods work and the first method works better than the other
two methods with and without loads because it involves no simplification
during the design process even though it requires longer computation
time.

Keywords: Adaptive control, fuzzy control, backstepping, parallel
robots.

1 Introduction

Typically, links of serial robots are connected in series, thus forming open-chain
mechanisms and all their joints are actuated. On the other hand, links of parallel
robots are connected in a combination of both serial and parallel fashions, thus
forming closed-chain mechanisms and not all their joints are actuated. The actu-
ators of parallel robots are placed on the base or close to the base, which makes
moving parts lighter. Parallel robots have high structural stiffness since the end
effector is supported in several places at the same time. Even though parallel
robots have some drawbacks such as limited workspace and loss of stiffness in sin-
gular positions completely, they have found their applications in industries, such
as airplane, automobile simulators, fiber alignment, high speed/high-precision
milling machines, and so on.

In general, modeling of parallel robots is more challenging than that of se-
rial robots. Serial robots can be modeled using ordinary differential equations,
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however, the model of parallel robots contains both algebraic equations and
ordinary differential equations [1]. Therefore, analysis and control for parallel
robots are more complex than serial robots. Like serial robots, parallel robots
can be controlled by using model-based controllers, such as PID controllers [1],
computed-torque controllers [2], impedance control [3], and adaptive control [4],
[5], and non-model-based controllers, such as fuzzy logic controllers [6], neural
network controllers [7].

Among the existing adaptive controller design techniques, adaptive backstep-
ping is able to handle nonlinear systems in lower triangular form with known
nonlinearities and unknown parameters [8], which has been well recognized as
a big advancement compared with traditional design methods for systems with
matching conditions. Over the last two decades, adaptive backstepping design
technique has been used to design non-modeled-based controllers, such as neural
network controllers and fuzzy logic controllers for nonlinear systems in lower tri-
angular form with unknown nonlinearities due to the ability of neural network
and fuzzy logic systems to approximate nonlinearities with reasonable accuracy.
Lot of research has been done and many papers have been published on fuzzy
adaptive backstepping and it is not wise to list all of them here. However the
following papers are worth mentioning, which are relevant to this research. The
backstepping was first time applied to design fuzzy adaptive controllers in [9].
The fuzzy adaptive backstepping controllers proposed in [9] and [10] contains too
many parameters, which requires very long computation time and large mem-
ory space and hinders the on-line implementation. To overcome the drawbacks
mentioned above, [11] proposed to use upper-bounds of unknown nonlinearities
as unknown parameters so that the number of parameters to be learned on-line
is reduced to twice the order of systems in consideration. Motivated by [11],
the square of the norm of unknown parameters was used to reduce the number
of adaptive parameters in [12] and the fuzzy adaptive controllers proposed in
[13] are independent of fuzzy approximators since the fact that the norm of the
known function in the fuzzy approximator is always less than one was used. The
design idea, similar to [11], was used to design fuzzy logic controllers for multi-
input multi-output nonlinear systems in lower triangular forms [14], which have
the same number of unknown parameters as used in [11].

The aim of this paper is to investigate the effectiveness of the fuzzy adaptive
backstepping design technique on a two degree of freedom parallel robot. Three
fuzzy adaptive controllers will be designed by combining fuzzy logic approxima-
tors and backstepping. The first controller will be designed based on the method
used in [10], the second controller by using the idea in [12], and the third with
the design approach in [13]. The first fuzzy adaptive controller has many pa-
rameters to be updated on-line, on the other hand, the second and third have
only two parameters which have to be learned on-line. The difference between
the second and third controllers is that the third controller does not depend
on the fuzzy logic approximators, so it requires least computation time among
three controllers. The three fuzzy adaptive controllers have been tested on the
custom-built parallel robot.
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The rest of the paper is organized as follows. In Section 2, the dynamic model
of the two degree of freedom parallel robot under study is presented. In Section
3, three fuzzy adaptive controllers are designed by using backstepping technique.
In Section 4, the experimental results for the controllers are presented. Finally
conclusions are drawn in Section 5.

1l 2q1q

4q

3q

1a 1m

c

o x

y

Fig. 1. The Two-Degree-of-Freedom Parallel Robot

2 Dynamic Equations

The two degree of freedom parallel robot is shown in Fig. 1. The differential
equation described in [1] defines the dynamic model of the parallel robot as

D′(q′)q̈′ + C′(q′, q̇′)q̇′ +G′(q′) = u′,
φ(q′) = 0.

with q′ =
[
q1 q2 q3 q4

]T
and u′ =

[
u1 u2 0 0

]T
where qi is the joint angle of

joint i, u1 and u2 are the torque applied at joints 1 and 2, respectively. D′(q′) =⎡
⎢⎢⎣
d11 0 d13 0
0 d22 0 d24
d31 0 d33 0
0 d42 0 d44

⎤
⎥⎥⎦, C′(q′, q̇′) =

⎡
⎢⎢⎣
c11 0 c13 0
0 c22 0 c24
c31 0 0 0
0 c42 0 0

⎤
⎥⎥⎦, G′(q′) =

[
g1 g2 g3 g4

]T
,

φ(q′) =
[
φ1 φ2

]T
with d11 = m1l

2
1 +m3(a

2
1 + l

2
3 + 2a1l3 cos q3) + I1 + I3, d22 =

m2l
2
2 +m4(a

2
2 + l

2
4 +2a2l4 cos q4) + I2 + I4, d13 = m3(l

2
3 + a1l3 cos q3)+ I3, d24 =

m4(l
2
4 + a2l4 cos q4) + I4, d31 = d13, d42 = d24, d33 = m3l

2
3 + I3, d44 = m4l

2
4 + I4,

c11 = −m3a1l3 sin q3q̇3, c22 = −m4a2l4 sin q4q̇4, c13 = −m3a1l3 sin q3(q̇1 + q̇3),
c24 = −m4a2l4 sin q4(q̇2 + q̇4), c31 = m3a1l3 sin q3q̇1, c42 = m4a2l4 sin q4q̇2,
g1 = g((m1l1 +m3a1) cos q1 +m3l3 cos(q1 + q3)), g2 = g((m2l2 +m4a2) cos q2 +
m4l4 cos(q2 + q4)), g3 = g(m3l3 cos(q1 + q3)), g4 = g(m4l4 cos(q2 + q4)), φ1 =
a1 cos q1+a3 cos(q1+q3)−c−a2 cos q2−a4 cos(q2+q4), φ2 = a1 sin q1+a3 sin(q1+
q3)− a2 sin q2 − a4 sin(q2 + q4).
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The equations of motion of the parallel robot expressed in terms of the inde-
pendent generalized coordinates are defined as [1]

D(q)q̈ + C(q, q̇)q̇ +G(q) = u (1)

where q =
[
q1 q2

]T
, u =

[
u1 u2

]T
, D(q′) = ρT (q′)D′(q′)ρ(q′) , C(q′, q̇′) =

ρT (q′)C′(q′, q̇′)ρ(q′) + ρT (q′)D′(q′)ρ̇(q′, q̇′), G(q′) = ρT (q′)G′(q′), ρ(q′) =⎡
⎢⎢⎣

1 0
0 1
ρ31 ρ32
ρ41 ρ42

⎤
⎥⎥⎦, ρ̇(q′, q̇′) =

⎡
⎢⎢⎣

0 0
0 0
ρ̇31 ρ̇32
ρ̇41 ρ̇42

⎤
⎥⎥⎦ with q3 = tan−1

[
μ̃+a4 sin(q2+q4)

λ̃+a4 cos(q2+q4)

]
− q1, q4 =

tan−1(b̃/ã) − q2 − π − tan−1(
√
ã2 + b̃2 − c̃2/c̃), λ̃ = a2 cos q2 − a1 cos q1 + c,

μ̃ = a2 sin q2 − a1 sin q1, ã = 2a4λ̃, b̃ = 2a4μ̃, c̃ = a23 − a24 − λ̃2 − μ̃2. ρ31 =

−a1 sin(q1−q2−q4)+a3y
a3y

, ρ32 = −a2 sin q4
a3y

, ρ42 = −a2 sin(q1−q2+q3)+a4y
a4y

, ρ41 = a1 sin q3
a4y

,

y = sin (q1 − q2 + q3 − q4).
It should be noted that D(q′) is positive definite and Ḋ(q′)−2C(q′, q̇′) is skew

symmetric [1].

3 Fuzzy Adaptive Backstepping Controller Design

A fuzzy logic system, composed of a rule base, a fuzzifer, a fuzzy inference engine,
and a defuzzifier, is used to approximate the unknown nonlinear terms in the
controller design process. The rule base for a fuzzy logic system is composed of
the following N fuzzy rules

Ri : IF x1 is F
i
1 , · · · , xn is F i

n, THEN y is Bi

where i = 1, 2, · · · , N , x = [x1, x2, · · · , xn]T is the input and y is the output,
F i
j and Bi are fuzzy sets. Let μF i

j
(xj) be the membership of F i

j and Φi be the

point at which μBi(y) reaches its maximum. When a singleton fuzzifier, center-
average defuzzifier, and product inference are used, the fuzzy logic system can
be expressed as y(x) = θTS(x) where S(x) = [ξ1(x), ξ2(x), · · · , ξN (x)]T and
θ = [Φ1, Φ2, · · · , ΦN ]T with

ξi(x) =

∏n
j=1 μF i

j
(xj)∑N

i=1[
∏n

j=1 μF i
j
(xj)]

It has been proved in [15] and [16] that if Gaussian functions are used as mem-
bership functions, any continuous function f(x) can be approximated by a fuzzy
logic system θTS(x) with error δ arbitrarily small, that is,

f(x) = θTS(x) + δ (2)

The main objective of this paper is to design adaptive controllers to control the
parallel robot so that its end effector follows a circle. To this end, it is appropriate
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to set the error and change in error as: x1 = q1d−q1, x2 = q2d−q2, x3 = q̇1d− q̇1
and x4 = q̇2d − q̇2, where q1d and q2d are the desired angles, q1 and q2 are
the actual angles, q̇1d and q̇2d are the desired angular velocities, q̇1 and q̇2 are
the actual angular velocities, q̈1d and q̈2d are the desired angular accelerations.
The following system is in lower triangular form, which can be produced by
differentiating x1, x2, x3 and x4.

ẋ1 = x3

ẋ2 = x4[
ẋ3
ẋ4

]
= D−1(q′)

(
−u+ C(q′, q̇′)

[
q̇1
q̇2

]
+ g(q′)

)
+

[
q̈1d
q̈2d

]
(3)

Define a Lyapunov function as V1 = 0.5x21 + 0.5x22. The derivative of V1 is

V̇1 = x1x3 + x2x4 = −c1x21 − c2x22 + x1z1 + x2z2 (4)

with α1 = −c1x1 and α2 = −c2x2, where c1 and c2 are positive constants and

z1 = x3 − α1 , z2 = x4 − α2 (5)

Now define a Lyapunov function candidate as W = V1 +0.5
[
z1 z2

]
D(q′)

[
z1
z2

]
.

The time derivative of W becomes

Ẇ = V̇1 +
[
z1 z2

]
D(q′)

[
ż1
ż2

]
+ 0.5

[
z1 z2

]
Ḋ(q′)

[
z1
z2

]
(6)

Note that Ḋ(q′)− 2C(q′, q̇′) is skew symmetric [1], which implies that

0.5
[
z1 z2

]
Ḋ(q′)

[
z1
z2

]
= 0.5

[
z1 z2

]
C(q′, q̇′)

[
z1
z2

]
(7)

Substituting equations (3) and (7) into (6) yields

Ẇ = V̇1 + z1 (f1 − u1) + z2 (f2 − u2)

where f1 and f2 are defined as[
f1
f2

]
= D(q′)

[
(q̈1d − α̇1)
(q̈2d − α̇2)

]
+ C(q′, q̇′)

[
(q̇1d − α1)
(q̇2d − α2)

]
+ g(q′) (8)

The subsequent procedure consists of estimating fi with the fuzzy system ap-
proximator defined in (2), namely

fi = κ
T
i Si + δi, i = 1, 2. (9)

With ziδi ≤ 0.5z2i + 0.5δ2i , substituting (9) into (8) gives

Ẇ = V̇1 + z1
(
κT1 S1 + δ1 − u1

)
+ z2

(
κT2 S2 + δ2 − u2

)
≤ V̇1 + z1

(
κT1 S1 + 0.5z1 − u1

)
+ z2

(
κT2 S2 + 0.5z2 − u2

)
+0.5

(
δ21 + δ

2
2

)
(10)

Now it is ready to design fuzzy adaptive controllers for both u1 and u2. In the
following, three design methods are provided.
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3.1 Method 1

Define a Lyapunov function candidate as

V2 =W + 0.5(κ1 − κ̂1)TΓ1(κ1 − κ̂1) + 0.5(κ2 − κ̂2)TΓ2(κ2 − κ̂2) (11)

where κ̂1 and κ̂2 are the estimations of κ1 and κ2, respectively and Γ1 and Γ2
are positive definite matrices.

Differentiating V2 with respect to time produces:

V̇2 = Ẇ − (κ1 − κ̂1)TΓ1 ˙̂κ1 − (κ2 − κ̂2)TΓ2 ˙̂κ2 (12)

By substituting equation (10) into equation (12), it is possible to achieve:

V̇2 ≤ V̇1 +
[
z1 z2

] [ κ̂T1 S1 + 0.5z1 − u1
κ̂T2 S2 + 0.5z2 − u2

]
+ 0.5δ21 + 0.5δ22

−(κ1 − κ̂1)T (Γ1 ˙̂κ1 − z1S1)− (κ2 − κ̂2)T (Γ2 ˙̂κ2 − z2S2) (13)

The controller can now be defined as:

u1 = c3z1 + x1 + κ̂
T
1 S1 , u2 = c4z2 + x2 + κ̂

T
2 S2 (14)

and the adaptive law as

˙̂κ1 = Γ−1
1 z1S1 − σ1κ̂1 , ˙̂κ2 = Γ−1

2 z2S2 − σ2κ̂2 (15)

where c3 > 0.5 and c4 > 0.5 represent positive constant gains.
Substituting equations (14) and (15) into (13) produces

V̇2 ≤ −c1x21 − c2x22 − (c3 − 0.5)z21 − (c4 − 0.5)z22 + 0.5δ21 + 0.5δ22 (16)

3.2 Method 2

Note that κi can be rewritten as κi = ‖κi‖ κi

‖κi‖ = ‖κi‖κ∗i with κ∗i = κi

‖κi‖ . It
can be shown that κ∗Ti κ

∗
i = 1. Therefore, applying Young’s inequality gives

ziκ
T
i Si ≤

z2i ‖κi‖
2
ST
i Si

2b2i
+
b2i
2
κ∗Ti κ

∗
i =

1

2b2i
z2i ‖κi‖

2
ST
i Si +

b2i
2

(17)

where bi is a positive constant. Set θi = ‖κi‖2 and define a Lyapunov function
candidate as

V2 =W + 0.5Γ1(θ1 − θ̂1)2 + 0.5Γ2(θ2 − θ̂2)2 (18)

where θ̂1 and θ̂2 are the estimations of θ1 and θ2, respectively and Γ1 and Γ2 are
positive constants.

Differentiating V2 with respect to time produces:

V̇2 ≤ Ẇ − Γ1(θ1 − θ̂1) ˙̂θ1 − Γ2(θ2 − θ̂2) ˙̂θ2 (19)
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By substituting equations (10) into equation (19), the following can be obtained.

V̇2 ≤ V̇1 +
[
z1 z2

] [ 1
2b21
z1θ1S

T
1 S1 + 0.5z1 − u1

1
2b22
z2θ2S

T
2 S2 + 0.5z2 − u2

]
+ 0.5(b21 + b

2
2 + δ

2
1 + δ

2
2)

−Γ1(θ1 − θ̂1) ˙̂θ1 − Γ2(θ2 − θ̂2) ˙̂θ2

≤ V̇1 +
[
z1 z2

] [ 1
2b21
z1θ̂1S

T
1 S1 + 0.5z1 − u1

1
2b22
z2θ̂2S

T
2 S2 + 0.5z2 − u2

]
+ 0.5(b21 + b

2
2 + δ

2
1 + δ

2
2)

−(θ1 − θ̂1)(Γ1 ˙̂θ1 −
1

2b21
z21S

T
1 S1)− (θ2 − θ̂2)(Γ2 ˙̂θ2 −

1

2b22
z22S

T
2 S2) (20)

The controller can now be defined as:

u1 = (c3 +
1

2b21
θ̂1S

T
1 S1)z1 + x1 , u2 = (c4 +

1

2b22
θ̂2S

T
2 S2)z2 + x2 (21)

and the adaptive law as

˙̂κ1 = Γ−1
1

1

2b21
z21S

T
1 S1 − σ1κ̂1 , ˙̂κ2 = Γ−1

2

1

2b22
z22S

T
2 S2 − σ2κ̂2 (22)

where c3 > 0.5 and c4 > 0.5 represent positive constant gains.
Therefore by substituting equation (21) and (22) into equation (20), the final

result will be

V̇2 ≤ −c1x21 − c2x22 − (c3 − 0.5)z21 − (c4 − 0.5)z22 + 0.5(b21 + b
2
2 + δ

2
1 + δ

2
2)(23)

3.3 Method 3

It follows from Young’s inequality and ‖Si‖ ≤ 1 that

ziκ
T
i Si ≤

1

2b2i
z2i ‖κi‖

2
+ 0.5b2i ‖Si‖

2 ≤ 1

2b2i
z2i θi + 0.5b2i (24)

where bi is a positive constant and θi = ‖κi‖2. Define a Lyapunov function
candidate as

V2 =W + 0.5Γ1(θ1 − θ̂1)2 + 0.5Γ2(θ2 − θ̂2)2 (25)

where θ̂1 and θ̂2 are the estimations of θ1 and θ2, respectively and Γ1 and Γ2 are
positive constants.

Differentiating V2 with respect to time, it follows from (10) that

V̇2 ≤ V̇1 +
[
z1 z2

] [ 1
2b21
z1θ1 + 0.5z1 − u1

1
2b22
z2θ2 + 0.5z2 − u2

]
+ 0.5(b21 + b

2
2 + δ

2
1 + δ

2
2)

− ˙̂
θ
T

1 Γ1

(
θ1 − θ̂1

)
− ˙̂
θ
T

2 Γ2

(
θ2 − θ̂2

)

≤ V̇1 +
[
z1 z2

] [ 1
2b21
z1θ̂1 + 0.5z1 − u1

1
2b22
z2θ̂2 + 0.5z2 − u2

]
+ 0.5(b21 + b

2
2 + δ

2
1 + δ

2
2)

+

(
1

2b21
z21 −

˙̂
θ
T

1 Γ1

)(
θ1 − θ̂1

)
+

(
1

2b22
z22 −

˙̂
θ
T

2 Γ2

)(
θ2 − θ̂2

)
(26)
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The controller can now be defined as:

u1 = (c3 +
1

2b21
θ̂1)z1 + x1 , u2 = (c4 +

1

2b22
θ̂2)z2 + x2 (27)

and the adaptive law as

˙̂κ1 = Γ−1
1

1

2b21
z21 − σ1κ̂1 , ˙̂κ2 = Γ−1

2

1

2b22
z22 − σ2κ̂2 (28)

where c3 > 0.5 and c4 > 0.5 represent positive constant gains.
Therefore by substituting equation (27) and (28) into equation (26), it is

obtained that

V̇2 ≤ −c1x21 − c2x22 − (c3 − 0.5)z21 − (c4 − 0.5)z22 + 0.5(b21 + b
2
2 + δ

2
1 + δ

2
2)(29)

In summary, it can be proved that x1, x2, z1, z2, κ1− κ̂1, κ2− κ̂2 are bounded, so
are x1, x2, x3, x4 by using (16), (23), and (29) with the assumption 0≤ λmI ≤
D(q′) ≤ λMI, which is a standard assumption for robot dynamics.

4 Experimental Results

A two-degree-of freedom parallel robot was made for testing the proposed fuzzy
adaptive backstepping controllers. The parallel robot is composed of four links.
Two links are driven by two DC motors mounted on the base while the other
two are not actuated and tied to an end-effector. The two motors are controlled
by a DSP circuit board through a motor driver board. The position feedback
signals from the two actuated links are fed back to a DSP circuit board using
potentiometers. The controllers are implemented on a PC computer through a
RS232 serial port with a Baud rate of 115200. The feedback signals collected
by the DSP board are sent to the PC computer through the RS232 serial port
and filtered with a second-order Butterworth low-pass filter of 10 Hz cutoff fre-
quency. The derivatives of the angle feedback are calculated using the numerical
differentiation, together with a 15 Hz second-order Butterworth filter. Both fil-
tered angle feedback signals and their derivatives are used to generate torques
using the proposed algorithms. The torques are send back to the DSP board
through the RS232 serial port after converted to duty-ratios. The DSP board
outputs the duty-ratios to control the DC motors. The proposed controllers were
tested with a sample time of 0.005s. The desired trajectory is a circle given by
x = 0.03 sin(πt) and y = 0.15a1 − 0.03 cos(πt) where x and y are the Carte-
sian coordinates of the end-effector, as shown in Figure 1. ai = 0.22688m and
li = 0.5ai, i = 1, 2, 3, 4. m1 = 0.14719kg, m2 = 0.14392kg, m1 = 0.12555kg,
m4 = 0.14413kg. I1 = 0.06679kg·m2, I2 = 0.06531kg·m2, I1 = 0.056795kg·m2,
I4 = 0.06540kg·m2

The test was run for 50 cycles and the test results on the root-mean-square
tracking errors are plotted in Fig. 2. It can be observed from the figure that
the method 1 performs better than the methods 2 and 3 with loads because
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both methods 2 and 3 are more conservative than the first method due to the
simplifications involved in the methods 2 and 3. However, the computation time
for method 3 is less then 0.02 ms, which is almost ten times shorter than the
first two methods.
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Fig. 2. Experimental Results

5 Conclusion

Three fuzzy adaptive backstepping controllers have been developed for tracking
control of a two degree of freedom parallel robot using fuzzy logic theory and
backstepping design technique. The proposed controllers are able to handle pa-
rameter uncertainties and guarantee that the tracking errors are bounded. The
first fuzzy adaptive controller has many parameters to be updated on-line, which
requires longest computation time, on the other hand, the second and third have
only two parameters which have to be learned on-line. The difference between
the second and third controllers is that the third controller does not depend
on the fuzzy logic approximators, so it requires least computation time among
three controllers. The experiments have been conducted to compare the three
controllers. The test results have shown that all the controllers perform similarly
when there was no additional payload. However, when an additional payload was
added to the robot, the first controller was able to achieve the smaller tracking
errors than the other controllers.
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Abstract. In this paper, a novel non-smooth observer is proposed to handle the 
state estimation of mechanical transmission systems described by sandwich 
model with backlash. Based on the characteristic of the system, a non-smooth 
state-space function is constructed in terms of the separation principle. Then, a 
non-smooth observer is developed based on the obtained non-smooth state-
space model. The observer can switch among the different operating zones 
automatically in terms of the variation of operation conditions. Finally, the 
simulation results are presented.  

Keywords: Non-smooth observer, backlash, sandwich model, state estimation, 
mechanical systems. 

1 Introduction 

It is known that backlash usually exists in mechanical transmission systems such as 
gearbox, hydraulic valves and ball-screw et al. For example, in a typical mechanical 
transmission system, the load is usually driven by a gearbox. Then, the gearbox is 
driven by a motor. In this system, the load and motor can be described by linear 
dynamic models, respectively. The gearbox, on the other hand, can be considered as a 
backlash. According to the physical architecture of the mentioned mechanical 
transmission system, we note that the backlash is embedded between two linear 
dynamic subsystems. Thus, this system can be described by a so-called sandwich 
system with backlash [1-3]. In practical engineering, the input and output of gearbox 
are considered as the internal variables, which are usually not measurable directly. 
Therefore, it is necessary to estimate the states of those internal variables for control 
strategy design or for fault diagnosis [4-5]. Therefore, construction of an observer for 
such systems in order to estimate the states accurately is one of the important issues.  

Until today, there have been many literatures concerning the design of observers 
for nonlinear systems. For instance, in [6], an adaptive robust observer is constructed 
                                                           
* Corresponding author. 
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for estimating the states of the nonlinear system with delay and uncertainty. In [7], by 
solving the matrix inequalities, the switch observer is developed to estimate the states 
of mechanical systems described Weiner model with hysteresis. [8] has constructed a 
high gain observer for the estimation of the states as well as dead zone simultaneously 
based on the Hammerstein model with dead zone. Moreover, [9] employed a two-
layer neural network to construct the observer to estimate the states of a complex and 
nonlinear system. However, based on the authors’ knowledge, almost few published 
papers have mentioned the construction of observers for sandwich systems with 
backlash.  It is noted that the sandwich systems with backlash usually have the 
structure that the backlash in embedded between the input linear subsystem and the 
output linear subsystem. The interval variables i.e., the input and output of the 
backlash is usually un-measurable. Moreover, the embedded backlash is a non-
smooth function with multi-valued mapping. Therefore, it is a much complicated 
system than traditional ones. Clearly, construction of a non-smooth observer for 
sandwich system with backlash to estimate its states is an important and meaningful 
work for the optimal control and fault diagnosis research of the mechanical systems 
involved with backlash. 

 

 

( )u k ( )x k ( )v k ( )y k

x

v

1D

2m

1m
2D−

 
Fig. 1. The structure of the sandwich model with backlash 

2 Sandwich Model with Backlash 

The architecture of sandwich model with backlash is illustrated in Fig.1, where ( )u k  

and ( )y k  are the measurable input and output of the system, respectively. ( )x k  and 

( )v k  are the internal variables which cannot be measured directly. 1L  is the input 

linear subsystem and 2L  is the output linear subsystem. On the other hand, the 

characteristic of the backlash is embedded between the two linear blocks, where 1D  

and 2D  are the width of backlash ( 10 D< < ∞  and 10 D< < ∞ ), respectively. 

Moreover, the slopes of the linear zones of the backlash are defined as 1m  and 2m   

( 10 m< < ∞  and 20 m< < ∞ ), individually.  

For the convenience of constructing the observer, a state space model based on the 
model proposed in [2] is developed.  In the state space model, the in linear subsystem 

1L  can be described by 
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1 11 1 11( 1) ( ) ( )k A k B u k+ = +x x      (1) 

1 1 1( ) ( )k C k=y x                          (2) 

and the output linear subsystem 2L  can be described by: 

2 22 2 22( 1) ( ) ( )k A k B v k+ = +x x                    (3) 

2 2 2( ) ( )k C k=y x                               (4) 

where 1in
ix R ×∈ ，

i in n
iiA R ×∈ ，

1in
iiB R ×∈ ，

1 1
iy R ×∈ ，

1 in
iC R ×∈ ，

1 1u R ×∈
，

1 1v R ×∈ , 1, 2i = . 1ix  and 2ix  represent the ith state variable of 1L  and 2L  

respectively. i in n
iA R ×∈  is the state transition matrix, 1in

iB R ×∈  is the input 

matrix, 1 1
iy R ×∈  is the output variable, in  represents the dimension of the ith 

linear subsystem, 1 1u R ×∈  is the input variable， 1 1x R ×∈  and 1 1v R ×∈  are the 
input and output variables of the backlash. Without loss of generality, in the state 

space function for 1L , set 
11 ( ) ( )nx k x k= , and for 2L , set 

22 ( ) ( )nx k y k= .      

Based on [2] and [10], the following backlash model can be obtained: 

Define ( )m k  and 1( )v k , respectively, as the imposed variables, i.e., 

1 2 1( ) ( ) ( )m k m m m g k= + −                           (5) 

1 1 1 2 2( ) ( )( ( ) ( ) ( ))v k m k x k D g k D g k= − +                       (6) 

where， ( ) ( ) ( 1)x k x k x kΔ = − − ，and the switch functions are defined as： 

0, 0
( )

1, 0

x
g k

x

Δ ≥
=  Δ <

, 1
11

( 1)
1, ( ) ( ) 0

( )

0, else

v k
x k D x k

mg k

− > + Δ >= 


&
， 

and 
2

22

( 1)
1, ( ) ( ) 0

( )

0, else

v k
x k D x k

mg k

− < − Δ <= 


&
. 

Considering the characteristics of input and output relationship of backlash yields: 

1 1 3

3 1 3

( ) ( ) [ ( 1) ( )] ( )

       (1 ( )) ( ) ( ) ( 1)

v k v k v k v k g k

g k v k g k v k

= + − −
= − + −

                (7) 
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where
1 2

3
1 2

1, ( ) ( ) 0
( )

0, ( ) ( ) 1

g k g k
g k

g k g k

+ =
=  + =

 is the switch function utilized to separate 

the linear zones from the memory zone. According to（7），when 3 ( )g k =0，the 

system operates in linear zone and 1( ) ( )v k v k= while 3 ( )g k =1， the system 

operates in the memory and 1 1( ) ( ) ( ) 0v k v k v k= − = . 

By rearranging the above-stated formulae, we obtain the state space description of 
the sandwich model with backlash, i.e. 

11
1 1 11

222 2
21 22

( 1) ( )
( )

( 1) ( )

( ) ( )

i
i

A
k k B

= + u k
k k

A A

k C k

θ

 
+        +       +        

=

0
x x 0

x x 0

y x

       (8) 

The three operating zones are defined as： 

1 1

1 1

1 1 1
1

1 2 1
2

( 1)
1, ( ) ( ) 0

2, else

( 1)
3, ( ) ( ) 0

n n

n n

v k
x k D x k

m

i

v k
x k D x k

m

− > + Δ >
= 
 − < − Δ <


&

&

 

where， [ ]21 1 2i iA β β= ， 2 2( 1)
1

n nRβ × −= ∈0 ， 

2

22 1

1
2 2

22 2

( ), 1

, 2

( ), 3

n
i i

B m k i

i R

B m k i

β β ×

=
= = ∈
 =

0 ， ， 

22 1 1

22 22

22 2 2

( ) , 1

( ) ( 1), 2

( ) , 3
i

B m k D i

B m k v k i

B m k D i

θ
− =
= − =
 =

, 2 1
22

n
i Rθ ×∈ .and 

11 22[ ]C C C= , 

where 1 21 1
11 22[0,0,...,0] , [0,0,...,1]n nC R C R× ×= = ∈ = ∈0 and 
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1 21 ( ) 1

2

( )
( )

( )
n nx k

k R
x k

+ × 
= ∈ 
 

x . Set 

11

21 22

i

i

A

A

A A

 
 =  
 

0

，

11B
B

 
=  
 0

， 

22
i

iθ
 

=  
 

0
η ， 1,2,3)i =（ . Then,（8）can be re-written as:  

( 1) ( ) ( ) ,  i=1,2,3i ik = A k + Bu k+ +x x η                        (9)  

where iA  represents the transition matrix in different operating zones, B  is the input 

matrix，and iη  is the switch vector. 

3 Nonsmooth Observer of Sandwich Systems with Backlash 

Note that only the input ( )u k  and output ( )y k  of the system are measurable. Then, 

the sandwich system with backlash is only completely observable in the linear 
operating zone, i.e. as 1,3j = , the rank of the observable matrix 

1 2 1, , ...,
Tn n

j jN C CA CA + − =    equals 1 2n n+ . In the memory zone, the rank of the 

observable matrix would be 2n . Thus, only the output linear subsystem 2L  is 

completely observable but the input linear subsystem 1L  is not observable. 

Therefore, the whole system is not completely observable. As the observer design 
depends on both traditional method of feedback gain matrix design and the 
Lyapunov’s method, it requires the system to be completely observable. In this case, 
the two methods mentioned-above will not be available to the sandwich system with 
backlash .  

Based on (9)，the Luenberger’s observer is proposed for the sandwich system with 
backlash: 

ˆˆ ˆ ˆ( 1) ( ) ( ) ( ( ) ( )), ( 1, 2,3)j jk A k Bu k K k k j+ = + + + − =x x η y y    (10) 

     ˆ ˆ( ) ( )k C k=y x     

where，
22

ˆ
ˆj

jθ
 

=  
  

0
η ，

22 1 1

22 22

22 2 2

( ) , 1
ˆ ˆ( ) ( 1), 2

( ) , 3
j

B m k D j

B m k v k j

B m k D j

θ
− =
= − =
 =

, and feedback gain matrix 

1 21 1 1
1 2

2

, ,n nK
K K R K R

K
× × 

= ∈ ∈ 
 

. 
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It is worth noticing that because only ( )u k  and ( )y k  of the sandwich system 

with backlash is measurable and the state variables 
11nx , 

11nxΔ  and v  which 

determine the operating zone is not measurable. Thus, the observer can only be 

switched according to the estimates of 
11̂nx , 

11̂nxΔ , and v̂ . However, the difference 

between the initial states values of the observer and the initial values of the real 
system, at the starting stage, may lead to a wrong estimation of the operating zone so 
as to result in large estimation error of the states. Thus, the following state difference 
based observer is constructed, i.e.    

( 1) ( ) ( ) ,g sg sgk F k A k η+ = + Δ + Δe e x                    (11) 

where ( ) ( ) ( )( ),g g k sg s k g kF A KC A A A= − Δ = − ，and ( ) ( )ˆ
sg s k g kη η ηΔ = − , 

as well as ( ) {1,2,3}g k ∈  and ( ) {1,2,3}s k ∈  represent the number of operating zones 

of the observer and the number of operating zones of the system, respectively. For 
instance，if the observer works in zone 1 but the system operates 1n zone 2, then 

( )g k ＝1 and ( )s k ＝2. (11) can be further represented by 

11 1 22
1 1 1

2 2 2
21 ( ) 22 2 22 21

22

0 0
( 1) ( ) ( )

( 1) ( ) ( )
0

0
                 

g k sg

sg

A K C
k k k

=
k k k

A A K C A

θ

  −
+       +       +       − Δ  

 
+  Δ 

e e x

e e x
 

where 21 21 ( ) 21 ( ) 22 22 ( ) 22 ( )
ˆ,sg s k g k sg s k g kA A A θ θ θΔ = − Δ = − ， and 

ˆ( ) ( ) ( )k k k= −e x x , moreover, ˆ ( )kx is the estimate of the state， ˆ ( )ky is the 

estimate of the output，and ( )ke is the state estimation error. 

It can be proved that if sub-state 1x  is bounded, i.e., 1, ( ) bm
k k x∀ ≤x  where 

0bx ≥ is the given constant, and the initial estimation error of the observer is also 

bounded, i.e. 1(1) bm
e≤e ， 0be ≥  is the given constant while all the eigenvalues 

of both 11A and 22 2 22( )A K C−  are in the unit circle, the state estimation error of 

the observer will eventually converge to zero. 
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Fig. 2. The mechanical transmission system  

4 Simulation 

Suppose that a mechanical transmission system servomotor, gearbox, screw and work 
platform is shown in Fig. 2. In this system, the servomotor is used to drive a gearbox 
connected with a mechanical work platform through a screw. In this system, u is the 
servomotor rotational angle, x is the angle of the gearbox, and y is the displacement of 
the work platform. The work platform can be considered as smoothly linear dynamic 
subsystems. However, the gearbox and screw in this system is a typical backlash-like 
hysteresis due to the tear and wear of the gear teeth. It is assumed that this 
transmission system can be desceibed by the following state space sandwich model 
with backlash, i.e. 

The servomotor is described by :  

11 11

12
12

( 1) ( )0.8 0 0.004107
( )

0.01 0.45 ( ) 0
( 1)

x k x k
u k

x k
x k

 +       = +          + 

, 

the gearbox is represented as： 

12 12 12

12 12 12

( ) 0.04, ( ) ( 1) 0.04 ( ) 0

( ) ( 1), else

( ) 0.04, ( ) ( 1) 0.04 ( ) 0

x k x k v k x k

v k v k

x k x k v k x k

− > − + Δ >
= −
 + < − − Δ <

&

&

, 

where， 1 2 1 21, 0.04m m D D= = = = ; and the work platform is denoted as  

21 21

22
22

( 1) ( )0.8 0 0.25
( )

0.2 0.9 ( ) 0
( 1)

x k x k
v k

x k
x k

 +       = +          + 

; 
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( ) ( ) [0 0 0 1]

( )

( )

x k

x k
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x k

x k

 
 
 = =
 
 
 

x  . 

Based on the proposed observer design method, we obtain the following sandwich 
model in state space, i.e.  

1 1 12

2 2 12

3 3 12

( ) ( ) ( ), ( ) 0.01

( 1) ( ) ( ) ( ) , 0.01 ( ) 0.01

( ) ( ) ( ), ( ) 0.01
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k A k Bu k k x k
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x η
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x η
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[ ]( ) ( ) 0 0 0 1 ( )y k C k k= =x x .                                                 

where, [ ]11 12 21 22( )
T

k x x x x=x , 

1 3 2

0.8 0 0 0 0.8 0 0 0

0.01 0.45 0 0 0.01 0.45 0 0
,

0 0.25 0.8 0 0 0 0.8 0

0 0 0.2 0.9 0 0 0.2 0.9

A A A

   
   
   = = =
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0

0
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1 2 3

0 0 0

0 0 0
, ,

0.01 0.25 ( 1) 0.01

0 0 0

v k
η η η

     
     
     = = =
     − −
     
     

, and 

[ ]0 0 0 1C = . Moreover, the decomposition of the corresponding transition, 

input and output matrixes are 11 22

0.8 0 0.8 0
,

0.01 0.45 0.2 0.9
A A

   
= =   
   

, 

11

0.004107

0
B

 
=  
 

, 11 [0 0]C = , and 22 [0 1]C = .  

Note that the eigenvalues of 11A  are  [0.8 0.45]  which are in the unit circle 

and when we choose the feedback gain matrix as [0  0  0.1  0.1]TK = , then the 

eigenvalues of 22 2 22( )A K C−  are [0.8000+0.1414i, 0.8000-0.1414i]  which 
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are also in the unit circle, therefore, the estimation error of the observer will 
convergence to zero eventually.   

For comparison, the conventional observer is also used for state estimation of this 
system. In this case, the effect of the backlash is neglected in the observer design. 
Thus, the sandwich system will be considered as a linear system which composed of 
two linear subsystems with a proportion gain. The corresponding conventional 
observer is of the form:  

ˆ ( 1)k + =x ˆ ˆ( ) ( ) ( ( ) ( ))lA k Bu k K y k y k+ + −x  

where the feedback gain matrix is chosen as [0 0 0.1 0.1]T
lK = . 

Set the initial states of the observer as ˆ (0) [5,0.2,0.5,0.02]T=x  and the initial 

values of the real states as (0) [0,0,0,0]T=x .  

 

Fig. 3. The estimate performance of the non-smooth observer 

Fig.3 shows the estimate results of the proposed non-smooth observer, in which the 
solid line and the dash line represent the real data and the estimated state values of the 
non-smooth observer, respectively. It is clearly showed that the non-smooth observer 
can track the real states of the sandwich system with backlash accurately.   

On the other hand, Fig. 4 illustrates the estimate results of the conventional 
observer. In Fig.3, the solid line and the dash line represent the real data and the 
estimated states of the conventional observer, respectively. It is clearly showed that 
the conventional observer can not track the real states of the system accurately 
especially.  
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Fig. 4. The estimation performance of conventional observer 

 

Fig. 5. Estimation error compassion of two kinds of observer 

Moreover, Fig. 5 presents the comparison of estimate errors between the proposed 
method and the conventional approach. Obviously, the estimate errors of the 

conventional observer for the states 21x  and 22x  are much larger than the others 

due to the effect of backlash inherent in the gearbox embedded between the motor and 
work platform. Those results also show that the proposed non-smooth observer has 
achieved much better performance than the conventional one.  

5 Conclusion 

In this paper a non-smooth observer is proposed for the state estimation of mechanical 
systems described by sandwich models with backlash. A non-smooth state-space 
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model is constructed with the switch functions to mimic the property of backlash. 
Then, the non-smooth observer is designed based on the obtained non-smooth state 
space model.  

The simulation results show that the proposed non-smooth observer can track the 
states of the transmission system accurately. It is rather promising to be applied to 
engineering practice. 
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Abstract. A Proportional-Derivative (PD) control scheme based on on-line 
compensation of disturbance signals is proposed for robust and efficient 
tracking of desired motion trajectories in a three-axis milling machine tool. The 
friction and cutting forces are lumped into an unknown bounded time-varying 
disturbance input signal affecting the dynamics of the motion axes of the 
milling machine. An estimation method is applied for on-line estimation of the 
disturbance and velocity signals required to implement the motion controllers. 
Simulation results are provided to show the efficient and robust tracking 
performance of the proposed motion control scheme and the fast and effective 
estimation of the perturbation and velocity signals.  

Keywords: Milling Machine, Motion Control, Perturbation Estimation. 

1 Introduction 

Robust and efficient control of automatic metal-cutting machine tools has become a 
very important and challenging research topic because of the modern manufacturing 
systems demand high levels of production and quality of manufactured products. 
Therefore, the motion control algorithms for these mechatronic machines must 
guarantee real-time, fast, and accurate tracking of the specified machining trajectories, 
minimizing the positioning and contouring errors. In addition, the designed 
controllers should be simple and low cost for their practical implementation. Thus, the 
reduction of the number of sensors is an important aspect that must be taken into 
account in the design process of any control scheme for automatic machining. 

On the other hand, the machining process dynamics are very complex, involving 
nonlinear friction and cutting forces, structural nonlinearities, parametric uncertainty, 
undesirable vibrations, and other nonlinear effects (see [1-2] and references therein). 
Hence the motion control schemes should be robust with respect to those perturbation 
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dynamics and their design will be commonly based on simplified mathematical 
models. In fact, there exist several interesting developments of controllers for 
machine tools, which are based on Lyapunov methods, classical control, neural 
networks, adaptive force control, nonlinear observer-based control, variable-gain 
control, fuzzy logic control and H∞ control (see [3-8] and references therein). 

In this paper a Proportional-Derivative (PD) control scheme with compensation of 
disturbance signals is proposed for robust and accurate tracking tasks of reference 
trajectories specified for the motion axes of a three-axis milling machine tool, using 
position output measurements only. Our control design methodology differs from 
others in that the control problem is seen as a bounded disturbance signal processing 
problem, which allows the design of quite simple and feasible robust control schemes 
to be implemented using commercial embedded control technologies. In the control 
design process, a simplified mathematical model of the motion axes subjected to 
unknown bounded disturbance signals is considered. These disturbance signals 
include the cutting and friction forces. A family of Taylor polynomials is proposed to 
locally model the disturbance signals. The extended disturbance-plant mathematical 
model is used to design a Luenberger high-gain dynamic observer to estimate the 
disturbance and velocity signals required for implementation of the controllers. This 
estimation scheme of disturbance signals and states is based on the design 
methodology of robust observers with respect to un-modeled perturbation input 
signals of polynomial type presented by Sira-Ramírez et al. in [9]. Simulation results 
are provided to show the robust and efficient performance of the proposed disturbance 
observer-control scheme. 

2 Mathematical Model of the Milling Machine Axes 

Consider the schematic diagram of a rigid motion axis of a milling machine shown in 
Fig. 1, where x is the linear displacement of the cart, θ is the angular displacement  
of the power transmission screw, m is the mass of the cart, J is the mass moment of 
inertia of the ball screw, cb and ct are the equivalent viscous damping coefficients of 
the cart and screw bearings, respectively, and τ is the control input torque.  

 

Fig. 1. Schematic diagram of a milling machine rigid axis 

Then, the mathematical model that describes the dynamic behavior of the X, Y and 
Z motion axes of a three-axis milling machine is given by 
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a a a

 

 
In the above, “sign” denotes the signum function, J1, J2 and J3 are the mass moments 
of inertia of each screw of the X, Y, and Z axes, respectively, m1, m2 and m3 are  
the masses of each cart, which are displaced by the screws, cbi and cti, i = 1, 2, 3, are 
the equivalent viscous damping coefficients of the nut and guideways bearings, and  
of the support bearings of the screws of each axis, respectively. Here, a = p/2π is the 
proportionality constant of the angular-linear displacement, x = aθ, and p is the pitch 
of the transmission screw, μ1, μ2 and μ3 are the Coulomb friction forces for each axis 
of the machine, Fcx, Fcy and Fcz are the cutting forces induced by the machining 
process in the X, Y and Z directions. In addition, τx, τy and τz denote the control input 
torques applied to the X, Y and Z motion axes, respectively. In our study, it is assumed 
that the milling machine uses counterweights to properly compensate the gravity 
loads (see [10]). Note that the gravitational force in the Z direction can also be 
considered as a perturbation input term for purposes of control design.   

In this study, the Kline’s quasi-static model for prediction of the cutting forces for 
slotting and side milling operations described in [2] is used to evaluate the robustness 
of the proposed motion control scheme 
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= +
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                             (2) 

where us is the power required to machine a unit volume of the work material, da is 
the axial depth of cut, f is the feed per tooth, nt is the number of teeth on the cutter in 
contact with the workpiece, D is the diameter of the milling cutter, λ is the angle of 
the cutting edges, b is the radial depth of cut, vi is the tool rotation angle, (v0,vm) is the 
angular range of a cutting edge cuts.  
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In this work, the cutting forces for a slotting operation on soft steel (us = 0.5 
kW/cm3/min) resulting from applying the mechanistic model (2) will be considered as 
terms of the unknown disturbance signals affecting the dynamics of the machine 
motion axes. For this operation, a vertical cutter with two edges is employed, with 

45λ = ° , D = 10 mm, da = 0.005 m, f = 0.001 m and spindle speed N = 1800 rpm, nt = 
1 and b = 10 mm. 

3 PD Control with Disturbance Compensation 

In the design process of the motion controllers for the X, Y and Z axes, the following 
simplified mathematical model subjected to the disturbance signals ξx, ξy and ξz is 
considered 

( )

( )

( )

x x x

y y y

z z z

x b t

y b t

z b t

τ ξ
τ ξ
τ ξ

= +
= +

= +





                                                            (3) 

where 

1 2 3

1 1 1
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e e e
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t x sign x F

m m m
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2 2

2 2 2
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y cy
e e e

c
t y sign y F

m m m
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3 3

3 3 3

1
( ) ( )e

z cz
e e e

c
t z sign z F

m m m

μξ = − − −   

Assuming temporally perfect knowledge of those disturbance signals, we obtain from 
(3) the following PD controllers with compensation of the perturbation for tracking 
tasks of desired reference trajectories for motion of the axes of the milling machine: 

1, 0,

1, 0,

1, 0,
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τ α α ξ

∗ ∗ ∗

∗ ∗ ∗

∗ ∗ ∗

 = − − − − − 

 = − − − − − 

 = − − − − − 

  

  

  

                            (4) 

where x*(t), y*(t) and z*(t) are the desired reference trajectories for the displacements 
of the carts of the X, Y and X axes, respectively. 

The use of the controllers (4) yield the following set of differential equations for the 
closed-loop dynamics of the tracking errors, ex = x-x*(t), ey  = y-y*(t) and ez = z- z*(t): 
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1, 0, 0, , ,i i i i ie e e i x y zα α+ + = =                                    (5) 

The characteristic polynomials are then given by 

2
1, 0,( ) , , ,i i ip s s s i x y zα α= + + =                                   (6) 

Therefore, selecting the design parameters α0,i, α0,i, i = x, y, z, so that the 
characteristic polynomials (6) are  Hurwitz polynomials, the asymptotic tracking of 
the reference trajectories is guaranteed. 

In this paper the following Hurwitz polynomials are proposed to get the gains of 
the controllers: 

2
, , , ,( ) 2 , , ,d i c i c i c ip s s s i x y zζ ω ω= + + =                            (7) 

where ωc,i > 0 and  ζc,i > 0 are the natural frequencies, and viscous damping ratios, 
respectively, for the desired closed-loop dynamics of the tracking errors. 

Since the controllers (4) require information of the disturbance signals ξx, ξy and ξz, 
and the velocities of the carts of the milling machine, this paper propose the 
application of the design methodology of robust observers with respect to polynomial 
type perturbation input signals presented by Sira-Ramírez et al. in [9] for on-line 
estimation of the disturbance and velocity signals. The proposed disturbance observer 
is called a Generalized Proportional Integral (GPI) observer, because its design 
approach is the dual counterpart of the so-called GPI controllers. 

4 Estimation of Disturbance Signals 

In the design process of the observers, it is assumed that the perturbation input signals 
can be locally approximated by a family of Taylor polynomials of (r-1)th degree as 
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where all the coefficients pj,i are completely unknown. 
An extended approximate state space model for the perturbed dynamics of the axes 

of the milling machine is then given by 
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                                                   (9) 
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where η1,i = i, η2,i = 1,iη ,  ξ1,i = ξi, ξ2,i = iξ , ξ3,i = iξ , …, ξr,i =
( 1)r
iξ − , i = x, y, z. 

Then the disturbance and velocity signals can be estimated by the following 
Luenberger state observers 
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                                    (10) 

The dynamics of the estimation errors, e1,i = η1,i - 1,ˆ
iη ,    e2,i  = η2,i - 2,ˆ

iη , epk,i = ξk,i - ,k̂ iξ , 

k = 1, 2, …, r, i = x, y, z, are then given by 
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                                          (11) 

From this expression, it is not difficult to see that the dynamics of the observation 
errors, e1,i = x, y, z, satisfy the following set of differential equations 

( 2) ( 1) ( ) ( 1)
1, 1, 1, , 1, 1, 1,

2, 1, 1, 1, 0, 1,

...

0

r r r r
i r i i r i i r i i
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e e e e

e e e

β β β
β β β

+ + −
+ −+ + + +

+ + + =   
                             (12) 

which are completely independent of any coefficients pi,j of the Taylor polynomial 
expansions of the disturbance signals ξr,i(t). 

The design parameters of the observer (10) are chosen so that the characteristic 
polynomials of the dynamics of the observation errors are Hurwitz polynomials 
described by 

2 2 3
, , ,1 , ,( ) ( )( 2 )o i o i o o i o ip s s p s sζ ω ω= + + +                     (13) 

where , , ,, , 0o i o i o ip ζ ω > , i = x, y, z. 
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5 Simulation Results 

Some numerical simulations were performed to verify the robustness of the proposed 
motion scheme and the fast estimation of the disturbance signals using the following 
parameters for the milling machine axes: m1 = m2 = m3 = 8 Kg, ct1 = ct2 = ct3 = 2.5 
Ns/m, cb1 = cb2 = cb3 = 2.5 Ns/m, J1 = J2 = J3 = 0.005 N-m2, μ1 = μ2 = μ3 = 0.3 N,    
p1 = p2 = p3 = 0.01 m. 

Fig. 3 shows the motion trajectory specified for the cutting operation in the x-y 
plane. The first desired movement is a straight line starting at the point 1 and ending 
at the point 2. Next, the cutter moves from point 2 toward point 3 in straight line as 
well. The axial depth of cut is a constant value of 5 mm, and the modulus of the x path 
from point 2 to point 3 is 80 mm, which is the same for the modulus of the y path 
from point 1 to point 2. This path of 80 mm of length is specified to be performed into 
a time of 26.667 s. 

 

Fig. 2.  Trajectory specified for the cutting operation 

According to the parameters used in the quasi-static mathematical model (2) for 
prediction of the cutting forces (axial depth of cut of 5 mm, feed per cutter tooth of 
0.05 mm, number of teeth on the cutter of 2, and spindle speed of 1800 revolutions 
per minute), one gets the feed rate of 3 mm/s and the time required to mill the path of 
80 mm as 26.667 s. 

The expressions of the straight line trajectories are described as follows. From 
point 1 to point 2: 

( ) 0.075 [ ], ( ) 0 [ / ]

( ) ( ) [ ], ( ) [ / ]

( ) 0.005 [ ], ( ) 0 [ / ]

d d

f i f i
d i i d

f i f i

d d

x t m x t m s

y y y y
y t t t y m y t m s

t t t t

z t m z t m s

= =
− −

= − + =
− −

= − =
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with initial (i) and final (f) conditions: 

0 , 26.667 , 0.075 , 0.105 ,

0.025 , 0.005

= = = = − = −

= − = = −
i f i f i

f i f

t s t s x x m y m

y m z z m
 

From point 2 to point 3: 

( ) ( ) [ ], ( ) [ / ]

( ) 0.025 [ ], ( ) 0 [ / ]

( ) 0.005 [ ], ( ) 0 [ / ]

f i f i
d i i d

f i f i

d d

d d

x x x x
x t t t x m x t m s

t t t t

y t m y t m s

z t m z t m s

− −
= − + =

− −

= − =
= − =






 

with initial (i) and final (f) conditions: 

26.667 , 53.334 , 0.075 , 0.005 ,

0.025 , 0.005

= = = − =

= = − = = −
i f i f

i f i f

t s t s x m x m

y y m z z m
 

Figs. 3, 4 and 5 depict the robust and efficient tracking performance of the proposed 
control approach rejecting disturbances directly affecting the dynamics of the  
motion axes of the milling machine. In addition, one can observe the fast and effective 
estimation of the disturbance signals. The control gains were selected to get Hurwitz 
polynomials according to the equation (8), with ωc,i = 12 rad/s and ζc,i = 0.7071, i = x, y, z. 
The gains of the disturbance observer were set to have ωo,i = po,i =700 rad/s and ζo,i = 
0.7071. 

 

Fig. 3. Closed-loop x-axis response and estimation of the disturbance signal ξx 
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Fig. 4. Closed-loop y-axis response and estimation of the disturbance signal ξy 

 

Fig. 5. Closed-loop z-axis response and estimation of the disturbance signal ξz 

6 Conclusions 

In this paper we have proposed a PD control scheme based on rejection of 
disturbances for robust and efficient tracking tasks of reference trajectories specified 
for the movements of the axes of a three-axis milling machine tool. The cutting and 
friction forces generated during the machining process of the workpiece were 
considered as unknown bounded perturbation signals affecting the motion axes 
dynamics. Since the deigned controllers requires information of these signals, a on-
line estimation scheme of perturbation signals based on Taylor polynomial models 
has been applied. Simulations results show the robust and efficient performance of the 
proposed disturbance observer-control approach and the fast and effective estimation 
of the disturbances signals. 
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Bilateral Teleoperation Systems with Time
Varying Delays
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Abstract. This paper proposes a novel stabilization scheme to deal with
time varying delays within a bilateral teleoperation system. The master
and slave manipulators were modeled as linear single degree of freedom
systems. The human user force was modeled based on the band limited
availability of human motion, and the environmental force was modeled
as a spring and damper combination based on the slave position. An
impedance matching approach was applied to the master side dynamics,
while a static error feedback gain was used to stabilize the slave side
dynamics. A Lyapunov functional based on the error of the system is
proposed with consideration for the maximum level of delay experienced
within the system. From here, LMI approaches are used with Jensen’s in-
equality to determine the static feedback control gain Kc. The cone com-
plementarity algorithm is used to deal with non-linear terms within the
LMI. Numerical simulations were conducted using Matlab and Simulink
toolkits to demonstrate the stability and performance of the algorithms.

1 Introduction

Teleoperation schemes (where one manipulator controls the movement of another
at a remote location with force feedback) are becoming a more common tool used
in today’s world. They allow remote access to a site that is unsafe for human
occupation, but for which work needs to be done. While working with a remote
robot, tactile response from the environment in terms of force feedback can
greatly improve the user’s performance over solely visual and audio cues [7].
Most current control algorithms strike a balance between stability (range of
safe operation) and transparency (level of system precision) as typically one
is reduced to help improve the other. The majority of research in the field is
currently focused on advanced modeling of non-linear systems and subsequent
controllers for these devices, and on systems in which the master and slave
are identical. Unfortunately, many of the challenges requiring a teleoperation
system do not allow for symmetric manipulators, typically due to size constraints

� Thanks to NSERC and CFI Canada for financially supporting this research work.

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 632–642, 2012.
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(e.g. a micro sized slave manipulator for precision work), or strength/weight
consideration depending on the environment (such as deep sea pressures).

While accurate modeling of systems is one challenge, a second important
challenge is in dealing with properties of network behavior such as time delay.
With the expanding desire for use of teleoperation schemes and network con-
trol systems on less reliable networks (such as the internet), renewed focus has
been placed on control schemes that can overcome the obstacles presented by
lower Quality-of-Service (QoS) networks. While extensive work has been done
for higher QoS of networks with algorithms such as H∞ [1], and passivity based
methods [8], a more general overview of teleoperation can be found in [9]. The
main factors to overcome on lower QoS networks are increased and variable time
delay, along with issues of data dropout and/or packet loss depending on the
particulars of the network. The reasons for exploring lower QoS networks involve
cost, ease of implementation, wireless setup, existing infrastructure, etc.

In this paper the work focuses on a novel stabilization scheme with applica-
tions to asymmetrical teleoperation with time varying delays. Individual control
schemes are derived for the master(impedance matching) and slave (constant
feedback gain) systems, while a Lyapunov based stabilization criterion is used
to prove the stability. The paper discusses the modeling choices for the systems
in Section 2, the controller design methodology in Section 3.1, stability analysis
in Section 3.2, simulation results in Section 4, and concluding remarks.

2 Problem Formulation

The goal of the work is to provide a high performance teleoperation system with
strong levels of feedback and positional tracking on lower QoS networks such as
the internet. The work focuses on an asymmetric teleoperation scenario as laid
out in Fig. 1, which consists of a master and slave manipulator pair working
together over a network with variable time delay such as the internet.

Master Side General Dynamics. Consider a single degree of freedom ma-
nipulator with linear properties and only have mass and damping, the general
dynamic equation representing the system is:

mmẍm + bmẋm = Fh + Um (1)

where mm represents the mass of the system, bm represents the damping, xm
the position, Fh the human input force and Um the control signal to the system.
The system can be represented in the state-space form:

ẋm = Amxm +Bm(Fh + Um)

Fig. 1. Block Diagram of the Bilateral Teleoperation System



634 T. Hilliard and Y.-J. Pan

where:

Am =

[
0 1
0 −bm/mm

]
, Bm =

[
0

1/mm

]
.

For simplicity in controller design, an impedance matching approach is applied
to master side (similar to work in [2]) such that the master manipulator will
have the same impedance as the following system:

Mẍm +Bẋm +Kxm = Fh − Fe(t− τs(t)) (2)

where M, B and K represent the mass, damping and stiffness of the desired
impedance system respectively. The desired impedance system can be repre-
sented in state space as:

ẋm = AMxm +BM (Fh − Fe(t− τs(t))) (3)

where:

AM =

[
0 1

−K/M −B/M

]
, BM =

[
0

1/M

]
.

An impedance matching approach is used as to allow for a constant system
control gain Kc to be design later on to only have an impact on the slave side
dynamics. By allowing the user to control the master side impedance dynamics
through the choice of B, K and M, the level of stability in the system can be
tuned to match what is necessitated by the application. The master controller
is designed as

Um = (bm − mm

M
B)ẋm + (

mm

M
− 1)Fh − mm

M
(Fe(t− τs(t)) +Kxm) (4)

which can realize the desired impedance model in Eq.(3).

Slave Side General Dynamics. Similar to the master dynamics, we consider
the slave manipulator to be modeled as a single degree of freedom manipulator
with only mass and damping properties. The dynamic equation governing the
system is:

msẍs + bsẋs = Us − Fe (5)

where ms represents the mass of the system, bs represents the damping, xs the
position, Fe the environmental contact force and Us the control signal to the
system. The system can be represented in state-space as:

ẋs = Asxs +Bs(Us − Fe)

where:

As =

[
0 1
0 −bs/ms

]
, Bs =

[
0

1/ms

]
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Environmental Force. For simulation work it is necessary to model the ex-
pected environmental forces that would act upon the slave manipulator in an
experimental setting. For this work, the chosen scenario was when the slave ma-
nipulator is positioned against a non-rigid surface (such as foam), where motion
into the foam would cause a reactionary force, and motion away from the foam
would cause no environmental force (air drag is considered minimal at low speeds
and thus neglected). The foam is modeled as a spring and damper system (Co-
efficients of Be and Ke) based on the position of the slave manipulator when
xs ≥ 0 , and 0 when xs < 0. The approach has been previously used in [5].

3 Static Feedback Controller Design

This section shows the main results of the work, namely the static feedback
controller design for a system with variable time delay with a known upper
bound. Using the previously defined system dynamics in Section 2, the following
LMI problem can be used as a stabilization criterion.

3.1 Slave Side Controller Design

It is necessary to derive the error dynamics of the system in order to properly
substitute into Lyapunov candidate derivative terms in (11) and design the sys-
tem control Us. For most teleoperation applications, it is desirable for the slave
to track the position of the master in real time i.e. e(t) = xs(t)− xm(t). Hence

ė = Ame+ (As −Am)xs +BmFe(t− τs(t))−BmFh +BsUs −BsFe (6)

where τs(t) represents the time delay in communication from the slave to the
master, and τm(t) represents the delay from the master to the slave.

From (6), the term (As − Am)xs needs to be eliminated using the slave side
control law. The term (As −Am) can be represented as:

As −Am =

[
0 0
δ1 δ2

]
, δ1 = K/M, δ2 = B/M − bs/ms (7)

where all the terms lie is the same channel the control input Us, in the ẋ2s
channel, which means that a portion of the Us can be used to eliminate it.

Now design a control signal of the form:

Us = −ms[δ1x1s + δ2x2s] +Kc(xs(t− τm(t)) − xm(t− τm(t)))

+ αFh(t− τm(t)) − βFe(t) + Fe(t) (8)

where the first term (−ms[δ1x1s + δ2x2s]) of the control input Us is to deal with
the asymmetry of the system as represented in (7). The second term (Kc(xs(t−
τm(t))−xm(t−τ1(t)))) is the controller input on the delayed error, as the current
value of position is not available to the slave side, but with an ability to record
states and send time stamps, the delayed value of the slave states can be made
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available. The remaining terms (αFh(t−τm(t))−βFe(t−τs(t))+Fe(t)) are used
to provide a bound to the external disturbances Fh and Fe.

Substituting (8) into (6) yields:

ė = Ame+ BmFe(t− τs(t))− βBsFe(t) + αBsFh(t− τm(t))

−BmFh(t) +BsKce(t− τm(t))].

From the error dynamics we design an α = ms/M values to combine the
αBsFh(t − τm(t)) − BmFh(t) terms from the error dynamics to a single dif-
ference term. Similarly we want to bound BmFe(t− τs(t))−βBsFe(t) to a single
difference term by selecting β = ms/M . Then the error dynamics becomes:

ė = Ame+BsKce(t− τ(t)) +D (9)

where D = Bm[d1+d2] with d1 = Fh(t− τm(t))−Fh(t) and d2 = Fe(t− τs(t))−
Fe(t), and for simplicity, τ(t) = τm(t).

3.2 Stability Analysis

Theorem 1. For given constant τ2, if there exist matrices X > 0, Q̂ > 0, R̂ > 0
and Y with appropriate dimensions, such that the following LMI⎡

⎢⎢⎢⎢⎣
−Q̂ − R̂ 0 0 0 R̂ 0 0

∗ Q̂ + AmX + XAT
m − R̂ I 0 R̂ + BsY XAT

m τ2XAT
m∗ ∗ −γ1I X 0 0 0

∗ ∗ ∗ −I 0 0 0

∗ ∗ ∗ ∗ −2R̂ Y TBT
s τ2Y

TBT
s∗ ∗ ∗ ∗ ∗ −γ2I 0

∗ ∗ ∗ ∗ ∗ ∗ −XR̂−1X

⎤
⎥⎥⎥⎥⎦ < 0 (10)

holds, then systems (2) and (5) are asymptotically stable.

Proof. Let us choose a Lyapunov Candidate of the following form similar as
in [3]:

V = V1 + V2 + V3 (11)

V1 = e(t)TPe(t);V2 =

∫ t

t−τ2

eT (s)Qe(s)ds

V3 =

∫ 0

−τ2

∫ t

t+s

ėT (v)τ2Rė(v)dvds

where τ2 is the maximum level of time delay of the time varying delay τ(t). It
is also noted that P,Q,R > 0. The time derivatives of each function are:

V̇1 = e(t)TP ė(t) + ė(t)TPe(t)

V̇2 = eT (t)Qe(t)− eT (t− τ2)Qe(t− τ2)

V̇3 = (ėT (t)τ22Rė(t)−
∫ t

t−τ2

ėT (v)τ2Rė(v)dv)
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We can then apply Jensen’s Inequality ( [3] or [4]) for the following term:

−
∫ t

t−τ2

ėT (v)τ2R2ė(v)dv ≤

⎡
⎣ e(t)
e(t− τ(t))
e(t− τ2)

⎤
⎦
T ⎡
⎣−R R 0

∗ −2R R
∗ ∗ −R

⎤
⎦
⎡
⎣ e(t)
e(t− τ(t))
e(t− τ2)

⎤
⎦ .(12)

Then by substituting (9) into (11),

V̇ = eT (t)(Q + PAm +AT
mP + γ−1

1 PP )e(t) + eT (t)PBsKce(t− τ(t))
+e(t− τ(t))KT

c B
T
s Pe(t)− eT (t− τ2)Q2e(t− τ2)

+ėT (t)(τ22R)ė(t) + γ1D
TD

Ignoring the ėT (t)(τ22R)ė(t) temporarily and converting to an LMI form with
the previous terms from (12):⎡

⎣ e(t)
e(t− τ(t))
e(t− τ2)

⎤
⎦
T ⎡
⎣Π1 Π2 0

∗ −2R R
∗ ∗ −Q−R

⎤
⎦
⎡
⎣ e(t)
e(t− τ(t))
e(t− τ2)

⎤
⎦+ γ1D

TD

where:

Π1 = Q+ PAm +AT
mP + γ−1

1 PP −R;Π2 = R+ PBsKc

Let ζ(t) =

[
e(t)

e(t− τ(t))

]
. We can then rewrite the LMI of this portion as:

[
e(t− τ2)

ζ

]T [−Q−R Π4

∗ Π3

] [
e(t− τ2)

ζ

]
+ γ1D

TD

where:

Π3 =

[
Π1 Π2

∗ −2R

]
, Π4 =

[
0 R
]
.

The next term that needs to be examined is ėT (t)(τ22R)ė(t), which can be rep-
resented as

[
e(t)

e(t− τ(t))

]T [
Am BsKc

]T
(τ2Rτ2 + γ

−1
2 I)

[
Am (BsKc)

] [ e(t)
e(t− τ(t))

]
+DT (τ22R)D + γ2D

T (τ22R
TRτ22 ) (13)

Substituting (13) into the main LMI and applying the Schur Complement yields

V̇ ≤

⎡
⎢⎢⎢⎢⎣
−Q−R 0 R 0 0

∗ Q+ PAm +AT
mP + γ−1

1 PP −R R +BsKc AT
m τ2A

T
m

∗ ∗ −2R KT
c B

T
s τ2K

T
c B

T
s

∗ ∗ ∗ −γ2 0
∗ ∗ ∗ ∗ −R−1

⎤
⎥⎥⎥⎥⎦

+ γ1D
TD +DT (τ22R)D + γ2D

T (τ22R
TRτ22 )D

≤ Θ − eTe+DT (γ1I + τ
2
2R+ γ2τ

2
2R

TRτ22 )D
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where

Θ =

⎡
⎢⎣

−Q − R 0 R 0 0

∗ Q + PAm + AT
mP + γ−1

1 PP − R + I R + BsKc AT
m τ2A

T
m

∗ ∗ −2R Y TBT
s τ2Y

TBT
s∗ ∗ ∗ −γ2 0

∗ ∗ ∗ ∗ −R−1

⎤
⎥⎦

If Θ < 0 holds, then

V̇ ≤ −‖e(t)‖2 + ‖DT (γ1I + τ
2
2R+ γ2τ

2
2R

TRτ22 )D‖

which shows that the error is bounded and the bound is determined by the
magnitude of the terms γ1 and γ2, ‖D‖, the eigenvalues of R, and the upper
bound of the delay τ2.

The next step is to linearize the above system by pre and post multiply by
diag(P−1, P−1, P−1, I, I) and then make the following substitutions, while ap-
plying the Schur complement to linearize the diagonal terms:

X = P−1, Y = KX, Q̂ = XQX, R̂ = XRX

Which results in the following LMI:

⎡
⎢⎢⎢⎢⎣

−Q̂ − R̂ 0 0 0 R̂ 0 0

∗ Q̂ + AmX + XAT
m − R̂ I 0 R̂ + BsY XAT

m τ2XAT
m∗ ∗ −γ1I X 0 0 0

∗ ∗ ∗ −I 0 0 0

∗ ∗ ∗ ∗ −2R̂ Y TBT
s τ2Y

TBT
s∗ ∗ ∗ ∗ ∗ −γ2I 0

∗ ∗ ∗ ∗ ∗ ∗ −XR̂−1X

⎤
⎥⎥⎥⎥⎦ < 0 (14)

This completes the proof. �
We then need a method to deal with the non-linear term XR̂−1X in (10). We
can replace this with a new variable G, and apply additional constraints to LMI
system to approximate:⎡

⎢⎢⎢⎢⎣
−Q̂ − R̂ 0 0 0 R̂ 0 0

∗ Q̂ + AmX + XAT
m − R̂ I 0 R̂ + BsY XAT

m τ2XAT
m∗ ∗ −γ1I X 0 0 0

∗ ∗ ∗ −I 0 0 0

∗ ∗ ∗ ∗ −2R̂ Y TBT
s τ2Y

TBT
s∗ ∗ ∗ ∗ ∗ −γ2I 0

∗ ∗ ∗ ∗ ∗ ∗ −G

⎤
⎥⎥⎥⎥⎦ (15)

where G = XR̂−1X . If we define J = G−1 , P = X−1 and L = R−1 we can
translate G into: [

J P
∗ L

]
≥ 0 (16)

To help enforce the inverse relationships between variables we have:

Minimize Trace(XP + JG+RL)

subject to X > 0, P > 0, G > 0, J > 0, L > 0, R > 0[
X I
∗ P

]
> 0;

[
G I
∗ J

]
> 0;

[
R I
∗ L

]
> 0 (17)



A Novel Stabilization Scheme 639

In order to solve the new problem we can apply the cone complementarity
algorithm [3].

4 Simulation Results

Simulation results for the design control algorithm were carried out using Matlab
and Simulink. Matlab was used for the LMI solving routines as listed in Section
3.2, while Simulink was used as the simulation once the control gainKc has been
found using the LMI algorithm. A pair of reference inputs were generated with
Simulink to test the control algorithm under varying conditions.

The following are a list of system parameters used for computing the LMI and
running the simulation:mm = 3kg, bm = 3Ns/m, ms = 2kg, bs = 2Ns/m, M =
1kg, B = 4Ns/m, K = 4N/m, Be = 0.1Ns/m, Ke = 4N, τ2 = 0.08s. Using
these system parameters, the LMI code((15)(16) and (17)) was run to achieve
the following LMI variables:

X =

[
0.2805 −0.1585
−0.1585 0.1427

]
;Y =

[
0.7430 −0.5967

]
R̂ =

[
1.6293 −1.0585
−1.0585 0.7286

]

Q̂ = 1 ∗ 10−3

[
0.3238 −0.1608
−0.1608 0.0821

]
, γ1 = 3; γ2 = 0.9

which leads to the static feedback control gain of Kc =
[
0.7628 −3.3276

]
.

Modified Step Input. The first input considered is a modified step input, as
a human operator cannot physically apply a true step input as human motion
is frequency limited [6]. To build the frequency limited source, a ramp function
is used as in Fig. 2(a).

Fig. 2(b) and (c) display the positions of the master and slave manipulators
along with the respective error. As expected the largest level of error occurs at
the point where the ramp converts to a constant, which would be the instant
that the disturbance effect D would be at a maximum value. Once reaching a
level value and the disturbance term is 0, the systems reach an equilibrium value
as expected from the LMI results. In terms of quantifying the performance, the
maximum error was recorded as 0.0035m, with a total travel of 0.13m, which
yields a percent error of approximately 2.7 %.

Sinusoidal Input. A second input considered was that of a sinusoidal input,
due to its constantly changing slopes which would be constantly affecting the
system through the disturbance term D. A sinusoid with a magnitude of 5 N
and period of 12.5 seconds was used as the test scenario, and can be seen in
Fig.3(a). Fig. 3(b) displays the control signals Us and Um generated by the
control algorithm that allows for position tracking with force feedback.

Figs. 4(a) and (b) display the positions of the master and slave manipulators
along with the respective error. The tracking performance can be quantified by
noting a maximum position error of 0.03 m, compared to the maximum travel
of 1.17m from the origin, yielding a percent error of 2 %.
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Fig. 2. Plots of (a) External Forces, (b) Position, and (c) Positional Error of an asym-
metric bilateral teleoperation under a modified step input
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teleoperation under a sinusoidal input
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Fig. 4. Plots of (a) Position and (b) Positional Error of an asymmetric bilateral tele-
operation under a sinusoidal input

5 Conclusions

This work has demonstrated the ability for tracking control of an asymmetrical
teleoperation system subject to human input forces with corresponding contact
forces on the slave side. Future work includes using a more robust Lyapunov
candidate such that lower delay bounds can be considered, as well as the ability
to deal with packet loss.
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Abstract. This paper presents an adaptive exponential sliding mode control as a 
solution to reduce chattering, uncertainties and disturbances for the trajectory 
tracking of a nonholonomic wheeled mobile robot. Compared to conventional 
sliding mode control, the exponential sliding mode control reduces chattering 
on input controls as well as delivering a high dynamic tracking performance in 
a steady-state mode. An adaptive control law is added to the developed 
exponential sliding mode control to overcome external disturbances and 
improve performance of the controller against uncertainties. The developed 
algorithm instructs the robot to keep moving on the desired trajectory while 
reducing tracking errors. The experimental testing results on a unicycle mobile 
robot are presented to demonstrate the performance of the adaptive exponential 
sliding mode controller against uncertainties and disturbances. 

Keywords: Adaptive exponential sliding mode control, Chattering, Mobile 
robot, Trajectory tracking. 

1 Introduction 

Nonholonomics characteristic and nonlinearity modeling of mobile robots have 
attracted the attention of researchers over recent decades. Several different nonlinear 
control strategies have been proposed for the trajectory following of mobile robot. 
Sliding Mode Control (SMC) developed in the 1950’s took the attention of the 
authors because it employs a nonlinear control strategy that uses a high speed 
switching control law with a discontinuous property [1]. SMC has previously been 
used for the control of mobile robots because of its simple structure, its fast response, 
good transient performance, as well as its robustness with regard to parameter 
variations. The most problematic issue in SMC applications is chattering, that is the 
high frequency finite amplitude control signal, which makes it difficult for use with 
real physical systems [2]. In order to attenuate and/or eliminate such a chattering 
problem in SMC systems in this application, the authors considered the following 
proposals. The use of a continuous smooth approximation [3], although these methods 
do decrease control chattering, they also unfortunately reduce the robustness and 
create an increase in the steady-state error. 
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The use of high-order sliding-mode approaches [4] was also considered. These 
approaches do have the advantages of a higher accuracy of motions, as well as 
chattering reduction and finite-time convergence for systems with relative degrees of 
two [5], [6]. Observer-based approaches are also effective in the presence of 
unmodeled dynamics [7]. However, all of these methodologies which are designed to 
mitigate chattering essentially involve low-pass filters and thus sacrifice steady-state 
errors. 

Das and Kar [8] designed and implemented an adaptive fuzzy logic for wheeled 
mobile robots. Fukao et al [9] proposed the “backstepping method” for the dynamic 
model of a mobile robot and related to this work, Fierro and Lewis [10] developed an 
“adaptive backstepping method” with unknown parameters. Park et al [11] proposes 
an “adaptive neural sliding mode control method” for trajectory tracking of mobile 
robots with model uncertainties and external disturbances. They used self-recurrent 
wavelet neural networks for approximating arbitrary model uncertainties and external 
disturbances in the dynamics of a mobile robot. Corradin and Orland [12] proposed a 
“trajectory tracking problem” for a mobile considering the presence of uncertainties in 
the dynamical model. The proposed solution was based on a discrete sliding mode 
control, in order to ensure both robustness and the implement ability of the controller. 

Having considered all above-mentioned works, the solution that was finally 
adopted in this paper to achieve an efficient and smooth robot movement builds upon 
the method presented by Fallah and Saad [13], in which the authors considered an 
exponential reaching law for multivariable systems. In this paper, we use the 
Adaptive Exponential Sliding Mode (AESM) method for the dynamic trajectory 
tracking of a mobile robot. Firstly, we perform a comparison of Exponential Sliding 
Mode (ESM) with Conventional Sliding Mode (CSM) to show its performance on 
chattering reduction and trajectory tracking for mobile robot. Then we adjoin an 
adaptive law on ESM to overcome external disturbances and improve performance of 
controller against uncertainties. 

The paper is organized as follows: Section 2 presents the model description of a 
mobile robot. Section 3 describes adaptive exponential sliding mode control. Section 
4 demonstrates the experimental results. Finally, we conclude the paper in Section 5. 

2 Dynamics and Kinematics Modeling of the Mobile Robot 

Fig. 1 shows the general model of the mobile robot which consists of two driving 
wheels mounted on the same axis at the front while the two back wheels can freely 
rotate. 

In Fig. 1, r  is the radius of each driving wheel, L  is the distance between driving 
wheel and the axes of symmetry and d  is the distance between the geometric center 

of the robot and the center of mass (
0

C ). [ , , ]Tq x y ψ=  denotes the position and 

orientation vector of the robot, and [ , , ]T
d d d dq x y ψ=  represents desired trajectory.  
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Fig. 1. Conceptual demonstration of a mobile robot for path following 

Fig. 2 illustrates the block diagram which is proposed in this paper for using to 
track a trajectory for a mobile robot based on an Adaptive Exponential Sliding Mode 
(AESM) control strategy. There are two levels, lower or higher level respectively, of 
the controller. The lower level controller is designed and implemented to adjust the 
velocities of right and left wheels, whereas the higher level controller, which is an 
adaptive exponential sliding mode controller, is designed to follow a desired/targeted 
trajectory. Posture sensors are used to localize the robot, and a control algorithm uses 
this information to direct the robot along a desired trajectory. External disturbance is 
considered to add on torque control of motors to show performance of AESM 
comparing to ESM against disturbances. 

[ ]( ) ( ), ( ), ( )t x t y t tq ψ=

+−

( )e tq rτ

lτ
( )

( ) ( )

( )

d

d d

d

x t

t y t

t

q

ψ

 
 =  
  

++

dE

e

 

Fig. 2. Structure of the proposed two-level control of the mobile robot 

For this mobile robot, the general dynamics equation is described by [9]:   

( ) ( , ) ( ) ( ) ( )
T

M q q C q q G q B q A qτ λ+ + = +   (1)

where rR∈τ  is the input vector, mR∈λ  is the vector of constraint forces, 

nnRqM ×∈)(  is a symmetric and positive-definite inertia matrix, ( , )
n n

C q q R
×∈  is the 

centripetal and coriolis matrix, ( ) nG q R∈  is the gravitational vector, rnRqB ×∈)(  is 
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the input transformation matrix, and nmRqA ×∈)(  is the matrix associated with the 

constraints. We consider that the robot is moving on flat terrain and therefore 
conclude that ( ) 0G q = . Equation (1) can be adapted as:  

2

2

0 2 sin 2 cos

0 2 cos 2 sin

2 sin 2 cos 0

cos cos sin
1

sin sin cosr

l

m m d x m d

m m d y m d

m d m d I

r
L L d

ω ω

ω ω

ω ω

ψ ψ ψ
ψ ψ ψ

ψ ψ ψ

ψ ψ ψ
τ

ψ ψ ψ λ
τ

    
    − + =    
    −     

   
    + −        −   




  (2)

and 

2 22 , 2 ( ) 2c c mm m m I I m d L Iω ω= + = + + +  (3)

where 
cm  is the mass of the robot without the driving wheels, mω  is the mass of each 

driving wheel plus the motor rotor, 
cI  is the moment of inertia of the platform 

without the driving wheels, Iω  is the moment of inertia of each wheel including the 

motor rotor about the wheel axis and 
mI  is the moment of inertia of each wheel and 

the motor rotor about a wheel diameter. 
The kinematic constraints can be denoted as: 

( ) 0A q q =   (4)

where [ ]sin cos 0( )A q ψ ψ−= , then relation (4) can be rewritten as: 

sin cos 0x yψ ψ− =  . We can conclude that [9]: 

( ) ( )
,

m
r l r lL

v
r I r

τ τ τ τω+ −
= =  (5)

3 Adaptive Exponential Sliding Mode  

In this section, we use the adaptive exponential sliding mode method for the dynamic 
trajectory tracking of a mobile robot. Multiplying equation (1) by ( )TR q gives: 

( ) ( ) ( ) ( , ) ( ) ( ) ( ) ( )TT T T TR q M q q R q C q q R q B q R q A qτ λ+ = +   (6)

By combining (4) and (6) we get: 

1 1( ( )) ( , ) ( ( )) ( )( ) ( ) ( ) ( )T T T T
R Rq R M q C q q R M q B qq q q q τ− −= − +   (7)

Equation (7) can be therefore rewritten as: 

1
 ( ) ( ) ( ) ( ( ))q F q J q J q q F qτ τ −= +  = −   (8)
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where: 

1

1

( ) ( ( )) ( , )

( ) ( ( )) ( )

( ) ( )

( ) ( )

T T

T T

R

R

F q R M q C q q

J q R M q B q

q q

q q

−

−
= −

=


 (9)

Position, velocity and acceleration errors for trajectory following of mobile robot can 
be defined as: 

( )

( ) ( )

( ) ( ) 2 ( )

d

d d

d d d

e T q q

e T q q T q q

e T q q T q q T q q

= −

= − + −

= − + − + −







  
     

 (10)

where  
cos( ) sin( ) 0

sin( ) cos( ) 0

0 0 1

T

ψ ψ
ψ ψ= −

 
 
 
  

.  

The errors in position with respect to a frame attached to the robot are given by: 

cos( ) sin( ) 0

sin( ) cos( ) 0

0 0 1

err d

err d

err d

x x x

y y ye

ψ ψ
ψ ψ

ψ ψ ψ

−

= − −

−

    
    =     
        

 
(11)

The time derivative of the position errors take into account the constraint (4) which 
yields: 

cos( )

sin( )
err d err err

err d err err

err d d

x v v y

y v xe

ψ ω
ψ ω

ψ ω ωψ ψ

= − +

= −

= −


= 
 − =






 

 (12)

The first step in the sliding mode control is to choose the switching function S  in 
terms of the tracking error. The general switching function for sliding mode control 
can be considered as: 

1

2

( )n

n S e e

d
S e

dt

if λ

λ −

=  = +

= +



 (13)

When the sliding surface is reached, the tracking error converges to zero as long as 
the error vector stays on the surface. The convergence rate is in direct relation with 
the value of λ  . 

If we consider Lyapunov function as: 

1

2

T TV S S V S S=  =   (14) 
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To make the system stable, we consider exponential sliding mode S as: 

( )
( )

K
S sgn S e e

Q S
λ= − = +    (15)

where 
0 0

( ) (1 )
S

Q S e
αμ μ −

+ −=  and 

1

2

3

0 0

0 0

0 0

K

k

k

k

=

 
 
 
  

.  

We can then easily conclude that 0 , 0,V k< ∀ >
 which proves stability of the 

system because ( )Q S  is always strictly positive. 
Equation (15) can then be rewritten as: 

0 0

( )
(1 )

S

K
e e sgn SS

e αλ
μ μ −+ = −

+ −
=    (16)

where 
0

μ  is a strictly positive offset less than 1
0

(0 1)μ< < ,  and α  is strictly 

positive.  
By using equations (10) and (16), we get: 

[ ]

1 1

( ) ( )
( )

( )

( ) ( ) 2 ( ) ( )

( )( ) (2 ) sgn( )

sgn 

( )  

d dd d d

d d dd

K
T q q T q q

Q S

K

Q S

T q q T q q T q q S

q q T T T q q T T S q Tq q

λ

λ λ γ− −

− + −− + − + −

+ − + +

+ − 

+

=

 = − − = −  

      

     

 (17)

where 
( )

( )( ) (2 ) sgn( )( )
d d

K

Q S
T T q q T T Sq qλ λγ + − + + +

 = −  
      

From equations (8) and (14) the control law can be found as: 

1 1( ) ( ( ))d TJ q F qqτ γ− −= − −  (18)

Generally, external disturbances on the system are unknown and parameter variations 
of the wheeled mobile robot are difficult to measure. Here we add adaptive law 
control on ESM to improve performance of the system against external disturbances 
and parameter variations. 

The dynamic equation (8) in the presence of external disturbances can be rewritten as: 

( ( ) ( )) ( ( ) ( ))

      ( ( ) ( ) ) ( ( ) ( ) )

d

d

q F q F q J q J q E

F q J q F q J q E

τ
τ τ

= + + + + =

+ + + +

 
 
 

   (19)

where dE presents external disturbances on the torque and surface friction  

and ( ) , ( )F q J q  denote uncertainties on the system. We consider 
( ( ) ( ) ) .dF q J q Eζ τ= + +   
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The adaptive law is considered as: 

1

1

1

2

2 1

2

3

3 3

3

1
( )

( )

( )

0 0

0 0

0 0

sgn( )

sgn( )

sgn( )

S

S

Q S

S

S

Q S

S

S

Q S

k

k

k

ρ =

 
 
 
 
 
 
 
  

 , then 

Equation (17) can be rewritten as: 

[ ]1 1( )( ) (2 ) sgn( )( )  
d d ddq q T T T q q T T S q Tq qλ λ ρ γ− −+ − + + += − − = −        

then we can obtain that:  

1 1( ) ( ( ) )d TJ q F qqτ γ ζ− −= − − −   (20)

4 Experimental Results 

The purpose of the experiments is to demonstrate the stability and the performance 
characteristics inferred from the theoretical development. Before presenting the 
experimental results, we briefly discuss here the experimental set up, communication 
and the design of the two-level controllers. 

A. Experimental set up 
Fig. 3 depicts the nonholonomic EtsRo mobile robot and structural design of the 
control and trajectory planning strategies for mobile robot to be used in the 
experimental tests. EtsRo is a unicycle type mobile robot with two actuated wheels, 
with the front wheels being equipped with two DC motors using 7.5  , 175volt rpm  

which are installed on the right and left front wheels. The incremental encoders are 
mounted on the motors counting with a resolution of 6000 /Pulses Turn . The wheels 

have a radius of 4.5  r cm= , the length, width and height of EtsRo are 

23, 20, and 11 cm  respectively. The total weight of the robot is around 2.3  kg . The 

maximum linear velocity is 1.12 / secm  and the maximum angular velocity is 

5.74 /rad s . The experimental tests of our robot group are performed in a laboratory 

environment using a flat terrain with a work area of 4 7×  meters. By using the 
following equation, we can obtain both the linear and angular velocities of robot: 

( ) ( ) ( ) ( )
,

2
R L R Lv t v t v t v t

v
L

ω+ −
= =  (21)

where ( )Rv t  and ( )Lv t  denote the right and left velocities and L  shows the distance 

between the two actuated wheels. 
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Fig. 3. EtsRo and control structural design 

B. Experimental tests and analyses  
In this section, we discuss the results of the trajectory-following missions involving 
EtsRo mobile robot. Dynamics parameters for the EtsRo robot are given as following: 

2 2

2

2.3 , 0.28 , 0.01 / , 0.0056 /

0.0021 / , 0.04 , 0.1 , 0.02

c c

m

m kg m kg I kg m I kg m

I kg m r m L m d

ω ω= = = =

= = = =  

The experimental tests were performed on a sinusoid-shape trajectory.  
In this scenario, at 40 ms  the actual mass and inertia of Etsro have increased by 

100% and at 120 ms an external disturbance is added on the torque of motors. These 

changes can be explained as:  

2

: 2.3 4.6
40

0.0196 .0392 kg/m

5  120d

m kg
t ms

I

E t msτ

→ >
= →
= >

 

Initial position of the robot is 0 0 0[ ( ), ( ), ( )] [0,0,0]T Tx t y t tθ = . Figure 4 shows 

after 120t ms> , in the ESM method, robot starts to lose its trajectory while in AESM 

method, robot keeps following its desired trajectory. Linear and angular velocities of 
this test can be seen in Fig. 5 and Fig. 6. As can be seen in these figures, ESM and 
AESM are robust enough against changes related on uncertainties on mass and inertia. 
However, when there is a disturbance on torque after 120t ms> , ESM performance 

decreases significantly where AESM performance is still maintained. Fig. 7 shows 
trajectory errors on errx . This figure confirms performance of AESM on trajectory 

tracking against disturbances on torque. 
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Fig. 4. Reference trajectories and real robot trajectories 
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Fig. 5. Linear velocities of robot 
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Fig. 6. Angular velocities of robot 
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5 Conclusion 

In this paper, an efficient dynamic tracking control based on adaptive exponential 
sliding mode has been developed for a nonholonomic mobile robot. A two-level 
controller has been designed incorporating a low-level PID controller for the right and 
left motors, and a high-level controller to control the speed and movement of the 
robot for trajectory following. The high-level controller uses a feedback controller 
utilizing the adaptive exponential sliding function. The developed adaptive sliding 
mode control reduces chattering on the control input compared to conventional sliding 
mode control, and delivers a high dynamic tracking performance in a steady-state 
mode. The experimental results obtained using an EtsRo robot demonstrate the 
effectiveness of the proposed control strategies. 
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Abstract. This paper designs a vision-based pedestrian interception system with 
a mobile robot, which can be potentially utilized in such applications as service 
robots. Specifically, by employing the Histograms of Oriented Gradients(HOG), 
together with some Edge Detection (ED) method, we first propose a novel 
HOG-ED approach to detect a human being from the series of acquired images 
accurately, based on which the depth information is successfully extracted on the 
basis of some geometrical analysis. After that, a two-level vision-based control 
scheme integrating depth extraction is presented to drive a mobile robot to 
intercept the pedestrian. The accuracy of the proposed depth estimation method 
and the interception controller are validated through experimental results. 

Keywords: target interception, human detection, depth estimation, robot control, 
service robot. 

1 Introduction 

Interception is an important task in a number of applications, ranging from active 
surveillance to automatic service. The development of effective methods for this task 
meets great challenges integrating human detection, filtering, control design and 
artificial intelligence strategy. Many different approaches have been proposed in the 
literature for the interception of a moving target, depending on the target motion 
characteristics as well as the robot kinematic model.  

For an interception task, the motion of the dynamic target is usually unknown in 
advance, thus it is required to estimate its position/velocity on the basis of on-board 
sensors’ measurements. In this sense, visual feedback [6] has proven to be an effective 
approach for interception tasks. Specifically, in position-based visual servoing, the 
target pose is estimated from visual data and geometric relationship. For instance, an 
omni-directional vision system is used in [1], [2], [3] to determine the robot pose from 
extracted features, so that some basic operations of a soccer robot can be implemented 
in terms of trajectory tracking and pose stabilization. In this context, Kalman filtering is 
often used to obtain a robust prediction of the target motion [3], [4], [5]. In image-based 
visual servoing, the spatial relationship between the target and the robot camera is 
directly estimated in the image plane. This approach, originally developed for robotic 
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manipulators equipped with an eye-in-hand system, has also been extended to 
nonholonomic mobile robots [7]. On the other hand, human-like strategies have been 
more and more often utilized in the interception problem with mobile robots. These 
works adopt some human-like behaviors, such as anthropomorphic driving, to 
accomplish interception tasks more wisely [8], [9]. Yet, these methods are usually 
empirical, and there is no theoretical guarantee for the performance of this kind of 
interception systems.  

For some specific interception assignments, the target motion can be sometimes 
obtained as a priori. In this case, the task of intercepting the target can be equivalently 
turned into a robot trajectory planning/tracking problem, and various tracking 
controllers can then be employed to implement the task. For example, a robot 
navigation technique for intercepting a moving target from a specific angle is proposed 
in [10], [11]. This kind of techniques, when combined with tracking methods, can be 
further improved to achieve smooth interception trajectory with terminal velocity 
matching [6]. 

The interception approach employed in this paper makes use of visual information 
only and does not need long-term predictions of the target motion. It is particularly 
motivated by the potential applications in the general case when the target motion is 
unknown in advance. Further, a two-level vision-based control scheme integrating 
depth extraction is presented to drive a mobile robot to intercept the pedestrian. That is, 
on the lower level, the pan-tilt platform carrying an on-board camera is controlled so as 
to keep the target to the center of the image plane as close as possible. On the higher 
level, the relative position of the pedestrian is computed from the images and then 
employed in a feedback control law to enable the robot to intercept the pedestrian 
efficiently. 

The rest of the paper is organized as follows. The problem statement is provided in 
section 2. The depth estimation of the moving target is presented in section 3. Then, the 
robot control law is discussed in section 4, together with the analysis on its 
performance. After that, some simulation and experiment results are included in section 
5 to demonstrate the performance of the designed pedestrian interception system. 
Finally, the conclusion and future work are expressed in section 6. 

2 Problem Development 

As stated earlier, the robot will surveil the surrounding environment, and whenever the 
dynamic target appears, the robot, with the aid of the on-board PTZ-camera, starts to 
recognize the target and then intercepts it efficiently to provide some possible service. 
Based on this objective, the interception system is designed with the 
recognition/interception task achieved by the following steps. Firstly, after capturing an 
object, some computer vision algorithms will be employed to extract the features of the 
object, which will then be compared with those of the interested target to ensure correct 
target recognition. Meanwhile, the orientation of the camera is controlled to enable 
visual tracking for the target. Secondly, based on the height information of the target, 
some geometrical analysis is adopted to estimate the depth of the target. It should be 
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noted that the first two steps are the research focuses of this paper. Thirdly, a 
vision-based control law proposed in [6], which integrates all of the above information, 
is employed to enable the robot to intercept the target efficiently.  

3 Depth Estimation of the Moving Target 

In this section, a vision-based depth estimation method is proposed, wherein the 
resulting depth of the target will be utilized in the subsequent interception control law. 

3.1 HOG-ED Feature Based Human Detection 

The accuracy of depth estimation is significant for a target interception task. To address 
this issue, we propose a HOG-ED (Histograms of Oriented Gradients and Edge 
Detection) human detection algorithm, which successfully integrates the HOG features 
[15] and edge features altogether to ensure the detection accuracy.  

Human detection aims to calculate a closely-surrounding rectangle for the human 
body. To achieve this task, we propose a multi-feature fusion algorithm, which 
introduces edge features into the conventional HOG feature based detection procedure 
to successfully increase the accuracy. The procedure of the algorithm is described as 
follows: 

1. A closely-surrounding rectangle for the human body is calculated based on the 
conventional HOG feature human detection procedure. After sufficient experiment 
testing, we know that due to the defects of the HOG detection procedure, the 
obtained area is always bigger than the actual human size, which will cause a 
serious problem for the subsequent depth estimation. 

2. To attack the above problem, further processing is required to achieve a more 
accurate result, therefore, we introduce the edge detection algorithm to shrink the 
obtained rectangle to make a possibly perfect surrounding for the human. That is, 
since the human body in the detection area is the biggest HOG feature based occlusive 
region, we can then obtain the edge of the human body through edge detection 
method and filter out the noise to improve the accuracy of the detection results.  

Further, the algorithm proposed in this paper aims to improve the accuracy on the size 
detection of targets, compared with other algorithms, such as [13] and [15]. It will be 
shown that the size detection accuracy is improved remarkably. 

As supported by numerous experimental tests, the proposed method presents 
superior performance to yield a more accurate surrounding rectangle than that of the 
traditional HOG method. The result of one experiment test is shown in Fig. 1, where the 
three pictures represent the results of different steps of the human detection algorithm. 
That is, the left picture represents the human detection result by HOG method, the 
central one shows the human edge detection result, and the right one represents the 
human detection result by HOG-ED method. It can be seen that the black rectangle 
calculated through HOG-ED algorithm is more accurate than the blue one obtained 
through the traditional HOG method. 
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Fig. 1. HOG-ED based human detection. Left: human detection by HOG. Center: human edge 
detection. Right: human detection by HOG_ED. 

3.2 Geometric Analysis-Based Depth Estimation 

Based on the previous human detection results, some geometric analysis is utilized to 
compute the depth value. The geometric relationship among the target, the robot and 
the camera is shown in Fig. 2. 
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Fig. 2. The schematic diagram for depth estimation 

Let yupξ  and ydownξ  denote the pixel coordinates of the human head and feet vertex, 

respectively, 0ξ  the camera optical center along the y axis. In Fig. 2, h  represents  

the constant distance between the optical axis and the horizontal floor, H  is the height of 
the pedestrian, 0d  is referred to as the initial depth from the robot to the human body. 

After some geometric analysis, it is pretty straightforward to obtain the following 
equations: 
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where f  is the focal length, upϕ  and downϕ  are the intersection angles of headl  and 

feetl  with the optical axis respectively. It follows from (1) that the initial depth 0d  and 

the height H  can be obtained as: 
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 = −
 − = ⋅ +
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Since the pedestrian’s height can be estimated through the previous image analysis, its 
depth can then be obtained through the geometric relationship shown in Fig. 2. That is, 
if we denote the PTZ-camera’s pitch angle as ( )tφ , then the depth information can be 

calculated as: 

tan

H h
d

φ
−=

 
 (3)

For the previous depth information algorithm, numerous experiments have been 
implemented to test its performance. Tab. 1 shows the obtained depth estimation results 
for three different situations. As can be seen from these experimental results, the 
proposed depth estimation approach provides very accurate and stable results, with the 
estimation error around 2%. 

Table 1. Experimental results of depth estimation algorithm 

Actual depth values (cm) 492 502 512 
Estimated depth values (cm) 490.46 499.18 508.33 

4 Robot Control 

The objective of this section is to employ a vision-based controller to enable a wheeled 
robot to achieve efficient interception with a dynamic target. In particular, we take the 
nonholonomic rolling constraint kinematic model as: 

c o s

s i n

x v

y v

w

θ
θ

θ

 =
 =
 =





 (4)

where [ , , ]TP x y θ=


 is the robot pose expressed in the world frame, v  and w  are 

the robot linear and angular velocities.  
Subsequently, the geometry relationship between the target and the robot, with 

reference to the problem statement part, is illustrated in Fig. 3. 
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Fig. 3. Target interception with the mobile robot 

In Fig. 3, WF  and RF  define the world and the robot frames, ( )e t  denotes the 

distance error between the robot’s current position and the target’s position, and nθ  is 

the orientation of the robot’s current pose, ( )tθ  represents the intersection angle of 

nθ  and the X  axis of WF , ( )e tθ  defines the intersection angle of ( )e t  and the X  

axis of WF , tv  is the velocity of the target in RF . 

The interception controller, derived from the Cartesian position regular of [14] by 
adding the angular velocity feedback term | | sine α , which is the projection of ( )e t  

along the orthogonal direction, to the forward axis of the robot, can be expressed as: 

1
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e
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α α θ
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= + +   (5)

where the control gains 0( 1,2,3)ik i> = . With the feedback term, this controller 

results in a very effective interception of the target. Further, the global asymptotic 
stability of the position/orientation error can be guaranteed, as proven in [6]. 

Subsequently, the variables used in the controller are introduced to show how to 
calculate the controller. Above all, there is an offset between the image plane of the 
PTZ-camera and the geometric center of the robot, and we define it as s , which is a 
constant. Then based on the law of cosines, we can obtain ( )e t  with the following 

equation: 

2 2 2 cose d s ds γ= + +  (6)

where ( )d t  represents the time-varying depth signal of the moving target, which is 

obtained from the depth estimation algorithm described in Section 3.2, ( )tγ  is an 

approximate representation of the horizontal rotation angle of the PTZ-camera. 
The intersection angle ( )tα  of the orientation of the robot’s current pose and the 

distance line ( )e t  can be derived from the law of sines, and the equation is: 

sin
arcsin

d

e

γα =  (7)
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Given the system sampling period T , the target’s velocity can be calculated as follows [6]: 

| | cos | | cos( )
cos

2
T
t

wT e e wT
v n v

T Tθ
α α −≈ + −  (8)

Similarly, eθ  can be obtained with the following equation: 

e w
T

αθ Δ= +  (9)

where αΔ  is the increment of ( )tα  in a sampling period. 

5 Simulation and Experiment Results 

In this section simulations and experiments are carried out to verify the performance of 
the pedestrian interception system. 

0 2 4 6 8 10 12 14 16 18 20
0

0.5

1

1.5

2

2.5

X (m)

Y
 (

m
)

 
(a) The pedestrian walks in a straight trajectory (red curve) 
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(b) The pedestrian walks in a sinusoidal trajectory (red curve) 

Fig. 4. Interception trajectories for the mobile robot and the pedestrian 
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5.1 Simulation Results 

In the simulation, the initial pose of the mobile robot is set as [ ]0,0,0Rp = , surveiling 

its surrounding environment. At this time, a pedestrian who will be served comes into 
the robot’s vision, the robot automatically recognizes it and begins to intercept the 
target. When the distance between the target and the robot reaches to the desired value, 
the robot stops near the target to accomplish the given tasks. 

The simulation results are presented in Fig. 4, which demonstrates the movement of 
the robot and the pedestrian, with the black and red curves representing the trajectory of 
the robot and the pedestrian, respectively. Further, in Fig. 4(a), the pedestrian walks in a 
straight line, and in Fig. 4(b), the pedestrian takes a sinusoidal trajectory. Please note that 
these two lines are very general and representative for human manner. It can be seen that 
the interception task is successfully accomplished and the robot stops near by the target 
when the distance comes to the desired value to avoid knocking down the pedestrian.  

5.2 Experiment Results 

A pedestrian interception experiment is carried out to fully demonstrate the 
performance of the interception system. To facilitate comparison, the experimental 
conditions are set identical to those of simulation test. That is, a pedestrian suddenly 
appears and walks in the scenario. After capturing and recognizing the target, the robot 
utilizes the proposed method to calculate the distance between the target and itself, and 
then estimates the target’s depth. After that, the interception controller is employed to  

 

 

Fig. 5. Image series of the interception experiment 
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drive the robot to intercept the target. As shown in Fig. 5, the pedestrian walks through 
the door in a straight line, after capturing and recognizing the target, the robot is driven 
to intercept the pedestrian and stops in front of him successfully.  

To gain more deep understanding of the proposed algorithm, the experimental 
results are compared with those of the previous simulation test. The comparison of the 
robot’s velocity is recorded in Fig. 6, where the blue and red curves represent the 
simulation data and the experimental results from the encoder, respectively. As shown 
in the figure, the experimental results accord well with those of the simulation test, yet 
there is still some mismatch between these two curves, which mainly comes from the 
mechanical flaw of the system and the noise of the encoder measurement.  
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Fig. 6. A comparison of simulation and the experiment results. Left: the comparison of the 
robot’s linear velocity. Right: the comparison of the robot’s angular velocity. 

6 Conclusion and Future Work 

In this paper, we have presented a vision-based pedestrian interception system 
consisting of such components as human detection, depth estimation and interception 
controller. It has been validated through both simulation and experiment tests on a 
wheeled mobile robot, confirming its great applicability for service robots. The 
designed interception strategy can be extended to other complex platforms, such as an 
unmanned aerial vehicle, without much difficulty. Our future research will try to design 
a more efficient interception method suitable for a service robot, and we are also 
making an effort to predict the states of the moving target to further improve the 
performance of the interception controller, which enables the robot to intercept the 
target more accurately and more intelligently.  
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Abstract. Efficiency in aircraft production can be increased by using 
reconfigurable handling systems for assembling large components. The 
development of such a handling system can be simplified by using existing 
control functions like trajectory generation and transformations, e.g. from a 
robot simulation tool. Also self-optimizing functions, like the integration of 
production metrology for error compensation, can be implemented through this 
approach. In order to use the simulation functions and data for online 
controlling of the real robots, a fast and reliable data transfer between the 
simulation tool and the real controllers is required. Reconfigurability is 
achieved by a consistent modular design, from a virtual model in a simulation 
tool to the mechatronic design of a real robot.  

Keywords: robot control, self-optimizing assembly, integrative production. 

1 Introduction 

Many jobs in industrial countries are endangered to be outsourced to low-wage 
countries [1]. Especially producing enterprises are willing to shift capacity abroad [2]. 
In order to maintain jobs in high-wage European countries as a prerequisite for 
prosperity, producing companies have to ensure their global competiveness by 
efficient production systems. Whilst producers in emerging countries focus mainly on 
mass production with simple, robust and value stream oriented processes, companies 
in high-tech countries have to satisfy customer’s specific desires and requirements by 
optimizing their processes with capital-intensive planning methods. To obtain a 
sustainable competition for production in high-tech countries, new solutions are 
required to increase product variability whilst producing at mass production costs. 
This can be achieved by more value-oriented process chains and a reduction of 
planning efforts [3]. 

One approach to reduce planning efforts are self-optimizing production systems, 
which allow an immediate adaptation of the value stream [4]. 
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Self-optimizing production systems can increase planning efficiency by a recurring 
execution of the actions [5] 

• continuous analysis of the current situation, 
• determination of targets, and 
• adaptation of the system’s behavior to achieve these targets. 

A need for self-optimization can occur in manufacturing as well as in assembly. One 
industrial application which is in focus of research is aircraft assembly. In this 
industry efficiency in assembly can be increased by replacing fixed jigs by more 
flexible, modular solutions. 

2 Reconfigurable Production Systems for Aircraft Assembly 

In aircraft production large components have to be assembled in small tolerances 
(relative to the dimensions of the product). In order to fulfill these requirements, fixed 
steel jigs are used which map the geometry of a component. For each component an 
individual jig has to be produced. As the jigs can be used for a product lifecycle of 
10-15 years, the effort for designing and producing the jigs can be justified. But in the 
face of shorter lifecycles in aircraft production, new light-weight materials and the 
production of prototypes in small batches, more flexible production systems are 
desired. 

One approach is to replace fixed jigs by flexible and programmable jigs, i.e. 
kinematic units or robots (Figure 1) [6]. Especially for the handling of large 
components, many robots are required to support the part at several points. For this 
task the capabilities of standard robots are usually too high as only a low payload and 
a reduced number of active joints are sufficient. By designing customized kinematic 
units, cost-efficient handling systems can be created [7]. 

laser tracker 
(global measuring 

system)

local measuring 
system

linear 
actuator

 

Fig. 1. Positioning system for the structural assembly of aircraft fuselage sections [6] 
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The idea is to develop a toolbox for the configuration of assembly systems for 
large components. Depending on the requirements of a specific assembly process, 
appropriate modules to comply with the workspace, accuracy, payload, degrees of 
freedom etc. can be selected. Special handling units as well as standard robots form 
this toolbox. Depending on the geometry of the component, the type of kinematic 
units/robots, their number and base position within an assembly platform and their 
grasp points at the object can be varied. 

Besides the mechanical development of the kinematic units, the control system has 
to deal with different types of robots and changing configurations, too. As the 
mechanical design of special handling units causes huge engineering efforts, the 
development of the control system and the programming of the system should be as 
simple as possible. But path planning and programming of cooperating robots can be 
a complex and time-consuming task. In order not to stop a producing assembly 
station, this task is nowadays usually done in an offline simulation tool, where a 
virtual production cell is modeled and virtual robots are programmed. Before the 
programs can be transferred to the real robot controllers and used in a production cell, 
they have to be adapted in the real environment because of geometrical deviations and 
tolerances of the equipment. One present way to simplify programming is to derive 
the robot motions from the path of the handled component. The trajectory of each 
robot can be calculated from the grasp point at the object that has to be handled. The 
transformation of the objects’ basis to each gripping point is considered constant 
during the motion and the resulting trajectory describes the movement of the tool 
center point (TCP) of each robot.  

In order to simplify not only the programming of the handling units but also the 
development of the control system, it would be very helpful to use existing control 
functionalities from software applications, such as robot simulation tools. The idea is 
to use functions of path planning, trajectory generation and transformations in the 
simulation and to directly transfer the trajectories of each robot to its controller. That 
means that geometrical deviations of the real environment have to be modeled in the 
simulation very accurate, as adaptation of the trajectories is not possible. In order to 
provide interoperability between different robots, a standardized format of the data 
and a modular control system for coordination and synchronization is required. 

The objective of this work is to 

• implement a fast and reliable data transfer between a simulation tool and robot 
controllers. In order to use simulation data directly for robot control, 
inaccuracies of the real world have to be modeled in the virtual environment. 

• define mechatronic handling modules that can be reconfigured easily and can 
be controlled by existing functions and online-data from a robot simulation 
tool.  

• develop a modular control system for a reconfigurable handling system 
consisting of different robots/ kinematic units  

The approach to achieve these objectives is described in the following chapters. 
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3 Integration of Simulation and Control 

The development of a control system for specially designed handling units can be 
simplified by using existing control functionalities from a simulation tool. The 
simulation tool can be used to do the programming of different robots in only one 
programming language, to synchronize cooperating robots and to generate their 
trajectories.  

The simulation tool is running on a PC, which has no real-time bus interface which 
is though essential for safety functions and a reliable transfer of the trajectories. 
Therefore, the data must first be transferred to a programmable logic controller 
(PLC), which can guarantee these requirements. This PLC will also be used as a 
central controller to coordinate cooperating robots. Also a fine interpolation of the 
motions can be done, before the data is distributed to several decentral robot 
controllers (RC) of the handling units. This leads to a control architecture with three 
types of controllers: 

1. Simulation tool running on a PC 
2. Coordinating central controller (PLC) 
3. Decentral robot controllers (RC or PLC) 

Starting point of implementing a new application is the path planning for the handling 
object. On the basis of the object trajectory a suitable system configuration, i.e. the 
type, number and base position of appropriate robots, can be determined. The 
resulting trajectories can be checked for collisions and reachability in the virtual 
environment. Monitoring and adaptation of the trajectories is done manually offline. 

After a suitable movement has been determined, the motion data is exported from 
the simulation tool to a central control module, which has to coordinate the handling 
units. This approach replaces the efforts for adjusting the robot programs in the real 
environment and simplifies the commissioning of robot applications significantly, 
which is an important advantage, especially for frequently changing tasks. In order to 
achieve smooth robot motions, it is essential to generate accurate nominal values in a 
fast interpolation step. The motion of a robot can be described in robot’s internal joint 
space or in 3-D Cartesian space [8]. The description in robot space has the advantage, 
that no further calculations for actuating the robot are required, as the values can be 
directly given to the drives. The description in Cartesian space has the advantage, that 
it is independent from the kinematic structure of the handling unit, which simplifies 
the adaptation of the assembly platform and the exchange of handling units. Therefore 
this approach is considered better for the depicted system, knowing that the inverse 
kinematic has to be implemented on the controller of each handling unit.  

In the next step the motion data is distributed from the central control module to 
the kinematic modules via real time bus system. On each robot controller a simple 
program is running and awaiting instructions from the leading control module. This 
program can cope with all possible motions, instructions and signals that might occur, 
and thus does not need to be adapted when a task changes. Further functions are 
calculating the inverse kinematic and state control, e.g. of the gripper and the drives 
of a handling unit. 

During handling, the motion of the handled object or the robot positions can be 
monitored by a measurement system. Thus, deviations between simulation and reality, 
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which always exist, can be identified and compensated. Offsets between the nominal 
and the current position have to be fed back in order to correct the position of the 
object or a robot. When 

• this analysis of the current position is done continuously, 
• the new target position is calculated automatically and 
• the compensation of deviations is done automatically, 

we can speak of a self-optimizing system defined by [5]. Besides self-optimizing, the 
handling system should also be reconfigurable to meet industrial requirements. 
Therefore a modular design and a consistent definition of a mechatronic module are 
required. 

4 Definition of Mechatronic Modules 

In order to achieve easy reconfiguration, a consistent mechatronic modular design of 
the robots and kinematic units belonging to a toolbox has to be defined. 
Mechatronics is an interdisciplinary field in which 

• mechanical systems 
• electronic systems and 
• information technology 

act together [9, 10]. In this context, standard industrial robots can be seen as 
mechatronic modules, as each robot has its mechanical structure, an electronic system 
for actuating the drives and information technology (software) running in a controller 
to generate trajectories, calculate transformations and communicate with its 
environment. As described before, in certain application the development of special 
kinematic units instead of using standard robots is cost-efficient. For easy 
reconfiguration, these kinematic units should also be defined as mechatronic modules. 
That means that a handling system, e.g. consisting of four kinematic units with three 
active joints each, should not be designed as one machine with 12 axes, but each 
handling unit should be defined as a mechatronic module with a mechanical system, 
electronic system and information technology. Of course, the modular design 
increases the number of mechanical, electronic and software interfaces in an assembly 
platform, but this has to be taken into account in order to simplify reconfiguration. 

In contrast to the existing mechatronic definition of robots, this definition has to be 
extended when control functionalities and online-data from a simulation tool have to 
be integrated to a module. In order to use a robot within the control platform, also a 
virtual model must be part of the mechatronic module [11].  

The virtual model is created in a simulation tool. As the model is a piece of 
software it can be assigned to the mechatronic element “information technology”. On 
the other hand the virtual model consists of virtual mechanics, which can even have 
collisions etc. with other virtual mechanics, a virtual controller and virtual software. 
Therefore it can be seen as an additional virtual element of a mechatronic module 
(Figure 2).  
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Fig. 2. Definition of mechatronic modules (based on [10]) 

Now the definition of a mechatronic module, which is part of a toolbox for the 
configuration of a handling system for large components, can be summarized. The 
mechanics comprise the mechanical and electrical elements of a serial or parallel 
kinematic structure with several links and joints. The electronics comprise the 
microelectronics, power electronics and servo drives (motor, encoder, ...) for the 
actuated joints of the mechanics. The information technology comprises the control 
hardware and software for real-time and safety requirements, especially pre-defined 
interfaces and protocols. The virtual mechatronics comprises a virtual robot model, 
which can be used in robot simulation tool, and functions, which are related to the 
simulation tool, e.g. trajectory generation. Interfaces to the user and for data exchange 
with other controllers have to be provided. The objective is to integrate all robots that 
fit to this definition, into the toolbox for the reconfigurable handling system. 

For the handling of large components a large workspace as well as high precision 
is required. In the case of objects which have no intrinsic rigidity also the application 
of forces can be necessary to form the object into a specific shape. To fulfill these 
requirements, the path planning task can be divided into a three-level procedure 
(Figure 3). At first a global motion has to be planned to cover the workspace and to 
prepare the robot system for the next step, a regional motion to position the handled 
object. Finally a local motion may be necessary to compensate geometrical deviations 
e.g. by applying forces to the object. This layout leads to a handling system consisting 
of different types of robots for different movements, e.g. gantries for global, vertical 
articulated arms for regional and tools for local motions. 

In order to provide reconfigurability, each module (for global, regional and local 
motions) has to meet the definition for a mechatronic module. For interoperability 
between different robots, a modular control system for coordination and 
synchronization has been developed for controlling the heterogeneous system [12]. 
The coordination of all mechatronic modules is done in a simulation tool, which 
guarantees a synchronous movement of the complete handling system.  
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Fig. 3. Global, regional and local path planning for handling large components 

A central control module enhances the flexibility and reconfigurability as no 
dependencies between decentral robots exist, which is a basic requirement for easy 
reconfiguration. Also the data management of central and decentral information has to 
be defined, in order to simplify and reduce modification after reconfiguration. 
Therefore all control data is distinguished in central data of the handling task, e.g. the 
path of the object and position of grasp point at the object, and decentral data of the 
kinematic module, i.e. its base position and kinematic parameters. 

5 Implementation 

A reconfigurable handling system consisting of special kinematic units and the 
depicted control system have been implemented in a demonstrator. 
In order to allow easy reconfiguration by a worker without any mechanical support, 
the handling modules are designed light-weight and less massive than conventional 
industrial robots. Further reduction of weight is obtained by a simplified drive 
concept, as not all six joints of the kinematic modules are actuated by a servo drive 
but remain passive. Due to the low weight the assembly arms can be rearranged by a 
worker for each task, so that an automated handling system can be configured even 
for small series (Figure 4). 

ballholder

electromagnet

ballhead

wrist with 
vacuum gripper

 

Fig. 4. Reconfigurable handling unit and grippers 



670 M. Janssen and R. Müller 

 

A 3D robot simulation tool ‘Easy-Rob’ is used as a virtual environment for path 
planning, simulation-based programming and trajectory generation of the handling 
system [13]. The complete assembly cell, including fixtures, tools and standard robots 
as well as special kinematic units with up to 12 rotatory or translational axes can be 
modeled and visualized by geometric elements, which can be imported from a CAD 
tool. Within this simulation tool a task-specific robot configuration can be determined 
and checked for collisions and reachability. In contrast to conventional simulation 
tools of robot manufacturers, where an executable robot program is created offline 
and transferred to the robot controller, in this approach the data of each robot TCP is 
being transferred. This facilitates independency of any specific robot language and 
allows interoperability between different robot manufacturers. These capabilities are 
being validated in current research.  

Another reason for selecting Easy-Rob is its open software interface, which is vital 
for the control concept described before. The simulation tool runs on a PC which is 
connected to the central control module via TCP/IP Ethernet for transferring the 
trajectories of the handling modules. The central control module as well as the 
decentral controllers of the handling units are supplied by ‘B&R Automation’ [14]. 
Each kinematic unit consists of its own control cabinet with standard components to 
provide basic robot capabilities for kinematic calculation. Coordination and 
synchronization is done by a superordinated controller in a separate control cabinet. 
The kinematic modules are connected to the central controller via real-time bus 
system (Figure 5). 

The challenge of this control concept is to guarantee an efficient and safe 
communication between distributed control systems. Consistent motion data between 
the simulation tool and the robot controller is required to achieve smooth robot 
movements. One critical factor is the data transfers from the simulation tool via 
TCP/IP Ethernet to the central controller. First analysis show, that the central 
controller receives data in a cycle time of about 12 ms. In current examinations the 
signal flow, beginning at the trajectory generation in Easy-Rob and ending at  
the converter of each drive, is being analyzed in order to improve the performance of 
the control system. 
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Fig. 5. Modular control architecture of a reconfigurable assembly platform 
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Further tasks in the field of communication are safety issues, as an error or 
emergency stop in one handling module has to be recognized by the central controller, 
which then has to stop the other robots quickly. In order to continue work after an 
emergency stop, the simulation systems has to be stopped and updated before new 
motion data is being transferred to the central controller. 

An external measurement system (vision system, laser tracker or indoor GPS) is 
being integrated as an important element to implement self-optimization. After 
reconfiguration the base position of each handling unit is identified and fed to the 
simulation tool. This information is needed to generate accurate trajectories of each 
handling unit. During handling the measurement system provides data about the 
current position of the handled object and to implement self-optimization in the 
handling system. Therefore, this information is analyzed continuously in order to 
detect deviations, to calculate optimized target positions when needed and to feed the 
control system with data for compensation. 

6 Conclusion 

Reconfigurable, self-optimizing assembly systems can increase efficiency in aircraft 
production. Self-optimization is achieved by automated control functions which 
analyze the current state continuously, determine new targets and adapt the systems 
behavior automatically. The development of such a control system can be simplified 
by using existing control functions from a robot simulation tool. 

Reconfigurability can be obtained by a modular design of an assembly system. 
Especially for assembling large components the development of customized modular 
handling units can be cost-efficient. In order to be able to use existing control 
functionalities from a robot simulation tool, the usual definition of mechatronic 
modules, consisting of mechanics, electronics and information technology, has to be 
expanded by a virtual model, which contains the control functionalities from the 
simulation tool. 

The mechatronic handling units are integrated into a modular control architecture 
and coordinated by a central control module. The control concept in combination with 
simple kinematic units facilitates an easy reconfiguration of the handling system, so 
that it can be adapted to the requirements of different tasks and processes. Defining 
the handling object as the master of a motion makes it possible to compensate 
deviations of the workpiece directly by an inline measurement system. This approach 
replaces re-teaching of the robots to achieve high position accuracy and simplifies 
programming of the handling system. 

The depicted research has been funded by the German Research Foundation DFG 
as part of the Cluster of Excellence "Integrative Production Technology for High-
Wage Countries". 
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Abstract. For the manufacturing of molds and dies a considerable high amount 
of manufacturing costs and time are allocated into finishing procedures 
(grinding, lapping and polishing). As current automated finishing techniques are 
almost not applicable on parts with free form surfaces and function relevant 
edges, as commonly found in molds and dies, the finishing of these tools has to 
be done predominantly manually. This paper shows a robot assisted fine 
machining approach developed at Fraunhofer IPT, with which it was possible to 
grind, lap and polish free form surfaces. High gloss surface qualities with an Ra 
value of 15 nm and an Rt of 0,4 µm could be achieved. 

Keywords: automation, process technology, finishing, grinding, lapping, 
polishing, industrial robotics, offline programming (OLP), CAM, force 
controlled process.  

1 Introduction 

In the last 20 years, automation and robotics have gotten continuously more 
importance for the manufacturing industry, as the customer demands for higher 
quality, faster delivery time and reduction of cost have grown steadily. A future 
winning margin in the global production sector, regardless the country, can be assured 
if existing technologies are enhanced with part automation and the use of robots.  

The tooling industry in Europe represents an average annual turnover of 
13 billion € and comprises more than 7.000 companies, 95% of them being 

SMEs/SMBs [1]. Due to the lack of available automated finishing technologies for 
free form surfaces, the finishing in the tooling industry is predominantly done 
manually. Manual finishing of injection and die casting molds is a time-consuming 
and cost-intensive process step, representing typically 12 up to 15 % of the 
manufacturing costs and 30 up to 50 % of the entire manufacturing time [2,6]. As a 
very demanding but monotone manual work, skilled craftsmen are a scarce resource 
and companies all over the world confront a large problem to recruit suitable 
employees for the manual finishing. 
                                                           
* Corresponding author 
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In this paper a robot integrated finishing process, being currently developed at 
Fraunhofer Institute for Production Technology IPT in Germany, is presented. The 
essay focuses on the automated glossy finishing of two real free form milled 
workpieces, adopting abrasive tools to stepwise enhance the surface quality, driven by 
a pneumatic force controlled spindle to adjust the necessary surface pressure during 
the finishing process. Integrated to the spindle, two kinematic modules for rotational 
and translational movement have been developed and combined with an offline 
programmed six-axis robot in order to machine a large spectrum of free form 
geometries.  

2 State of the Art 

The so-called fine machining technologies include all manually applied processes 
such as grinding, lapping and polishing which are misleadingly simply referred to as 
“polishing” in industry. Scientific approaches to realize robot assisted finishing were 
started more than 30 years ago, since articulated robots gain more acceptance in 
industry. Despite of various published and partially promising results there is still no 
automated solution for the tooling industry commercially available [3-15]. 

It can be stated that apart from industrial solutions to automate the grinding process 
of welded joints on ship propellers, aircraft wings or bathroom fittings by belt 
grinding and/or wheel polishing from similar products, the analysis of the state-of-
the-art showed that neither from scientific investigations nor from industrial 
developments a suitable approach can be derived to support the complex, multi-stage 
process of finishing of free-formed steel surfaces. Due to several technical reasons the 
existing finishing cells in the market are not capable to achieve the necessary surface 
finishing requirements (usually high gloss qualities of complex free-formed surfaces 
in cavities) from the tool and die making industry. This industry sector, as in many 
other ones, still has to be almost entirely manually conducted at the finishing stage.  

Based on the understanding of Fraunhofer IPT, aiming a higher degree of a 
finishing automation process based on a robotic cell, the main following topics are 
necessary to be further developed and tested: robotic cell hardware equipment, robot 
programming and finishing process technology. The developed solutions should 
strongly regard the main requirements of the typical companies that offer manual 
finishing services, presenting an automated solution system with simplicity and 
robustness to handle the process and primarily low costs in the acquisition and 
maintenance. 

3 Experimental Setup 

3.1 Finishing Drive Systems 

The overall objective of this research work is the development of an automated robot-
assisted fine machining (grinding, lapping and polishing) by means of a force 
controlled finishing spindle and CAD/CAM-based process strategies in order to 
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support the manual worker with a brush, glossy or mirror finish of free form steel 
molds and dies. Figure 1 depicts this concept, where the prototype of the modular 
force controlled tools are possibly mounted in a conventional electric spindle. Two 
modules are proposed to be integrated on a spindle, to allow the adoption of rotational 
and translational tools that provide singular different advantages, e.g. higher material 
removal rate, better accessibility in cavities or typical surface oriented structuring 
(brush finishing). 

The adoption of such an approach is based fundamentally on the possibility to 
develop robust modules, capable to maintain the necessary forces and cutting 
velocities of the finishing process, without increasing additional costs in the 
installation in existing robot cells or even in NC-milling machines.  

 

Fig. 1. Modular force controlled concept to rotational and translational finishing tools 

As a principle of the force control during the finishing process, the pneumatic 
solution approach is adopted to regulate passively and actively the necessary pressure 
of the finishing tool against the worked surface. A prototype of a rotational finishing 
module (RMP-I), conceived to work orthogonally to the workpiece surface and with a 
compliance in the axial direction of the spindle was designed and fabricated (Figure 2 
– left side). After some initial successful tests of the concept, another prototype, for 
translational movements (TMP-I) was designed with the similar application of 
pneumatic cylinders to apply the necessary force during the finishing procedures 
(Figure 2 – right side). The TMP-I converts mechanically the rotational movement 
from the conventional spindle in a stroke movement. 

Both prototypes work essentially with the same system to regulate the process 
force during the finishing with a proportional electronic pressure regulator 
(SentronicD 609). The pressure regulator (added with filter for particles, oil etc.) can 
be set manually to a desired pressure from 0,5 up to 6 bar to work passively during 
the finishing process and guarantee a continuous pressure in the prototype modules 
(pm) during a complete operation (see figure Figure 2). The electronic regulator can 
additionally be actively controlled during the finishing operation in dependency of the 
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position of the tool over a surface of the workpiece or of the operation time trough the 
programmed CAM-data.  
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Fig. 2. Rotational and translational module concepts adopted with a pneumatic force control 
system 

The CAM-data uploaded in the drive unit of the robot contain not only the path of 
the abrasive tool to the finishing operation, but include other main parameters set to 
each point of the path, as the desired process cutting velocity - vc (spindle rotation - 
n) and the finishing pressure applied against the surface (pf). The pressure applied in 
the process can be changed in distinctive regions of the surface or in dependency of 
the time to optimize the necessary material removal rate or surface roughness quality. 
This active control permits the addition of the following functionalities in the process: 

− Finish distinct regions of a surface with individual selected finishing parameters, 
due to previously identified singular defects over the surface generated from 
milling operations. 

−  Finish distinct regions of a surface with more or less finishing pressure, due to 
deviance of contact area between abrasive tool and material surface. 

− Finish distinct regions of a surface with variable finishing parameters, to achieve 
gradient of glossiness and generating desired structures. 

The adopted pressure regulator with the rotational and translational modules was set 
during the proof of concept tests for the finishing process with forces in the 
compliance direction of the tools between 1 up to 20 N and with an approx. resolution 
of 0,5 N.   

3.2 Finishing Tools for Rotational and Translational Movement 

The selected tools to be applied in the automated finishing process with a robot are 
driven essentially by the rotational and translational modules. Rotational tools (Figure 
3, left side) are recommended in cases where a high material rate is expected, 
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however the accessibility of rotational tools in a mold cavity is limited. Therefore, 
translational tools (linear movement) are usually applied on the mold making 
industry. 

3.3 Rotational Module – Axis-Symmetric Tools 

In the finishing process with the rotational module, an axis-symmetric abrasive tool is 
mounted on a shaft of the rotational module which transmits the necessary torque 
from the spindle to rub the abrasive grains in the contact zone between tool and 
surface. The module permits an axial freedom of approx. 10 mm (l), allowing the 
shaft to slide and to apply a normal force from the abrasive tool against the mold 
surface. This feature permits the shaft to work similar as a piston of a pneumatic 
actuator and to transfer a necessary finishing pressure (pf) on the contact area between 
surface and tool from the pressure regulator system (pm), see Figure 3, left side. The 
rotation of the spindle (n) is simultaneously transmitted to the abrasive tool. The force 
applied to the process is directly dependent of the pressure set by the regulator and the 
area of contact between tool and surface (Ar). The pressure applied on the back side 
of the piston (pm) is conducted to the shaft/piston and subsequently to the finishing 
tool through a pneumatic canal crossing axially the spindle. The axial compliance of 
the shaft allows additionally the tool in case of wear or due to a deviance in the 
surface profile and robot path to be automatically compensated. 

Rotational tools Translational tools
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a - lenght
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Fig. 3. Rotational and translational tools – basic tool and abrasive contact area geometry 

Rotational tools with abrasion contact on the front side are set with an angle 
between the axial axes of the spindle and the surface orthogonal close to 90°. A 
smaller deviance on this angle has to be taken in consideration (α approx. ± 2°), due 
to the fact of the robot not to be a precise machine. Therefore the rotational finishing 
tool should admit a self adjustment of any uncorrected orthogonality. A simple 
solution for this requirement is the use of a universal joint, known as well as cardan 
joint, to adapt the deviance (see Figure 3, left side). 
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3.4 Translational Module – Cuboid Tools 

Translational tools with an oscillation linear movement are commonly used in the 
finishing process of molds and dies of steel, especially in pieces deployed in the 
injection of plastic products, due to advantages of accessibility in frequent narrow 
slots and cavities. Another meaningful advantage in the utilization of translational 
tools is the possibility to provide a brush finishing texture to the surface. A brush 
finishing texture may assist to fill a mold with the melted plastic during the injection 
and subsequently facilitate the ejection of the molded part from the cavity.  

The initial basic form for the translational tool body is a cuboid, although the form 
can be modified according to the geometry of the surface to be finished (Figure 3, 
right side). On the top of the tool exists an interface with a beam, which transmits the 
linear stroke frequency (ft) from the translational module to the abrasive body. The 
interface presents one rotational joint to permit possible deviances in the lead angle of 
the tool (α). This degree of freedom is necessary as for the rotational module due to 
imprecision of the robot and eventually to increase the accessibility of the tool in 
constricted cavities. The force applied in the process (Fn), as the tools in the rotational 
model, are directly dependent of the pressure set in the pneumatic system and the 
contact between tool and finishing surface (At).  

4 Proof of Concept and Results 

4.1 Selection of Tools According to the Desired Surface Quality 

The classical finishing procedure of steel molds is a multistage process where actually 
different machining procedures are taken in use. Regarding the material removal rate 
and the desired surface quality, machining procedures as grinding, honing, lapping 
and polishing are adopted. This sequence of fine machining procedures follow a 
tendency to present decreasing material removal capacities but to simultaneously 
increase reachable surface qualities from the grinding/honing up to the polishing 
process. Figure 4 presents a selected multistage process strategy that begins with 
grinding and honing stones to mainly eliminate surface structures generated by a 
typical milling process and to allow in subsequential stages the lapping and polishing 
process to progressively improve the roughness of the surface up to a glossy surface 
quality. This process strategy was selected from previous trials that provided the most 
consistent and reliable surface quality results. 

The second chosen main step for both rotational and translational modules is the 
lapping process. Lapping is a finishing process defined as chipping material with 
loose grains distributed in a fluid or paste which are guided with a usually shape-
transferring counterpart (lapping tool), featuring ideally undirected cutting paths of 
the individual grains. The main objective of the lapping process is to considerably 
improve the surface quality without changing its geometry.  

Finally as last step the polishing process is applied to improve even further the 
surface quality of the mold using as for lapping loose grains in a fluid. The difference 
between both processes is practically the hardness of the counterpart tool. Lapping 
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tools are generally harder than polishing tools and therefore press more intensively 
the lose abrasive grains against the surface. Polishing tools on the other hand, 
generate shallower cuts on the mold surface and subsequently lower roughness. 
During each finishing steps (grinding, honing, lapping and polishing), process 
parameters can be modified to obtain different cutting results.  

 

Fig. 4. Multistage process strategy for rotational and translational tools 

The graphic on Figure 5 shows the average expected surface improvement after the 
conclusion of each finishing step for rotational and translational tools.  
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Fig. 5. Surface quality improvement following the adopted process strategy 

Both rotational and translational tools, present a time efficiency to improve the 
milled surface up to a glossy surface between 10 up to 15 min/cm2, being similar to 
results obtained in manual operations.  

To achieve the desired surface qualities (Figure 5), additionally to the adopted 
tools to each stage of the finishing process, a range of parameters was optimized. 
Figure 6 presents the overview of the respective main optimized parameters, 
identified during the execution of the previous tests. Initial automated finishing 
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process trials were conducted on planar milled surfaces of an usually adopted mold 
and die making industry steel grade - 1.2343 ESR. The experiments were enhanced 
with different finishing tools, free form surfaces and higher surface quality 
requirements until the finishing grade N1, following the standard DIN/ISO 1302. Due 
to this process advance, the involved parameters had to be adapted and new strategies 
and finishing paths were developed. During the optimization of the parameters it was 
established as a best practice rule, that the initial finishing steps should be longer than 
the final ones, enhancing the overall efficiency of the process. A contrary longer final 
finishing step increases not only the whole processing time of the surface, but 
generates defects due to the applied soft tools. It was observed in the trials that softer 
tools from the final stages had the tendency to damage the surface generating 
common polishing defects, e.g. orange peel, confirmed in former trials from  
Behrens [16].  

Finishing stage 1 2 3 4 5 6 7 1 2 3 4 5 6 7
Parameter
vc- cutting velocity (m/s) 2 3 3 10 8 6 4  -  -  -  -  -  -  -
f- linear frequency stroke (Hz)  -  -  -  -  -  -  - 2000 2000 2000 2000 1500 1500 1000
ls- stroke amplitude (mm)  -  -  -  -  -  -  - 1,5 1,5 1,5 1,5 1,5 1,5 1,5
pf- finishing pressure (N/cm^2) 0,2 0,5 0,5 0,3 0,3 0,2 0,9 0,2 0,5 0,5 0,3 0,3 0,2 0,9
vf- infeed velocity (mm/s) 3 3 2 2 2 2 5 5 5 5 8 8 8 15

Finishing efficiency (min/cm^2) 3 2 1,5 1,5 1,5 1 0,5 4 3 2,5 2 1,5 1 0,5

Rotational tools Translational tools

 

Fig. 6. Furthermore adopted cutting parameters with the adopted process strategies 

4.2 RMP-I Rotational Module Prototype I  

The realization of the prototype was fundamental to assure the capabilities of the 
pneumatic system as solution and to provide an adequate equipment to apply the 
necessary cutting parameters of the finishing process. Figure 7 shows a cavity of a 
plastic injection airbag mold which was finished with a robot (IRB 4400), applying 
the knowledge acquired and developed during the research at Fraunhofer IPT.  

 

Fig. 7. Robot automated finished cavity of a plastic injection airbag mold 

The airbag mold material of hardened steel 1.2343 ESR was previously fine milled 
until the desired geometry. The fine machining however generated severe waviness 
and pitch imperfections on the surface. Due to remaining 15 µm deep holes originated 
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from the milling process, the subsequent automated finishing process had to be able to 
remove uniformly at least the correspondent 15 µm height of material to clear the 
optical defects on the surface and to keep a uniform concave surface geometry. 

The initial milled surface presented a roughness of approximately Ra = 2,0  µm 
and Rt = 15 µm. After the multistage finishing process (Figure 7), a high gloss 
finished surface with the roughness values of Ra = 15 nm and Rt = 0,4 µm was 
achieved. 

Important during the automated finishing process trial with the robot was the 
appliance and development of strategies and different movement paths to enhance the 
machined surface. According to the surface roughness, different rotational finishing 
tools were adopted and to each one appropriate process parameters were identified. 
The investigated tools differed in the type of machining technology (grinding, lapping 
and polishing tools) and in the specific characteristics, e.g. abrasive grain size, tool 
stiffness, contact geometry, etc. The tools applied from the first up to the 6th finishing 
stage had a diameter of 20 mm and a ring thickness of 2 mm. The last polishing stage 
was executed with rings of 20 mm diameter and 4 mm thickness. 

Furthermore each investigated tool and corresponding processing step presented a 
tendency for an optimal process parameter combination, regarding basically to the 
abrasive cutting velocity (spindle rotation), the process in-feed (movement velocity of 
the robot), the process pressure (prototype force appliance) and the tool path strategy. 
Three basic tool path strategies were applied in the multi-stage finishing process 
according to the objectives of each finishing steps (Figure 8). The paths are named as 
parallel paths, spiral paths and “random” paths. 

 

Fig. 8. Abrasion simulation – surface quality optimization 

Parallel and spiral paths are directly derived from existing milling paths from 
conventional CAM software and are used primarily in the initial finishing steps to 
remove a high material volume of the surface through grinding and lapping. The new 
“random” paths are reserved to final finishing stages, due to its property to remove the 
material of a surface without leaving an optical pattern mark from the robot path. 



682 A. Driemeyer Wilbert et al. 

 

Although this marks could be below the desired roughness of the surface, such marks 
are subjective not appraised by the human eye. The generation of the “random” path 
is actually not complete stochastic, but follows some rules as to the ones applied to 
solve the well known travelling salesman problem – TSP. The programming of the 
“random” path is generated using an algorithm written in MATLAB®.  

A qualitative abrasion simulation tool is subsequently applied to foreseen the 
abrasion affect of the selected parameters, especially regarding the CAM-paths. The 
abrasion simulation tool was equally written in MATLAB® based on the Preston 
theory [17] and combined with the CAD data from the mold depicted as a point cloud 
and with the CAM path data. The simulation is based on a qualitative expected 
abrasion rate over the finished surface, through a theoretical contact area of the 
abrasive tool and workpiece. 

4.3 TMP-I Translational Module Prototype I 

First initial experiments were conducted over flat surfaces of hardened steel (1.2343 
ESR, 54 HRC) to evaluate TM-Prototype I and positive results were achieved. The 
pneumatic system of TM-Prototype I was integrated to the robot controller and 
became off-line programmable. The proportional control used on the pneumatic 
system and its integration with the CAM data allowed the force controlled finishing 
process, to have a specified action force/pressure on each point of the programmed 
finishing path. As a result of this possibility, a variable adjustment during the process 
was given, according to the surface quality status. 

 

Fig. 9. Experiments of the TMP-I on a flat surface with different finishing tools 

The initial milled surface (Figure 9) presented a roughness of approximately: 
Ra = 35 nm, Rt = 4 µm. After the multistage finishing process depict on Figure 4, the 
reached surface quality was Ra = 10 nm, Rt = 0,8 µm, measured on different and 
random spots over the surfaces. 

After concluded the initial parameters set over the flat samples, the optimized 
parameter results were directly applied to finish a slight curved surface of a turbine 
blade (Figure 10) to develop the process on a real case. Both trials, over the flat and 
curved surfaces were conducted with cuboid tools with the same footprint dimensions 
of 6 x 8 mm (a and b, see Figure 3, right side). A light curvature was although 
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preciously dressed in the finishing tools applied on the trials with the turbine blade, 
aimed to guarantee a best contact fit between abrasive body and part surface.  

Before the trials it was important to set the overlapping strategy of different paths 
over a turbine surface and to optimize the required time to conclude a homogeneous 
finishing, avoiding the generation of spots on the surface with a non sufficient 
material removal (see Figure 10 deficient blue spot). Unfortunately, the exact material 
specification of the turbine can not be published on this paper, due to agreements with 
the provider of the blade, but a similar hardness of approximately 54 HRC was kept. 
After repeating the last finishing step with the 1 µm diamond paste, a surface quality 
of an average Ra of 30 nm and Rt of 0,4 µm was achieved. 

 

Fig. 10. Further preliminary study of the TMP-I on a light curved surface 

5 Conclusion and Future Research 

Although the design and machining processes in manufacturing of molds and dies 
have been developed in the past years, through remarkable improvement by new 
CAD/CAM software and NC machine tools, mostly finishing processes are still 
supported entirely by skilled workers.  

In this paper, two concepts of force controlled tool driving systems, for rotational 
and translational tools were presented and their early trials of functionality proven. 
The positive results are not only depicted on the successful technical results of the 
surface quality reached by the tools in comparable consumed time to the manual 
efficiency, but the fact that the presented prototype systems are unparallel in the 
requirements of simplicity and cost, if compared with existing force controlled 
solutions in the market. Additionally to the module prototypes, the paper presented a 
developed strategy to finish free form surfaces with the rotational and translational 
tools. The developed strategies were proven to be adequate for further experiments, 
and optimization of the existing finishing steps to reduce the actual efficiency of 10 – 
15 min/cm2 down to 5min/cm2 is believed to be possible. 
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The presented research showed as well the adoption a new “random” path strategy 
programmed with the assistance of the TSP theory to be applied on the last stages of 
the finishing process. This path strategy showed to be necessary to avoid the 
generation of patterns over the surface from the conventional CAM paths, generating 
a pattern over the surface that can not be perceived by the human eye.  

The research in the near future to the automation of the finishing process at 
Fraunhofer IPT will focus, beside the optimization of the actual strategy with the 
robot, on the development of more robust driving tool modules and their directly 
integrability in NC machines. Other aspects that needs to be taken into account to the 
automation of the finishing process is the development of parallel or sequential 
activities normally involved in the finishing process. This is for example the 
simplification of the finishing programming, automation of necessary cleaning 
procedures before each finishing stage and the process control through the automated 
surface quality inspection.  
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Abstract. Within highly automated assembly systems, the planning effort forms 
a large part of production costs. Due to shortening product lifecycles, changing 
customer demands and therefore an increasing number of ramp-up processes 
these costs even rise. So assembly systems should reduce these efforts and 
simultaneously be flexible for quick adaption to changes in products and their 
variants. A cognitive interaction system in the field of assembly planning 
systems is developed within the Cluster of Excellence “Integrative production 
technology for high-wage countries” at RWTH Aachen University which 
integrates several cognitive capabilities according to human cognition. This 
approach combines the advantages of automation with the flexibility of humans. 
In this paper the main principles of the system’s core component – the cognitive 
control unit – are presented to underline its advantages with respect to 
traditional assembly systems. Based on this, the actual innovation of this paper 
is the development of key performance indicators.  

Keywords: Key performance indicators, Cognitive Control, Self-Optimization, 
Assembly Planning. 

1 Introduction 

In this paper, a set of key performance indicators (KPI) is discussed describing the 
impact of a cognitive interaction system of highly automated assembly systems. The 
basis is a cognitive interaction system which is designed within a project of  
the Cluster of Excellence “Integrative production technology for high-wage 
countries” at RWTH Aachen University with the objective to plan and control an 
assembly autonomously [1]. The overall objective of the Cluster of Excellence is to 
ensure the competitive situation of high-wage countries like Germany with respect to 
high-tech products, particularly in the field of mechanical and plant engineering. Yet 
these countries are facing increasingly strong competition by low-wage countries. The 
solution hypothesis derived in the mentioned Cluster of Excellence is seen in the 
resolution of the so-called Polylemma of Production [1]. The contribution of the 
project “Cognitive Planning and Control System for Production” is the development 
of a cognitive interaction system. Cognitive interaction systems in general are 
characterised by two facts. On the one hand, they comprise cognitive capabilities as 



 Measurement of the Cognitive Assembly Planning Impact 687 

 

mentioned before and on the other hand, they feature an interaction between the 
technical system and human operators [2]. One of the major challenges of the 
Polylemma of Production is to increase the efficiency of planning and simultaneously 
utilise the value stream approach in the domain of assembly. The main results are the 
implementation of a cognitive control unit (CCU) as the key component of the 
cognitive interaction system and the construction of an assembly cell on the technical 
side to practically test the functionality of the CCU. 

In this context, assembly tasks are a big challenge for planning systems, especially 
considering uncertain constraints, as implied in this approach. As a result, classic 
planning approaches have shown to be of little use due to the huge computational 
complexity. By calculating the complex planning problems prior to the actual 
assembly, this problem can be bypassed – but current and temporary changes cannot 
be taken into account. That is why in this project, a hybrid approach of pre- and re-
planning of assembly tasks is followed. While the CCU plans and controls the whole 
assembly process, the operator only executes assembly steps, which cannot be 
fulfilled by the robots, and intervenes in case of emergency. In this way, the robot 
control, which is now based on human decision processes, will lead to a better 
understanding of the behaviour of the technical system. 

The crucial point of the CCU is the reduction of planning costs compared to 
traditional automated assembly systems. This is reached by means of cognitive 
capabilities with simultaneously increasing the flexibility during the actual assembly 
process. To quantify this, a set of four KPIs is developed in this paper. These KPIs 
point out the influence of implementing a cognitive interaction system for assembly 
planning to the Polylemma of Production. The new KPIs therefore concentrate on the 
comparison of production systems with and without cognitive interaction systems 
while general performance measuring systems itself already exist [3], [4]. 

2 The Cognitive Control Unit 

The main idea of the cognitive control unit is to autonomously plan and control the 
assembly of a product solely by its CAD description. Hence, it will be possible to 
decrease the planning effort in advance and to increase the flexibility of 
manufacturing and assembly systems [7]. Therefore several different approaches, 
which are suitable for the application on planning problems, are of great interest in the 
field of artificial intelligence. While generic planners like the ones by Hoffmann [8], 
Castellini [9] and Hoffmann & Brafman [10] are not able to compute any solution 
within an acceptable time in the field of assembly planning concerning geometrical 
analysis, other planners are especially designed for assembly planning, e.g. the widely 
used Archimedes System [11]. To find optimal plans, it uses AND/OR-graphs and an 
"assembly by disassembly" strategy. The approach of Thomas follows the same 
strategy, but uses only geometric information of the final product as input [12]. 
Nevertheless, both approaches are not adequate enough to deal with uncertainty. 
Another system developed by Zaeh & Wiesbeck [13] follows an approach which is  
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similar to the CCU apart from the fact that it only plans and does not control the 
assembly. In this field, the CCU is a sophisticated system on the way to self-
optimisation. 

The CCU is able to take over tasks from an operator, for example repetitive, 
dangerous and not too complex operations, as it is capable to process procedural 
knowledge encoded in production rules and to control multiple robots. As knowledge-
based behaviour as well as skill-based behaviour cannot be modelled and simulated 
by the CCU, it will cooperate with the operator on a rule-based level of cognitive 
control [6], [14]. The task of the CCU consists of the planning and the controlling of 
the assembly of a product that is described by its CAD data while the assembly 
actions are executed by the assembly robots. After receiving an accordant description 
entered by a human operator, the system plans and executes the assembly 
autonomously by means of a hybrid planner. With regard to the cooperation between 
the CCU and an operator it is crucial that the human operator understands the 
assembly plan developed by the CCU. Furthermore, a robot control which is based on 
human decision processes will lead to a better understanding regarding the behaviour 
of the technical system which is referred to as cognitive compatibility [2]. 

2.1 Hybrid Planner 

The planning process of the CCU is separated into two assembly-parts to allow fast 
reaction times: the Offline Planner, executed prior to the assembly, and the Online 
Planner, executed in a loop during the assembly (Fig. 1). The Offline Planner allows 
computation times of up to several hours. Its task is to pre-calculate all feasible 
assembly sequences – from the single parts to the desired product. The output is a 
graph representing these sequences. This graph is transmitted to the Online Planner 
whose computation time must not exceed several seconds. Its task is to map 
repeatedly the current system state to a state contained in the graph during assembly. 
In a further step, the Online Planner extracts an assembly sequence that transforms the 
latest state into a goal state containing the finished product. Thus, the proposed 
procedure follows a hybrid approach [6]. 

A solution space for the assembly sequence planning problem is derived during the 
offline planning phase. As mentioned above, an “assembly by disassembly” strategy 
is applied to generate an assembly graph, which is first generated as an AND/OR-
graph and which is then transformed into a state graph that can be efficiently 
interpreted during online planning [15]. Therefore, a description of the assembled 
product's geometry and its constituting parts, possibly enriched with additional mating 
directions or mating operation specifications, is used. The geometric data is read by 
the CCU from a CAD file. The main concept of this strategy is a recursive analysis of 
all possibilities of an assembly or subassembly [16]. Any assembly or subassembly is 
separated into two further subassemblies until only single parts remain. All related 
properties of the product's assembly are stored. Additionally, instances can be used to 
describe functional aspects. This will be relevant if additional data apart from the part 
geometries is taken into account by the assembly planner [12]. 
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Fig. 1. Hybrid approach of the CCU 

All data of the separation evaluators is stored in the state graph. The information 
contains static operation costs and mating operation descriptions for each assembly 
that might be active during assembly. All transition steps are represented by edges 
enhanced with the named costs. Each state contains the passive assembly, to which 
other parts may be added, starting with the empty one at the bottom up to the final 
product at the top. 

The Online Planner derives the assembly plan during the assembly process. It uses 
the state graph provided by the Offline Planner as well as information about the 
current robot cell’s situation. This approach is similar to the system developed by 
[13], in which assembly task instructions for a human operator are reactively 
generated. 

The Graph Analyser receives the generated state graph from the offline planning 
phase and the actual world state describing the current situation of the assembly. 
Afterwards, the graph analyser maps this world state onto the matching state 
contained in the state graph. If this node and the “goal-node” are identical, the 
assembly has been completed and the process ends. Otherwise, the state graph is 
updated. Dynamic costs in terms of the availability of necessary parts are assigned to 
the state graphs edges – in addition to the costs, which already have been assigned to 
the edges during offline planning [6]. After this procedure, the optimal path to the 
goal-node is calculated using the A* search algorithm, which represents the optimal 
assembly plan for the given current situation [17]. This path is tested for 
parallelization and sent to the Cognitive Control component, which executes the 
assembly in a further step. 

The Cognitive Control component receives the assembly sequence, triggers the 
accordant robot commands and communicates with the human operator so that the 
latter can operate e.g. in case of unforeseen changes. This component is based on 
Soar, a cognitive framework for decision finding that aims on modelling the human 
decision process [18]. Soar contains several production rules which are stored in the 
knowledge base. Furthermore, human assembly strategies are developed and 
implemented in the component to generate a higher degree of machine transparency 
and to enhance cognitive compatibility [14]. Thus, this component implements the 
cognitive capability of decision making so that the CCU in general is able to optimise 
its performance according to different delivered target states. 

In this section, the background of the cognitive interaction system with regard to 
the planning algorithm and the possibilities of decision making within the technical 
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system was described. The next section points out how this approach can help to 
improve the planning process by defining KPIs for cognitive interaction systems. 

3 Key Performance Indicators 

In order to measure the influence of a cognitive interaction system on the planning 
process, four key performance indicators were developed. As described in the 
previous sections, the reduction of planning efforts prior to the assembly is a main 
objective of cognitive interaction systems like the CCU. This approach enables a 
faster planning process for assembly and thereby comprises at best an increase of 
production volume during this phase. This has on the one hand a positive effect on the 
validity of the data generated and beyond that on the quality of the final production 
process. In addition, the increased flexibility allows not only a static assembly 
strategy like traditional automated systems, but the possibility to act adaptively within 
the framework of the generated plan. The four KPIs which show these advantages 
within the triple constraint (cost, time and quality) are: 

• KPE – planning effort 

• KAPV – acceleration of production volume growth 

• KIPV – increase of production volume 

• KPQ – plan quality 

The contribution to the the Polylemma of Production technology is determined by the 
comparison of the KPIs with and without the use of a cognitive interaction system to 
control an assembly of components of simple geometry like the scenario described in 
section 3.2 [5]. All KPIs are defined in a way that the larger the value, the more 
superior is the cognitive system compared to the traditional one. The turning point 
where both systems are equal is – depending on the context of the precise  
KPI – 0 or 1. 

3.1 Planning Effort 

The first KPI, the planning effort, refers to the phase of mounting and initial 
programming of the cognitive interaction system within an assembly system. The 
initial filing and maintenance of the knowledge base in a cognitive interaction system 
represents significantly more work compared to programming a traditional assembly 
system, for example by teaching the robot. This effort is too high for a production 
system that is designed only for one product since a traditional assembly system can 
be programmed very quickly for a specified manufacturing step and this programming 
has to be adjusted only marginally during production. However, if the assembly 
system needs to be able to assemble a wide range of products with small batches, a 
traditional assembly system has to be repeatedly reprogrammed and optimised. In 
contrast, an assembly system with a cognitive interaction system can be adapted with 
little effort on a new product. 
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The key performance indicator KPE is based on Schilberg [19] and is calculated 
from the sum over n different products to be assembled by the efforts of the 
programming of the system respectively the creation of the knowledge base and the 
optimisation of the assembly: ∑∑   (1)

With KPE  : Key performance indicator of the planning effort PE  : Planning effort of an assembly system with a cognitive 

  interaction system PE  : Planning effort of a traditional assembly system. 

The interval in which the KPI ranges is [-∞, +1]. The extreme value −∞ of the interval 
will be reached if the planning effort for PE  is arbitrarily small or if PE  is an arbitrary large value. The other extreme value of 1 will be reached if PE  is 0 [5]. 

By the automated assembly planning within the cognitive interaction system, this 
system only has to be reprogrammed if the assembly of the product to be 
manufactured contains steps that were not previously stored in the cognitive 
interaction system (for example if a new tool is available, which results in new 
possible operations). By the independent planning of the assembly process, under 
constraints which have passed by the operator to the cognitive interaction system, no 
new operation sequences have to be programmed. The adaptive adjustment of the 
assembly sequence can even ensure an assembly with a not previously known 
component supply which is impossible in a traditional assembly system. When a new 
sequence of steps is to be executed, the assembly system has to be reprogrammed and 
optimised, which represents a significant amount of work. This does not allow 
flexible responds of the assembly system to changes in product manufacturing or in 
the assembly sequence.  

3.2 Acceleration of Production Volume Growth 

The second KPI, acceleration of production volume growth, is determined by 
comparing the maximum increase in production volume per time unit at the site ti. 

Therefore, the KPI is calculated as: ||   (2)

With    KAPV : Key performance indicator for acceleration of production 
  volume growth 
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PV |  : Slope at the inflection point of the production system with 

  cognitive interaction systems PV |  : Slope at the inflection point of the traditional production 

  system. 

By forming the quotient, the KPI ranges in the interval [-1, +∞]. A value of -1 means 
that the production volume growth of a production system with cognitive interaction 
systems is 0, so there is no production. The other extreme value means that the 
production volume growth with a cognitive interaction system is arbitrarily large 
respectively the production increase of a traditional production system is 0. This value 
is never reached because it would mean a discontinuity in the S-curve, which has to 
be differentiable by definition [5]. 

In case of a congruence of the inflection points of the ramp-up function f(t) for 
both production systems, it is sufficient to determine the key performance indicator 
KAPV if one production system dominates the other one. If the two inflection points do 
not match, it may happen that a production system, which has a steeper gradient but 
realises this at a significantly later time, possibly has a worse overall production 
volume.  

3.3 Increase of Production Volume 

In this case, a third KPI, namely the increase of total production volume during ramp-
up, should be consulted. It is calculated by integrating over the starting function f(t) in 
a given period. By the quotient, a direct comparison of production systems with and 
without cognitive interaction systems can be made. 

Therefore, the KPI is calculated as: 

  (3)

With KIPV : Key performance indicator of the increase of production volume 
t0  : Start of production 

  : Time of series production with full capacity. 

Under the condition that the integral of f t 0, a cognitive system is superior to a 
traditional system if the KPI takes a value > 1. The key performance indicator KAPV 
represents therefore the necessary condition for the superiority of a production system 
with cognitive interaction systems in the assembly, while the key performance 
indicator KIPV is the sufficient condition for a real improvement [5]. This 
consideration is only meaningful if both times to volume differ from each other 
marginally. Otherwise the “faster” production system would always be preferred since 
time is often the critical variable. 
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3.4 Plan Quality 

The fourth KPI is the plan quality, which is borrowed from one criterion for 
evaluation of planners on the International Planning Competition (IPC) [20]. It is 
determined from the number of assembly steps required to manufacture a product. In 
a traditional system, the assembly sequence is either fully optimised and programmed 
in advance or a heuristic-based optimisation is used by the employee during 
programming. Depending on the complexity of the product to be assembled, the 
optimal assembly sequence may not be found in a reasonable time. In the context of 
this scenario and further scenarios which were analysed within the project, the CCU is 
able to generate the entire assembly graph in the Offline Planner. At this point no 
heuristics have to be used but such applications are possible. Thus, this KPI is defined 
with regard to more complex products where heuristics are relevant. 

As described before, in a cognitive interaction system, it may also be necessary to 
resort to a heuristic to solve the planning problem in a reasonable time in a 
corresponding product complexity. This planning can be continued during the 
production, which means that the cognitive interaction system starts with an assembly 
sequence that was found using a heuristic. Then during the process the system is able 
to derive a better assembly sequence in parallel by using relaxing heuristics and by 
conducting a broader search within the AND/OR-graph. If the number of components 
is below a threshold, all possible decompositions of the AND/OR-graph can be saved 
and a guaranteed optimal solution of the planning problem can be found [5].  

The plan quality of the traditional and the cognitive assembly system are identical 
in this case, provided that the same resources for computing capacity and time exist. 
However, the cognitive assembly system is able to perform a broader search during 
the actual assembly and thus to create the optimal assembly plan. In this example, this 
would mean a sum of costs of 40 instead of 50 although the first analysis step of the 
optimal solution is considerably larger than the one of the heuristic. The plan quality 
of a cognitive interaction system is thus at least as good as a traditional assembly 
system and is able to achieve a better plan quality which is expressed by a lower sum 
of costs in the assembly graph through an on-going continuation of the planning. 

The KPI is calculated as: 

 ∑ ∑    (4) 

With KPQ : Key performance indicator of the plan quality 
n  : number of assembly steps with traditional production system 
m : number of assembly steps with cognitive interaction system C  : costs on optimal path with traditional production system C  : costs on optimal path with cognitive interaction system. 

Hence, KPQ is never less than zero. In addition, the cognitive interaction system has 
the ability to adjust the assembly sequence depending on the availability of the single 
components. The optimal assembly sequence that was found during this process has 
been created under the terms of a deterministic supply of components respectively the 
availability of all components and assemblies required. With regard to the possibility 
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of dynamic allocation of the new edge costs within the assembly graph in case of 
storage of all possible decompositions, the cognitive assembly system is able to adapt 
the assembly sequence dynamically and to ensure the optimal plan quality in a 
dynamic environment at any time during assembly. 

4 Conclusion 

This paper proposes a set of KPIs which can determine the advantages of a cognitive 
interaction system in contrast to traditional automated systems to improve an 
assembly system. A precise cognitive interaction system in the domain of assembly 
planning systems is presented, which is the first self-optimising system in this 
domain. It comprises several cognitive capabilities implemented in the cognitive 
control unit (CCU) by a hybrid approach for assembly tasks, which enables robots to 
decide on their action during assembly autonomously. 

To measure the systems’ advantages involved, a set of key performance indicators 
is developed in this paper which can show the impact of this cognitive interaction 
system. These KPIs concentrate on the main improvements being achieved during 
assembly and its construction and sequence planning. The interaction of the four KPIs 
“planning effort”, “acceleration of production volume growth”, “increase of 
production volume” and “plan quality” evaluate the improvements in attaining the 
final production volume and in reducing the planning effort as well as the 
enhancement of the quality of the derived plan by means of the self-optimising 
capability of the CCU. These are developed in the context presented in this paper but 
designed to highlight the impact of cognitive interaction systems on production 
economics in general. 

With respect to future research, there are plans to fill these KPIs with life, while in 
this paper the theoretical background for the next step has been set. Therefore, 
industrial applications are to be performed and analysed by comparing the assembly 
of a product with the use of the CCU on the one hand and with the traditional 
approach on the other hand. Therein, possible weaknesses can be detected and 
resolved. This practical testing may then be shifted to other cognitive interaction 
systems to demonstrate the transferability of the set of KPIs. The challenge of 
fundamental research like the technological innovations developed within this Cluster 
of Excellence often comprises the persuasion of industry of the high performance of 
such solutions and the implementation or the launch of a product out of this. 
However, companies need reliable predictions on the applicability and economic 
efficiency. At this, the developed KPIs can play a major role as they provide exactly 
this required evidence in the examined topic. 
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Abstract. In this paper, we present a hybrid approach to automatic assembly 
planning, where all computational intensive tasks are executed once prior to the 
actual assembly by an Offline Planner component. The result serves as basis of 
decision-making for the Online Planner component, which adapts planning to 
the actual situation and unforeseen events. Due to the separation into offline and 
online planner, this approach allows for detailed planning as well as fast 
computation during the assembly, therefore enabling appropriate assembly 
duration even in nondeterministic environments. We present simulation results 
of the planner and detail the resulting planner’s behavior. 

Keywords: assembly planning, cognitive production systems, ROS. 

1 Introduction 

1.1 Motivation 

The industry of high-wage countries is confronted with the shifting of production to 
low-wage countries. To slow down this development, and to answer the trend towards 
shortening product life-cycles and changing customer demands regarding 
individualized and variant-rich products,  new concepts for the production in high-
wage countries have to be created. This challenge is addressed by the Cluster of 
Excellence “Integrative production technology for high-wage countries” at the RWTH 
Aachen University. It researches on sustainable technologies and strategies on the 
basis of the so-called polylemma of production [2]. This polylemma is spread 
between two dichotomies: First between scale (mass production with limited product 
range) and scope (small series production of a large variety of products), and second 
between value and planning orientation. The ICD D1.1 “Self-optimizing Production 
Systems” focusses on the reduction of the latter dichotomy. Its approach for the 
reduction of this polylemma is to automate the planning processes that precede the 
actual production. This results in a reduction of planning costs and ramp-up time and 
secondly it allows to switch between the production of different products or variants 
of a product , hence enabling more adaptive production strategies compared to current 
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production. Automatic replanning also allows to react to unforeseen changes within 
the production system, e.g. malfunction of machines, lack of materials or similar, and 
to adapt the production in time. In this paper we present the planning components of a 
cognitive control unit (CCU) which is capable to autonomously plan and execute a 
product assembly. We also describe how this planner can be integrated into the ROS 
framework, so that the planner can be easily interact with ROS supported robots. 

1.2 Use Case Description 

The CCU is developed along a use case scenario for an assembly task in a 
nondeterministic production environment [10]. This scenario is based on the robot 
cell depicted in Fig. 1. 

 

Fig. 1. Schematic of the robot cell 

Of the two robots of the robot cell, only Robot2 is controlled by the CCU. Robot1 
independently delivers parts in a random sequence to the circulating conveyor belt. 
The parts are then transported into the grasp range of Robot2 who then decides to pick 
them up, to immediately install them or to park them in a buffer area. The scenario 
also incorporates human-machine cooperation. In case of failure, or if the robot 
cannot execute a certain assembly action, the CCU is able to ask a human operator for 
assistance. To improve the cooperation between the operator and the machine, the 
operator must be able to understand the behavior and the intentions of the robot [11]. 

The only sources of information to guide the decision making of the CCU are a 
CAD description of the desired product, the number and types of single parts 
currently in the buffer and on the conveyor belt and the current state of the assembly 
within the Assembly Area. The planner is evaluated with different toy models (see 
Figure 2). The pyramid construct (a) serves as a benchmark for the computational 
complexity and is been used in different sizes (base areas of 2x2, 3x3, and 4x4 
blocks). Construct b) and c) are used to demonstrate the planner’s behavior.  
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assembly planning is already hard even for deterministic environments where all parts 
for the assembly are available or arrive in a given sequence [15], the situation 
becomes worse for this unpredictable situation. Our approach follows a hybrid 
strategy to allow for thorough but fast reasoning: All computational intensive tasks 
are executed once before the actual assembly. This is done by an Offline Planner 
component. Its results are handed to the Online Planner component, which adapts 
planning to the actual situation. Due to this separation, our approach (see Figure 3) 
allows for detailed planning as well as fast computation during the assembly. The 
Offline Planner contains a CAD Parser which derives the geometric properties. The 
currently supported format is STEP [1]. This data is then processed by the graph 
generator. The details of this process are explained in section 3.2. The Online Planner 
consists of the components Graph Analyzer, Parallelizer and Cognitive Control, 
which are detailed in section 3.3. 

 

 

Fig. 3. System architecture of the hybrid planner 

3.2 Offline: Graph Generation 

The Offline Planner receives a CAD description of the desired final product. From 
this input it derives the relations between the single parts of the product via 
geometrical analysis as described in [4]. The results are stored in a connection graph. 
Assembly sequences are now derived using an assembly-by-disassembly strategy: 
Based on the connection graph, all feasible bipartite separations of the product are 
computed. The Separations can then be evaluated regarding certain criteria as 
stability, accordance to assembly strategies of human operators or similar. The result 
of this evaluation is stored as a score for each separation. This separation is 
recursively continued until only single parts remain. The separation steps are stored in 
an and/or graph [8], which is then converted into a state graph as displayed in Figure 
4 using the method described in [4]. Nodes represent subassemblies of the assembly. 
Edges connecting two such nodes represent the corresponding assembly action which 
transforms one state into the other. Each action has associated costs, which depend on 
the type of action, duration, etc. Also, each edge optionally stores information about 
single additional parts that are needed for the related transformation. 
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Fig. 4. State graph representation of an assembly 

The graph generation process has huge computational requirements for time as well 
for space. Table 1 shows the properties of resulting state graphs for different products. 
The results show the extreme growth of the graph regarding the number of parts 
necessary for the given product. However, as can be seen when comparing the state 
graphs of both constructs with 14 parts, the shape of a product affects the graph, too: 
The more possible independent parts are from each other, the more different assembly 
sequences are feasible. Therefore the graph of the construct a) with 14 parts has 
almost twice the size of the state graph resulting from construct b). 

Table 1. Properties of the State graph resulting from different products 

Product #Parts #Nodes of Graph #Edges of Graph 

construct a) (size 2x2) 5 17 33 

construct c) 6 16 24 

construct b) 14 361 1330 

construct a) (size 3x3) 14 690 2921 

construct a) (size 4x4) 30 141,120 1,038,301 

3.3 Online: Graph Analysis 

The state graph generated by the Offline Planner is then used by the Online Planner to 
derive decisions which assembly actions are to be executed given the current  
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situation. The Online Planner therefore executes the following process iteratively until 
the product is complete: The Graph Analyzer perceives the current situation of the 
assembly and identifies the corresponding node of the state graph. Using the A* 
algorithm [5] the Online Planner now derives the cheapest path connecting the node 
matching the actual state with a goal node, which presents one variant of the finished 
product. By doing so, it also actualizes the costs of the examined edges regarding the 
realizability of the related assembly action, which depends on the availability of the 
parts to be mounted. Unrealizable actions receive penalty costs which vary depending 
on how close in the future they would have to be executed. Therefore, the planning 
algorithm avoids currently unrealizable assemblies. Additionally, due to weaker 
penalties for more distanced edges, the algorithm prefers assembly sequences that rely 
on unavailable parts in the distant future to assemblies that immediately need those 
parts. This results in reduced waiting periods since missing parts have more time to be 
delivered until they are ultimately needed. The resulting path represents the at that 
time optimal assembly plan for the desired product. The Parallelizer component now 
identifies in parallel or arbitrary sequence executable plan steps and hands the result 
to the Cognitive Control for execution. Here the decision which action is actually to 
be executed is made. The process of parallelization is detailed in [4]. 

However, updating all edge cost reachable from the node representing the current 
state is a computational intensive task. To overcome this problem, the edge cost 
update can be combined with the A* algorithm, so that only edges which are traversed 
by A* are updated. This extremely reduces the computational time, since only a 
fraction of the graphs node is examined. So even for large graphs, the Online Planner 
is able to derive a decision in well under 100ms in worst case. Figure 5 shows the 
nodes reachable and examined by the Online Planner during the assembly of a 4x4 
construct. Plateaus in the graph depict waiting phases where the assembly cannot 
continue because crucial parts are not delivered. 

 

Fig. 5. Number of nodes reachable from the node representing the given situation and number 
of nodes that are examined by the A*-algorithm 
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3.4 Planner Behavior 

Figure 6 shows the course of the assembly for the construct c). Newly arrived parts 
are shown in the third column. They can either be used for direct assembly (first 
column) or otherwise are stored in a buffer shown in column 2. The right column 
depicts the plan that is calculated based on the parts located. Here the number of a 
given block denotes the position where that block is to be placed. In step 0, no parts 
have been delivered. The planner therefore has no additional information and 
produces an arbitrary but feasible plan. In step 1 a new green block is delivered, 
which matches the first plan step. The related assembly action is therefore executed 
and the new block is directly put to the desired position. In step 2 a new red block is 
delivered. Given the current state of the assembly and the new red cube, the planner 
calculates an improved plan which allows to assemble this red block earlier than 
originally planned: Now it is more feasible to first mount two green blocks on top of 
each other (positions 1 and 3), because then the red block can be assembled, too 
(position 5). This plan step is executed in step 3 when a second green block becomes 
available. Now, in step 4, it is possible to mount a red block. From that step on only 
one feasible assembly sequence is possible, which is then executed. 

 

 

Fig. 6. Exemplary assembly of construct c)  
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The described behavior results in more rapid assemblies compared to simpler 
planning approaches: A purely reactive planner which would follow a bottom up 
strategy, would have placed the first two green blocks next to each other (positions 1 
and 2). Thus, in step 5 no assembly action would have been possible and the assembly 
would have to stop until a further green cube would be delivered. 

4 Implementation of Planner and Robot Controller 

ROS [12] has established itself as the currently most used robot framework among 
mobile robot development. A similar trend can be expected for industrial robots [17]. 
Therefore, an ROS based implementation promises portability and extended 
reusability for future developments. ROS mainly supports C++ and Python as 
programming languages. However an interface to Java based applications has been 
provided with rosjava [18]. The planner itself is written in Java and relies on this 
interface. It is implemented as one ROS node which communicates with the 
reminding robot cell via two topics as depicted in Fig. 7. The planner listens for the 
topic assembly_state, which contains information about the components which have 
currently been assembled or are freely available. As soon as new information is  
published, the planner computes the corresponding assembly sequence and publishes 
it as topic assembly_plan. Both assembly_state and assembly_plan rely on lists of 
Components which hold the relevant data. Each component possesses an unique ID to 
identify it and contains data about its type and its pose. Within the assembly_state, the 
pose stores the actual location of the Component. When used in the context of  
assembly_plan, the pose holds the information on where to mount the respective 
component. This double use of the pose attribute allows for slim data structures and  

 

 

Fig. 7. ROS data structures for communication with the Online Planner 
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efficient data exchange. The nodes state_provider and robot_controller realize the 
interaction with the robot cell and can be exchanged with particular controllers for the 
given hardware. 

5 Summary 

In this paper we presented our hybrid approach for an assembly planner for 
nondeterministic domains. We described the workflow of the offline planner, which 
analyses CAD data describing the desired product. The outcome of the offline planner 
is a state graph which holds alle possible (and feasible) assembly sequences. This 
graph is generated by following an assembly by disassembly strategy: Recursively all 
possible separations of the final product are computed until only single parts remain. 
During the actual assembly, this state graph is updated to mirror the current situation 
of the assembly, specially the availability of newly delivered parts. Using the A* 
algorithm, the at that time optimal assembly sequence is derived and handed over to 
the cognitive control unit, which then decides which assembly step gets to be 
executed. This step is then executed and the outcome of that step is reported back to 
the planning system. This process is iterated until the product is completed. We 
expect the robot framework ROS to gain influence not only in the area of industrial 
research but also within industrial applications. Therefore we implemented our 
planner with ROS support to be able to integrate it with all robot controllers 
supporting ROS. 

6 Outlook 

Future work must optimize the described Planners. Using techniques of parallel 
programming and by incorporating specialized databases which can cope efficiently 
with large graphs, the planning duration can be improved. Subsequently, the planner 
will be extended to be able to deal with industrial applications as well as plan and 
control the production process of a complete production network. 
 
Acknowledgements. The authors would like to thank the German Research 
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Cluster of Excellence "Integrative Production Technology for High-Wage Countries".  

References 

1. Anderl, R., Tripper, D.: STEP Standard for the Exchange of Product Model Data. B. G. 
Teubner, Stuttgart/Leipzig (2000) 

2. Brecher, C., et al.: Excellence in Production. Apprimus Verlag, Aachen (2007) 
3. Castellini, C., Giunchiglia, E., Tacchella, A., Tacchella, O.: Improvements to sat-based 

conformant planning. In: Proc. of 6th European Conference on Planning (2001) 
4. Ewert, D., Schilberg, D., Jeschke, S.: Selfoptimization in adaptive assembly planning. In: 

Proceedings of the 26th International Conference on CAD/CAM, Robotics and Factories 
of the Future (2011) 



 Selfoptimized Assembly Planning for a ROS Based Robot Cell 705 

 

5. Hart, P.E., Nilsson, N.J., Raphael, B.: A Formal Basis for the Heuristic Determination of 
Minimum Cost Paths. IEEE Transactions on Systems Science and Cybernetics SSC 4(2), 
100–107 (1968) 

6. Hoffmann, J.: FF: The Fast-Forward Planning System. The AI Magazine (2001) 
7. Hoffmann, J., Brafman, R.: Contingent planning via heuristic forward search with implicit 

belief states. In: Proceedings of ICAPS 2005, pp. 71–80 (2005) 
8. Homem de Mello, L.S., Sanderson, A.C.: And/Or Graph Representation of Assembly 

Plans. In: Proceedings of 1986 AAAI National Conference on Artificial Intelligence, pp. 
1113–1119 (1986) 

9. Kaufman, S.G., et al.: LDRD final report: Automated planning and programming of 
assembly of fully 3d mechanisms. Technical Report SAND96-0433, Sandia National 
Laboratories (1996) 

10. Kempf, T., Herfs, W., Brecher, C.: Cognitive Control Technology for a Self-Optimizing 
Robot Based Assembly Cell. In: Proceedings of the ASME 2008 International Design 
Engineering Technical Conferences & Computers and Information in Engineering 
Conference, America Society of Mechanical Engineers, U.S (2008) 

11. Mayer, M., et al.: Simulation of Human Cognition in Self-Optimizing Assembly Systems. 
In: Proceedings of 17th World Congress on Ergonomics IEA 2009, Beijing, China (2009) 

12. Quigley, M., Gerkey, B., Conley, K., Faust, J., Foote, T., Leibs, J., Berger, E., Wheeler, R., 
Ng, A.: ROS: an open-source Robot Operating System. In: ICRA Workshop on Open 
Source Software (2009) 

13. Röhrdanz, F., Mosemann, H., Wahl, F.M.: HighLAP: a high level system for generating, 
representing, and evaluating assembly sequences. In: 1996 IEEE International Joint 
Symposia on Intelligence and Systems, Seiten, pp. 134–141 (1996) 

14. Tecnomatix (2011),  
http://www.plm.automation.siemens.com/en_us/products/ 
tecnomatix/index.shtml 

15. Thomas, U.: Automatisierte Programmierung von Robotern für Montage-aufgaben. 
Fortschritte in der Robotik, vol. 13. Shaker Verlag, Aachen (2009) 

16. Zaeh, M., Wiesbeck, M.: A Model for Adaptively Generating Assembly Instructions Using 
State-based Graphs. In: Manufacturing Systems and Technologies for the New Frontier. 
Springer, London (2008) 

17. http://code.google.com/p/swri-ros-pkg/wiki/MainPage 
18. http://www.ros.org/wiki/rosjava 



 

C.-Y. Su, S. Rakheja, H. Liu (Eds.): ICIRA 2012, Part I, LNAI 7506, pp. 706–715, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Virtual Production Intelligence –  
A Contribution to the Digital Factory 

Rudolf Reinhard, Christian Büscher, Tobias Meisen, Daniel Schilberg,  
and Sabina Jeschke 

Institute of Information Management in Mechanical Engineering (IMA)  
RWTH Aachen University, IMA der RWTH Aachen,  Dennewartstr. 27,  

D-52068 Aachen, Germany 
{rudolf.reinhard,christian.buescher,tobias.meisen, 

daniel.schilberg,sabina.jeschke}@ima-zlw-ifu.rwth-aachen.de 

Abstract. The usage of simulation applications for the planning and the 
designing of processes in many fields of production technology facilitated the 
formation of large data pools. With the help of these data pools, the simulated 
processes can be analyzed with regard to different objective criteria. The 
considered use cases have their origin in questions arising in various fields of 
production technology, e.g. manufacturing procedures to the logistics of 
production plants.  

The deployed simulation applications commonly focus on the object of 
investigation. However, simulating and analyzing a process necessitates the 
usage of various applications, which requires the interchange of data between 
these applications. The problem of data interchange can be solved by using 
either a uniform data format or an integration system. Both of these approaches 
have in common that they store the data, which are interchanged between the 
deployed applications. The data's storage is necessary with regard to their 
analysis, which, in turn, is required to obtain an added value of the interchange 
of data between various applications that is e.g. the determining of optimization 
potentials. The examination of material flows within a production plant might 
serve as an example of analyzing gathered data from an appropriate simulated 
process to determine, for instance, bottle necks in these material flows. 

The efforts undertaken to support such analysis tools for simulated processes 
within the field of production engineering are still at the initial stage. A new and 
contrasting way of implementing the analyses aforementioned consists in 
focusing on concepts and methods belonging to the subject area of Business 
Intelligence, which address the gathering of information taken from company 
processes in order to gain knowledge about these. 

This paper focusses on the approach mentioned above. With the help of a 
concrete use case taken from the field of factory planning, requirements on a 
data-based support for the analysis of the considered planning process are 
formulated. In a further step, a design for the realization of these requirements 
is presented. Furthermore, expected challenges are pointed out and discussed.  

Keywords: Application Integration, Data Analysis, Decision Support, Digital 
Factory. 
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1 Introduction 

Due to the global price competition, the increasing ranges of varieties and customer 
requirements as well as resulting shorter product lifecycles, production companies in 
high wage countries face a growing complexity within their production circumstances 
(Schuh et al. 2011 A). Methods and concepts which are used in order to overcome this 
complexity often fail to address the whole production process. Therefore, solutions 
are needed, which allow a holistic and integrated view of the relevant processes in 
order to achieve an increasing product quality, production efficiency and production 
performance (Brecher et al. 2011).  

Within the last years, the usage of simulation applications in the field of production 
technology became a measure with a growing significance to overcome the 
complexity mentioned above. Because of the increasing computing performance 
concerning speed and storage, these simulation applications changed the way of 
carrying out planning and preparing activities within production. So, instead of 
engineering a concrete prototype at an early stage of product design, a digital model 
of this prototype is drafted containing a description of its essential characteristics. In a 
further step, this model is passed to a simulation application to predict the prototype's 
characteristics that may have changed after having passed the manufacturing step. 
The usage of these digital models is subsumed under the notion of virtual production, 
which "is the simulated networked planning and control of production processes with 
the aid of digital models. It serves to optimize production systems and allows a 
flexible adaptation of the process design prior to prototype realization." (VDI 2008), 
(VDI 2011) 

Nowadays, various simulation applications exist within the field of virtual 
production, which allow for the simulated execution of manufacturing processes like 
heating and rolling. Herein, different file formats and file structures were 
independently developed to describe digital models. Through this, the simulation of 
single aspects of production can be examined more easily. Nevertheless, the 
integrative simulation of complex production processes cannot be executed without 
large costs and time efforts as the interoperability between heterogeneous simulation 
applications is commonly not given.  

One approach to overcome this challenge is the creation of a new standardized file 
format, which supports the representation of all considered digital models. However, 
regarding the variety of possible processes, such an approach results in the creation of 
a complex, standardized file format. Its comprehension, maintenance and usage, 
again, require large costs and time efforts. Furthermore, necessary adaptations and 
extensions take a lot of time until their implementation is finished (Nagl et al. 2003), 
(Horstmann 2011). 

Another approach considers the usage of concepts from data and application 
integration avoiding the definition of a uniform standard. Within this approach, the 
interoperability between the simulation applications is guaranteed by mapping the 
aspects of different data formats and structures onto a so called canonical data model 
(Steve 2008) , (Schilberg 2010). Newer approaches extend these concepts with regard 
to semantic technologies by implementing intelligent behavior into such an 
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integrative system. This approach is called Adaptive Application and Data Integration 
(Meisen et al. 2011), (Reinhard et al. 2012).  

As a consequence, new possibilities concerning the simulation of whole production 
processes emerge, which allow the examination of different characteristics of the 
simulated process, e.g. material or machine behavior. With regard to the analysis of 
the integrated processes, new questions arise as methods for the analysis of the 
material or machine behavior mentioned above cannot be transferred to the analysis 
of the corresponding integrated process. A further challenge comes up as soon as 
suitable user interfaces are added, which are necessary for the handling of the 
integrated process and its traceability.  

Similar questions emerge whilst the analysis of enterprise data. Applications giving 
answer to such questions are subsumed under the notion of Business Intelligence. 
These applications have in common that they identify, aggregate, extract and analyze 
data within enterprise applications (Byrne et al. 2008), (West 2011).    

In this paper, an integrative concept is introduced that transfers the nature of these 
solutions to the field of application of production engineering. It contains the 
integration, the analysis and the visualization of data, which have been aggregated 
along simulated process chains within production engineering. In respect to the 
concept’s application domain and its aim to contribute to the gaining of knowledge 
about the examined processes, it is called Virtual Production Intelligence. In order to 
illustrate this approach, in chapter 2, a use case scenario from factory planning is 
taken into consideration. In chapter 3, requirements are listed, which arise from the 
use case scenario described in chapter 2. The realization of these requirements makes 
it necessary to create new concepts, which are presented in chapter 4. Chapter 5 
contains a description of expected challenges that come up while realizing the 
requirements defined in chapter 3. This paper concludes with a summary and an 
outlook on a further use case.  

2 Use Case Factory Planning  

The notion of virtual production comprises the planning of processes that are 
characteristic for factory planning. In this chapter, a scenario taken from the field of 
factory planning is introduced, which follows the concept of Condition Based Factory 
Planning (CBFP). This concept facilitates an efficient planning process without 
restricting its flexibility by making use of standardized planning modules (Schuh et al. 
2011 B). With the help of this scenario, it is pointed out which data are aggregated 
and which questions are raised concerning the integration, analysis and visualization 
of data within the planning process of a factory aiming at the support of this planning 
process. In the following, after having illustrated the use case, the examination of the 
planning process aforementioned is subsumed under the notion of Virtual Production 
Intelligence.  

The concept of CBFP is employed to analyze factory planning scenarios with the 
aim of facilitating the factory planning process by decomposing it into single modules 
(Schuh et al. 2011 B). These modules address various aspects within factory layouting 
like material flow or logistics. Because of the modular procedure, the characteristical 
non-linearity of planning processes can be mapped onto each process' modeling. 
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Within various workshops, requirements concerning the future factory are gathered 
in collaboration with the customer. For this purpose, table calculation and simulation 
applications are employed. Subsequent to these workshops, the gathered data are 
evaluated by one of the factory planners, who participated in the workshops, and 
suitable planning modules belonging to CBFP are identified. Thereby, different 
scenarios of the factory's workload are examined to guarantee the future factory's 
flexibility. Figure 1 illustrates this procedure focusing on the exemplary planning 
modules Product Planning, Process Planning, Capacity Planning, Planning of Floor 
Space Requirements, Logistics and Stock Design as well as Production Control. 

 

Fig. 1. Exemplary non-linear factory planning process following CBFP 

Although the planning process is supported by the planning modules from CBFP, a 
significant disadvantage remains as the procedure is vulnerable concerning input 
errors committed by the user. Furthermore, the automated analysis of gathered data is 
complicated, due to the lack of a uniform data model.  

The support of the planning process is based on a data model, which fulfills the 
planning modules' requirements. Thereby, the collection of data is performed by 
making use of familiar applications. Each analytical step, e.g. the calculation of 
different scenarios of the factory's workload, is computed on a dedicated server by the 
factory planer during the evaluation phase between two workshops. One advantage of 
this procedure is the coherent data handling during the entire planning process. 
Because of this coherent data handling, the design output can be made available for 
uninvolved and, in particular, new employees as well as for the executives after 
having finished a planning process. An interactive visualization allows for an 
explorative analysis of the simulation application's output. Such an integrative 
solution facilitates the location of possibilities for optimization within the examined 
processes. As an organizational consequence and a lasting effect, the experiences 
made during the implementation of optimization processes can be employed with 
regard to the composition of best practices for planning projects within the planning 
company. The implementation of the integrated solution is depicted in Figure 2. 
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Fig. 2. Exemplary Factory Planning Process following CBFP, supported by an integrative 
solution 

As a consequence of the integrated consideration, different fields of employment 
emerge, for instance the immersive visualization of a digital model of the future 
factory within a Cave Automatic Virtual Environment (CAVE). This immersive 
visualization provides the possibility of inspecting the future factory virtually. In 
doing so, the customer gets the option to feedback the current state of the factory's 
planning process, which in turn leads to an improved satisfaction regarding the 
planning's outcome. The creation of the interoperability between the involved 
applications, on the one hand, and the integrative data handling and analysis, on the 
other hand, results in the provision of such a solution without generating larger costs 
and time efforts. 

Furthermore, the usage of this solution allows for the examination of different 
outcomes within a planning problem, e.g. the distribution of machines within a hall 
and the corresponding planning aspects like logistics or staff security, on a 
homogeneous data basis. Such a solution might also be adapted to the requirements of 
another field of application, like marketing, if the attention is directed to the 
presentation of the planned area rather than to the computing accuracy. Another field 
of application is the training effort for new employees. Its reduction is an important 
aim due to high wage costs. In this context, different views adapted to relevant 
questions of new employees can be used, which comprise the complete and detailed 
presentation of the current project as well as of past projects. 

The scenario described above, which includes methods from factory planning, 
illustrates how the support of the planning process can be designed. In this scenario, 
the integration, the analysis and the visualization of data gathered during the planning 
process is realized. The following chapter comprises a description of requirements 
that need to be fulfilled when dealing with a system that provides the aforementioned 
support of the planning process. 
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3 Requirements on an Integrative Solution Based on an 
Analysis for Process Data 

The virtual production aims at an entire mapping of the product as well as of the 
production within a model for experimental purposes. Thereby, the mapping should 
comprise the whole lifecycle of the product and of the production system (Bracht et 
al. 2011). Within an enterprise, the virtual production is established by employees, 
software tools such as Product-Lifecycle-Management applications (PLM 
applications) and organizational processes (Bracht et al. 2011). 

The demanded possibilities for analysis serve the purpose of gaining knowledge by 
examining already completed planning processes. The term “intelligence” is 
commonly used to describe activities that are linked to those analyses. Software tools, 
which support the analysis and the interpretation of business data, are subsumed under 
the term “Business Intelligence”. 

As this term can be defined in different ways, at this point, the basic idea of 
“Business Intelligence” will be pointed out (Luhn 1958), (Kemper et al. 2006), 
(Hummeltenberg 2009). A common feature of the definitions referred to consists in 
the aggregation of relevant data from different data sources, which are applications 
within a company, into a central data storage. The transmission of data taken from the 
application data bases into this central data storage is realized by the well-known 
Extracting, Transforming and Loading process (ETL). Subsequently, the data are 
arranged in more dimensional data cubes following a logical order. In doing so, a 
company’s IT is divided into two different categories: 

• Operational: This category contains applications customized for e.g. the 
accounting department, the purchasing department or the production 
department of a company.  

• Analytical: In this case, the category contains applications for the analysis of 
data arising from the applications mentioned in the operational category. 

The fact that operational processes are not influenced by analytical processes can be 
regarded as an advantage of this division.  

Requirements for a system that supports the described planning process in chapter 
2, in particular the data and application integration, and which additionally follows 
the idea of Business Intelligence can be subsumed as below: 

• Interoperability: Facilitating the interoperability between applications in use. 
• Analytical abilities: Systematic analyses providing the recognition of 

potentials towards optimization and delivering fundamental facts for decision 
support.  

• Alternative representation models: Taylor made visualization for the 
addressed target group, which provides appropriate analysis facilities based 
on a uniform data model. 

In order to find a solution, which fulfills the requirements mentioned above, a concept 
formation is needed that addresses the field of application, that is, in this case, the 
virtual production already mentioned above, as well as the aim of gaining knowledge. 
This aim is also addressed by the term “Intelligence”. The concept formation will take 
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into account approaches, methods and concepts. These will contribute to the 
achievement of objectives concerning the gaining of knowledge with regard to the 
processes executed within the considered field of application, which is the virtual 
production. Therefore the concept formation results in the notion of Virtual 
Production Intelligence. 

This notion will be described in the following chapter. 

4 Objectives of the Virtual Production Intelligence 

The Virtual Production Intelligence (VPI) is a holistic, integrated concept that is used 
for the collaborative planning of core processes in the fields of technology 
(material/machines), product, factory and production planning as well as for the 
monitoring and control of production and product development: 

• Holistic: Addressing all of the product development’s sub processes. 
• Integrated: Supporting the usage and the combination of already existent 

approaches instead of creating new and further standards. 
• Collaborative: Considering roles, which are part of the planning process, as 

well as their communication and delivery processes. 

The VPI aims at contributing to the realization of the digital factory, which is defined 
as follows: 

Digital factory is the generic term for a comprehensive network of digital models, 
methods and tools – including simulation and 3D visualization – integrated by a 
continuous data management system. Its aim is the holistic planning, evaluation and 
ongoing improvement of all the main structures, processes and resources of the real 
factory in conjunction with the product (VDI 2011). 

 

Fig. 3. - The concept of the Virtual Production Intelligence' Platform 

The concept is evaluated by the technical implementation of a web-platform, which 
will serve as a support tool. This platform will serve for planning and support 
concerns by providing an integrated and explorative analysis in various fields of 
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application. Figure 3 illustrates how the platform is used in these fields of application 
by various user groups. Within the figure, the use case “factory planning” is addressed 
as well other use cases, which will be described in future publications. 

5 Challenges 

The integrative approach of the VPI concept facilitates the use of various applications, 
which can, for example, be deployed whilst a planning process without requiring a 
uniform data format. At the beginning of the use case scenario already described 
above, different utilization rates of factory capacity are defined. As a consequence, 
further requirements arise, which concern, for example, the future factory's layout, 
logistics or stocks. Within the planning process of the factory, data are generated on a 
large extent. The use of these data depends on the future utilization rates of the 
factory capacity. In order to analyze the planned processes of the future factory, it is 
provided that these processes are evaluated beforehand. The planning of these 
processes will only create an additional value if the identified potentials for 
optimization are considered in the real process.  

Comprehensively, the following questions have to be answered from a planner's 
point of view: 

• Which of the data generated during the process planning are relevant? 
• Which key performance indicators are needed with regard to the validation 

of the considered processes? 
• How can the gained knowledge be fed back into the real process? 

Regarding the field of information technology, the following questions arise: 

• Which data model facilitates the data's analysis? 
• Which data analysis methods known from Business Intelligence can serve as 

role models?  
• How to validate the data model's and analysis' functionality appropriately? 

Topics that were not considered above will be addressed by the following questions: 

• Which simulation model for the considered process is preferred by the user? 
• How can the process in consideration be decomposed?  
• Which added value may the user expect? 

In retrospect, these questions address technical, professional as well as organizational 
aspects. 

6 Summary and Outlook 

Within this paper, a concept named “Virtual Production Intelligence” (VPI) has been 
presented, which describes how the solutions developed within the field of “Business 
Intelligence” can be adapted properly to the one of virtual production. This concept, 
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which is both holistic and integrated, is used for the collaborative planning, 
monitoring and control of core processes within production and product development 
in various fields of application. 

Furthermore, the technical implementation of this concept was made a subject of 
discussion in terms of the Virtual Production Intelligence Platform (VPI-Platform). 
The platform’s implementation is particularly based on concepts and methods 
established in the field of Cloud Computing. Challenges that might occur during the 
realization of the platform were taken into account with regard to technical, 
professional and organizational aspects. 

A further scenario, which will point out the VPI’s flexibility, will be taken from the 
field of laser cutting. Thereby, the focus will lie on the problem of analyzing a 
simulated cutting process in such a way that desired characteristics of the concrete 
cutting process can be realized. The configuration settings for the cutting machine 
resulting in the desired cutting quality are a part of the analysis outcome. An 
additional value for the real cutting process arises after feeding back the analysis 
outcomes into this process. 
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Palmisano, John III-141
Pan, Gen II-176
Pan, Lizheng II-11
Pan, Ya-Jun I-632
Pang, Wee Ching III-131
Pano, Vangjel II-323
Pashazadeh, Saeid III-503
Pashkevich, Anatol I-132
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