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Preface

The 2012 International Conference on Web Information Systems and Mining
(WISM 2012) was held during October 26-28, 2012 in Chengdu, China. WISM
2012 received 418 submissions from 10 countries and regions. After rigorous
reviews, 87 high-quality papers were selected for publication in the WISM 2012
proceedings. The acceptance rate was 21%.

The aim of WISM 2012 was to bring together researchers working in many
different areas of web information systems and web mining to exchange new
ideas and promote international collaboration. In addition to the large number
of submitted papers and invited sessions, there were several internationally well-
known keynote speakers.

On behalf of the Organizing Committee, we thank Xihua University and
Leshan Normal University for its sponsorship and logistics support. We also
thank the members of the Organizing Committee and the Program Committee
for their hard work. We are very grateful to the keynote speakers, session chairs,
reviewers, and student helpers. Last but not least, we thank all the authors and
participants for their great contributions that made this conference possible.

October 2012 Fu Lee Wang
Jingsheng Lei

Zhiguo Gong

Xiangfeng Luo
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Study on the Design of Automatic Cotton Bale Inspecting
Management System

Jie Zhao', Fang Yu', Minfeng Tang', Wenliao Du?, and Jin Yuan®

! Shanghai Entry-Exit Inspection and Quarantine Bureau, Shanghai, China
% School of Mechanical Engineering, Shanghai Jiao Tong University, Shanghai, China
{zhaojie2012126, fangyul26,yumintangl26}@126.com,
{wenliaodu, j.yuan72}@gmail.com

Abstract. The study object in this paper is the cotton bale’s high-speed
weighing and sampling system. Firstly it introduces the requirements of the
cotton bale weighing and sampling system. And then the control system is
discussed including simplified schematic, system composition motion control.
Motion control is the focal point of this paper. One of the emphases is the
choice and installation of sensors, limit switches and execution units in this
system, the other is the principle, procedure and flow chart of the automatic
deviation correction. Finally, it discusses the real-time solution for multi
production lines convey by using the VxWorks real-time kernel and NTP to do
time synchronization to ensure the control units meet the time requirements of
high-precision.

Keywords: cotton bale, Cotton fiber sampling, VxWorks.

1 Introduction

In the inbound and outbound of the imports and expert cotton and domestic cotton trade,
the warehouse management process includes cotton bale weighing, sampling and
marking work, due to the low degree of automation of existing technology, to take a
more discrete and manual way. Customs cotton bale warehouse are usually more
dispersed, especially cotton commodities, large volume, variety and large quantities of
cotton bale, its regulatory and inspection work need to spend a lot of manpower, working
hours, which not only give a great deal of pressure to inspection and quarantine
departments for storage and transportation, but also increased trade delivery. Cotton bale
test and management system is developed for continuous, automated which requires high
security, reliability, ease maintenance[1-2], while the distributed automated system
control and man-machine interface separation can be achieved using modern network
communication technology remote real-time data acquisition, monitoring in remote. A
fully functional distributed systems and highly specialized, high reliability and enables
distributed human-machine dialogue system with flexible expansion, its management
features simple and convenient. Distributed systems through the communication network
to a host of large complete sets of equipment and a number of auxiliary interconnected,
sharing resources to work together to achieve distributed monitoring and centralized
operation and management diagnosis.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 1-8] 2012.
© Springer-Verlag Berlin Heidelberg 2012



2 J. Zhao et al.

The use of high reliability PLC and the SCADA monitoring software make it easy
to build a control system with a data acquisition, control circuit, automatic sequence,
calculation and other major operations of equipment. It can realize the automatic
control of packaging process and transportation process with a real-time monitoring,
fault diagnostic and quality evaluation, which meets the reliability, stability and real-
time requirements of industrial system [3].

The cotton bale’s high-speed weighing and sampling has been chosen as a study
object in this paper. Firstly it introduces the requirements of the cotton bale belt
conveyor and sampling system. And then the control system is discussed including
simplified schematic, system composition motion control. Motion control is analyzed
in details. One of the emphases is the choice and installation of sensors, limit switches
and execution units in this system, the other is the principle, procedure and flow chart
of the automatic deviation correction. In the final, it also discusses the real-time
solution for multi production lines convey by using the VxWorks real-time kernel and
NTP to do time synchronization to ensure the control units can meet the time
requirements of high-precision.

2 Requirement Analysis

As combined transportation and packaging technology has been applied much widely
in materials packaging conveyor system, the daily output from conveyor has also
increased greatly and hence belt conveyor with middle-long distance and huge traffic
becomes one of the main delivery equipment in cotton bale sampling and qualify-test
production. Now, the safety, reliability and efficiency of such conveyor are very
important in cotton packaging production [4].

However, due to the complexity of production conditions, centralized belt
conveyor in many packaging production line has to suffer such problems as impact of
big discharge and uneven loads on the belt during the process of package feeding,
thus probably leads to decrease the strength of belt, in worse to destroy the driving
motor or break the belt, which means great loss in economy and safety. Toward such
problems, this paper, on the background of the production conditions of the field point
of our investigation, designs an auto control system based on rotating arm, belt feeder
and programmable logic controller. And also the belt-conveyor can be strengthened to
use the chain-conveyor to enhance the carrying power and stability.

The cotton bale roller conveyor in the field point is multi-segment transport
equipment, with four conveyors (roller conveyors) and one motor-less conveyor
distributed regularly to form the whole roller conveyor of production line. The
conveyor 1 is the entry conveyor which gets the feed of cotton packet. The method of
feeding cotton bale on the belt in the entry port is that workers open the port manually
to let cotton bale on the belt freely without accurate interval, and there is no
coordination between the two discharge workers, which may cause overload on the
belt. The conveyor 2 is to regulate the array of the cotton bales of transferred by
conveyor 1, which is prepared to be weighed in the dynamic scale pan. If there have a
cotton bale on the scale pan, the counting roller conveyer (conveyer 2) will stop to
ensure there can only be one cotton bale on the scale pan. After being weighed in the
scale pan, there is a branch conveyor (conveyor 4) which does the functions of
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sampling and qualify test. When the counter reaches a predefined value, the rotating
arm 1 put down. The chain-conveyor pulls up, and the cotton bale runs into roller
conveyor 4. After sampling, if the cotton bale passes the test, it will be returned to the
main line (conveyor 3). The cotton bale passing the test will go to the exit port, which
is made up of motor-less conveyor in the right outlet. The main part of cotton bale
production line is shown in Fig. 1.

3 System Design

According to the above requirements, we can simplify the mechanical parts to be a
transportation system with five conveyors (four motor conveyors and one motor-less
conveyor).

Branch
Conveyor
(Conveyor 4)

Sampling
&
Qualify test

Sample direction

Main direction

Feed Conveyor (Gt g Dyl]la;m: Main Conveyor f/[x't p(l)rt
(Conveyor 1) Conveyor Scal e Pan (Conveyor 3) (Motorless
(Conveyor 2) Weigh Conveyor)

Fig. 1. The main part of cotton bale production line schematic

3.1 Simplified Schematic

The design in this next is to use controllable devices to regulate and to control the
feeders automatically according to the real-time load on the weigh belt conveyor, and
then finish the work of sampling and qualify test. All the transportation system can be
simplified as four conveyors and one motor-less conveyor.

3.2  System Composition

Cotton Bale Feeder

As in above, manually feed is shown in the figure 1 to load cotton bale on the belt. In
fact, the conveyor 1 is the preparation feed to the production line. The conveyor 2 can
be looked as the actual feeder to the main line (conveyor 3). Both conveyors are the
microscale belt conveyor with counter in them. It can be installed below the discharge
port closely and to carry cotton bale out of from the port to the main belt conveyor
(conveyor 3). The feeder is driven by motor with current frequency altered by
corresponding transducer. The quantity of cotton bale loaded by the feeder,
proportional to run time and the feeder’s velocity determined by the current
frequency, thus can be calculated according to the relationship among the above
factors after testing.
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Fig. 2. Configuration of PLC

Controller

As the most popular controller used in industrial field, PLC is chosen in this paper
because of its powerful functions and high reliability. Schneider Quantum 651 60 is
used as CPU, which has P266 frequency and 1Mb program space, and it supports
PCMCIA, Ethernet-TCP/IP, US, MB, MB+ communication modes. Some other
modules, such as power module, counting module, analog in/out module, etc. are
installed together with CPU into an explosion pro of control panel on which are
corresponding functional key and screen in order to control or adjust the system
manually if need. The configuration of PLC is shown in Fig. 2.

Other Modules

140-CPS-114 power supplies are designed to not require external EMI filter, ferrite
bead and Ol flex cable. Quantum power supplies include on-board early power
detection logic which is used to signal other modules on the rack that input power is
lost.

The Ethernet communication module NOE 77111complies with the following
standards: UL 508, CSA 22.2-142, CE, EMI, EN55011, EN61131-2, FM 3611 Class
1 Div2 Groups ABCD, IEC61131-2, IEEE 802.3 2002, ODVA. It supports both the
I/O communication and the explicit messaging capacities.

The AII 330 10 is the analog input module to get the input of the photo electric
device, sensor or any other input elements. It is configured by the function block
AII33010_Instance, which is used to edit the configuration data of an AII 330 10
Quantum module for subsequent use by the scaling EFBs. The module has 8 unipolar
intrinsically safe channels. The following ranges can be selected: 0-20 mA, 0-25 mA
and 4-20 mA. For the configuration of an AII 330 10 the function block in the
configuration section is connected to the corresponding SLOT output of the
QUANTUM or DROP function block. The %IW references specified in the I/O map
are automatically assigned internally to individual channels. The channels can only be
occupied by unallocated variables. The analog values can be further processed in
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Scaling Sections using the _ NORM, I_PHYS, I_RAW and I_SCALE functions. EN
and ENO can be configured as additional parameters [5].

The AIO 33000 is for analog output. This module has 8 intrinsically safe
symmetrical output channels for controlling and supervising the currents in the ranges
0 to 20 mA, 0 to 25 mA and 4 to 20 mA. For the configuration of an AIO 330 00 the
function block in the configuration section is connected to the corresponding SLOT
output of the QUANTUM or DROP function block. The MW references specified in
the /O map are automatically assigned internally to individual channels. The
channels can only be occupied by unallocated variables.

The EHC-105-00 module is a high-speed counter module for the Modicon
Quantum controller. The module includes 5 independent counters. Each one can be
operated with either 5 or 24 VDC pulse input signals. Counting frequencies of up to
100 kHz can be monitored, depending upon cable length, transmitter type and voltage.
These I/0 points can be assigned to the cotton bales counters.

The rack has used a 10-rack extensible back plane. There still have 3 free slots to
be install extent module.

PLC is connected with belt feeders by optical fiber. Each transducer of the feeder
is equipped with a photoelectric converter and Modbus is chosen as the
communication protocol.

3.3  Motion Control

The motion control includes control actions of the motors, limit switches and some
other motion elements or devices in the process of conveying, sampling and quality-
test. Such as rotating arm, air cylinder, sampling cutter. The automatic degree of
controlling these things will greatly influence the efficiency of the whole production
line.

According to the desired function, the system is designed as a closed loop control
system in which current value of belt feeder motor and of belt conveyor driving motor
is taken as feedback parameters to judge whether the load on belt conveyor is in the set
range or not.

Requirements of Motion Control
The six main limit position switched are triggered under the following conditions.

e Limit switch 1 is in the front of cutter, it indicates the limit position of cutting feed.

e Limit switch 2 is in the end of cutter, it indicates the limit position of reverse
cutting feed.

e Limit switch 3 in on the roller path 4, it indicates the transportation limit of the
sampling cotton bale.

e Limit switch 4 is on the roller path 3, it indicates the space limit after sampling.

e Limit switch 5 is on the rotating arm 1, it indicates sampling with a predefined
proportion.

e Limit switch 6 is on the rotating arm 2, it is for remove the wire-steel strapping
band.
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Control Logic
The motion logic mainly includes two actions: weigh and sample. It is shown in Fig. 3.
The part of Ladder Diagram of PLC programming is shown in Fig.4.

Sample
Remove Take out Defective
= - alify Tes » Pass >
Cotton Skin Sample el e o N o rewrok
A

Convey - Weigh - Convey 4>: Next Process H

Fig. 3. The control logic process

-2 g
povver onfoff emerge?;g:]s‘top

E-1 B2

2 = |

1501

-~ —+ ESCa
| counting 704 f

lirmit switchj/] 126-1 I
Il

120-2
11

limit swvitch 1

lirmit Sw'rtcﬁj.

limit witch 2

11C-5 TT-
I 1

7L

L1 I

limit switch 4

Fig. 4. Part of PLC program

1. Weigh: Weigh cotton bale one by one. If there has a cotton bale on the scale pan,
the counting control roller conveyer (conveyor 2) will stop to ensure there is only
one cotton bale on the scale pan.

2. Sample: Sample with the predefined proportion.
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e When the counter reach a predefined value, the rotating arm 1 is put down. The
chain-conveyor pulls up, the cotton bale runs into roller path 4 (conveyor 4).

e Put down the rotating arm 2, the cotton bale is waiting for removing the strapping
wire-steel.

e Remove cotton bale cover. The sampling cutter forward rotates, and cuts into
cotton bale with predefined feeding time to restrict cutting depth. Grab the cover
cotton, the gliding block air cylinder move to exit. Then the sampling cutter
passively rotates, runs until reach the limit position 2 and stop. The magnetic valve
1 opens to blow off the cover cotton. The gliding block air cylinder move forward.

e Take out the sample. The sampling cutter positively rotates, and cuts into cotton
bale (the limit switch 1 restricts cutting space). Grab the cotton skin, the gliding
block air cylinder move off and exit. Then the sampling cutter back rotates, runs
until reach the limit position 2 and stop. The magnetic valve 2 will open and blast
air to blow off the sample. The gliding block air cylinder move forward.

e The cotton bale is send back to the main line (conveyor 3).

4 Real-Time Solution for High-Speed Multi-line Convey

If there have a group of cotton bale transportation and sampling production lines
which runs at the mean time. It requires high-precision time synchronization of each
device. And every device must have the good real-time capability and performance to
react to the request from the main control center. So the VxWorks is adopted as the
kernel of the intelligent terminal. And NTP (Network Time Protocol) is used to
synchronization for each communication module of each production line.

VxWorks is a real-time operating system with high performance that has a leading
position in industry field developed by WindRiver company, which is telescopic,
scalable and having high reliability, at the same time, it is applicable to all main
stream CPU target platform. VxWorks has historically supported a kernel execution
mode only. Both user applications and central support functionality, such as that
provided by the network stack, all ran in the same memory space. With Base 6,
VxWorks now supports a Real Time Process (RTP) mode in addition to kernel mode.
This RTP mode is based on RTP Executable and Linking Format (ELF) object files.
These object files are fully linked reloadable executables with full name space
isolation [6].

The VxWorks kernel has included the Simple Network Time Protocol (SNTP)
client service. And NOE 77111 has the NTP, which can realize the time
synchronization from a NTP sever for devices of multi production line. SNTP client
uses INCLUDE_SNTPC to include an SNTP client implementation in a VxWorks
image. If a VxWorks image includes an SNTP client, sntpcTimeGet( ) can be use to
retrieve the current time from a remote SNTP/NTP server. The sntpcTimeGet( )
routine reports the retrieved value to a format suitable for POSIX-compliant clocks.
To get time information, sntpcTimeGet( ) either sends a request and extracts the time
from the reply, or it waits passively until a message is received from an SNTP/NTP
server executing in broadcast mode [7].

The NTP client service is to obtain the time from the provider and to pass it to the
repository of the local time, the PLC. The repository of the local time provide the time
to the end user, the application, that can then use it for its own purpose, provided that
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the time is maintained by the repository with enough accuracy to meet its needs. In
our project, the time quality (the difference between the Time in the PLC and the NTP
Server) can reach 1 ms typically, and the worst case is not greater than 4 ms.

5 Conclusions and Perspective

The cotton bale’s high-speed multi-line belt conveyor and sampling has been chosen
as the study object in this paper, the configuration and process of real-time control
have been analyzed also. It analyzed the requirements of the cotton bale belt conveyor
and sampling system. Then the design control system is discussed including
simplified schematic, system composition and motion control. Motion control is
analyzed in details. During the controlling process, one of the emphases is the choice
and installation of sensors, limit switches and execution units in this system, the other
is the principle, procedure and flow chart of the automatic deviation correction.
Finally, it also discussed the real-time solution for multi production lines convey by
using the VxWorks real-time kernel and NTP to do time synchronization to ensure the
control units can meet the time requirements of high-precision.

. Using the automatic materials packaging conveyor system can solve the problem
of many packaging conveyor is set up in bad environment device, such as a lot of
dust, relative humid air, decentralized operating position. The safety, reliability, and
maintainability are enhanced greatly with the automatic transportation packaging
control system. And roller conveyor is one the most important equipment for bulk
material transportation. Traditional control methods cannot meet the design
requirements of the heavy-duty belt conveyor. The method and controlling process
can be used in other normal big workload production. It can remove the bottleneck
which constrains the production in material feeding control system.
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Abstract. The general Randi¢ index R, (G) is the sum of the weight
d(u)d(v)® over all edges uv of a graph G, where « is a real number and
d(u) is the degree of the vertex u of G. In this paper, for any real number
a > 0, the first three minimum general Randié¢ indices among trees are
determined, and the corresponding extremal trees are characterized.

Keywords: extremal graph, tree, the general Randi¢ index. 2010 Math-
ematics Subject Classification: 05C70.

1 Introduction

In 1975, Randi¢ [8] introduced the branching index as the sum of d(u)d(v)~*/2
over all edges uv of a (molecular) graph G = (V, E),i.e.,

R(@)= Y (du)dw) "2,

weE(G)

where d(u) denotes the degree of u € V(G).

Randi¢ noticed that there is a good correlation between the Randi¢ index
R and several physic-chemical properties of alkanes: boiling points, chromato-
graphic retention times, enthalpies of formation, parameters in the Antoine
equation for vapor pressure, surface areas, etc[8]. So finding the graphs hav-
ing maximum and minimum Randi¢ indices attracted the attention of many
researchers. The Randi¢ index has been extensively studied by both mathemati-
cians and theoretical chemists in the past 30 years, see [1, 9].

Later, in 1998 Bollobds and Erdés [2] generalized this index by replacing 7;
with any real number «, which is called the general Randi¢ index, i.e.,

Ro(G)== ) (d(u)d(v))".

wveE(G)

For a survey of results, we refer to the reader to a book, which is written by X.
Li and I. Gutman [7].

* A Project Supported by Scientific Research Fund of Hunan Provincial Education De-
partment and Central South University Postdoctoral Science Foundation Research.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 9-[4] 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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Ln,k,i QS
n’p’q

Fig.1. L,k and QSn p,q

Let d(u) and N(u) denote the degree and neighborhood of vertex u, respec-
tively. A vertex of degree i is also addressed as an ¢ — degree vertex. A vertex
of degree 1 is called a pendent vertex or a leaf. A connected graph without any
cycle is a tree. The path P, is a tree of order n with exactly two pendent vertices.
The star of order n, denoted by S,,, is the tree with n — 1 pendent vertices. The
double star S, ; is the tree with one p-degree vertex, one g-degree vertex and
p + ¢ — 2 pendent vertices. If [p — g| < 1, then the double star is said to be bal-
anced. A comet is a tree composed of a star and a pendent path. For any number
n and 2 <ny; <n—1, we denote by P, ,, the comet of order n with n; pendant
vertices, i.e., a tree formed by a path P,,_; of which one end vertex coincides
with a pendant vertex of a star Sy, +1 of order ny+1. Let Ly, 3 (1 < k,i < n—1)
denote the tree obtained from a path vivs - - - v,_; of length n — ¢ by attaching
a suppended path of length ¢ rooted at v;. A quasi double star graph @Sy 4
is a tree obtained from connecting the centers of S, and S, by a path of length
n — p — q as shown in Figure 1.

The question of finding the minimum general Randi¢ index and the corre-
sponding extremal graphs also attracted much attention of many researchers.
Hu, Li and Yuan [6] showed that among trees with n > 5 vertices, the path
P, for a > 0 and the star S,, for a < 0, respectively, has the minimum gen-
eral Randi¢ index. And in the same paper the trees of order n > 6 with second
minimum and third minimum general Randié¢ index for 0 < o < —1 are char-
acterized. Chang and Liu [5] showed that among trees with n > 7 vertices, the
comet P, 3 has second minimum general Randi¢ index for a > 0.

In this paper, we discuss the first three minimum general Randié¢ index for
trees. We use a relatively simple way to prove results mentioned above, and de-
termine trees with the third minimum general Randi¢ index for o > 0 (answering
a question posed by Chang and Liu [5]).

2 The Case for o > 0

Lemma 2.1 Let 77 be a tree of order n > 7 which is not a star, a > 0.
Assume that P = vqvg - - - v; is a longest path in Ty with d = d(v2) > 2, and
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Fig. 2. Transform 77 to 15

U Uy Uy, Yy Uy Uyo
— o \K‘ P > \—c .\Lo o
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T T,
Fig. 3. Transform T to 15
U1, Uz, - -+, Ug—z are neighbors of vo other than vy, vs. T is formed by deleting
the edges vouy, vous, - - -, voug—o and adding the edges viui, vius, -« -, V1Ug—2

Then Ra(Tl) > RQ(TQ).

Proof. Since T is not a star and P is a longest path, then d(u;) = d(u2) =
<o+ =d(ug—2) =1 and d(v3) > 1.

Ro(T1) = Ra(T2)

=d(v3)*(d* —2%) =2%(d—-1)*+ (d—1)d* — (d — 2)(d — 1)*

>2%(d* —2%) + (d — 1)d* — 2%(d — 1)* — (d — 2)d*”

=2%(d* — (d — 1)®) + d~ — 4“.

Ifd >4, Ra(Ty) — Ra(T2) > 0; if d = 3,

Ro(T1) — Ro(T2) > 2%(3% — (d — 1)%) + 3% — 4.

= 6% 4+ 3% — 254" > 2% /182 — 2% /162 > 0. O

Corollary 2.1 The general Randi¢ index of a comet P, ,, is monotonously
decreasing in n; for a > 0.

Lemma 2.2 Let T be a tree of order n > 7, a > 0. Assume that P = vyvg--- v
is a longest path in 7} with d(ve) = d(v¢—1) = 2, and d = d(v) > 2 for some
3 <k <t—2 wup,ug,---,uq_o are neighbors of vy other than vg_1,vp+1. To
is formed by deleting the edge vyu; and adding a new edge viui, as shown in
Figure 3.

Then Ry (T1) > Ro(To).

Proof. Ro(T1) — R (T3)
> (dxd(u1))* + (d* d(vg—1))* +2% = (2x d(u1)® + (d(vg-1)(d — 1))* — 49)
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= d(uy)®(d* — 2%) + d(vg_1)*(d* — (d — 1)®) + 2% — 42

> d* — 2% 4 29(d* — (d — 1)®) 4 2% — 4

= d* — 4% 4+ 2°(d* — (d — 1)®).

If d >4, Ry(Ty) — Ro(To) > 0;if d = 3,

Ro(Ty) — Ra(To) = 6% 4+ 3% — 2% 4% > 2% /18% — 2% /16> > 0.

Theorem 2.1 Let o > 0, among trees with n > 7 vertices,

(1) The path P, has minimum general Randi¢ index;

(2) The comet P, 3 has second minimumm general Randi¢ index;

(3) Let u proximately equal to 3.6475, if « > p, Ly p1(k = 3,4,---,n — 3)
has third general Randi¢ index. If o < p, the quasi double star ().S3 3 has third
general Randié¢ index.

Proof. (1) Assume that P = vqvg - - - v; is a longest path in T If d(v;) > 2 for
some i = 2,3,---,n—1, by Lemma 2.1 and Lemma 2.2, we can delete some edges
and adding them to the end vertices to get a new tree with the general Randié
index smaller than that of T. Therefore, tree with minimum general Randié
index should contain no vertex with degree bigger than 2. Hence the path P,
has minimum general Randi¢ index.

(2) Let T" be a tree with second minimum general Randi¢ index. We assert
that 77 contains no vertex with degree bigger than 3 or two 3-degree vertices.
Assume the contrary, if d(v;) > 4 or d(v;) = d(vg) = 3 for some 1 < i,5,k < n.
then we can delete one edge adjacent to v; or v; and add it to a pendent vertex to
get a new tree 7’. By Lemma 2.1 and Lemma 2.2, R, (T") > R, (T"). Obviously,
T" is not a path, a contradiction. Hence, T’ contains exactly one 3-degree vertex.
Note that Ro(Lp,3.1) = Ra(Lna1) =+ = Ra(Lnn—2,1) and Rq(Ly, k) are the
same for 3 < k <n—2 and 2 <[ < k. Thus it suffice to compare the general
Randi¢ index of the following trees.

R.(H3) — Ro(Hy)
=2%6%4+3%4+2%2% — 2% 3% — 2% — 6™ — 4~
= 6% 420 _ 3@ _ 4o

= 3% % 2% 4 2% — 3% — 2% x 2@
=(3*-2%(2*-1)>0

R.(H3) — Ry(H>)
=3%6%+3%2% — 2% 6% — 3% — 4% — 2 x2¢
= 6% £ 20 _ 3@ _ 4o

= 3% % 2% 4+ 2% — 3% — 2% x 2¢
=(3*-2%(2*-1)>0.

Hence H;(the comet P, 3) has the second general Randi¢ index.

(3) Let T be a tree with third minimum general Randié index. By Lemma 2.1
and Lemma 2.2, we assert that T’ contains no vertex with degree bigger than 4,
or two 4-degree vertices, or one 4-degree vertex and one 3-degree vertex. Hence
T must be one of the following:

Ifd(u1) > 1ord(ug) > 1, by Lemma 2.2, Ry (T2) > Ro(T5). If d(uq1)
1, by Lemma 2.2, Ry(T2) > R, (T3). By the proof of (2), Ry (T5
For Tg, if d(v1) > 1 or d(ve) > 1, by Lemma 2.2, R,(Ts) > R
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Fig. 5. Trees possible with third minimum general Randi¢ index

d(v1) = d(ve) = 1, by Lemma 2.2, R, (Ts) > Ro(T53). Therefore, T must be one
0fT1,T3,T4.
Ro(T)) — Ro(T3) = 34 4% + 8% + 2% — 2% 6% — 3% — 2 4 20
=8 +3%4% —2x%6% - 3% —2¢
Let f(x) =8% +3%4%* —2%6% —3% —2% x>0
F(0) =0
fl(z) =3x8 In2+6%4"In2—2%6%In6 —3"In3 —27In2
>3%8"In24+6+4"In2—-2+6%In6 —3%1n6 = g(x).
g(0)=3%In2+6+In2—2%In6 —In6 = In(2°) — In(63) > 0.
Since (In6)? < 7(In2)? and In6 * In3 < 6 * (In2)2, then
g'(x) =9%8%(In2)? +12%4%(In2)? —In6(2 % 6% In6 — 3% In 3)
> (9% 8% +12%4% — 14 % 6% — 6 * 3% In3)(In 2)?
> (9% 8% + 6% 4% — 14 % 6%)(In 2)2
Let h(z) = 9% 8% 4+ 64" — 14 6%, h(0) > 0.
R (x) =278 «xIn2+12%x4"In2 — 14 % 6% xIn6
h"(z) > 81 % 8%  (In2)? + 24 % 4% * (In 2)% — 14 % 6% x (In 6)°.
h"(0) = 81 % (In2)% + 24 % (In2)? — 14 * (In 6)2
> 105 % (In2)% — 98(In 2)? > 0.
R (z) > 243 % 8% % (In2)% — 14 % 6% * (In6)>.
> (243 % (In2)® — 14 % (In 6)3) * 8% > 0.

Therefore, h(x) > 0 for > 0, thus f(x) > 0 for z > 0. Hence R (T1) > R (T3).
Ro(Ty) — Ro(T5)
= 45 3% £ 25 6% — (246 + 3% 4 2% 2% 4 49)
=3 % 3% —4% - 2x%x2¢
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It is easy to calculate that for u proximately equal to 3.6457, if a > p, R (T4) >
R.(T3); otherwise, Ry (T5) > Rq(T4). Therefore, if a > p, Ly p1(k = 3,4, -
-,n — 3) has third general Randié¢ index. If a < p, the quasi double star QS5 3
has third general Randi¢ index.
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Abstract. Based on traditional Chinese meridian theory, this paper discussed
the design and establishment of a complete meridian database system, including
various information about meridian, acupoints, health knowledge, and acupoints
compatibility, by means of computer database, image processing and data
mining technologies. We provided a tool which can be used to analyze the
relations between symptoms and the acupoints compatibilities through
graphical and interactive queries. The system is very useful for auxiliary
treatment, and popularizing the Chinese traditional meridian knowledge.

Keywords: meridian, acupoint, acupoint compatibility, diagnosis.

1 Introduction

Meridian theory is one of the core contents of Chinese traditional theoretical system
[1]. It is an important adjustment and control system for a human body[2-3].

In current clinical studies of meridian and acupuncture, the main approaches remain
the way of looking up the wall charts or referencing meridian text materials manually,
which has its limitations. Literature [4] proposed a good idea to establish graphic
information system about human’s meridian system. However, there are many
improvements to be made, such as lacking interactive queries between meridian and
acupoints. Also, it only made prescription for a certain symptom, without the statistical
and intuitional analysis about the meridians and related acupoints information.

This paper designed and established a complete meridian database system, by
means of computer database and image processing technologies. The system is based
on the traditional Chinese meridian theory, providing various information about
meridian, acupoints, health knowledge, and acupoints compatibility. It also provided a
tool to analyze the relations between symptoms and the acupoints compatibilities
using data mining technology and graphical interactive queries, which is meaningful
for medical research. The system is very useful for auxiliary treatment, and
popularizing the Chinese traditional meridian knowledge.

The paper is structured in the following manner. A simple review on the meridian and
acupoint theory is given in Section 2. In Section 3, we showed how to design the
meridian information system, based on which, the analysis of acupoints compatibility
issues are discussed in Section 4. The summary and future work are discussed in
Section 5.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 15-21] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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2 Introduction to Meridian and Acupoint

2.1  Meridian System

Meridians are distributed throughout the human’s body. They are the main channels
for the flow of Qi and blood in the human body. They are also the basic routes
connecting every part of human’s body and play an important roll in the transform
and delivery of substance, energy and information in human’s body. Because of these
connections, the interrelations, the intercoordinations, the mutual promotions and
restrictions are made possible between parts of the living organism [5].

Meridian system is a complex network in human’s body, which is composed of the
meridians, collaterals, muscles along the regular meridians, dermal parts. Meridian
system includes twelve meridians, eight extra channels and twelve divergent
channels. Collateral system includes fifteen collaterals channels and countless minute
collaterals, float windings. Muscles along the regular meridians include twelve
muscles meridian channels. Dermal parts include twelve parts [6]. Figure 1 shows an
example of some meridians in human’s body.

Fig. 1. Meridians in human body

2.2 Acupoint

Acupoints are the concentration parts for essence of QI and blood fluid. They are
special zones for connecting body surface, Zang-fu organs and related parts, and
mainly distributed among the meridians. They are attached to meridians, and
internally connected to Zang-fu organs.

Acupoints have the function to fight disease, reflect sickness and feel stimulation.
When inflicting acupuncture and massaging on the acupoint, the stimulations can be
transferred into the internal and the power to cure disease can be inspired. There are
many acupoints in the body, 361 of which are commonly used. The two red points in
Figure 2 show the examples of acupoints.
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2.3  Acupoints Compatibility (AC)

In Chinese acupuncture and massage therapy, it is often the case that several
acupoints on different meridians are touched together. Stimulating these acupoints
simultaneously can cure some diseases. The combination of these interrelated
acupoints is called acupoints compatibility (AC). Through practice of thousand years
of Chinese medical treatment, many ACs are found and proved efficient, hundreds of
ACs being very common. For example, one AC treatment for headache is to massage
the St36 acupuncture point in liver meridian and the Close valley acupuncture point in
Yangming Large Intestine Meridian of Hand, as shown in Figure 2.

|

)
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Fig. 2. Example of AC

3 Design of Meridian Information System

3.1  The Design of Meridian Database

The meridian database is composed of the following tables. These tables lay a
foundation for our further queries and diagnosis analysis.

(1) Meridian table, as shown in table 1, contains the detailed information about
the commonly used meridians. 19 meridians are recorded in this table.

Table 1. Meridian table

Field Meaning

ID* Unique ID, keyword
TitleC Title in Chinese

TitleE Title in English

Number Acupoints in this meridian
Scope Distribution in body

Profile Profile of this meridian
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(2) Acupoint table, as shown in table 2, contains the detailed information about
commonly used acupoints. 407 acupoints are stored in this table.

Table 2. Acupoint table

Field Meaning

ID* Unique ID, keyword

LabelC Title in Chinese

LabelE Title in English

Meridian Meridian this acupoint belongs to
Place Position in the body

Anatomy Local anatomy information
Effect The effect of this acupoint
Function Related disease and symptom
GraphID Graph this acupoint belongs to
X x coordinate in Graph

Y y coordinate in Graph

(3) Meridian graph table, as shown in table 3, contains specific graphs relating to
each meridian in table 1. There are 20 meridian graphs in this table.

Table 3. Graph table

Field Meaning
ID* Unique ID, keyword
Graph Meridian Graph in OLE format

(4) AC table, as shown in table 5, contains the detailed information of ACs
available. Note that AID and SN combine together to form the keyword. We have
stored 973 ACs in this table.

Table 4. AC table

Field Meaning

AID* Acupoint ID

SN* Serial number of AC
Effect Disease this AC can cure

3.2  Function Modules of the System

The system function chart is shown in Figure.3. It’s developed using C# and
Microsoft Access 2007.
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(1) Meridian module provides the information about the meridian’s function, text
and graph information and interactive query facilities. In the graph interface, the user
can inquiry any acupoint information interactively by clicking the acupoint. The
interface also provides the zooming and shifting function to let the user browse the
whole graph to explore the meridians and acupoints.

(2) Acupoint module provides the queries to acupoints by selecting meridians in
the pull list menu or by inputting the acupoint name. Detailed in formation, such as
the meridian it belongs to, the position where it resides, its treatment effects, and so
on can be obtained easily.

(3) Aided Medical module provides the treatment plan for most of the symptoms
specified by the user. It supplies a set of candidate ACs for the user graphically.

(4) Analysis module provides the statistical information about the symptom
specified by user. This tool is especially useful for medical research. It supplies the
information of how many meridians and acupoints are involved in the ACs for that
symptom. Information is displayed in a graphical interface and further inspection can
be carried out in this interface.

(5) Medical knowledge provides abundant know ledges about meridians and health
care.

Meridians
Acupoints
w
Z Aided Medical
[¢]
B
Analysis
Medical Knowledge

Fig. 3. System structure
4 Acupoints Compatibility Analysis

4.1 AC Statistics

This module is to analyze dynamically the ACs generated for the specific symptom
specified. Based on the database we built, we can analyze the frequency of the
meridians and acupoints that have effects on that symptom. In this way, the most
important meridians and acupoints can be obtained, which are very useful for medical
research purposes. The pseudo code for analysis algorithm is as follows.

Algorithm Acu-Comp-Analysis
Input: Symptom // input by user
Data // information stored in the above defined tables
Output: Analysis results
Method:
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(1) Find all the records containing the symptom in AC table.

(2) Record the accounts of related acupoints in the AC

(3) Record the accounts of meridians containing the acupoints in (2)

(4) Show the results as network in figure 5.

(5) Show statistic information in the bottom of figure 5.

(6) React to user click-query and show related acupoint and meridian information in
new windows.

4.2  Explanations of the Operations

The analysis interface is given in Figure 4. The meridians are listed in the left column
of Figure 4. The acupoints that belong to each meridian are listed right after the
meridian on the right, represented by a solid circle. For the limitation of space, the
name of each acupoint is not displayed directly. However, when you move the mouse
to a certain circle, the name of the acupoint displays instantly. Clicking each acupoint,
all its information can be displayed.
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Fig. 4. Analysis interface
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Fig. 5. Statistics interface
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When user inputs a certain symptom in the textbox and presses enter, all the ACs
information and be summed up and shown in Figure 5. Each AC is represented by a
closed polygon with acupoints involved being its vertexes, in a unique color. At the
bottom of interface shown in Figure 5, two bar graphs are displayed, showing the most
frequently used meridians and acupoints respectively (9 at most if any). When clicking
the ACs network, the related AC graphical information will be displayed, as shown in
Figure 6.
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Fig. 6. Acupoints interactive query

5 Conclusion and Future Work

In this paper, the meridian database is designed and established and an information and
analysis system is developed based on the Chinese medical meridian theory. It provides a
useful tool to access meridian information about medical treatment plans and to analyze
the meridians and acupoints for medical research. However, all the work is done only
based on 2-D body graphs, which is not too intuitive. To make the system more
visualized, we will improve the system on 3-D image platform in the future.
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Abstract. The famous computer scientist J. von Neumann initiated the
research of the invariant subspace theory and its applications. This paper
show that every polynomially bounded operator with thick spectrum on
a Banach space has a nontrivial invariant closed subspace.
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The invariant subspace theory has important applications in computer science
and information science (see [1-16] and so on).

As stated in [3], it was the famous computer scientist J. von Neumann who
initiated the research of the invariant subspace theory for compact operators and
its applications. To be more specific, J. von Neumann showed that every compact
operator on a Hilbert space H has a nontrivial invariant closed subspace.

The famous mathematician P. R. Halmos said ([9] p.100), "one of the most
important, most difficult, and most exasperating unsolved problems of operator
theory is the problem of invariant subspace”.

S.Brown,B.Chevreau and C.pearcy [7] showed that every contraction operator
with thick spectrum on a Hilbert space has a nontrivial invariant closed subspace.

In this paper, we show that every polynomially bounded operator with thick
spectrum on a Banach space has a nontrivial invariant closed subspace.

It is well known that by the von Neumann inequality every contraction opera-
tor is polynomially bounded, but the converse is not true. For example, G. Pisier
[12] given an example of a polynomially bounded operator that is not similar to
a contraction operator (and so that is not a contraction operator).

It is also well known that every Hilbert space is a Banach space, but the
converse is not true (for example, l,,(p # 2)-space, Ly(p # 2)-space, C[a, bland
S0 on).

Let G is a nonempty open set in the complex plane C'. Let us denote by H*(G)
the Banach algebra of all bounded analytic functions on G equipped with the
norm || f|| = sup {[f(N)]; A € G}.

* The research was supported by the Natural Science Foundation of P. R. China
(N0.10771039).
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A subset o of the complex plane C' will be called dominating in G if || f|| =
sup{|f(A\)|; A € o NG} holds for all f € H*(G),

A compact subset o of the complex plane C'is called thick if there is a bounded
open set G of the complex plane C such that o is dominating in G.

An operator T on a Banach space X is said to be polynomially bounded if
there is a constant k such that the inequality

Ip(T)Il < Kllpll

holds for every polynomial.
For the notation and terminology not explained in the text we refer to [I], [4]
and [16].

Lemma 1. Let T be a polynomially bounded operator on a Banach space X. If
the set

r=(MNGU{AeTHIN-T)"] > _SW}

is dominating in G, then the functional calculus of T is isometric. That is,
1D = Ifllec for every f € H*®(G). Where o(T) denotes the spectrum of
T.

Proof. The proof of Lemma 1 is similar to that of Theorem 3.3 in [6] and is
therefore omitted.

Lemma 2. Let T be a polynomially bounded operator on a Banach space
X. If the functional calculus of T is isometric, then T has a nontrivial invariant
closed subspace.

Proof. the proof of Lemma 2 is identical with that of contraction operators (
cf. [5], [6]) and is therefore omitted.

Now we are in a position to give the main result.

Theorem 1. Let T be a polynomially bounded operator on a Banach space X
such that the set

S = {\ € G; there is a vector @ € X, such that || = 1, and [|(A=T)z| < ;(1—|A|)}

is dominating in G, then T has a nontrivial invariant closed subspace.
Proof. Set

3

I'=((TMNGUED\o(T);[A-D)" = N

We now show S C I'. In fact, for every A € S, if A € o(T), then \ € I}
if A € p(T), then by the definition of S, there is a vector x € X, such that
lz]l =1, and

I =Tyl < 3 (0= A,
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Therefore we have

L=zl = [(A=T)"" (A = T)a||
I =)A= T

< IO - ).

IN

This shows that ||[(A —T)71|| > 1_3|/\‘, and so A € I'. From the above we have
S C I'. Since the set S is dominating in G, the set I is dominating in G. It
follows from Lemma 1 that the functional calculus of T is isometric. Thus by
Lemma 2 T has a nontrivial invariant closed subspace. This completes the proof
of Theorem 1.

Corollary 1. Let T be a polynomially bounded operator on a Banach space X.
If the spectrum o(T") of T is dominating in G, then T has a nontrivial invariant
closed subspace.

Proof. If ¢,.(T) # {0}, then range (A —T) is a nontrivial invariant closed sub-
space for T.

We now can assume with loss of generality that o(T') = 04(T'). Thus for every
A € o(T), there is a sequence {x,} in X such that ||z,| =1 and ||(A —T)x,| —
0(n — o0). This shows that there is an n such that

1
1A = T)anll < g (1 = |AD.
That is, A € S, where
S = {X € G; there is a vector z € X, such that ||z| =1, and ||[(A-T)z| < iE)(17|)\|)}

Therefore we have o(T) C S. Since the set o(T') is dominating in G, the set
S is dominating in G. Thus by Theorem 1 T has a nontrivial invariant closed
subspace. This completes the proof of Corollary 1.

Corollary 2. Let T be a contraction operator on a Hilbert space H. If the
spectrum o(T') of T is dominating in G, then 7" has a nontrivial invariant closed
subspace. That is, every contraction operator with thick spectrum has a non-
trivial invariant closed subspace.

Remark 1. Corollary 2 is the main result of [7].

References

1. Abramovich, Y.A., Aliprantis, C.D.: An Invitation to Operator Theory. Amer.
Math. Soc., Providence (2002)

2. Apostol, C.: Ultraweakly closed operator algebras. J. Operator Theory 2, 49-61
(1979)



11.

12.

13.

14.

15.

16.

Invariant Subspaces for Operators with Thick Spectra 25

Aronszajn, N., Smith, K.T.: Invariant subspaces of completely continuous opera-
tors. Ann. of Math. 60, 345-350 (1954)

Beauzamy, B.: Introduction to Operator Theory and Invariant Subspacs. North-
Holland (1988)

Bercovici, H.: Factorization theorems and the structure of operators on Hilbert
space. Ann. of Math. 128(2), 399-413 (1988)

Bercovici, H.: Notes on invariant subspaces. Bull. Amer. Math. Soc. 23, 1-36 (1990)
Brown, S., Chevreau, B., Pearcy, C.: Contractions with rich spectrum have invari-
ant subspaces. J. Operator Theory 1, 123-136 (1979)

Foias, C., Jung, I.B., Ko, E., Pearcy, C.: Hyperinvariant subspaces for some sub-
normal operators. Tran. Amer. Math. Soc. 359, 2899-2913 (2007)

Halmos, P.R.: A Hilbert Space Problem Book, 2nd edn. Springer, Heidelberg (1982)

. Kim, H.J.: Hyperinvariant subspaces for operators having a normal part. Oper.

Matrices 5, 487-494 (2011)

Kim, H.J.: Hyperinvariant subspaces for operators having a compact part. J. Math.
Anal. Appl. 386, 110-114 (2012)

Pisier, G.: A polynomially bounded operator on Hilbert space which is not similar
to a contraction. J. Amer. Math. Soc. 10, 351-369 (1997)

Liu, M., Lin, C.: Richness of invariant subspace lattices for a class of operators.
Illinois J. Math. 47, 581-591 (2003)

Liu, M.: Invariant subspaces for sequentially subdecomposable operators. Science
in China, Series A 46, 433-439 (2003)

Liu, M.: Common invariant subspaces for collections of quasinilpotent positive
operators on a Banach space with a Schauder basis. Rocky Mountain J. Math. 37,
1187-1193 (2007)

Radjavi, P., Rosenthal, P.: Invariant subspaces. Springer, New York (1973)



Voronoi Feature Selection Model Considering
Variable-Scale Map’s Balance and Legibility

Hua Wang*, Jiatian Li, Haixia Pu, Rui Li, and Yufeng He

Faculty of Land Resource Engineering,

Kunming University of Science and Technology, Kunming, China
{yiniKunming2011l,ljtwcx}@163.com,
{pugongying928, heyufeng8805}@126.com,
zisefeiyang2010@hotmail.com

Abstract. Variable-scale map because of its variability, destroys the constant of
original scale, causing the map enlarge regional information easy to read, other
regions are severely compressed and difficult to identify, reducing the map
legibility. In this paper, we proposed a new pattern called Voronoi Feature
Selection to solve the problem of information compression, considering map’s
legibility and equilibrium. The main idea is that we use voronoi adjacency
relationship model to select features, instead of traditional euclidean distance
model, use voronoi influence ratio to determine the feature whether or not to
remain, and remove the small influence features to reduce the loading of
extrusion area, as well as improve the legibility of map. The comparative
experiment results show that our methods make the transformed map
readability and clearness to express, and it has a good feasibility.

Keywords: variable-scale map, information balance, legibility, voronoi.

1 Introduction

Magnifier map is a typical delegate to variable-scale map, whose important objects on
the map are represented by the larger-scale, while the rest are displayed on a small-
scale, in this “distortion”, readers can focus on the key objects. In form, scale
regulation is close to a continuous change, has no big jump, so it is better to meet the
demands of continuity of map reading. In operation, it can get more information but
avoid the frequent conversion of map zoom in or zoom out. Thus, the magnifier map
is considered to be a very practical mapping form for years.

In recent years, the research on variable-scale map is mainly concentrated in
following three aspects: (a) Projection method: it starts from the perspective of
mathematical, to transform the flat map into the variable-scale map. Wang et al. [1, 2]
scientifically summarized this projection method, and proposed an adjustable

* Corresponding author.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 26-B5] 2012.
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magnifier projection method aiming at the problem of lack of effective control of
scale change. This map projection deformation can draw up various map of
differences scale, Yang et al. [3] designed combination projection method, made
local-scale everywhere on the map to differ a fixed multiple. (b) Visualization
method: Harrie [4] demanded for mobile mapping, researched the deformation of
variable-scale map based on the thought of coordinate transformation. Al et al. [5]
applied the variable scale method in navigation electronic map, realized the effect of
“near larger, far smaller”. (c) Self-adaption method: Fairbairn et al. [6, 8] presented a
linearly reduced-scale method from city center to edge area, and it solved the problem
of crowded of space target preferable. According to the target number equilibrium,
Chen et al. [7] devised mobile mapping clip model under voronoi adjacency
relationship.

2 Question Describe

In physics, magnifier has three elements: object, image, focal length. The distance
from objects to lens is called object distance(u), as well, the distance from image to
lens is called image distance(v), they have a relationship with focal length: ™" + v' =
f. If put the object in focus, at this time, through the lens, we can see a image which
the object is magnified, this is the basic theory of magnifier imagery. Because it is not
a actual convergence point of refraction lights, but their back lines intersected, so it
can’t received by the physical screen, it’s a virtual image. Thus, projection method is
used to simulate the process of magnifier imaging. Fig. 1(a) shows the grid lines
corresponding relations of pojection transform before and after. Regard the x, y axis
increasing at same time as the enlarged area, and the rest for extrusion area, the
transformed region can be divided into enlarged and extrusion area, shown as in
Fig.1(b). Firstly, the projection transformtation process does not take the non-uniform
distribution of spatial objects into account, and can’t guarantee the integrity and
outstanding expression of adjacent information, namely the problem of information
balance. Secondly, the legibility of map has been proposed qualitatively by scholars,
but still lack effective calculation model to support it. These two are the key and core
problem of adaptive method [6-8]. In essence, magnifier map is the results for select
partial targets of flat map and transform. This paper proposed a variable-scale map
feature select medol based on Voronoi Adjacency relationship. Voronoi diagram is a
geometry structure of spatial partition, it assumes that a group of growth points
expand around at same time, until meeting, to form the spatial coverage of every
growth point [9, 10]. On the basic of Voronoi adjacent relation of the key target, we
can determine the set of targer selection, and establish a legibility evaluation which
measured by voronoi influence scope of each target, then we can remove poor
legibility targets from their selection.
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Fig. 1. The Projection Transformation for Magnifier Map

3 Feature Select Model

3.1  Modeling Process Describe

The general process of variable-scale map projection transformation can be describe
as: f (A) —A’, that is, to vary the scale under projection rule f, the target dataset A in
the planimetric map project turn into A’ in variable-scale plane, f is a mapping
function among targets in mathematics, show as formula (1):

x'=x,+ f(r)(x-x)
Y=y + Y-y,
f=a(+r) M

r= 03 + (- 3)?

Where, (xp, o) is focus point of magnifier map, (x, y) is any point of original map;
(x’, y") is the point (x, y) after transformed. a reflects the level of scale change and
control the size of scale. f§ reflects the form of scale change: center focus can be
zoomed in if f§ takes a positive value, while, center focus can be zoomed out if takes a
negative value. The physical meaning of formula is that using the distance r (from
point to focus) to adjust the focal length f(r), the larger the distance is, the smaller the
focal length is, and the smaller the imaging is, on the contrary, imaging is greater.
Because of the impact of f, a(ae A) converts to a "(a’e A”), lead to a’ product some
changes in size or shape, thus, we can get a prominent effect on the expression of key
target. From the result of variable-scale map we can see, the final effect is focus on
the target-centric information balanced and legibility, hence, our study views the
maximal change rate of projection area as the key target, for relative to the general
objects, the key object is closer to the projection center. If the key target is
represented by a.y, it can be calculated as:

Amax = Mmax{a; | area(a;)larea(a;), acA, a’eA’, f(A)—>A’} 2)
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all above is ecumenical process how constant-scale turns into the variable-scale. We
select part of elements A(A < M) from the whole dataset M, and transform them to
A’, after, find the key element. Figure 1 shows the process of modeling, see as in
Fig. 2.

(a) (b) (c) (d) ()

Fig. 2. This figure shows the voronoi select process of Magnifier Map. There, (a) is the original
map, (b) is target object and its voronoi neighbors, (c) adjust focal length, (d) remove non-
legibility objects, (f) is the result objects.

3.2 Balance Modeling

Legibility refers that the number of features after the projection ransformation should
not be too much or too little, and the features are distributed around the key target
more evenly. Voronoi nerghbors which is defined based on Voroni adjacency has
been shown to have a uniform distribution characteristic[7, 9, 10]. Legibility
modeling is that focusing on the target-centric then selecting features among its
Voronoi neighbours, and making these selection transform to meet the magnifier
effect.

Based on Voronoi adjacency relationship, we look for the voronoi neighbors
collection A,,, of target-centric a,c. Now, the establishment of A,,, is based on the
full Voronoi adjacency, so the number of features within the expression scope is not
sure, if use this scope to inverse compute projection scale, the expression of key target
will be reduced. In order to highlight the amplification of key target, we select 1-order
neighbours MBR ( Minimum Enclosing Rectangle ) as transformation experimental
objects, sign as MBR_v. The feature contained by Voronoi polygon which has same
edge with the a,,,,’s Voronoi polygon, has one Voronoi distance from a,,, called 1-
order nature neighbour of ay,. All these which have same edge with I-order
neighbours are called 2-order nature neighbor of a., and they have two voronoi
distance. Thus, the features who have k voronoi distance are called k-order nature
neighbor of target-centric. Fig. 3 shows the key target and its voronoi k-order
neighbors.

Magnifier planes are generally roundness or square, the random distribution of
map features makes MBR_v not necessarily square, when MBR_v project to
magnifier, it can not overspread all magnifier plane and leave some space. We utilize
affine transformation to slove this problem. Affine transformation can maintain the
basic shape of feature, and does not disorganize the topological relation between
features. Suppose the size of MBR_v is wxh(w>h), after the affine transformation is
wxw, the point original coordinate is(X,Y,1), after transformed is (X’,Y’,1), if the side
of MBR_v on x axle is longer than y axle, so the tranformation formula is:
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In contrast, the side on y axle is longer than x axle,its transition matrix is:

700
a

0 10 4
0 0 1

Then, project the features to magnifier plane, as shown in figur 4:

Fig. 4 Affine Transformation

To reduce the amout of compulation in the middle, above process can be simplified
one step, transform a map coordinate system to the device coordinate system directly.
We can presume the map affine coordinate system is I:[O;e},es,e;], and the device
affine coordinate system is I":[O;e’,ey’,e3], in I and I’, their respective coordinate is
(X,Y,1). (x,y",1), if the transition matrix is C, and the transformation formula is:



Voronoi Feature Selection Model Considering Variable-Scale Map’s Balance 31
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Easily, we can accquire the coordinate of four vertexs and geometrical center of the
MBR of magnifier to calculate C. Then,we get the definite formula, project all the
features in MBR_v to magnifier plane.

3.3  Legibility Modeling

After transformation, the magnifier can be divided into enlarged area and extrusion
area. Expected result is the key target appears in the zoom area and express an
enlarged effect, and its Voronoi neighbors distribute in the extrusion or a little appears
zoom area. l-order Voronoi select model can make the feature extract balance,
however, the map information after transformation is too poor to disturb the spatial
analysis for key target. Using k-order Voronoi feaure set for the selection can add
more informaiton for analysis, nonetheless, features in the extrusion area suddenly
increase,affect the readability of map. In essence, extrusion area is the change from
large-scale to small-scale for the map. In the map generalization process, it needs to
romove or fuse some minor information, to meet small-scale display dimension.
Therefore, the features in extrusion area should be reclassify, filter some feature
which has small influence, to improve the legibility of map.

The map features are mostly discrete distributed, and each feaure has a certain
influence scope. This influence scope is not only related to the size of feature on map,
but also related to the distribution of other features around. The Voronoi diagram of
feature can effectively measure its spatial neighbour relation with other’s, as well the
influence scope.

Voronoi diagram has such properties: a) In the context of same density, the
greater the growth factor is, the bigger the Voronoi region will be. b)In the same
capacity space, the smaller the density of growth factor is, the bigger the Voronoi
region will be, conversely, the Voronoi region will decresent when density goes to
largen. From the properties of Voronoi,we can see, the Voronoi diagram of some
feature group (such as city business center) is very small, but the spatial information
they contained have a materialeffect for human, if only consider featuer’s Voronoi
region as the legibility extraction factor, these features will be removed, so that some
effect infomation of map will be lost. Therefore, we choose the ratio of the feature
area into its Voronoi region as the measurement factor of feature’s selection. The
formula is as follows:

S oi
D S, x1I, (6)
There, P;is the selection possibility of feature, S,; is the feature’s area and S,; is the
Voronoi area, /; stands for the importance degree (the Voronoi distance from this
feature to the key target). Note that, for a wide line (such as roads, rivers), let its width
instead of S,;, while a thin line, let S,;be 1, namely, only make the Voronoi area as the
judgement factor, the amended formula is:
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s (N
The modeling process describes simply as follows:

a) Create Voronoi diagram on the magnifier map after balance modeling.

b) Find the k-order feature of a,,,, and label it, that is, /;=k.

c) Layering these features according to their different type (point, line,
polygon), calculate their possibility value with (6)(7), and calculate the
average value upon the different levels.(note: a,, does not participate in the
average.)

d) Traveral every feature on its level, the featuer will be removed to meet both
of the following conditions: D P<P"; @lIts l-order feature has not been
removed. Repeat the operation, until there are no features can be removed.
Here, P; is the possbility value of each feature, P is the average.

e) Determine the final features remained on the map, complete the legibility
adujstment of extrusion area.

4 Experiment and Conclusions

4.1 Experimental Result

we utilized a city map (residential building and street) as the experimental data, in the
environment of Visual Studio 2008 and C#+ArcEngine 9.3, we accomplished the
proposed method and related algorithm. Illustrations of the partial experimental result
are shown in Fig. 5.

Fig. 5(b) shows the initial variable-scale map transformed through formula, for
failing to consider the legibility and balance of information display, the distortional
map is hard to read than the original map, and lose the significance of variable-scale.
Fig. 5(d) shows the final result for adjusting the legibility using Voronoi feature area
ratio, comparing with Fig. 5(b), it is obviously to improve the readability. Just
because the feature’s influence weight was considered with Voronoi adjacency,
features that have important influence to the key target are remained.

4.2  Evaluation of Legibility

The amendment of extrusion area on variable-scale map, in essence, is the
cartographic generalization from a large-scale to a small-scale. In the process of
rarefying features, the more effective information transformed, the less information
loss, so the better the result of map generalization is.

Entropy is one of the main theories for quantitative measurement of vector maps.
The maximum entropy theory: when the first n messages occur with equal probability
(i.e. the Voronoi area of each feature is equal), the information entropy has the
maximum value. Therefore, for a map with the same number of features, if these
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(c) Voronoi feature selection (d) Final result

Fig. 4. Experimental Result

features distribute more uniform, the geometric information entropy they contain will
be greater. We use Voronoi feature area ratio to dilute the map, considering each
feature’s influence weight to the key target in magnification center, and the terrain
distribution around, to make the results more uniform. Even though the decreasing
number of map features reduces the maximum entropy, however, the more uniform
distribution make the geometric entropy increase, the relative entropy of map is also
ascending, see as Table 1:

Table 1. Entropy Calculate'

Maximum entropy Geometry entropy  Relative entropy

Fig.5(b) 6.233 4.984 72%
Fig.5(d) 5.977 5.012 83%
! Maximum entropy= log,(n) Relative entropy= Geometry entropy/Maximum entropy

Geometry entropy =—z e £ )(og, s, —log, s)
i=1
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5 Conclusions

The extrusion distortion of variable-scale reduces the legibility of map; using
reasonable mechanism can change the map loadings, and improve the legibility. In
this paper, we come up with Voronoi Feature Selection for estimating the deformation
and compressing of magnifier map, redisplay the features to ameliorate the readability
of variable-scale map. Voronoi adjacency selection model guarantees the balance of
information, and facilitate the select of references in spatial analysis. Table 2 is a
compare for this method with conventional method, the result shows that our method
are more advantages. In our method, the parameters in scale formula are fixed, but
Vonoroi adjacency Model is dynamic in nature, how to make the variable-scale
parameter adapt to Vonoroi adjacency model, this issue should be further researched.

Table 2. Comparing with Conventional Method

Compare Item Conventional method Our method
Modeling Method Euclidean distance Voronoi adjacency
Feature Select Window Fixed dynamic
InformationBalance unbalance balance
InformationInfluence Weight worse better
Map Legibility worse better

Acknowledgment. The work described in the paper was substantially supported by a
grant the National Science Foundation of China under research grant No. 40901197 &
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Abstract. Dissemination and update of the code image plays an important role
in application of the Internet of Things (IoT). As a part of the IoT, Wireless
sensor networks should provide the code dissemination. The commonly used
method for periodical broadcasting metadata packages to determine whether
code dissemination is needed consumes excessive energy. So a low energy
consumption code dissemination protocol is proposed for this issue. That is
whether code dissemination is necessary can be determined when the sensor
node is under normal communication. The simulation result shows that the
proposal in this article has reduced the energy consumption when the network
needs code dissemination.

Keywords: Code dissemination, Low energy consumption, Code image,
Wireless sensor networks, Metadata.

1 Introduction

Wireless sensor networks(WSNs) is comprised of a large number of sensing nodes
with limited energy, communicating capability and hardware resources. The sensing
nodes are deployed at target areas to monitor. sense and collect information of the
object. The collected information from sensing node will be transmitted to sink node
via organization network for user to analyze, process and make a decision.

In practical application, when versions of sensing nodes within a network are
different, sensing data format acquired with sensing node of older version will result
in an error during the data aggregation, and lead the sink node receives inaccurate
data. This result will affect the user’s analyzing process, sometimes will even result in
the network be separated into several sub-networks.

On one hand, with the change of network topology and demands and the
development of technique, the existing program is found to need modifications, this
will inevitably modify the applied program carried by the deployed sensor node or to
add new application program. Being deployed in severe environment with rare signs
of human habitation or even in hostility controlled area, it is impractical to reclaim
sensor nodes to load the updated program and re-deploy them. This requires the new
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code image to be disseminated to carry out unified network online code update. For
example, sensor nodes can be deployed in nuclear leakage area to carry out the costly
task to evaluate radiation situation after the nuclear leakage in 2011 Japanese
earthquake through monitor, but such task is unlikely to be wholly predicted in
advance, it is impractical to preload necessary software completely before the nodes
deployed, but a code update of the sensor node can be realized through code
dissemination.

On the other hand, product development of WSNs is a progressive process, which
needs continual code debugging and modifying operation. By using technique of code
dissemination and code update will be able to reduce the repetition work of the
researchers and improve the work efficiency.

2 The Proposed Encryption Algorithm

The latest version of TinyOS2.1.1[1] published in April, 2010 has self-contained
Trickle, Deluge code dissemination protocol. In which the Trickle[2] is a kind of
standard one to multiple code dissemination algorithm in operation status of WSNs.
In the Trickle algorithm, the sensor node sets a threshold value k (to suppress the
broadcast redundancy of code metadata), and an update cycle 7 (for the time interval
of code dissemination). Once a sensor node receives a metadata the same as itself, a
variable ¢ with initial value is zero will start a plus 1 operation. Within an update
cycle 7, when c>k, the sensor node suppress itself make no operation, otherwise the
metadata will be broadcasted once by random selection (7/2,7) and set variable ¢
with the initial value zero within the consequent time interval 7 . It is found that the
smaller 7 is, the higher energy consumption is needed for code dissemination, while
the bigger 7 is, the longer time delay is needed. Under normal conditions, a
relatively bigger 7 is set for network operation status to reduce the network energy
consumption. But when the metadata discrepancy is found and an update is needed,
7 should be reset immediately to a very small value to accelerate the network code
dissemination speed.

Deluge[3] extends Trickle and supports more effective code dissemination of big
data quantity, and divides the updated codes into N pages with pagination technique,
each page will be divided into a group of data packages with a fixed size. Each page
will be determined whether an update is necessary according to Age Vector
encapsulated in metadata to improve parallel transmission capability through pipeline
technique, data transmitting is realized through 3-handshake (ADV-REQ- DATA)
mechanism and the whole process is divided into 3 statuses: maintenance status,
requesting status and transmitting status. Where the maintenance status uses a
maintenance mechanism similar to Trickle protocol, the requesting status adds a
pause process when requesting failed, the transmitting status follows page bottom
priority principle when the data is transmitted.

IDEP[4] adopts metadata negotiation and message suppress mechanism, packet
loss detection mechanism, spatial multiplexing mechanism, distance and energy based
node choosing algorism to reduce redundant message transmission and realizes rapid
and reliable mirror distribution.
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The literature[S] proposed a kind of code dissemination model suitable for delay
tolerant mobile sensor network. During the general running time of network, sink
node maintains the statistic of contact rates between nodes. By taking advantage of
the information, it can predict a node sequence of code acquisition before the
dissemination stage, then the distribution time can be calculated out to ensure that all
the nodes boot the code at same time. The literature[6] improves the code
dissemination performance via random linear code and pagination method.

Within the lifetime of WSNs, the sensor node consumes most energy when
transmitting and receiving messages. During the network operation phase, a periodic
broadcast is used in algorithm[2-5], energy consumption will be increased with the
operation time. As a matter of fact, the energy consumed in metadata broadcast
dissemination is much more than code dissemination, this results energy consumption
of metadata broadcast dissemination during operation is as much as tens to hundreds
times of that of the actual code dissemination. For example, Deluge is a default code
dissemination protocol of TinyOS2.1.1 system, the advertisement data package is
broadcasted periodically every 2 minutes during network operation phase, a broadcast
of 24 hours corresponds with the energy consumption of disseminating 2.5 KB codes.
During the network operation phase, energy consumption of code dissemination can
be reduced by increasing broadcast metadata time interval. Yet because of the
checking delay, this time interval cannot be increased obviously.

3 Numerical Simulation

Communication between nodes is always accompanied with plenty of energy
consumption in the wireless sensor network. To reduce the energy consumption
caused by determining if a code distribution is needed, the broadcast metadata data
package items sent for determining a necessity for code distribution should be
reduced as much as possible. The author proposes a Code Dissemination of Low
Energy Consumption (LECCD) protocol in view of the network node periodic
broadcast data package to determine code dissemination issue in the algorithm[2-5].
Here is the detailed description of LECCD protocol.

3.1  Construction of Node Neighbor List

After deployment of wireless sensor network node, the location information of the
nodes and the connectivity between nodes are unknown, but can be achieved with
equipped GPS for each node or orientation algorithm. Because of the price and the
accuracy of orientation, methods from SEEM algorithm are sometimes applied in
practice. That is to transmit a “Neighbors Discovery (ND)” broadcast package
through sink node to carry out flooding broadcast and in this way to obtain the
neighboring node location information, the obtained ID of the neighbor node is then
saved in the neighbor list.
Here is the description in detail:

1) Sink node sends ND broadcast data package first by broadcast. The data
package introduces random diffuse mechanism to select the next hop node for every
ND. The source node ID is included in ND information.
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2) When the middle node S, receives the ND, data package transmitted from
S, the suffix j denotes the ND data package transmitted from the node j.
Firstly check if §; is enlisted in its own neighbor list. If not, then §; is added

into the neighbor list and broadcast the ND data package. Otherwise no operation will
be carried out.

3) When there is no ND data package to be transmitted in the network or the
value exceeds the setting time value, the neighbor node ID information is stored in
each node.

In the above neighbor list construction, each network node has been included its
own ID designation into the broadcast data package and included the source node ID
of the received ND broadcast data package into its own neighbor list. So when the
network completes the initialization, every node has stored the neighbor node ID
information in the list. Meanwhile, during the network operation, the neighbor list
will be cleared when a node reset or update the code.

3.2  Determine the Code Dissemination Process

In order to reduce the energy consumption caused by determine code dissemination,
the status of network node are characterized as operation state, ready state and
dissemination state, Figure 1 illustrates the node state conversion. Where the
operation state means action status of node acquisition, transmission, receiving and
convergence; ready state means status of the node is likely need to perform code
dissemination, it’s an intermittent status between operation and dissemination states;
dissemination state means status of the node to run the dissemination protocol to carry
out code dissemination. The following passages describe the conversion process
under relevant status.
When the node is under operation state:

(1) When node nl receives data package from node n2, whether n2 is included in
neighbor list is checked firstly.

A. If n2 is in the list, nl receives the data package;

B. If n2 is not in the list then nl will enter the ready state. A broadcast data
package with objective node ID of n2 will be transmitted at the same time. Among
those, the broadcast data package includes source node metadata, source node ID and
objective node ID.

(2) When node n2 receives broadcast data package with an objective node ID of
n2, metadata version will be compared. If the version of itself is lower, then a
broadcast data package will be transmitted to a destination address of NULL.

(3) When node n3 receives a broadcast data package with an objective address of
NULL or none n3, it will compare with the metadata in the received data package.

A. When the two have the same version, the received broadcast data package will
be discarded;

B. When the metadata version of its own is lower, a requesting code dissemination
broadcast data package will be transmitted and enters a dissemination state;
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C. When the metadata version of its own is found higher than the one received, it
means the source node needs an update, so a broadcast data package will be
transmitted continuously with a destination address as null till the suppress condition
is satisfied, which means k number of the same version metadata broadcast package
have been received. Thus the metadata versions of nl and n2 are assured to be the
same and with a lower version, both nodes need update can also be detected.

O tion stat M T
peration state Broadcast data package

enters dissemination
state received

Broadcast data package
of new node received
The same

broadcast package

received or failed

to receive within a
specified time

Ready state Broadcast data
package enters
dissemination

Code update
completed

state received

Fig. 1. State conversion of network nodes

(4) A request code dissemination broadcast data package is received at any node
and enters dissemination state.

When a node is in a ready state:

Suppose node nl receives the data package transmitted from n2, while n2 is not
included in the neighbor list of nl and enters ready state.

(1) Node nl transmits broadcast data package at a frequency of stipulated time T
with a destination node ID of n2. When the suppress condition is satisfied or there is
no broadcast data package transmitted from node n2 is received, it will return to
operation state and discard the data package received.

(2) Node nl receives the broadcast data package transmitted from node n2, if the
two have the same metadata, n2 will be added into the neighbor list and return to
operation state, accepts the data package from n2. Otherwise a request of code
dissemination broadcast data package will be transmitted and enters dissemination
state.

(3) Any code receives a request of code dissemination broadcast data package will
enter dissemination state.

When a node is in the state of dissemination:

Any existing dissemination protocol can be used in dissemination state. This
proposed code dissemination protocol design philosophy is orthogonal with the
existing dissemination protocols at present and any kind of them can be used to
perform code dissemination.

LECCD protocol no longer needs a node broadcast metadata periodically but
change the node status to realize reducing the quantity of broadcast metadata data
package transmitted to determine the need of code dissemination, the communication
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quantity between nodes are reduced and thus a low energy consumption code
dissemination target is achieved.

4 Experiment Result and Analysis

We performed simulation experiment with TinyOS2.1.1 with a self-contained
simulating platform TOSSIM. 100 nodes were taken during the experiment and GRID
structure was adopted in topological structure, the nodes were distributed in a square
of 10x10, gaps between the nodes were the same. 5 feet and 10 feet gap between
nodes were taken with a transmitting radius of 50 feet each.

4.1 Energy Consumption Compare

The broadcast data package quantity transmitted with Deluge protocol and LECCD
protocol within a network operation cycle. In Fig. 2, when the network is in operation,
the quantity of broadcast data package transmitted with Deluge protocol from nodes
in the network shows a linear increase with time; when LECCD protocol is used, the
quantity of broadcast data package transmitted from network nodes remained
unchanged when reaching a certain value. This is because the broadcast data package
will be transmitted at update cycle for metadata comparing in Deluge protocol, to
determine if a code dissemination is needed till the suppress condition is satisfied.
LECCD protocol uses a neighbor list of every node. When the network initialization
completed and starts a normal operation state, only new nodes are added into the
network or the network nodes are restarted will cause relevant nodes in the network to
transmit broadcast data package for a metadata check, in order to determine if a code
dissemination is needed. In other cases, a neighbor list stores the neighbor node IDs
whose data packages have been received, the periodic transmission of broadcast data
package is no longer needed, the energy consumption caused by determine the
necessity of code dissemination is reduced.

When the node gap is 10 feet, both Deluge protocol and LECCD protocol have
more quantity of broadcast data package than the node gap of 5 feet. This is because
the smaller the node gap is, the easier the suppress conditions can be satisfied.

4.2  Code Dissemination Time Compare

Suppose the gap between nodes is 10 feet, load new code to the network topological
structure at the top-left node and measure the time for the whole network completing
the code dissemination,10 measurements have been taken for compare, Fig. 3 shows
the result.

In Fig. 3, the time difference for completing the whole network node code
dissemination between using LECCD protocol and Deluge protocol is very small, this
difference is almost negligible. So when a network needs to proceed code
dissemination, LECCD protocol can none the less ensure its real-time property with
little energy consuming.
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5 Result Analysis Summary

Code dissemination is an important issue of wireless transducer network. The LECCD
protocol proposed in this article take full advantage of network node neighbor list in
node communication, which will not create excessive affects to the network
performance, realizes node version difference check during normal communication.
Compare with present dissemination protocol such as Trickle, Deluge, where the node
version difference are detected via transmitting and receiving broadcast metadata
package periodically, LECCD protocol reduces the periodic broadcast data package
and thus reduces the energy consuming greatly. Compare with the existing relevant
work, the complexity of the proposed LECCD protocol is lower, the design
philosophy is orthogonal with the existing dissemination protocol, which can be used
in any of them to carry out code dissemination, and can also be applied to the limited
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character of the wireless sensor network resource. According to the simulating result,
the proposed method has superior performance to other methods in energy
consumption.

The future study will be majored on the following two aspects: (1) take into
account of the new nodes included in the network and nodes exit situation, (2) to
improve the model proposed under more complicated network environment.
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Abstract. In order to understand the dynamic changes of vibration radiation
noise of high-speed train’s passenger compartment luggage rack, the dynamic
spectrum is used for analysis and research. Dynamic spectrum is a
three-dimensional spectrum which is build on the time - frequency analysis, the
research results show that the dynamic spectrum can fully reflect the time
varying characteristic, spectral structure and dynamic range of luggage rack
vibration radiation noise, and it is sensitive to the changes of train operation
status, operation speed and track condition, thus this method can be extended to
noise measurement and analysis of the passenger compartment, at the same time,
it has important application value on the monitoring of train operation status and
comfort level evaluation of passenger compartment noise.

Keywords: luggage rack vibration radiation noise, dynamic spectrum, condition
monitoring, noise comfort level.

1 Introduction

Luggage rack vibration radiation noise is structure-borne noise, which belongs to
radiation noise generated by luggage rack resonance when the train running at high
speed and it has significant impact on the overall noise of passenger compartment.
Noise analysis methods are of two main kinds: time domain analysis method and
frequency domain analysis method, time domain analysis method is used for assess
noise level, which reflects the intensity of noise; frequency domain analysis method is
used to reflect the spectrum structure of noise, namely frequency components. For
stationary random noise, it is able to evaluate noise characteristics through the two
methods above mentioned. When the train speed is low, the vibration radiation noise is
generally weakly stationary, conventional noise analysis method is feasible, but when
the train running in high speed or disturb by external environment, the vibration
radiation noise is typical non-stationary random noise, especially in the tunnel. At
present, the commonly used method for non-stationary random noise is time - frequency
analysis, such as short time Fourier transform and wavelet analysis, etc [1]. In this paper,
dynamic spectrum method which is based on short time Fourier transform is put forward
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to analysis luggage rack vibration radiation noise, it is simple, has clear physical
meaning and strong intuitive sense, and application convenience, which was used to
analyze friction noise effectively[2], this paper employs it to vibration radiation noise of
high-speed train’s passenger compartment luggage rack and receives good effect.

2 Dynamic Spectrum

At present, dynamic spectrum is mainly used in speech signal processing, known as the
spectrogram [3], namely the language spectrum analysis. Actually dynamic spectrum is
a three-dimensional frequency spectrum, the vertical axis is time and the abscissa is the
frequency. Spectrum amplitude is expressed by chromaticity level of the image, that is to
say, the size of spectrum diagram amplitude presents though color depth, this paper uses
white to indicate the maximum noise decibel value and minimum noise value is black,
other noise values change from black to white (chroma changes). In the language
spectrum analysis, various features of the spectrogram have clear physical meaning. In
fact, the dynamic spectrum has long been applied in the random signal analysis, such as:
the time spectrum, vehicle speed, traffic spectrum, waterfalls maps, etc [4]. Only in
these dynamic spectrums, the spectrum amplitude is described by curve, for a certain
time-varying narrowband random signal appear more regularity "mountains” like peak
in the time spectrum, its magnitude and direction have a clear physical meaning. The
passenger compartment luggage rack vibration radiation noise is a special
non-stationary random noise, the particular order statistical parameters is basically a
periodic function of time at resonance, in modern signal processing, such signals is
called as cyclostationary signals [5]. Trains running at high speed or in tunnel, the
luggage rack vibration radiation noise generally exhibit non-stationary characteristics, in
the normal road condition exhibit weakly stationary features, for the feature this paper
considers that use chroma described dynamic spectrum to analyze have significant
superiority.

3 Luggage Rack Vibration Radiation Noise Dynamic Spectrum
Acquirement

Dynamic spectrum is a digital image, in the passenger compartment noise measurement,
the microphone output signal is an analog signal, after amplification, conditioning and
A /D convert to digital signal, sampling frequency fs of A /D convert and data length N
is selected in accordance with the sampling theory and the spectral resolution, that is, the
sampling theory:

fi22f, (1

Spectral resolution:
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fm is the highest frequency component of the signal, Af is spectral resolution, T is the
total sampling time. Train passenger compartment noise frequency analysis range is
between 31.5Hz and 8000Hz [6][7], in order to get a better analysis results, according to
theory (1), fs = 30kHz, continuous sampling and storage, refer to the ISO3381 standard,
short time Fourier transform sequence width of the window is one second, namely
30000 data, assuming that one second time noise is stable or weakly stable, discrete
short time Fourier transform is
oo . 27tkm

X, (k)= xtmwi-mye ¥ 0<k<N-1 3)

j=—co

Af

In which, Xi(k) is the noise digital spectrum, x(m) is noise sequence, w(m) is the
window sequence, in actual application, i value is of finite length. Rectangular window
function has great impact on spectral leakage, so we use Hanning window

l(l—cos an] 0<m<N-1
N

w(m) =142
0 n<0, m>2N

The short time Fourier transform Equation (3) describes is easy to obtain though FFT
fast algorithm according to window length.

After the noise digital spectrum obtained, chromaticity of the spectrum according to
image quantization theory, commonly adopt uniform quantization [8], chroma level
selected between 0 and 255, then get chrominance images from the chroma level using
the RGB function. Analysis time is 10 seconds (evaluation time), the noise spectrum
chromaticity diagram matrix as follows:

“4)

Xu X12 XlN

_ X21 X22 X2N
" (5)

XMI XM2 XMN

i=01,--9, j=01,---,29999

In virtual instrument programming language, such as LabWindow/CVI, has the function
of composed of two-dimensional matrix and displayed as two-dimensional chromaticity
diagram from a set of one-dimensional array [9], and the plot is very convenient. The
graphics in this article are all produced by CVI controls. Figure 1 shows the noise dynamic
spectrum near passenger compartment luggage rack when the train running at the speed of
300km/h in the normal state, the noise contains the compartment average noise and
luggage rack vibration radiated noise. We can clearly see the time variability of the noise,
from the statistical parameters analysis point of view, this is a weakly stationary random
noise and it is the typical noise dynamic spectrum the luggage rack around.
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Fig. 1. Noise dynamic spectrum near luggage rack when running at 300km/h

4 Luggage Rack Vibration Radiation Noise Dynamic Spectrum
Analyze

Because of the dynamic spectrum combined time domain analysis and frequency
domain analysis organically, so dynamic spectrum owns rich noise time - frequency
characteristics, figure 1 is the dynamic spectrum, although containing the passenger
compartment average noise, this paper uses sound intensity measurement technique
[10], the measuring point is close to the luggage rack, the main impact factor is the
luggage rack vibration radiation noise which has the following characteristics:

4.1 Luggage Rack Noise Is Non-stationary Random Noise

Along timeline of figure 1, the composition and magnitude of the spectrum is changing
which shows this is a non-stationary random noise, there are several characteristics of
this time-varying:

In the frequency range (160-800Hz) is basically stationary, spectrum amplitude is
almost constant within 10 seconds;

Low frequency (below 160Hz) and high frequency (above 800Hz) is time-varying,
but the amplitude is small;

The most sensitive band is 630-5000 Hz for vibration changes.

4.2  Energy Distribution of the Luggage Rack Noise

Along frequency axis of figure 1, we can see that the spectrum mainly in the
150Hz-400Hz which constitute the main body of the noise energy; the amplitude is
small below 100Hz and above 500Hz, which have little effect on the whole condition,
therefore, luggage rack noise reduction measures should focus on the main energy band.

4.3 Luggage Rack Resonance Noise

The noise near luggage rack is around 70dBA (including the passenger compartment
average noise) in normal condition, but when the resonance of luggage rack, the luggage
rack noise could reach 80dBA or higher. Figure 2 is a typical radiated noise dynamic
spectrum of luggage rack resonance, the main part especially the 600Hz-200Hz, the
chroma level significantly increases, reflecting the noise level magnitude and the middle
to high frequency components increase, and appear periodic fluctuations, which
resulting in the passenger compartment average noise level increase and the comfort
level of the passenger compartment noise decrease.
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Periodic fluctuations frequency is low, from the relationship of sound and vibration
point of view, this is luggage rack vibration frequency range, in normal condition, the
modes are not excited, but once excited, which would produce resonance radiation
noise, and the noise level increases rapidly, so inhibition of the luggage rack resonance
is an important measure of the passenger compartment noise reduction.

D EASO 9

i

Fig. 2. Noise dynamic spectrum near luggage rack when luggage rack resonance running at
300km/h

5 Luggage Rack Dynamic Spectrum Sensibility for Speed and
Railway Condition

Luggage rack dynamic spectrum is sensitive to train speed and changes of line condition
(mainly refers to the tunnel), chroma value (median or mean value) and deviation or
standard deviation can be used as monitoring parameters and noise comfort evaluation
impact indicators, in which the standard deviation is preference, this method can be
extended to the passenger compartment noise measurement and analysis.

5.1 Noise Dynamic Spectrum at Various Speed

Figure 3 is noise dynamic spectrum that the measuring point is near luggage rack at the
speed of 350km/h, the volatility of spectrum structure is similar to 350km/h, but the
spectrum amplitude (chromaticity level) is significantly increase, especially in the
160Hz-200Hz band, A sound level is generally above 70dBA, indicating that with the
increase of the speed, luggage rack vibration intensify.
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Fig. 3. Noise dynamic spectrum near luggage rack when running at 350km/h
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5.2 Noise Dynamic Spectrum When Running in the Tunnel

Figure 4 is noise dynamic spectrum of the measurement point near luggage rack at
330km/h from the tunnel to the open line, the first 6 seconds running in the tunnel, the
follow 4 seconds running in the open line, the boundaries are very clear, so it is very
favorable for the operating state monitoring. It can be seen that the noise dynamic
spectrum has the following characteristics when the train running in the tunnel:

The amplitude was significantly increased up to more than 80dBA;

The main energy band extended to 160Hz-1000Hz;

The amplitude significantly increased compared with open line below 100Hz and
above 500Hz;

Cyclical fluctuations basically eliminated.

Fig. 4. Noise dynamic spectrum near luggage rack when running in the tunnel at 300km/h

6 Conclusions

Through the analysis of dynamic spectrum of luggage rack vibration radiation noise, we
get the following conclusions:

Dynamic spectrum can clearly reflect the time-varying characteristics of the
passenger compartment noise, both understand the time domain changes and reflect
changes in the frequency domain, has the advantages of time-frequency analysis;

The method is simple which do not need to make complex calculations. Chroma level
is used to describe the noise changes in different frequency, intuitive sense strong and
convenient.

Chroma level (amplitude) in the dynamic spectrum is very sensitive to changes of the
luggage rack vibration state, therefore use some of the parameters of the dynamic
spectrum, such as standard deviation is feasible to the luggage rack vibration state
monitoring.

The method can be generalized to the entire passenger compartment noise and
exterior noise measurement and analysis, and used to train operation state monitoring
and comfortable evaluation of passenger compartment noise.
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Abstract. While there has been much attention paid to the applications of
Modeling and Simulation (M&S) for safety critical system testbed lately, little
has been done to address related technology areas that enable M&S to be more
easily constructed.Model Composabilty is the ability to compose component
across a variety of application domains. This contribution discusses basic
researches for a port-based object (PBO) approach to integrated M&S of
testbed. We give the formal description of PBO with the safety property and
describe the method of composable design based on PBO, and then illustrate
this approach by a simple example .

Keywords: Modeling and Simulation, Safety critical system, Testbed, Port.

1 Introduction

Safety critical systems are complex systems, that if major failures can render adverse
consequences for health, safety, property, and the environment[1]. Tests for safety
critical systems require considerable effort and skill and consume large of cost. Due
to the growing complexity of such systems it has to be expected that their trustworthy
test will become unmanageable in the future if only conventional techniques. For
these reasons a simulation testbed is increasingly recognized as an effective approach
to testing such system. Tested enables a process to be operated with simulation
environment.

Development of testbed for safety critical system is an important and emerging
area of system or software testing research. The complexity of these systems leads to
requirements for new techniques. Simulation prototypes need to model the behavior
of the equivalent physical prototype adequately accurately, otherwise, the predicted
behavior does not match the actual behavior resulting in poor design decisions.
However, not always are the most detailed and accurate simulation models also the
most appropriate; sometimes it is more important to evaluate many different
alternatives quickly with only coarse, high-level models. At this stage, the accuracy of
the simulation result depends more on the accuracy of the parameter values than on
the model equations; simple equations that describe the high-level behavior of the
system are then most appropriate. Equally important to accuracy is the requirement
that simulation models be easy to create. Creating high-fidelity simulation models is a

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 51-58] 2012.
© Springer-Verlag Berlin Heidelberg 2012



52 Y. Zhu, Z. Xu, and M. Mei

complex activity that can be quite time-consuming[2].This article introduces a multi-
level composable modeling and simulation (M&S) method based on port object. This
method has the ability to generate system-level simulations automatically by simply
organizing the system components. Although [3] and [4] have discussed the port-
based approach to integrated M&S of physical systems and their controllers, they
consider the CAD system more without the property of safety, real-time and was not
suitable to build the safety critical systems testbed. We further the evolution towards a
seamless integration of simulation for safety critical system testbed with the idea of a
port object.

2 Safety Critical System Testbed

Many safety critical systems are tested by putting them into their designated working
environment and seeing whether they perform according to expectation. Given the
importance and complexity of modern digital control systems, including a lot of code
per project and distributed over several controller boards with multiple processors
each and real-time communication between them, the traditional approach
is no longer adequate. One of the most powerful, but also most demanding, tests
for safety critical systems is to connect the inputs and outputs of the control system
under test to a real-time simulation of the target process[8]. this test method is
often called simulation testing and this environment where the real system tested
working called testbed. A testbed is generally composed of four parts: simulation
system, interface, controller and support service system including display, record,
plotting and analysis. The safety critical system testbed diagram is depicted in Figure
1. The testbed has the potential to provide significant reductions in the cost and time
than a physical mock-up. However, creating high fidelity simulations for complex
safety critical system can be quite a challenging because of the fowling reasons:

(1) Cost. Although the use of physical prototypes for testing or verification is a
very clstly, creating simulations including seamless connection with the real
interface also costs a pretty penny.

(2) Real-Time. One of the attribute of safety critical system is real-time
constraints. Tasks in hard real-time systems must be scheduled to ensure
that these timing constraints are met. The testbed in correspondence with
the such system uder test must ensure to be scheduled ,that is difficult.

(3) Development Time. Increasingly complex applications of testbed gives the
significant pressure to reduce development time.

(4) Safety & Reliability. Safety and reliability in safety critical systems are
very important, the failure of such fuctions can cause damage or injury.The
testbed must satisfy test condition for safety attribute.

Therefore,we propose a composable M&S framework based on the concepts of port-
based object.
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Fig. 1. Testbed Diagram for Safety Critical System

3 Composable Modeling and Simulation

Composability is the capability to select and assemble components of a model or
simulation in various combinations to satisfy specific user requirements meaningfully.
It has sometimes been seen as the elusive holy grail of M&S[5]. The science of
composable M&S is substantial and growing. Some relevant theory and technology
are increasingly proposed or applied. For example, understanding languages and
notations—e.g., unified modeling language(UML) and discrete-event system
specification(DEVS), expressing models—e.g.,agent-based and object-oriented
methods. There are a few of advantages of composability that the safety critical
system testbed need[6,7]:

(1) Reduce costs and allow us to do things once , don’t need all the many
models that now exist.

(2) Allow us to combine models from different disciplines into integrated
system-level models.

(3) Allow models of sub-systems to evolve throughout the design process.

We can creat the testbed like the diagram depicted in Figure 2.
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Fig. 2. Conceptual Example of Composability

4 Port-Based Object

4.1 Formal Definitions

The concept of a port is generated by the fact that submodels in a model have to
interact with each other by definition and accordingly need some form of conceptual
interface. Port-based modeling aims at providing insight, not only in the behavior of
systems,but also in the behavior of the environment of that system[3].Ports form the
basis of our framework, they are the part of the interfaces for component
objects,component interactions,and behavioral models. There is a new abstraction
called port-based objects(PBO) [9], that combines the object-based design with port
automaton design. A PBO is not only defined as an object, but also has various ports
for real-time communication. Each PBO is a real-time task that communicates only
through its ports. A PBO gets data through its input ports, shares its results with other
PBOs with its output ports, and the constraints constants are used to keep specific
hardware or applications within bounds. This interface is depicted in Figure 3.

Constraints

constants
h—_— o,
: PBO
Input port : : Output port
I ——> %0,

Fig. 3. A PBO Module

Here are the formal definition of the PBO. A PBO =(S,1,0,C,—,S,)) consists
of a set of states S, a set of input ports I, a set of output ports O, a set of

constraints constants C, a transition relation —C SX2" XS and a set of initial

states S, © S .We write transitons as g——>p with ¢g,pe S and
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n < N .The interpretation is that there is data flow at the ports N and no data flow at
the rest of the ports N \n .

4.2  PBO Design

Data transmitted over the ports can be any type in a PBO, it can be raw data such as
input from an A/D or D/A converter, user operated data or processed data. Constraints
constants are important for the safety critital system testbed, they are the key to
connect seamlessly with the real system. We could come up with to illustrate the
detail design.Trains need to run in the tracks, the track needs communication with the
train control system. We creat a track PBO instance shown in table 1.

Table 1. A Track PBO Instance

PBOname Description  Input Output Constraints State
Track; Track circuit Iport;: 25ms HU,U,
code sender  coding data(m,) Uu,uU
Iport;: Oport;: us,u2

Synchronous state data(ms) ,U2S,

data(m,) LU,L,
Iport,: Oporty: L2,L3,

the state of PBO current state(ms) L4,L5

Track; ;(my)

The wupgrade relations of track circuit code is the following order:
HU-UU—-UUS—-U—-U2-U2S—LU—-L—L2—->1L3—->14—-L5.The state LS is the
highest, that means the train in this track can run to the highest spped.If the tracki get
the state LU from the tracki-1, it will update the own state to L higher a level than
LU,then send the current state to tracki+1.The communication sequences of PBO
tracki shown in Figure 4.
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Fig. 4. Communication Sequences of PBO Track;
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5 Port-Based Composable Modeling and Simulation

5.1 Component Represent

The basis of composition is the components which is the key for composable
modeling and simulation. We use the PBO to represent the components and give the
definition as two-tuples:

CM = (PBO,C)

with a set of PBO, and the conditions for the composition C. we now use conditions
to define given context of a component. The composition conditions can be Orderly
sequence of a PBO, they define the environment for PBO that reside in the
environment. Create a context in the activation process of the PBO, the PBO is
configured to require certain services such synchronization, transactions, real-time
activation, safety and so on. Multiple PBOs can be retained within a context.

5.2  Composable Design

To provide better support for composable design of testbed, we build blocks, PBO
componet, within our composable design and simulation environment. We divided the
design process into three layers shown in in Figure 5. First layer is presentation
layer,we represent our componet grammars using XML, an XML DTD is a
representation of attribute grammar.We can replace the componet in this layer.The
Second is PBO modeling Layer, PBO can set up the dynamic modle of componet.
The last one is simulation layer , PBOs are combined in the context and designed.

<?xml version="1.0" encoding="utf-8" ?> <Station>
<!DOCTYPE Station| <Track>
<IELEMENT Track <Name>Track;</Name>
. (Name,Type,Input,OutPut,Constraints,State)> < SSection< >
Presentation ELEMENT Name(PCDATA)> Type>Section</Type
Layer <IELEMENT Type(PCDATA)> <Input>Iport; Iport;</Input>
<IELEMENT Input(#PCDATA)> <Qutput>Oport; Oport,</Output>
<!ELEMENT OutPut(#PCDATA)> <Constraints>250ms</Constraints>
<!ELEMENT Constraints(#PCDATA)> <State>HU,U,UU,UUS,U2,U2S,LU,L,L2,L.3,L.4,L5</State>
<IELEMENT State(#PCDATA)>]> Tracko<Sation>

PBO
Layer [ [ [y [y [ [

oy 0y 10y 0y 10, 0y 10y @y 0y By
Simulatio® y y *

viyer SIS 2 L] W | U [

Fig. 5. A Three-layer Composable Model and Simualtion
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5.3 Application

In order to facilitate fast and efficient train traffic across borders in our country, a
unified standard of Chinese Train Control System(CTCS) is proposed. Some of the
safety critical system of CTCS are under development in several companies. In order
to test those system, it is necessary to build the laboratory simulation environment.
We take the testbed for Train Control Center(TCC) which is one sub-system of CTCS
for example to illustrate the port-based composable modeling and simulation.

TCC is a classic safety critical system, it should control of code of the track
circuit based on the information of the train route and the section of track state. TCC
needs obtain states information of the track circuit every 250ms. We should build the
simulation of track circuit as a part of the testbed. For the dynamic nature of track
circuit,we use the PBO composable method. We creat different track circuit test
scenarios through the different PBO configuration. The detail design has been
described in section 3.2 and 4.2. The general process is depicted in Figure 6.

PBO Library
\ Track,
\ Track,
\ Tracks;
\ Track,

Test scenario-2
(XML-2)

Test scenario-1
(XML-1)

\ Track; |

—
TCC

Fig. 6. PBO testbed for TCC

6 Conclusion

The presented PBO composable modeling and simulation for safety critical system
testbed offers an integrated system approach to many of the requirements of
simulations. The scope of this paper did not allow for the discussion of the current
state of technology, but that technology is sufficiently advancedto allow for pursuit of
some of the issues as recommended.This paper has shown how modern PBO
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composable method can help to make proper design of testbed and to create more
insight in the simulation. An example demonstrated that one of the major
achievements is that this approach enables to easily change PBO components
acording to the changed requirements, then creats some different integrated test
systems. The discussion of how best to pursue this research should begin now.
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Abstract. In this paper, a risk assessment method of radio block center (RBC)
for train control based on fuzzy multi-criteria decision-making theory is
proposed. By a thorough study of the system risk assessment problem of RBC
including Fault Mode and Effects Analysis (FMEA) in fuzzy uncertain
environment, in the proposed method, 4 indices including occurrence
possibility, severity, detectability and maintainability are chosen for risk
assessment and then fuzzificated by triangular fuzzy number, their weights are
calibrated respectively to show their relative importance by information entropy
weight method; and the final risk assessment result is acquired by sorting the
fault mode employing the fuzzy multi-criteria decision-making theory. An
application case is studied in this paper to verify the effectiveness and
feasibility of the proposed method, and the assessment process and result
indicates its convenience for application and its suitableness for popularization.

Keywords: radio block center, fuzzy multi-criteria decision-making, uncertain
environment, risk assessment, entropy weight.

1 Introduction

Radio Block Center (RBC) is the key equipment of Chinese Train Control System level
3 (CTCS-3) for train operation and has significant influence on train safety. The central
processing system of RBC connects numerous external equipments (including OBU,
computer based interlocking (CBI) equipment, temporary speed restriction server
(TSRS), centralized traffic control (CTC) and centralized signal measuring (CSM)
system, etc.) and makes them work coordinately [1-3], so its safety quality can be
affected by various factors. The system failures of RBC could not be specified or
identified between each other, because in some cases the same reason may cause
different kind of failures and it is also possible that different reason can cause the same
kind of failure to happen. Therefore, there are many uncertainties and fuzziness in the
risk assessment process. At present, some related research has been done on risk
assessment and its countermeasure for safety[4-7]. Aims at dealing with the flaws that
discussed in the literature review above, in this paper, a novel risk assessment method is
proposed based on fuzzy multi-criteria decision-making theory.
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2 Fault Mode and Effects Analysis (FMEA) of RBC

Table 1. FMEA of RBC system (MA: memory administration; CEM: common equipment
module; SMA: Shared memory architecture; UEM: universal energy management; O:
occurrence possibility; S: severity; D: detectability; M: maintainability)

Fault Fault .
No.  Fault modes Fault reason . Solving Methods O S D M
phenomenon effects
. Introducing 2
Hardware fault MA or CEM Train £
. CPU or memory out of 3 or 2 out
1 and system generating overspeed 2542
error of 2x2 safety
resources error error or overrun -
platform in
Railroad line . Testing data
. . Train .
. Railroad line data source error strictly
2 Basic data error overspeed . 1442
data error or data according to the
. or overrun
generating error safety process
Introducin
Intra-system . g
. . universal
Intra-system SMA, CEM communication  Train ————
3 communication and UEM link or overspeed PUtiNe 5 43 3
- . security or
error sending delay  equipment  or overrun _ . .
. fail-safe security
failure .
platform in
Receiving L Strictly
. . Communication . .
Inter-system information Train  according to the
L. Channel .
4 communication of external . overspeed security 2334
. interference or L7
error equipment or overrun communication
external attack
error protocol
The status of .
External Adding
TSR and . .
Inter-system communication  Train redundant

railway track

5 communication channel failure or overspeed communication 3 3 2 4

- approachin, .
failure pps - & equipment  or overrun channel or set
connection error operating rules
changed

Fault Mode and Effects Analysis (FMEA) is a reliability analysis technique which
comes from practice [8]. Based on the research result of paper [4], combined with a
large amount of data including operating history, maintenance history, equipment fault
history, and accident analysis history of urban metro system, intercity rail transit,
maglev lines which serves as research basis, according to the expert experience and
research summary, FMEA analysis has been done in this paper only considering the
structure and function of RBS system, and the results is shown in Table 1. It should be
pointed out that the risks caused by equipment failure like OBU or CBI are not been
considered in this paper.

In order to enhance the credibility and reliability of the assessment result, the value
of indices for FMEA is divided into 5 levels and is shown in number 1, 2, 3, 4 and 5, the
value for each index in Table 1 is set according to the expert experience.
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3 Fuzzy Multi-criteria Based Risk Assessment

3.1 Fuzzification of the Assessment Indices

In order to reduce the effects from the uncertain factors in indices choosing, triangular
fuzzy number is used to fuzzificate the 4 indices according to their characteristics. The
triangular fuzzy number can be defined as [9]: if in real number field, a fuzzy set A is
a triangular fuzzy number, then its subordinate function can be written as:

0, x<a
X—a
s asx<m
m-—a
(="~ (1)
s m<x<b
b—m
0, x2b
Re) o uex) o
level 1 level 2 level 3 level 4 level 5

» »
» 0 »
X x

015 04 06 085 1

a at(m-a)a m b+(m-b)a b

Fig. 1. Triangular fuzzy number Fig. 2. The subordinate function for each level

As shown in Fig. 1, the subordinate function is determined by a, b and m, which can
be denoted by (a, b, m). According to the expression of subordinate function and the
characteristics of 4 indices chosen for risk assessment, the subordinate function of the
triangular fuzzy number which is used to fuzzificate each level for risk assessment of
the 4 indices is shown in Fig. 2. It can be seen from the figure that the subordinate
function for each level are as follows: level 1 - (0, 0.15, 0.3); level 2 - (0.3, 0.4, 0.5);
level 3 - (0.4, 0.6, 0.8); level 4 - (0.7, 0.85, 1.0); level 5 - (0.9, 1.0, 1.0).

3.2  Process of Risk Assessment

Fuzzy multi-criteria decision-making theory [10-11] is formed by setting fuzzy ideal
solution and fuzzy ill-ideal solution as reference datum. Provided that there are m fault
modes, n assessment indices, and there are p experts in relevant fields when making the
assessment, the assessment value can be expressed as matrix X, where Xij represents
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the value of jth assessment index of the ith fault mode. The assessment steps can be
deduced as follows:

1) Calibrate the weights of each assessment indices

In information theory, the concept of information entropy depicts the disorder of a
system, it reflects the uncertainty of a certain system, the formula for calculating
information entropy [12] is shown as follows:

H(p,) ==k p,In p, , where 0In0=0, p, =x,/3 x, , k=1/Inm
i=1

i=1

The weights of each assessment indices wj can be calculated by formula:
w,=(1=H(p))/ Y (1-H(p)),j=1,2,....n 2)
i=1

2) Normalize fuzzy indices value matrix

The xij discussed here is triangular fuzzy number,

- a. b, c,
y i U

xi/ = max ’bmax Y max /\1 (3)
a; i C..

g g

3) Build fuzzy weighted normalization matrix

Iy =W X, 4)
— ~.

4) Find fuzzy ideal solution V' and fuzzy ill-ideal solution 14

V' =(,.V,,...V,), where V, ={(max§|je J),(min7 |je J2)|i=1,...,m} (5.1)

V' =(s,m,), where 7, ={ming |je J),(maxr |je )li=1L..m|  (52)

In equation (5.1) and (5.2), J1 is indicator for benefits, J2 is indicator for costs._

. . r. V., r, V.
5) Calculate the Hamming Distance between % and /=, 9% and "/®, "4

V., T, V.
and £, VR apnd R

V)= [ |u =g

SOV

dx 6.1)

dx (6.2)

= | |uo-u

S(ruv;))
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6) Calculate the Hamming Distance between the assessment object and the fuzzy

ideal solution or fuzzy ill-ideal solution

47 = (X 1d (V) +d (VP (7.1)
n o —_ o 1
d,-_=(Z[d(ryL’ij)Jf'd(’?szVjR)]z)z (1.2)

7) Specify the relative proximity

d =d I(d' +d’), i=1,2,..n (8)

According to the value of relative proximity, the risk priority of fault modes can be

acquired.

4 Case Study

In the assessment system discussed in this paper, the assessment result can be strongly
affected by the weight of each assessment index, different weights of the indices would
cause different assessment results. In this part, using the FMEA results of RBC system
discussed above as data reference, a risk assessment of the fault modes in a certain
example has been done by employing the assessment method in this paper based on
fuzzy multi-criteria decision-making theory which calibrate the weights of indices by
information entropy weight method.

1) From the FMEA result shown in Table 1, an assessment matrix X can be formed
by 4 risk assessment indices of 5 fault modes, which can be normalized as matrix D.

2 5 4 2 0.2 0.263 0.250 0.133

1 4 4 2 0.1 0.211 0.250 0.133
X=/2 4 4 3|, D=/02 0.211 0.188 0.200
2 3 3 4 0.2 0.158 0.188 0.267
332 4 0.3 0.158 0.125 0.267

2) The weight of each assessment index can be calculated by formula (2), the results

are shown in Table 2.

Table 2. The information entropies and weights of assessment indices

Occurrence Severi Detectabi  Maintainabili
Possibility veriry lity ty

H; 0.967 0.807 0.982 0.752

W 0.033 0.392 0.037 0.504
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3) According to formula (3), fuzzificate all the elements in assessment matrix X
based on the subordinate function of all the assessment level shown in Fig. 2, and
normalize the acquired fuzzy indices matrix.

(0.38,0.67,1) (0.9,1,1) (0.7,1,1) (0.3,0.47,0.71)
(0,0.25,0.75)  (0.7,0.85,1) (0.7,1,1) (0.3,0.47,0.71)
X = (0.38,0.67,1)  (0.7,0.85,1) (0.4,0.71,1) (0.4,0.71,1)
(0.38,0.67,1) (0.4,0.6,0.89)  (0.4,0.7L1) (0.7,0.85,1)
(0.5,1,1) (0.4,0.6,0.89) (0.4,0.47,0.71)  (0.7,0.85,1)

4) According to formula (4), weight all the fuzzy indices in matrix X , thus a fuzzy
weighted assessment matrix R can be acquired.
(0.013,0.022,0.033) (0.353,0.392,0.392) (0.026,0.037,0.037) (0.151,0.237,0.358)
(0.000,0.008,0.025) (0.274,0.333,0.392) (0.026,0.037,0.037) (0.151,0.237,0.358)
R=|(0.013,0.022,0.033) (0.274,0.333,0.392) (0.015,0.026,0.037) (0.202,0.358,0.504)
(0.013,0.022,0.033) (0.157,0.235,0.349) (0.015,0.026,0.037) (0.353,0.429,0.504)
(0.017,0.033,0.033) (0.157,0.235,0.349) (0.015,0.017,0.026) (0.353,0.429,0.504)

5) According to formula (5.1) and (5.2), the fuzzy ideal solution and the fuzzy
ill-ideal solution can be calculated.
a =[(0.017,0.033,0.033) (0.353,0.392,0.392) (0.026,0.037,0.037) (0.353,0.429,0.504)]
v =[(0.000,0.008,0.025) (0.157,0.235,0.349) (0.015,0.017,0.026) (0.151,0.237,0.358)]

6) According to formula (6.1) and (6.2), the Hamming Distance between 1?]; and
Vi,
7) Based on step 6), the Hamming Distance between the assessment object and the
fuzzy ideal solution, the Hamming Distance between the assessment object and the

fuzzy ill-ideal solution can be calculated according to formula (7.1) and (7.2)

tig and Vi, r, and v, , r, and v, canbe calculated.

respectively:
4 0366, % =0.38, 95 =0.209, % =0.277. % =0.279,
4 _0.28 9220367, % =0.285, U =0.367, % =0.367.

8) the relative proximity can be calculated according to formula (8):

d;=0.433, d,=0.491, d5;=0.577, d;=0.567, ds=0.568.

9) It can be seen from the relative proximity results that the risk priority of the 5
fault modes is: d3 > d5 > d4 > d2 > dl.

5 Conclusion

1) By a thorough study of the system risk assessment problem of RBC including Fault
Mode and Effects Analysis (FMEA) in fuzzy uncertain environment, 4 indices



Risk Assessment Method of Radio Block Center in Fuzzy Uncertain Environment 65

including occurrence possibility, severity, detectability and maintainability are chosen
in this paper to depict the risk assessment. These 4 indices are research objects for risk
assessment of RBC. The fuzzification of the 4 indices by triangular fuzzy number has
eliminated the effects of the uncertain factors to certain extent; while the weight
calibration for the 4 indices by information entropy weight method has effectively

solved the low accuracy problem caused by treating each index in the same way.

2) RBC has longer authorized distances for wireless communication and more
complex methods for information exchanging, moreover, the value determination of
assessment indices has strong fuzziness, so fuzzy mathematic analysis is an effective
way to do the risk analysis of RBC, and worth to be popularized.

3) Further study for the risk assessment of RBC system, such as changing fuzzy
uncertainty into fuzzy randomness or fuzzy roughness, or considering the necessary
condition of equipment maintenance, etc., these are the future work which require great
effort to solve.
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Program of China under Grant No. 2007AA11Z247, Science Foundation for the Youth
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Abstract. This study is a productivity review on the literature gleaned from science
citation index expanded (SCI-EXPANED) database on web of science, concerning
learning research in knowledge transfer. The result indicates that the number of
literature productions on this topic mainly distributes in recent years, reaching
climax of 5 in 2010 and then followed by 2008. The main research development
country is USA accounting for 27%. And from the analysis of institutions, HONG
KONG UNIV SCI TECHNOL and UNIV OTTAWA rank parallel top one. As for
source title, management science is in the first place. The related research can be
classified into three branches, including effects of learning, approaches to
knowledge transfer and modeling of knowledge transfer.

Keywords: knowledge transfer, network, computer science, management,
expert system.

1 Introduction

Learning and the acquisition of new knowledge are preconditions for learning,
continuous improvement and when new tasks have to be carried out. High learning
rates of employees can translate into lower costs and quality improvements, both
highly relevant in competitive manufacturing environments. Although learning in an
organization is stimulated by a number of factors, task understanding and skill
development are the main components for learning a new task and improving task
performance. While both are regarded as being relevant for learning a new task, for an
in-depth analysis the components have to be disaggregated into their underlying
mechanisms.

The main objective of this paper is to analyze learning research in knowledge
transfer on Science Citation Index Expanded (SCI-E) database from web of science.
As a result the related work in this area can be thoroughly explored. The rest of this
article is organized as follows: Section 2 surveys the related research in this topic.
Section 3 briefly introduces research focuses of them. Last, we conclude our article
in Section 4.

2 Analyze Result of Learning Research in Knowledge Transfer

Knowledge transfer has long occupied a prominent, if not always explicit, place in
research on strategic management and corporate expansion. Deploying and extending

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 67-72] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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productive knowledge to new facilities is inherent in corporate growth. The speed and
effectiveness of that process can determine ability of one firm to penetrate new
markets, preempt and respond to rivals, and adapt to market changes. In sum, existing
research from various perspectives underscores the importance of knowledge
implementation and transfer to firm growth and performance.

According to Science Citation Index Expanded and Social Sciences Citation Index
Database in web of science, only 22 records were found in related discipline when
“knowledge transfer” and “learning” as a combined search title.

2.1  Country/Territory Analyze

According to country/territory, analyze results can be shown as table 1. USA accounts
for 27%, ranking in the top one, following that is GERMANY accounting for 22%.

Table 1. Analyze Results of Country/Territory

Country/Territory Record Count % of 22

USA 6 27.273%
GERMANY 5 22.727%
CANADA 3 13.636%
FRANCE 3 13.636%
PEOPLES R.CHINA 3 13.636%
ENGLAND 2 9.091%

2.2  Publication Year

Almost all the papers were published mainly in last ten years. As shown in table 2,
there are 5 papers in publication year 2010, reaching climax. And accordingly
citations in year 2010 reach more than 50, ranking top one as well.

Table 2. Analyze Results of Publication Year

Publication Year Record Count % of 22
2010 5 22.727%
2008 3 13.636%
2000 2 9.091%
2003 2 9.091%
2009 2 9.091%
2011 2 9.091%
2012 2 9.091%

2.3  Institutions

As far as institutions are concerned, as shown in table 3, HONG KONG UNIV SCI
TECHNOL and U UNIV OTTAWA rank parallel top one, accounting for 9%
respectively.
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Table 3. Analyze Results of Institutions

Institutions Record Count % of 22
HONG KONG UNIV SCI TECHNOL 2 9.091%
UNIV OTTAWA 2 9.091%

2.4  Source Title

There are three main sources, one is management science, and the other two is lecture
notes in artificial intelligence and implementation science respectively. They are
sources for one third of all papers, as shown in Table 4.

Table 4. Analyze Results of Source title

Source Titles Record Count % of 22
MANAGEMENT SCIENCE 3 13.636%
LECTURE NOTES IN ARTIFICAL 9.091%
INTELLIGENCE

IMPLEMENTATION SCIENCE 2 9.091%

3 Focuses of Learning Research in Knowledge Transfer

3.1 Effects of Learning

Knowledge Stickiness. Increased outsourcing yields less vertically-integrated firms,
suppliers have to rely on different buyers and interdisciplinary teams for acquired and
utilized knowledge to improve performance. However, knowledge transfer from
buyers to suppliers is not always successful.

Accordingly, Li Chia-Ying (2012) assesses perception of suppliers regarding how
specific knowledge transfer stickiness influences their manufacturing capabilities
based on the perspectives of the contextual aspects of learning capability and social
embeddedness [!. The results showed the influence of knowledge stickiness on
manufacturing capability would be enhanced by the moderating variables of social
embeddedness and learning capability. This study is expected to provide valuable
information to both academics and practitioners in terms of designing appropriate
integrative mechanisms for supplier performance improvement.

Ranking Problem. Learning to rank employs machine learning techniques to
automatically obtain the ranking model using a labeled training dataset. Much
contribution has been made in developing advanced rank learning approaches.
Motivated by the labeled data shortage in real world learning to rank applications, a
challenging problem is addressed Chen Depin et al (2010) [71, Starting from a heuristic
method introduced in previous work, the knowledge transfer for learning to rank at
feature level and instance level was theoretically studied with two promising methods
proposed, respectively. In future work, the cross domain learning to rank problem was
planned to further study under the scenario where the source and target domain data
originally have different feature sets.
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Implementation Performance. Although scholars from various disciplines recognize
the potential impact of knowledge transfer, deployment, and implementation on
organizational success and viability little attention has been devoted to how such
effects manifest in the time it takes to make new facilities viable. This gap is filled by
analyzing how competitive, firm, and technology characteristics combine to affect the
time it takes firms to get their facilities fully operational (8!,

Prior Activities. Daghfous A (2004) provides more insight into the value and
workings of firm knowledge and organizational learning by producing empirical
evidence on the relationships between these activities and their benefits [10], This
study developed reliable and valid measures related to knowledge, learning activities,
and especially learning benefits. Although the nature of this study is exploratory, the
results obtained provide valuable prescriptions for more successful technology
transfer projects.

3.2  Approaches to Knowledge Transfer

Reusing Structured Knowledge. The outcomes of Letmathe Peter et al (2012) have
shown that the transfer of explicit knowledge in combination with autonomous
learning and self-observation or with autonomous learning, self observation and
additional outcome feedback is most beneficial with respect to manufacturing
performance in terms of quality and assembly time when a new task is introduced [2].
This analysis has focused on a well-structured and semi-complex manufacturing task
and revealed the benefits of self-observation in combination with explicit knowledge
transfer. Research could prove whether these results also hold in a more complex
setting.

Transfer Learning. Transfer learning aims at solving exactly these types of
problems, by learning in one task domain and applying the knowledge to another. An
overview by Yang Qiang et al (2011) is given on three research works that transferred
progressively more sophisticated structured knowledge from a source domain to a
target domain to facilitate learning ™. The conclusion is that structured knowledge
transfer can be useful in a wide range of tasks ranging from data and model level
transfer to procedural knowledge transfer, and that optimization method can be
applied to extract and transfer deep structural knowledge between a variety of source
and target problems. How to identify good source domains and to come up with a
good quantitative measure of similarity between different domains at declarative and
procedural levels of learning is the future research direction.

Advice Using. Reinforcement learning is a continual learning process in which an
agent navigates through an environment trying to earn rewards . A novel technique
is presented of extracting knowledge gained on one task and automatically
transferring it to a related task to improve learning . Key idea is that the models
learned in an old task as a source of advice for a new task can be viewed. In future
work, the sensitivity of algorithm to errors and omissions in mapping advice should
be evaluated.



Learning Research in Knowledge Transfer 71

3.3  Models of Knowledge Transfer

Structural Knowledge Transfer. An essential quality of a cognitive being is its
ability to learn, that is, to gain new knowledge or skills as well as to improve existing
knowledge or skills based on experience. The role of abstraction principles for
knowledge transfer in agent control learning tasks is investigated by Bajoria Rekha et
al (2011) ™. The use of so-called structure space aspectualizable knowledge
representations that explicate structural properties of the state space is proposed and a
posteriori structure space aspectualization (APSST) as a method to extract generally
sensible behavior from a learned policy was presented. This new policy can be used
for knowledge transfer to support learning new tasks in different environments.

Bridging Domains. Traditional supervised learning approaches for text classification
require sufficient labeled instances in a problem domain in order to train a high
quality model. However, it is not always easy or feasible to obtain new labeled data in
a domain of interest. The lack of labeled data problem can seriously hurt classification
performance in many real world applications. To solve this problem, transfer learning
techniques, in particular domain adaptation techniques in transfer learning are
introduced by capturing the shared knowledge from some related domains where
labeled data are available, and use the knowledge to improve the performance of data
mining tasks in a target domain. A novel transfer learning approach, called BIG
(Bridging Information Gap) is designed by Xiang Evan Wei et al (2010) to effectively
extract useful knowledge in a worldwide knowledge base '°. Research work is
planned to continue in the future by pursuing several avenues.

Learning by Hiring. To investigate the conditions under which learning-by-hiring is
more likely, Song J et al (2003) study the patenting activities of engineers who moved
from United States (U.S.) firms to non-U.S. firms "'!. The results support the idea that
domestic mobility and international mobility are similarly conducive to learning-by-
hiring.

Learning Negotiation Skills. Review of the learning and training literature revealed
four common methods for training people to be more effective negotiators: didactic
learning, learning via information revelation, analogical learning, and observational
learning. Each of these methods is tested experimentally in an experiential context
and found that observational learning and analogical learning led to negotiated
outcomes that were more favorable for both parties, compared to a baseline condition
of learning through experience alone ""?. Interestingly, negotiators in the observation
group showed the largest increase in performance, but the least ability to articulate the
learning principles that helped them improve, suggesting that they had acquired tacit
knowledge that they were unable to articulate.

4 Conclusions

Knowledge-based competition has magnified the importance of learning alliances as a
fast and effective mechanism of capability development. The early literature on
strategic alliances focused primarily on alliance structuring and outcomes. Starting in
the late 1980s, more research attention has been directed to the processes of learning
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and knowledge transfer, especially in the context of technology transfer, R&D
collaboration, and strategic alliances. This growing attention, fueled by the global
race for a sustainable competitive advantage through superior dynamic capabilities,
has produced significant conceptual work and anecdotal evidence, but relatively few
empirical studies.
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Abstract. A post-filtering technique for enhancing acoustic echo cancelation
(AEC) system is proposed in this paper, the proposed filter takes in the output
of the conventional AEC system and estimates the percentage of the residual
error, with respect to the reference signal. This percentage of residual error is
terms as “leakage” and is used in adjusting adaptation step size and calculating
the post-filter gain. The proposed technique improves the convergence speed
and performance of the conventional AEC systems and is simple to
implementation.

Keywords: Post-filtering, AEC, DTD, FFT.

1 Introduction

Over the past years, hands-free communication has found increasing applications in
areas such as videoconferencing systems and mobile phones. The acoustic coupling
between the loudspeaker and the microphone at the near end will cause the far end
speech to be transmitted back to the far end and form the acoustic echo. This will
severely deteriorate the quality of communication. The cornerstone of a normal
acoustic echo cancellation (AEC) system is the adaptive filter. Approaches combining
echo cancellation and noise reduction have been proposed to achieve sufficient
quality of the transmitted speech [1]. The realization of such a combined system is,
however, difficult. The difficulties in cancelling acoustic echo are caused by high
computational complexity and some influences such as background noise, near-end
speech, and variations of the acoustic environment which disturb the adaptation of the
echo canceller. In practice, especially in mobile hands-free applications where all
these factors play a significant role, the residual echo remains at the output of an
adaptive filter because of the constraint of finite filter length and background
noise [2].

A perfect post-filtering technique should not alter the formant information and
should attenuate null information in the speech spectrum in order to achieve noise
reduction and hence produce better speech quality. The use of post-filters can
significantly improve the performance of the echo canceller by suppressing the
residual echo. Park et al. proposed a residual-echo cancellation scheme based on
the autoregressive (AR) analysis [3] and [4]. Myllyla proposed a method to suppress
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the residual echo by estimating the power spectral density of the echo [5]. However,
these post-filters require much computational complexity for the step-by-step process
on fullband signals. There are also several post-filters proposed for the frequency-
domain AEC (FAEC) algorithms [6] and [7]. In order to suppress the ambient noise as
well, some post-filters combined the residual-echo suppression with the noise
reduction were discussed [8] and [9]. Furthermore, psychoacoustic schemes [10] and
comfort noise fill [11] were also adopted in FAEC’s post-filters to improve the
comfortability of the results.

It commonly happens in practice that as long as an adaptive filter is not perfectly
adapted, the error signal always contains some information about the echo that is
supposed to be canceled. The amount of echo is often referred to as “residual”.
Moreover, the residual decreases when the filter weights misadjustment decreases (or
as the filter converges). Therefore, a time-varying step size and gain control
mechanism should be developed as supplement to further attenuate the residual. The
main function of this proposed mechanism lies in the two aspects.

1) Attenuate the residual caused by the misadjustment of the adaptive filter.

2) Control the step size of the commonly used normalized least mean squares
(NLMS) algorithm.

The paper is organized as follows: In Section 1, the conventional post-filter
structure is addressed briefly. In Section 2, an improved post-filter combined with
background noise suppression is proposed for AEC system. In Section 4, some
simulation results and discussions are given. The conclusion of this paper is drawn in
Section 5.

2 An Acoustic Echo Canceller with Post Filter

The system performs acoustic residual echo cancellation with post filter. Fig.1 shows
the scheme including the conventional double talk detector (DTD) based on
normalized cross-correlation between far-end talker signal and microphone input
signal, adaptive echo cancellation filter, and NR post filter.

Wk
[ (K > Y
! [”From the far-end
DTD T
~ d (k)
S -
X /_ é (k) A vk (-— -
$(k) Post Filter { t/l s @ +n®
To the far-end

Fig. 1. The structure of an acoustic echo canceller with post filter
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Referring to Fig.1, the adaptive echo cancellation filter creates a replica d (k) of
echo signal d(k). If this replica is identical with the original echo, the echo can be
removed by simple subtraction from the near-end signal y(k):

(k) = sk) + n(k) + d(k) (1)

Here, s(k) is the near-end talker signal and n(k) is ambient noise. The output of
acoustic echo canceller or the error signal e(k) is used to adjust the coefficients Vf/(k)

of the adaptive filter so that the coefficients converge to a close representation of the
echo path W(k):
e(k) = s(k) + n(k) + d(k) - d(k) = s(k) + n(k) + r(k) (2)

where r(k) = d(k) - d (k) indicates residual echo.

In the experiments, we set the order of an adaptive FIR filter 256 and adopt
normalized least mean square (NLMS) algorithm. The coefficients of the NLMS

adaptive filter W(k) are updated according to

A2

Wk +1) = W)+ —L— X (k)e(k) 3)
Oox ty

where W(k) =[%(k),v?zl(k),...,v?/N_l(k)]T is a Nx1 coefficient vector, X(k) = [x(k),
x(k-1), ..., x(k—N+1)]T is a Nx1 excitation vector, 6)2( is an estimated input power, u is
a constant controlling the convergence and y is a stabilization factor.

In practice, residual echo remains at the output of an echo canceller due to an error
of the adaptive filter. Therefore noise reduction technique has been used for reducing
the residual echo as well as ambient noise [12] and [13]. However, the post filters
only based on noise reduction algorithms rarely reduce the residual echo, since the
dominant characteristic of residual echo is also speech. Although the power of the
residual echo is small, a voice activity detector (VAD) used in NR may fall into an
error in determining residual echo as transmitting speech, which results in
transmission of the residual echo to a far-end talker.

3 Enhancing Acoustic Echo Cancelation System with Post
Filter

The system performs acoustic residual echo cancellation with post filter. Fig.2 shows
the diagram of a conventional AEC system with the proposed post-filter block
included. All the signals are processed within the frequency domain so the blocks of
Fast Fourier Transform (FFT) and IFFT are omitted. X(k, /), Y(k, I), V(k, ), D(k, )
are the reference signal, output of the acoustic system (local room), noise signal and

the microphone signal, respectively. H(k,l) and H (k,I) are the actual impulse

response of the local room and the approximated one (weights of the adaptive filter).
In all the above variables, kis the frequency index and, /is the frame index.
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Fig. 2. Block diagram of a frequency domain AEC system with proposed post-filter. Frame
index 1, frequency index k

The first variable that the proposed post-filter calculates is the optimum step size
that is used in LMS adaptive algorithm, given by

_ol(k,D)
o2k,

“)

out

where O'r2 (k,l ) and 0'3 (k,l ) are the energy of residual and filter output,

respectively. The values of G,z(k,l) and of(k,l) are estimated by using the
introduction of the “leakage” n(k,l) factor which is defined as the ratio of the

residual energy over the output of the adaptive filter. The estimated values of 0'3 (k,l)

and 0'3 (k,l ) are thus given by

67 (k.1)=nk.ho; (k1) =nk,DIY (k1) I 5)

&2 (k1) = E(k, D) I? (6)

Combining the above two equations, the optimum step size is given by

. o =Y kDI
Mous\k 1) =17 (k, ) ————rr 7
(k) = Ek, 1) 112 n
Moreover, the estimated leakage factor ﬁ(k,l ) can be obtained by
. Ry (k,I)
A=kl =—F=—= ®)
Ry, (k,1)

where RE‘Y(k’l) and Rﬁ(k,l) are given by



A Post-filtering Technique for Enhancing Acoustic Echo Cancelation System 77

Ry (k.1)= (A= BW)Ryy (k.1 =1)+ BU)P; (k1) P; (k. 1) 9)

- 2
Ry (k,0)= (1= BD) Ry (k,1=1)+ AP, (k, 1) (10)
where ,B(l) is a smoothing factor and is given by

o} (k.1)
or(k,D)’

B() = [, min( 1) 1)

The quantities P, (k,l) and P, (k,l) are also estimated by

Ry(k.1)= (- )Py (k,I-D)+a Y (kD) I (12)

Ry(k.1)= A=) Pu(k.I-1)+ el Ek, DI (13)

where o is also a constant smoothing factor. The second variable that the proposed
post-filter calculates is the gain G(k,l) for further attenuating the residual, given by

Gk, =e " (k,I) (14)

where y is a predefined constant for controlling the attenuation level of the post-filter.
The final output signal E (k,l ) is thus given by

E(k,l)=G(k,1)E(k,I) (15)

Therefore, the operations that are carried out within the proposed post-filter block are
summarized as follows.

1) Get input signals f(k,l) and E(k,l)

2) Calculate P, (k,l) and PE (k,l) using (12) and (13).
3) Calculate Ry (k.l) and Ry, (k,I) using (10) and (9).
4) Calculate leakage factor ﬁ(k,l ) using (8).

5) Calculate optimum step size 2, (k,!) using (7).

6) Calculate filter gain G(k,!) using (14).

7) Calculate fitter output E (k,l ) using (15).

The flowchart of the operations for the post-filter is depicted in Fig.4. It should be
noted that this only shows the processing of frequency bin k. All the other frequency
bins should be processed in the same way as shown in Fig.2 and Fig.4. In practice, the
microphone signal d(n), reference signal x(n) should be first converted into frequency
domain by using FFT and the error signal E(k, [) is then converted back into time
domain by using IFFT. This is shown in Fig.3.
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Fig. 4. Block diagram of the proposed post-filter

4 Simulation Experimental Results

The AEC system in the following simulations uses the structure based on blocks of
Fast Fourier Transform. The length of the prototype low-pass filter is 160. The
sampling rate of the signal is set to be 8KHz. Since it is the post-filter we are
investigating, we assume the double-talk detector to be ideal. This is easily achieved
in simulations because the near-end speech can be added to the input separately. The
normalized least mean square (NLMS) algorithm is implemented in the given
structure, with the stepsize 0.3. To generate strong residual echo, the filter length in
the band is limited at 20 taps, which can only provide a rough echo path model. We
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compared the performance of the proposed system with that of the conventional AEC
system, these results are represented in Fig.5 and Fig.6 show the waveforms of the
related signals.

x10%
- 30

MWM&WWMMWW u'iéhﬁ'-ﬁwfﬂwl\'ﬁ,w_W_

-20

-30

0 0.5 1 1.5 2 .5 3 3.5 sec

P

Fig. 5. Waveforms of the related signals in the conventional AEC system

x 10?

T T T T T -15

0 0.5 1 1.5 2 2.5 3 3.5 sec

Fig. 6. Waveforms of the related signals in the proposed AEC system with post-filtering

Based on the results above, we can see that the proposed AEC system is the proper
choice for reducing background noise and residual echo.

5 Conclusion

In this paper, we proposed a novel post-filtering for AEC systems. The post-filtering
takes in the output of the conventional AEC system and estimates the percentage of
the residual error, with respect to the reference signal. Compared with the
conventional AEC system, the proposed post-filtering can effectively attenuate the
residual echo and the background noise, while keeping the speech distortion and
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musical noise at a low level. The simulation results show that the post-filtering
achieve superior performance both in the speech quality and the robustness and are
particularly effective when noise reduction is imperative. And the proposed post
filters improve the convergence speed and performance of the conventional AEC
systems and is simple to implementation.

Acknowledgments. The work in this paper was supported by Dongguan Science and
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Abstract. Packet loss may lead to serious degradation of video quality in
network communication. Sometimes a router must drop quite a lot of packets to
alleviate the congestion. This paper designs multiple dropping schemes for
H.264 videos, considering varying packet loss rates. We perform packet
dropping experiments for three video sequences. Experiment results show that
both the packet type and the packet distribution have an impact on the video
quality. Given higher packet loss rates, dropping a few B frames in a GOP
results in less quality degradation than dropping packets randomly from all the
B frames.

Keywords: Objective Evaluation, Packet Dropping, Packet Loss Rate, PSNR,
VQM.

1 Introduction

The video transmission is the main traffic sources in current networks. When sending
compressed video across communication networks, packet losses may occur due to
the congestion. Thus the decoder could not receive all the encoded video data because
of the losses, video quality will degrade more or less. Actually many factors can
affect the decoded video quality at the receiver, including channel loss characteristics,
video encoder configurations, and error concealment methods of video decoders, etc.

Considerable research has been done to explore how packet losses impact video
quality. Traditional approaches of queue management assume that all packet losses
affect quality equally and the traffic is not differentiated, so each packet is treated
identically. But as for video resources, the impact on perceptual quality of each packet
or frame may be quite different. S. Kanumuri and T.-L. Lin modeled packet loss
visibility for MEPG-2 and H.264 videos based on subjective experiments [1, 2, 3, 4].
Using these kinds of models, the router can drop the least visible packets or frames to
achieve the required bit reduction rates. The relation between PSNR and perceptual
quality scores is considered in [5]. This work found that packet losses are visible
when the PSNR drop is greater than a threshold, and the distance between dropped
packets is crucial to perceptual quality. The above work considered the perceptual
quality of a decoded video subjected to a single transmission loss (which can cause
the loss of multiple consecutive frames).

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 81-89] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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In [6], the issue of temporal degradations in transmission of digital video is
addressed. A psychophysical experiment is conducted to study the impact of jerkiness
and jitter on perceived video quality. A methodology of subjective evaluation was
proposed in [7], which assess the perceptual influence of frame freezes and blockiness
in full length movies. Through the subjective experiments they found that usually
frame freezes are less noticeable than blockiness. Our prior work [8, 9] focused on
visual quality of video degraded by both packet losses and compression artifacts. We
developed a network-based model for predicting the objective VQM quality scores so
that video packet importance can be obtained. We validated this model by performing
packet dropping experiments for multiple combinations of video streams at different
bit rates.

Now we are interested in another question: if a router must drop multiple packets
and when packet loss rate (PLR) is high (for example: 10% to 30%), which packets or
frames should be dropped to obtain better quality of video at the decoder side? In
other words, with a packet loss visibility model mentioned above, we can probably
conclude that a certain packet is less important than another in a GOP due to varying
contents, and a packet from I or P frame is more important than that from B frame.
But when a hundred B packets need to be dropped, which packets should we select?
We randomly drop the packets from all B frames in the GOP or just drop one or two
whole B frames in that GOP? Also when dropping whole frames, should we select the
continuous ones or just randomly pick some of them? This paper gives a detailed
experiment implementation for varying packet-dropping methods. By objective
evaluation algorithms PSNR and VQM [10, 11], we examine the different influences
on video quality of each dropping method for H.264 videos.

This paper is organized as follows. In Section 2, objective quality evaluation
methods PSNR and VQM are introduced. Section 3 describes the video sequences for
the experiment and codec configurations, followed by the design of the packet dropping
experiments. Section 4 presents simulation results at various target packet dropping rates.
Section 5 concludes the paper.

2 Methods of Objective Quality Evaluation

As we all know, subjective assessment methods attempt to evaluate the perceived
quality by asking viewers to score the quality of a series of test scenes, which have
been a fundamental and reliable method to characterize video quality. However, the
implementation of subjective evaluation is expensive and time-consuming, which
brings a lot of attention to the research on objective evaluation metrics. Peak Signal-
to-Noise Ratio (PSNR) is widely used as a video quality metric or performance
indicator. Typical values for the PSNR of lossy videos are between 20 and 50dB,
where higher is better. For video transmission in a network, video quality at the
receiver can be highly affected by packet losses. VQM is a standardized full-reference
(FR) method of objectively measuring video quality. It has been adopted by the ANSI
as a U.S. national standard and as international ITU Recommendations for closely
predicting the subjective quality ratings. The General Model has objective parameters
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for measuring the perceptual effects of a wide range of impairments such as blurring,
block distortion, jerky/unnatural motion, noise (in both the Iluminance and
chrominance channels), and error blocks. The values of VQM are usually in the range
[0, 1], where O corresponds to best quality, and 1 is the worst quality. VQM may
occasionally exceed one for video scenes that are extremely distorted [10].

3 Sequences Coding and Packet Dropping Schemes

3.1  Sequences Selection and Codec Configurations

We used three original video sequences: news, foreman and coastguard which present
fixed shot and camera motion. Each sequence is of 300 frames and encoded at 600
kbps, which we assume there is no compression artifacts for the videos. As shown in
Tablel, the videos are compressed by the H.264 JM9.3 encoder in CIF resolution
(352 by 288). The GOP structure is (IDR)BBPBBPBB... with 15 frames per GOP.
The first frame of each GOP is an IDR frame which prevents a packet loss in the
previous GOP from propagating errors into the current GOP. Rather than using a
fixed quantization parameter, we use the default rate control of the JM9.3 encoder.
The values of the quantization parameter can vary from frame to frame. One packet
consists of one horizontal row of macroblocks (MBs), so there are 18 packets in one
frame (288/16).

Table 1. Video coding configurations

Parameters
Spatial resolution 352*288
Bit rate 600kbps
Duration (frames) 300
Compression H.264 IM
GOP length IDR BBP/15
Frame rate 30
Rate control on

The lossy videos after packet dropping are decoded by FFMPEG [12], which uses
the default error concealment algorithm. There are two kinds of algorithms
corresponding to two different packet loss patterns: packet losses and frame losses.
The error concealment for packet loss is as follows: for the MBs which are estimated
to be intra coded, FFMPEG takes a weighted average of the uncorrupted neighboring
blocks for error concealment, and for inter coded MBs, it performs bi-directional
motion estimation to conceal the MBs. On the other hand, FFMPEG conceals whole
frame losses using temporal frame interpolation. A lost B frame is concealed by
temporal interpolation between the pixels of the previous and the future frames [11].
Once the packet dropping is performed for each GOP, the FFMPEG decoding and
error concealment are run.
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3.2  Packet Dropping Schemes

We would like to see the influences on video quality of different frame types and
different packet dropping methods. We design three high PLRs: 10%, 20%, and 30%.
For each sequence, we drop packets within one GOP to obtain the three given PLRs.
We do this for each GOP so that the impact on quality degradation of video content
can be explored.

3.2.1 The Influence of Frame Types

Usually, the packet losses from I and P frames will lead to more subjective quality
degradation than those from B frames because of the error propagation. We’d like to
validate this phenomenon through objective evaluation. Given a lower PLR (5%),
dropping packets from I, P and B frames separately within a GOP. We use a lower
PLR because there is only one I frame in a GOP, the rate of packets from I frame is
no more than 1/15. For each case, we randomly select the packets from that type of
frame. For example, there is only one I frame in a GOP, so we randomly drop the
packets from this frame until the PLR is obtained. But for B frame, there are 10 B
frames in that GOP, thus we can select the packets from all the 10 B frames
randomly.

3.2.2 The Influence of Dropping Methods for B Frames
Given the three PLRs (10%, 20% and 30%) we drop packets only from B frames,
there are three dropping methods:

a) Scatter

We average the total number of packets need to be dropped by the number of B
frames in a GOP, then for each B frame, the packets number is randomly generated.
We denote this method as ‘scatter’.

b) Focus-random

We calculate the total number of packets for each PLR, then drop all the packets
within one B frame. If the packets in the frame are not enough for the PLR, packets
from a second B frame are selected. Here the frame number of each B frame is
randomly generated in a GOP. We denote this method as ‘focus-random’

¢) Focus-tail

As the second method above, we drop whole B frames. Differently, the last B frame
of the GOP is firstly selected, and then the second B from the last, the rest can be
done similarly until the PLR is met. We denote this method as ‘focus-tail’.

4 Experiment Results and Discussion

There are 20 GOPs for each sequence, and packet dropping experiment is performed
for GOP2 to GOP20. Based on the decoded videos and original videos, we can get a
PSNR value and a VQM score for each GOP. Also we can average the quality scores
over all GOPs for each sequence.
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4.1  The Influences of Frame Types

When PLR is 5%, the quality scores of three sequence are obtained. Figure 1 gives
the three PSNR values versus GOP number for video news. Figure 2 gives the three
VQM scores versus GOP number. Both present the quality scores for packet dropping
from I, P and B frames. We can see the PSNR values for B are much larger than those
for P and I frames, while the VQM scores for B are clearly smaller than those for P
and I frames. That means given a certain PLR, packet dropping from I frame results in
much more seriously quality degradation than from P frames and B frames, as one
would expect. Similar results can be obtained from the videos foreman and
coastguard. Table 2 gives the average quality scores over all GOPs for all sequences.
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Fig. 1. PSNR values versus GOP number for video news
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Fig. 2. VQM scores versus GOP number for video news
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Table 2. Average quality scores over all GOPs

PSNR VQM
Frame type 1 P B 1 P B
news 21.12 29.07 37.58 0.7439 0.3077 0.1498
foreman 21.29 26.03 33.19 0.8016 0.4187 0.2207
coastguard 19.33 25.20 30.45 0.8900 0.4627 0.3050

4.2  The Influences of Dropping Methods for B Frames

As discussed in section 3, for each of the three high PLRs, we adopt three methods to
drop packets or frames. Figure 3 and 4 give the PSNR and VQM scores versus GOP
number for the video news when PLR is 10%. It is evident that for some GOPs there
are big differences of PSNR scores between ‘scatter’ dropping method and the other
two for GOP7 and GOP17, same situation are the VQM scores in. It is because there
are two scene changes in the background. As we concluded in former studies, larger
motion or more content change will lead to more quality degradation when packet
loss happens. Here by dropping packets focused on some B frames, we get better
quality for that video. By PSNR from the figures, we can conclude that ‘focus-tail is
better than ‘focus-random’, and both are better than ‘scatter’. But by VQM scores, we
can see that both ‘focus’ methods are better than ‘scatter’, while there is no significant
difference of quality scores between ‘focus-tail’ and ‘focus-random’ dropping
methods. A main reason is that VQM considers the effects of temporal information
besides the spatial artifacts, which can reflect the subjective perception of video
quality more effectively.

news
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Fig. 3. PSNR values versus GOP number for news video (PLR=10%)
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Fig. 4. VQM scores versus GOP number for news video (PLR=10%)
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coastguard coastguard
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Fig. 7. Video coastguard (a) average PSNR values over all GOPs for three PLRs. (b)
average VQM scores over all GOPs for three PLRs.

To present the results more directly, we calculate the average scores of PSNR and
VQM over all GOPs for each PLR and each sequence, as shown in Figure 5 to 7. We
can see that for all sequences, the quality scores of ‘focus-tail’ and ‘focus-
random’(blue and red lines) are better than those of ‘scatter’(green line). There is a
siginificant improvement on both PSNR and VQM quality scores. But as far as the
two focused dropping methods are concerned, there is only slight difference on
quality socres between ‘focus-tail’ and ‘focus-random’. For video news, the former
dropping method is better than the latter, but for foreman and coastguard, given some
PLRs, ‘focus-random’ method outperforms. Therefore, considering both objective
methods, we shouldn’t conclude which method is better because they are content-
dependent. Note that all the experiments are carried out on the basis of a single GOP,
to avoid the impact of sequence length, we lengthened the unit of test sequence as 4
GOPs. Similar results were obtained for all the test sequences.

5 Conclusion

By objective metrics PSNR and VQM, we studied the influences on video quality
degradation of different frame types and packet dropping methods in this paper.
Given a certain PLR, the packet loss of I or P frames will lead to much more
degradation of quality than that of B frames. It is also shown that, at higher PLRs,
dropping packets by focusing on a few B frames gives higher quality scores than by
scattering in all the B frames randomly. Our findings indicate that not only the
importance of each packet, but also the distribution of the packets should be
considered when many packets need to be dropped.
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Abstract. The basic idea of identifying the motion blurred direction using the
directional derivative is that the original image be an isotropic first-order
Markov random process. However, the real effect of this method is not always
good. There are many reasons, of which the main is that a lot of pictures do not
meet the physical premises. The shapes of objects and texture of pictures would
be vulnerably influenced for identifying. In this paper, according to the image
characteristics of the local variance, we extract multiple blocks and identify the
motion directions of the blocks to identify the motion blurred direction.
Experimental results show that our method not only improve the identification
accuracy, but also reduce the amount of computation.

Keywords: Motion Blur, Markov Process, Directional Derivative, Weighted
Average Method, Blocked Statistics Method.

1 Introduction

The uniform linear motion blur motion blur and defocus blur have good "prior
knowledge". So if we can identify the blurred parameters and obtain the point spread
function (PSF), it can make the image restoration of this NP problem into P. The
scope of this article is to identify the problem of linear motion blur direction.

Previous studies have been proposed including a variety of methods to identify blur
direction. These methods can be generally divided into two types, i.e., the transform
domain algorithms [1-4] and the airspace algorithms [5-10]. Ref. [1] proposed the
periodic zero values stripes in the Fourier spectrum to identify the blur direction, but
this method is only applicable to uniform linear motion blurring, and also very
sensitive to noise. Ref. [2] has proposed that the above method is sensitively affected
by noise, and practical difference. Ref. [3] uses the amplitude spectrum of the
gradient image to improve the accuracy of identification. Ref. [4] compares several
different advantages and disadvantages of blur parametric methods, including the
cepstrum method and the Radon transform method. Overall, the most significant
drawback of the transform domain methods is that it is more sensitive to noise, while
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the airspace algorithm has better resistance to noise. The "error-parameter analysis"
given by Ref. [5] can identify the horizontal direction of the uniform linear blur and
defocus blur point spread function. This method can improve resistance to noise, but
the process is of computational complexity, and human judgment may cause some
errors as well. Y. Yitzhaky et al. [6-8] use a 2x2 differential operator to identify the
blur direction, but the scope is limited to -45 degree to 0 degree, and the accuracy is
not high. Chen Qianrong et al. [9] use 3x3 differential operator to identify, which the
angle range extends to -90 degrees to 90 degrees, and also the accuracy is improved.
It should be a good physical idea, the original image power spectrum as for an
isotropic first-order Markov random process, but does not achieve good results in
practical application. Because a lot of don't meet the physical premises. Ref. [10] has
given some improvement, but only the operator is changed. And the practical
application is not good.

In our view, to select some characteristics blocks can improve the accuracy and
reduce computation. This paper will give why and how we select them. In addition, in
order to further reduce the amount of calculation, we give two different steps to
search the data.

2 Directional Derivative Method

2.1  Point Spread Function

It can cause motion blurring in the relative movement between the object and the
imaging system. As the €Xposure time is very short, the motion can be regarded as a
uniform motion. So we have the blur length L=vt, where t is the exposure time and v
is the constant speed. 0 is the angle along the horizontal direction.

We have the point spread function (PSF)

1/L0<IxI£Lcos@,y=Lsin@
h(x,y)= . (1)
0,otherwise

From the above, we can get the point spread function h(x, y), if we know the blur
direction 0 and the blur length L. Under normal circumstances, seek first the blur
direction and then the blur length. Once the blur direction is known, this two-
dimensional problem becomes one-dimensional problem. So the accuracy of
identification of the blur direction is very important.

2.2 3x3 Differential Multiplied Operator

Usually the original image is a first order Markov isotropy in our method, that is the
original image autocorrelation and power spectrum is isotropic. As motion blur
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reduces the high frequency components in the image, the greater the departure of the
direction is, the smaller it impacts. That denotes the loss of the high frequency
components on the direction of motion is the most, and on this direction the image
gray value is the smallest. Y Yitzhaky et al. [6-8] and Chen Qianrong et al. [9] use the
same physical idea. But the former uses a 2x2 differential multiplier, while the latter
uses a 3x3 differential multiplier, which can improves the accuracy of identification
of the motion direction.

Figure 1 shows the direction differential schematic, where we set a point g(i, j), the
size of the blur image is MxN. g(i’, j")is the point on the arc, where the radius is Ar,
and the center point is g(i’, j’). Ar is the micro-element. The value of Ar can be
flexibly selected, such as to take 1, 1.5 or 2 pixels, according to the movement type
(uniform linear motion, acceleration, vibration and etc). 0 is the direction of the
differential, define the range [~m/2, n/2)’ 0 is 0 on the horizontal direction and

negative under the horizontal direction, non-negative above . We use bilinear
interpolation to get the value of g(i', j"), where i', j’ satisfy the condition

i{’=i+Ar*sind
g @
Jj = j+Ar*cosd
So we get the image gray value on the direction 0
Ag(i, j), =gl j)—g(i, )=gG, H®D, 3)
Where D is the differential multiplier on the direction 0
—1 2-4sind—2cosd+4sindcosd —1+2sind+2cosd—4sindcosd
D,=| 0 4sind—4sindcosd —2sind+4sindcosd @
0 0 0
Then get the gray sum of absolute
N-1M-1
I(Ag)y =2 D 1 Ag(i. j), | )
i=0 j=0

In the interval [-nt/2, m/2), we can get the value of 0 according to a certain step. Then

find the value d which makes the value of 1 (Ag )a minimum, and this d is the

motion blur direction. Use the similar methods, the other five regional operator

derived results can also be calculated.
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g(ij)

Fig. 1. Direction differential schematic Fig. 2. Weighted average method

2.3  The Weighted Average Method Based on Directional Derivative

There will be some local deviations during the identification. To average the random
factors and to improve the accuracy, the weighted average method is proposed on the
basis of the directional derivative.

Shown in Figure 2, first to obtain the absolute value of the differential image gray

1(Ag)y, 5-1(A8),, 5s1(A8) 55 1(A8) 5

Ar,, Ars, Ary), then get the weighted summation

using several micro-element (Ary,

4
I(Ag), =D W, *I(Ag),, , (©6)

i=1
where w=[w;,wy,w3,w4]=[1,1,1,1]. And at last we get the differential curve

I(Ag),. 9,

R 4
d= argmin (Y w,*I(Ag),, ,) )

del-z/2,7/2) ‘1o

3 The Blocked Statistical Method Based on the Directional
Derivative

Usually the whole blur image should have the same PSF, but the identifications of the
various parts are different. Figure 5 shows the identification of three parts of Camera.
The identification of the whole image is 48 degrees, 46 degrees in Zone 1, Zone 2 and
3 deviate large. The edge of the image contains important information in a blur image.
We can get a good result if we select the strong edge region.
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Fig. 3. Identification of three parts

In most cases, due to the intricacies of the texture, the strong edge region is difficult
to extract. To simplify it, we select some regions of large local variance. First
calculate the local variance of the blur image, and then select some large variance
points to determine the blocks. Specific process is as below:

Step 1: De-noising pretreatment, if there is some noise, this step is necessary;

Step 2: Calculate the local variance of the whole image, and sort the variances;

Step 3: Randomly select several big ones, and then get the blocks of which the center
points are the selected variance points;

Step 4: Identify the blurred direction for every block using the weighted average
method based on directional derivative;

Step 5: Get the results and average them.

4 Experimental Results and Analysis

4.1 The Limitation of the Identification for the Whole Image Using
Directional Derivative

Motion blur can be seen as the superposition of the pixel gray, that is the process of
pixel linear superposition on the blur direction. In visual performance, it is blur
ghosting in some direction [11]. That the original image is regarded as “isotropic first-
order Markov process” has its limitations, because it is susceptible to the influence of
the factors susceptible to the influence of the factors such as the shape and texture of
the objects. We take the image Baboo, Camera and Lena as examples. The
experimental results are shown in Table 1.

It can be seen from the results, the weighted average method based on directional
derivative can basically identify the blur direction of the image Baboo. The error of
the identification of Lena is very large, followed by the image Camera. Analysis of
the three images, the intensity change of Baboo is uniform, isotropic performance.
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Table 1. Blur direction identification results of the images

Blur length  Blur direction  Direction identification

(/pixels) (/degrees) (/degrees)

(@) (b) © (d) © ® €3] (h)
10 -82 -81 -89 -89 -89 -85 -89 -84 -89
-20 -65 -66 -68 -84 -68 =72 -86 -69 -84
25 -36 -36 -37 -74 -38 -45 -70 -38 -40
30 0 0 0 72 0 0 45 0 35
32 45 45 48 54 45 48 50 45 52
24 75 76 76 81 76 82 80 76 82

(d) Peppers

(e) Woman 1 (f) Man (g) Airplane (h) Woman 2

Fig. 4. Some experimental images

Texture of Lena is complex, and a large range of gray change. Even in non-noise
case, it cannot get accurate results. In Camera, there is a large black region, and the
identification error of certain angles. That denotes object shapes can have some
impacts on the identification. In Figure 4, (d), (e), (), (g) and (h) are images of which
the identification errors are large using weighted average method based on directional
derivative for the whole image. Analysis of the experimental results can be drawn,
and the shapes of the objects and the texture can affect the identification results.

4.2  Comparison of Identification Accuracy

Table 2 shows identification results of Lena and Camera and Baboo. Table 3 is the
comparison of the errors. It can be seen from the two tables, our method can indeed
improve the accuracy of the identification of blur direction.
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Table 2. Results comparison of weighted average method based on directional derivative and
our method (/degrees)

Original Lena Camera Baboo
orientation Ref.[9]’s Ours Ref.[9]’s Ours Ref.[9]’s Ours
-90 -89 -89 -89 -89 -89 -89
-80 -89 -83 -89 -82 -80 -80
-60 -85 -65 -64 -62 -60 -60
-50 -64 -55 -54 -52 -50 -50
-30 -70 -35 -36 -32 -30 -30
-10 20 -4 -15 -8 -15 -10
0 72 0 0 0 0 0
20 36 22 23 21 22 20
35 42 37 37 35 32 35
45 54 46 48 46 45 45
55 59 56 57 55 50 52
65 81 68 68 66 60 62
75 81 76 75 76 80 75
85 89 87 89 86 89 85

Table 3. Mean square error comparison of weighted average method based on directional
derivative and our method (/degrees)

Errors Lena Camera Baboo
Ref.[9]’s Ours Ref.[9]’s Ours Ref.[9]’s Ours
Mean square error 25.35 3.32 4.13 1.41 3.11 0.94
Average error 17.36 2.64 2.94 1.14 2.14 0.43
Maximum error 72.00 6.00 9.00 2.00 5.00 3.00
Minimum error 1.00 0.00 0.00 0.00 0.00 0.00

4.3  Blur Direction Search Optimization

In order to speed up the search time, step-by-step search is proposed. The first step is
set 10 degrees, and the second step is set 1 degree. After the first step search, we
choose the angle whose gray absolute value is the minimum. If the angle is -90
degrees, the search interval is [-90, 90), otherwise the search interval is the angle
around 10 degrees extension. So to maintain the necessary accuracy, we can reduce
the time of the blind search greatly.

5 Conclusion

Experimental results show that texture and shapes of the objects will affect the results
of the identifications. The identification using directional derivative for the whole
image sometimes makes large errors. Blocked statistics method is proposed, and
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usually our method can give a good result. In addition, step-by-step search is given to
speed up the search time. In experiments, we find the results are not good in case of
strong noise. We will focus on how to use directional derivative to accurately identify
the blur direction in strong noise.
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Abstract. Joint talent training is an important part of school-enterprise
cooperation. The success of school-enterprise cooperation and cooperative
strategy is closely related to the training cost of the school or the enterprise.
This paper proposes a student-, school- and enterprise-based three-party
cooperative game model to rationally quantify relevant parameters such as the
training cost of the school and enterprise. Simulation of the three-party
cooperative game model is also studied in the paper. Results of simulation will
help the school and enterprise develop corresponding strategies. The model can
also give a reasonable explanation on realities of school-enterprise coalition.

Keywords: school-enterprise coalition, talent training, game, Shapley value,
cooperation.

1 Introduction

School-enterprise cooperation is a new cooperation model created for the school and
enterprise to realize resource sharing and mutual benefit. The school has
advantageous talents to tackle key technological problems in scientific research and
industrial upgrading. In addition, the school is also a cradle for talents with broad
knowledge background, strong knowledge-update ability and innovative ideas. The
enterprise is the innovation subject, i.e. the input subject, research subject, benefit
distribution subject and risk and responsibility undertaking subject. Enterprises and
universities have heterogeneous resource and capability as well as inter-organizational
complementarity, allowing the creation of linkage between universities and
enterprises and synergistic effect as well as effective innovation and integration. The
combination of school and enterprise not only can bring their respective advantages
into full play, but also can jointly train talents meeting social and market demand,
making the school-enterprise model a win-win model for both the school and
enterprise (society) [1]. Globally, “dual education system”, “sandwich placement”,
“TAFE”, “industry-academic cooperation” and other models are common forms of
school-enterprise cooperation. Meanwhile, with the development of demand
characteristics and increased innovation risk, school-enterprise cooperation tends to
be further strengthened and intensified. Talent training is an important joint program
of school-enterprise cooperation. As the smallest unit of market economy, the
enterprise regards profit and value as its ultimate goals and talents as the core
competitiveness. Therefore, the enterprise must pay high attention to talent training.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 98-[[04] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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On the other hand, the goal of a school is to train and provide talents. In particular,
training of technical talents and skilled talents with innovation ability should be the
prominent feature of a school. For both the school and student, firstly, school-
enterprise cooperation allows the school and student to make full use of education
resources and environment inside and outside the school. Secondly, the student can
combine knowledge learned in class with specific operation in actual working
environment. Through front-line internship or placement, students can broaden their
knowledge scope and have a good understanding of their future job as well as build
comprehensive ability [3, 4]. Industry-academic cooperation and combination of
working and learning bring obvious benefits to the school and student. Schools and
enterprises have to pay costs for cooperation. However, on the whole, through
coalition, schools and enterprises, and even the policy provider, the government can
obtain high payoff, realizing win-win for the school, enterprise and society.
Therefore, school-enterprise cooperation represents the maximization of cooperation
and collective payoff. No matter what kind of cooperation model is adopted, school-
enterprise cooperation is an organization built for the purpose of mutual benefit.

2 Cost Sharing-Based Cooperative Game Model

Through cooperation to realize mutual complementarity, synergistic effect produced
by the school and enterprise through cooperation is higher than the sum of values the
two created for the society. Therefore, the cooperative game is a non-zero sum
cooperative game. As for results of school-enterprise cooperation, cooperation should
be regarded as the precondition or premise for distribution of cooperation payoff and
each player should make joint efforts with other players or even competitors to strive
for more payoff. Cooperative game generally can be divided into transferable utility
game (utilities of players can be superposed) and non-transferable utility game
(utilities do not have marginal payment nature). Cooperative game highlights
collective rationality, efficiency, fairness and equality. Win-win is possible only under
the framework of cooperative game which generally gains high efficiency and payoff.
Considering the positive linear relation between cost and payoff under non-
cooperative game, the model is applicable to transferable utility. As cooperation
lowers cost and increases total profit, a mathematical model is established to find a
scheme for rational distribution of the profit increment within the coalition.

2.1  Characteristic Function

Player set mainly includes the school, enterprise and student. N= {1,2,...... n}. We
define v(S) as player’s coalition and ScN can generate the maximum worth. Call

v(e)

as a characteristic function and assume it has the following properties [6]:

1) v(#) = 0,9 indicates an empty set.

2)If R and S are two non-intersecting player subset, then

V(RUS)=v(R)+v(S)
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From the assumption we can see that school-enterprise cooperative game is changed
to characteristic function game with < N,v > as the model. In terms of value

quantification, student’s biggest goal is to obtain corresponding innovation ability and
skills. In terms of measurement, economic indicators such as credit hour and tuition
can be quantified. Payoff obtained by the school can also be measured by the input
cost of laboratory, teacher’s expense, credit hour and tuition of the school. Payoff
obtained by the enterprise can be measured by work load and staff training cost.
Different from the three-party game, the school should, under the premise that the
budget for running a school is not exceeded, choose the maximum value for student as
the optimal solution. Formula (2) can be changed to a cost sharing problem, i.e. the
total cost of running two combined coalitions is lower than that of running two
independent coalitions. Value will not be produced by a coalition which has no

player. Formula 2 shows superadditivity. Assume X; can represent payoff the player
i can get, then an j-dimension real vector consisting of payoffs of j players is
formed as X = (X, X,,..., X, ), which is called a characteristic vector. The following
assumptions are satisfied:

v({i})<x,,ie N,SCN 6))
D% =v(N) @)
ieN

W($)<D x,ScN 3)
ieN

The above assumptions show the conditions of personal rationality, Pareto efficiency
and collective rationality of game players [6]. It is easy to see that enterprise and
school can be regarded as rational individual and can form a rational group.

2.2  Parameter Quantification

The skill a talent possesses is proportional to the input of credit hour. If a talent wants
to acquire the same skill, a certain number of credit hour should be spent on learning.

Assume the completed skill as Ayin . Talent training cost paid by a school is reflected
in credit hour, lecture fee and construction of a laboratory. Construction cost of the
laboratory is one-time investment and the laboratory has a long service life, thus,
construction cost of the laboratory can be regarded as a constant % . Only course
offering, credit hour, and lecture fee should be taken into consideration. To simplify
the talent training cost, the cost of credit hour * lecture fee/credit hour can be assumed

as X ™ pay . Therefore, talent training cost of a school is V{school} = x* pay The
main cost of the enterprise is the cost of skill training for new recruits such as skill
training and internship. However, as the enterprise is not a professional educational
organization, the cost of training is higher than that of the school. We can use " to
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represent the cost increase coefficient of the school and enterprise, and the m is called
multiplication factor. 0 < m <1, without loss of generality, staff training cost of an
enterprise should not be higher than twice of school training cost.

v{company} = x* pay* (1+m) Students can only require a few skills if they do
not participate in these courses and choose self-learning which is assumed

as V{student} = Assume that corresponding skills can be acquired under the
premise that three parties exist. We can make the following assumptions that the
payoff of talent standard jointly reached by three parties is 100 and the payoff (cost
deducted) of school to reach such talent standard independently is

v(stu, school) =100 —x* pay . While the payoff (cost deducted) of school to
reach such talent standard independently

is v(stu,company) =100 —x* pay*(1+m) Independent enterprise, school and

student produce no payoff. No payoff is produced by school-enterprise coalition if
students do not participate in the coalition. Therefore, characteristic function of the
three parties can be defined in this way. However, there are constraint conditions for
such function, i.e. total credit hours should not be exceeded and the training cost of an

enterprise should not be too high, which is 0<m<I,

2.3  Calculation of Shapley Value

According to Shapley theorem, there is an only value function

p.(v)= D y(SHW(S)—v(S —{i}) @)

ScN{i}ieS

' 7/i(S):(s—l)!(n—s)!
1€ N  where, n!
And corresponding characteristic function is
x=[1,1,11v=100;

x=[1,0,1] x=100-x*pay*(1+m);
x=[0,1,1] x=0;

x=[1,1,0] x=100-x*pay;

x=[1,0,0] x=0;

x=[0,1,0] x=0;

x=[0,0,1] x=0;

3 Simulation and Analysis of Cooperative Game Model

We can see from Formula 1 and assumptions that the solution is in line with the
Pareto optimal solution. Core configuration only exists when there is a big coalition
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formed by all players [7]. Payoff of the coalition can be understood as the weighted
evaluation of marginal contribution made by players to the coalition.
Situation one: the training cost of an enterprise is x*pay™(1+m) =80, in which m

changes within 0.1~0.9, and the following Shapley can be obtained.

Table 1. m value and Shapley value

m stu college  company
0.1 38.16667 33.16667 28.66667
0.2 39.66667 34.66667 25.66667
0.3 41.16667 36.16667 22.66667
0.4 42.66667 37.66667 19.66667
0.5 44.16667 39.16667 16.66667
0.6 45.66667 40.66667 13.66667
0.7 47.16667 42.16667 10.66667
0.8 48.66667 43.66667 7.666667
0.9 50.16667 45.16667 4.666667
1 51.66667 46.66667 1.666667

It can be seen that if the training cost of an enterprise is fixed, for the training cost

of a school, which is , the payoff of a school increases with the increase of the

+m
multiplication factor. Payoff obtained by the student also increases accordingly, while
the same obtained by the enterprise will decrease.

From Fig. 1, we can see that if the enterprise trains its own staff, the payoff can be
20 units. When the multiplication factor excesses 0.4, i.e. the training cost of the
enterprise is more than 1.4 times of the teaching cost of the school, the payoff of the
enterprise in school-enterprise coalition will be lower than 20 units, thus, the
enterprise will not be enthusiastic in school-enterprise coalition. The optimal strategy
of the enterprise is to reject the coalition or to keep a negative attitude and wait to be
given a free ride by the school. Or the enterprise will recruit talents directly from a job
fair and the cost will be lower than that of establishing cooperation with the school
and training talents jointly. It is understandable that the enterprise makes such choice.
The success of joint talent training through school-enterprise coalition depends on the
condition that full attention is given to the interests of each party, in particular, the
enterprise has discovered the value of such coalition so as to ensure the student
obtains the optimal local payoff. Of course, it takes a long time and long-term
investment to train skilled talents and not all enterprise can afford the cost. Although
the school has to pay certain costs, it should actively promote school-enterprise
cooperation to avoid negative attitude from the enterprise.
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Fig. 1. Payoff trend of each party with different m values. Payoff obtained by the student and
college will increase with the increase of the multiplication factor. However, the enterprise’s
payoff will decrease.

55

Fh ey stu
s0| s .
*****
+
*******
.
as | ******
******
et
o
40
T
30 aw=ERT
xxxxxx college
25
20l easss e taddadg T T T . , . , , ,
5 55 60 65 70 75 80 85 90 95 100

company-cost

Fig. 2. Payoff trend of each party with the change of training cost and fixed m value

On the other hand, if the multiplication factor is fixed, for example,
when m = ().2, as training costs of the enterprise and school increases, the payoff
obtained by school in the coalition will decrease, which is in line with the actual
situation. If the enterprise increases the cost of staff training, the payoff shows no
obvious increase (see the slope of company in the Fig. 2). The school will save more
cost to accomplish the same goal. Under such circumstance, the enterprise will not
actively take part in the coalition. The payoff obtained by the school is higher than
that of the enterprise. Therefore, when the multiplication factor is fixed, the most
reasonable cost paid by the enterprise in the coalition should not be higher than the
product of training cost of the school multiplying multiplication factor, i.e.
x* pay* (14+m)
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4 Conclusion

In the course of school-enterprise cooperative game, the core of the game is
cooperation rules and profit-sharing. Multiplication factor m of talent training cost
variance of the enterprise and school is an important parameter which affects school-
enterprise cooperation. School-enterprise cooperation can be easily achieved if the
difference of talent training cost of the school and enterprise is small. The small
difference of talent training cost of the school and enterprise can also reflects equality
between the school and enterprise. If the difference is large, the enterprise prefers to
recruit mature talents instead of putting investment in talent training. Proper strategy
and proportion of the three cooperative parties will encourage active participation in
the cooperation. Although the school may pay a certain cost and be hitched by the
enterprise, the school should take an active role in carrying out the cooperation in the
course of the game. Otherwise, the school will gain nothing. The government should
take the role of cooperative game designer and issue incentive policies so as to grant
preferential treatment to enterprise which is willing to and actively takes part in
school-enterprise cooperation when pursuing payoff maximization. The government
should also improve public opinion and promote healthy development of social
assessment.
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Abstract. How to get the Internet public opinion timely and comprehensively is
a key problem for local governments. The method of keyword matching lack of
analysis and statistics on semantic, reduced the precision and recall. In this
paper, the detection algorithm of semantic expansion is proposed by utilizing
Integrated E-Government Thesaurus (Category Table) to construct domain
ontology and through expanding the area knowledge. The experimental results
show that the precision rate and recall rate of public opinion detection have all
been improved obviously.

Keywords: Internet public opinion, domain ontology, Thesaurus.

1 Introduction

With the sharp increase of the popularization and application of mobile terminals,
such network media as blog, forum, micro-blog and instant messaging become the
major media for netizens to express their own opinions and to communicate
information. Internet public opinion consists of the opinions generated from the
stimulation of all sorts of events, the integration of those knowledge, attitude, emotion
and behavior disposition on the event of people who communicate it through internet,
and the common opinion with certain influences and disposition[1].

Through internet public opinion detection, governmental departments can promptly
learn public feelings, integrate civil wisdoms, and timely discover the information that
could lead to emergencies so as to make decision quickly and adopt corresponding
measures to control and guide the development of the event and thus to reduce the
social influences of this event.

2 Related Work

The target of Internet Public Opinion Detection (IPOD) is to discover the sensitive
information, hotspot, new topics in designated public opinion sources, while follow
up the topics and analyze the emotional disposition so as to convenient the
government to master key information at first time to implement specialized work.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 105-][10] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Currently, some scientific research institutes, colleges and universities and
enterprises have developed some internet public opinion analysis methods and
implemented systematic research and design work.

The major systems include the analysis on the occurrence and change rules of
internet public opinion based on automatically collected public opinion information
with court system as the application background and the classified standard catalog of
news information as the default public opinion theme[2].

TRS[3] public opinion detection system adopts the analysis on similarity of content
to discover new hot news, and then filters the hot information which is not concerned
by users based on automatic classification; to the already known hot information,
follow up it according to the thematic character and make analysis on communication
paths; timely detect the sensitive information concerned by users and provide
warnings for the negative information.

In terms of analysis methods, [4]utilizing Chinese word segmentation technology to
statistic the term frequency in internet information so as to discover hot information,
[5]utilizing fuzzy reasoning to provide internet public opinion warning, [6]utilizing
the theory and method of signal analysis to provide the internet public opinion
warning model for emergency and [7]utilizing related technology for opinions mining
to construct the original model of urban image internet detection system so as to
identify the emotional disposition and evolution rule in comments. And then make
primary research on the internet detection of city impression.

The government usually hopes to get the related sensitive information released on
those news websites, blogs and forums in their administrative regions. Although
above mentioned systems and methods might be used for the IPOD of local
governments, and some of them have been put into trial run, the precision and
completeness of public opinion detection are to be improved.

It mainly utilizes keyword matching method to retrieve whether the collected
information contains designated sensitive word information in current systems. As
netizens are free on expression, they might usually use different words to express the
same concept (topic). For instance, the evaluation on Secretary of Municipal Party
Committee might use such terms as “THiZ& i, “xf51f” or a name rather than
adding regional restriction like “xxT1” to it. This kind of phenomenon of “default
region” and “multi-word for one meaning” based on utilizing keyword matching
method lack of analysis and statistics on semantic, so it reduced the precision and
completeness of public opinion detection.

Based on above problems, this paper constructed the Internet Public Opinion
Detection System (IPODS), based on domain ontology according to governments’
realistic demands on IPOD by utilizing Integrated E-Government Thesaurus
(Category Table) to construct domain ontology of public opinion detection and
through expanding the area knowledge.

3 Discovery of Public Opinion Based on Domain Ontology

3.1 Construction of Domain Ontology Based on Thesaurus

Domain Ontology refers to the conceptual model used for describing domain
knowledge. It defines the basic terms and the relations that consist of vocabulary of



Research on Internet Public Opinion Detection System Based on Domain Ontology 107

some certain domain, and then truly reflect the substantive characteristics of the
object by combining these terms and relation definition[8].

There are mainly three types of semantic relations between terms in domain
ontology: synonyms, hypernym and hyponym. These semantic relations can solve the
phenomenon of “one meaning multi words” and “default administrative region” in
public opinion detection. The thesaurus is the Chinese phrase library with semantic
relation. It shows the theme of some certain subjects and fields through integrating
normalized words. Integrated E-Government Thesaurus (Category Table)
[9]collected the words of all subjects in E-government field, and standardized them.
And the effective category and non-official theme words (synonym) are confirmed.
Therefore, the thesaurus can be utilized to construct the public opinion detection
domain ontology and regular words and administrative region knowledge can be
added according to realistic demands, such as local administrative region distribution,
leaders name and institutions etc.

When implementing specific construction, find the grade one and grade two
categories from the Integrated E-Government Thesaurus (Category Table), and then
extract the core hierarchy of conception type and analysis type. And then take subject
word as the sample of category, and then confirm the synonymy among samples and
the hierarchy relation between categories. And finally add in the regional information,
like the terms including administrative region portion, administrative institute and
leaders’ names as well as the corresponding hierarchy and semantic relation like
synonymy, thus the needed domain ontology can be formed. The domain ontology
will change with the change of demands. Therefore, the public opinion detection
domain ontology shall be maintained and expanded, mainly including adding terms
and confirming the relationship between terms.

The system adopts protégé 4.02 to construct ontology, and then lead in the
constructed ontology into database for storage after checking the consistency, so as to
be used for discovering public opinion. A total of 17 class one categories are created
with a total of more than 3800 subject words (exclude thesaurus). And the domain
ontology maintenance tool is developed, and it can be added according to demands.

3.2  Public Opinion Detection Based on Semantic Expansion

The detection of internet public opinion refers to that with users setting up
corresponding sensitive words, the system utilizes domain ontology to make semantic
expansion on the words, and then return the information that satisfies searching
conditions from the collected information to users. Here’s semantic expansion is to
find the synonyms, hypernymy and hyponym of the words at its concept node from
the domain ontology, and then respectively transfers it into OR and AND logical
search. The definition of semantic expansion is as follows:

W refers to word, O represents domain ontology, N means concept node. So
to word W, if W matches the N in O, or W and N has child of relation, or W
and N has equivalent relation, so W totally matches with the N in O; if there
are many N, then matching conceptual set is formed. The formula is showed
as follows:
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C(W,0)={N,,N,,...,N,}, (NEO)

According to above definitions, after finding the conceptual set of sensitive words W
in domain ontology, turn hasChildOf relation to and relation, and turn equivalent
relation to or relation, then the logical expression formula after semantic expansion
can be acquired. Utilize this formula to make logic search in the collected information
and then send the information that satisfies logic condition to users. The algorithm as
follows:

Input: sensitive word, domain ontology, and document set D

Output: the document set T that satisfies conditions

Step 1: Find W in O, if found, then record as N, or record as Q, and then
turns to Step5;

Step 2: Find words N;,N,,...,N, that hasChildOf relation with N in O, the
formula is Q;= (N; or N; or ...Ny);

Step 3: Find the words M;, M,,..., M;that has equivalent relation with N in
O, express it as Q,= (M; or M, or ...M j);

Step 4: Assemble W with Q; and Q, to form the inquiry formula Q=W and
(N;or N, or ...Ny) or (M; or M or ...M,);

Step 5: Utilize QO to make logic inquiry in D, and then return the documents
that satisfy conditions to users according to time descending order.

In order to improve the precision and timeliness of public opinion detection, the
system first makes subject indexing and extraction of named entity on collected
information, and then mainly matches from the indexed subject and named entity
when making logical inquiry. Subject indexing adopts TF-IDF method [10], namely
add domain ontology and network buzzword at Chinese participle stage. Meanwhile
corresponding weighing is made to the positions of part of speech, term length and
word. 5~20 subject words are confirmed for each information according to the length
of the context, namely, at least 5 subject words for the information less than 100
words, and then increase one subject word for the increase of every 100 words, until
the subject words achieves 20.

The named entity only extracts the regional name information by utilizing domain
ontology according to the results after Chinese participle so as to mark the region
described in the information.

4 Analysis on Experiments and Results

The system is realized by adopting J2EE. It can effectively detect those influential
news websites, forums and blogs that are related to the administrative regions and
concerned by local governments, quickly collect the information of these websites
and analyze whether they contain any sensitive information concerned by
government, and then form corresponding public opinion report. The system provides
such functions as discovery of sensitive information, full text search, meta-search,
information collection, public opinion journal and hot term statistics.
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In order to verify the precision and completeness of public opinion detection, the
precision rate and recall rate are adopted for measurement. Precision rate refers to the
percentage of correct information in returned information while the recall rate means
the percentage of correct information in all of the information related to this term.
Meanwhile, F-measures are adopted to make evaluation on general performance.
Over 2000 pages are collected in the experiment. To the 8 categories (many
concerning terms are set in each category) concerned by users are compared by using
the results of traditional keyword matching and semantic expansion respectively. The
results are shown in the Table 1:

Table 1. Statistics of Public Opinion Detection Performance

Keywords matching Semantic Expansion

Concerning Precision Eizau F-measures Precision Recall rate F-measures
k. 81.82%  72.58% 76.92% 89.09%  79.03%  83.76%
o] 92.86%  76.47% 83.87% 93.33% 82.35%  87.50%
oAk 100.00% 60.00% 75.00% 100.00% 80.00%  88.89%
HoAE 9091%  90.91% 90.91% 100.00% 100.00% 100.00%
KT 85.29%  76.32% 80.56% 8529%  76.32%  80.56%
UM 66.67%  66.67% 66.67% 83.33% 83.33% 83.33%
—5& 83.33%  61.40% 70.71% 93.33%  73.68%  82.35%
WeAliX 83.33%  55.56% 66.67% 92.00% 85.19%  88.46%

éavlzzage 85.53%  69.99% 7641%  92.05%  82.49%  86.86%

The statistical result shows that the precision rate and recall rate after adopting
semantic expansion have been greatly improved, and the rates can achieve 100% to
the names of people or institutes. This might because of that the name of people or
institution formed logical search with the hypernym and hyponym of administrative
region in domain ontology, so the precision rate is improved. The systematical
average precision rate achieved 92.05%, average recall rate 82.49% and F-measures
86.86% which could basically satisfy users’ demands. It can be shown that after
utilizing domain ontology to make semantic expansion on concerning terms, the
public opinion information concerned by users can be discovered more
comprehensively and precisely.

5 Conclusion

Detection on internet public opinion has become the hot issue concerned by all levels
of governmental departments. Fast information communication and the freedom of

! The *** in the table refers to the names of people or institutes.



110 C. Yang

language expression by netizens have brought challenges to the timeliness and
correctness of public opinion detection. Therefore, this paper effectively improved the
precision rate of public opinion detection and basically satisfied users’ demands by
utilizing the domain ontology of public opinion detection according to the demands of
local governments on public opinion detection. At present, the system timely
discovers related information only according to the terms set by users, but there are
more tasks on the detection and analysis on internet public opinion, such as discovery
of hotspot information, theme detection and follow-up and analysis on public opinion
disposition etc.

The next step of work shall be to further complete the public opinion detection
ontology to improve the precision rate of public opinion detection, while implement
in-depth public opinion analysis so as to provide more valuable information for local
governments.
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Abstract. Current problems in investment market are discussed and the classic
artificial neural network is introduced. Then, it mainly introduces a security
analysis model based on the artificial neural network, including how to choose
neurons, calculate weights and make decision etc. Finally, a decision-making
system based on the model is introduced. Some possible problems about the
system and strategies on how to invest are also discussed.
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1 Introduction

Investment is an issue that every one must face. Since everyone is unwilling to
devalue your assets, you must invest and finance. According the rule of the currency
issue, the total amount of money will grow larger steadily. Then it decides that
inflation must be tendency in the long run. The monetary assets will be devalued
ceaselessly. This point can be viewed by the tendency of gold price.

The current investment markets include stock, future, interest, art and foreign
exchange. People are more interested in stock and future markets. To grasp the rule of
the market is to understand what the participators are. For example, there are four
types of investor in the stock market: value investors, tendency investors, technique
investors and ordinary investors.

Value investors are that once they think the specific share is valuable to invest,
they will hold it until they think it worthless or not worth to hold. These investors
often have some vision better than anyone else and always earn the largest sum of
money.

Tendency investors are that once they think the share is in a good tendency, they
will not sell the share that they hold until they think the tendency of share bad. When
common market is not well, they may rest and do not participate the market. These
investors always can earn money from the market.

Technique investors often sell or buy according to the technique about specific
share. Some of them maybe earn money, but most of them will lose money.

The ordinary investors do not know anything about market well, so they lose
money in the market frequently.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 111-J[16] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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According to the statistic data, there is an proportion relation: 70 : 15 : 15. That is
to say among 100 persons in stock market, about 70 persons will lose money, 15
persons will not earn or lose money, only 15 persons can earn money[1]. Meanwhile,
in future market, this relation should be 90 : 5 : 5. Since there is a leverage effect in
future market, the risk is larger than that in stock market. How to success in the
market? The value and tendency investment may be the best choices. If activities are
allowed to a bull or bear market with the advantage of value and tendency investment,
they will have favorable odds to success in the market.

How to invest with the advantage of value and tendency ? There are so many
factors to affect market. How to evaluate these factors is the key to success. The paper
introduces a tendency analysis model of investment market based on the artificial
neural network. It can be used to find out the tendency of market and the valuable
share, to support decision-making and supervise the investment behavior.

Security analysis and speculation is not same. Do not put your whole money on
investment. Investment is not gambling and its success depends on security
analysis[2].

2 The Artificial Neural Network

The classic artificial neural network is developing on the basis of modern
neuroscience. It is the abstract mathematical model that reflects the structure and
function of the human brain. Since 1943, American psychologist W. McCulloch and
mathematician W. Pitts had given the abstract mathematical model of the formal
neuron; the theory of the artificial neural network has been developed for 50 years.
Especially in 1980s, it has made a big progress and become an interdiscipline among
physics, mathematics, computer science and neuron-biology. It is applied in many
fields, such as: pattern recognition, image processing, intelligence control,
combinatorial optimization, financial forecast and application, communication, robot
and expert system etc. There are more than 40 types of models of neural network. The
basic model and ways of the artificial neural network will be discussed.

Fig 1 shows the basic neural model of the artificial neural network. It has three
factors.

( Ty 0
activation function
Ty
output
input q’( . ) - ¥
signal &
x O
\ 4 threshold value

connection weight

Fig. 1. Three factors of a basic neural model
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(1) A group of connection weight: intensity of connection can be expressed by weight.
The positive value means active and negative value means constrain.

(2) A cell to total can be used to calculate the sum about all input signals' weights
(linear combination).

(3) A nonlinear active function can be used to confine the output value in (0,1)[3].

3 An Investment Analysis Model

An investment analysis model based on the artificial neural network can be defined:

£ (X1,X2,X350 %) = z WiXi (1)
i=1

Above, w; is the weight of number i neuron and xi is the observed value for number i
neuron. In principle, this analysis model has regulations as following:

(1) D wi=1, Hoswslo )
i=1

(2) Number n+1 neuron can be allowed to add and assign weight: w,,;, In order to
meet (2), all previous w;(1<i<n) must be replaced with (w;)" as (3).

(W) = (1-wy ) *wW; 3)

(3) Number j (1<i<n) neuron can be allowed to delete, In order to meet (2), all other
w;(1<i < n and i<> j) must be replaced with (w;)" as (4).

(wy)' = (1+wy)*w; 4

(4) Number j (1<i<n) neuron can be allowed to adjust. The new weight for Number j
neuron is w;'.In order to meet (2), all other w;(1<i < n and i<> j) must be replaced with
(wp)'. If wi'>w;, then (w))'= (1-(w;'-wy)) *wy; if wi'<w;, then (w))'= (1+(wi-wy')) *w;.

(5) x; is observed value, and confined in -100<x;<100.

(6) f (x1,X2,X3,...,X,) is the value used to make decision and defined [-100,100]. It
meets the demand (5)

[-100,-5) bear
£ (X1,X0,X3,...Xy) =9[—5,9) balance ®)
[5,100] bull

When market is bull, investors can make money by buying shares and hold the shares
until the market is bear.

In this model, x; is observed value which is usually defined for the specific
share by the specific user. w; is weight of number i neuron, which is defined by
experts. Though the values of w;is same to everyone, the values of x; observed by
each people may be difference. Then values of f (x;,X2,X3,...,X,) may be difference.
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4 How to Define Neurons

In author's opinion, there are three tendencies in investment market: long, medium,
short. Investors can be aggressive when long tendency of the market is good. Short
tendency can be used to predict the specified share whose price will make a u-turn.
Medium tendency can be used to predict the index of stock market which will change
its direction. There is a famous saying in the market: If mansion will collapse, no eggs
in it can be well preserved. If stock market index can be predicted, especially when
stock market makes u-turn, investors can earn a large sum of money.

By using investment analysis model based on the artificial neural network to make
decision on investment, investors can avoid emotional behaviors, analysis the current
market rationally, and then investment behaviors can be made regularly and
scientifically. By using this model, tendency change about the investment market can
be predicted. To some degree, this can make person successful.

Taking stock market as example, the author supposes, all neurons in market can
be divided two types: one is for common market, the other is for the specified share.
Each type can be divided into three subtypes: long, medium and short tendencies.
Among them, value investors can choose long tendency neurons, tendency investors
can choose medium neurons, and technique investors can choose short tendency
neurons.

Long tendency neurons of share include: property features, whether the s price of
product is controlled by state, year line, half-year line of Moving averages system etc.
Among these, the meaning of observed value about the ‘property features’ are
following: whether property can be duplicated or not (e.g.: famous scenery site,
celebrated brand), whose observed value is 80 means that the company has a good
earning power and never be challenged in the future; 30 means that the future may be
good but may be challenged to some extent; 0 or below means confined or restricted in
the future), etc.

Medium tendency neurons for share include: book value per share, earning power
per share, comparability etc. Among these, the meaning and observed values about the
comparability are following: One share has higher comparability means that comparing
with other shares in the same fields, this share has lower price, higher earning power or
other material can be publicized. Thus, this share may be valuable to invest. The
highest observed value for this is 80, medium is 20, common is 0, below common is -
20, the lowest is -50, etc.

Short tendency neurons for share include: active degree, hot degree, K-line
indicator. Among these, the meaning and observed values about the active degree are
that whether the share has experienced of huge fluctuation in price, reaches its' limit-
up, has a large trading volume recently. The observed value can be given more than
50 if the share reaches the limit-up or has huge price amplitude recently. In general, the
shares in highway and steel sections are the most inactive; on the other hand, the shares
in nonferrous metals or security company are the most active. The observed value for
this neuron can be defined: active, 60; common, O; inactive, -60.

There are about 55 neurons being used in the model. More neurons and their
meaning will be discussed in author other paper.
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5 Construction and Evaluation

Using the analysis model, the investment decision-making system is constructed. In
order to use w; simply, w;' is used to replace with w;. The meaning of w;' is the

Wi

n
importance degree of the neuron and its value is between O and 1, then w;'= Z wj -

j=1
The system gave the evaluation of the market share price of China Shenhua Energy
Company Limited whose stock number is 601088 from May to June in 2011. The
long, medium, short tendency lines are shown in the system as following:

30 —lon,

— medium
4 —short

20

2011.05.26 2011.06.28  2011.07.29 2011.08.29 2011.09.26

Fig. 2. Evaluation of 601088

Relatively the long tendency line changes a little, meanwhile, short tendency line
changes huge. During this period, the market price of 601088 steadily went up from
the lowest 26 Yuan to the highest 32.5Yuan. Due to the time, the author can not trace
the price tendency of 601088 in half or year until the paper was published.

6 Conclusion

Using the analysis model, the investment decision-making system is constructed. In
Just as the beginning of the paper, investment and financing will be the issues that
everyone must face. However, Investment is also taken a big risk. So, investor must
be prudent. They prefer to miss the chance rather than do it wrongly. How to invest
reasonable and properly? The paper gave some strategies which can be used as
references.

When market is in bull market, the 30 percent of personal assets can be used in
value investment. In principle, the shares can be chosen if the related companies
have predominant influence in its industry, they can control their products' price, their
developing field is supported by the state policy, they have something for speculation,
their future earning powers are high, and the current market prices are far less from
the top prices. In short their intrinsic values are good. When investors choose shares,
they must pay more attention where the long tendency is upward.
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When market is in bull market, the 40 percent of personal assets can be used in
tendency investment, in which, 60 percent can be for fixed investment after tendency
for common market is worthy for investment. That is to say, there must some features
show that the common market will be upward in the future. The other assets can be
used for earning short-term interest. When tendency for the common market changes,
state policy must be paid more attention, shares that have good earning powers and
future prospects must be hold steadily. When ratio of earning money is more than 20
percent, the 30 percent shares for tendency investment can be sold for cash.

The 30 percent of personal assets can be saved at bank or for other purpose.

If market is bear, investors can take rest.

By using the methods of the neural artificial network, factors which can affect the
market can be used as every neuron, and then weight is assigned. This weight is the
impact degrees for the market. Then, the total result can reflect the tendency of the
market. That can be used as a reference for investor and the emotional behavior for
investment can be avoided and regularized. During this process, how to choose the
neurons and how to assign the weight and observed value are very important. The first
two can be defined by the experts. In fact, they are matter of successful application.

The neurons discussed in the paper are chosen in the bull market, if investors want
to earn money in the bear market, some similar methods can be used. The models for
the future or interest market can also be constructed.
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Abstract. There are two prospective goals for this research, firstly, bring in
society network analytic technique to research the communication mode of the
management science’s researcher community. Secondly, describe the citation
network’s variation of management science journal. Using social network
analyses on the citation network—measures of centrality, multivariate
measures, position in the network—an examination of a management science
community was discussed by promulgating the two-period citation modes’
variation to describe the management science’s evolution and maturity. Results
show that the exchange of knowledge of management science journals in the
network density increases and community was more direct and open. The
subject tends to cross in the field of fusion. The network has maintained relative
stability, but it also has some obvious changes. These journals can be
considered to be the "invisible college" that has core members.

Keywords: journal citation, social network analysis, centrality, visualization.

1 Introduction

Management science is an interdisciplinary science which aims at revealing and
applying the basic laws of various management activities, which combines natural
science, engineering science, technology science and social science, is an integrative
decussate science.

To see from world wide, the management science has undergone hundred years of
developmental history. In China, as an academic subject, management science got
development after the Reform and Opening-up. Especially in 1997, The Academic
Degrees Committee of the State Council and the Council Education Committee
published Academic Subjects and Disciplines Catalogue for Doctor & Master Degree
Grant and Master Education, which independently takes the management science as
an academic subject, by utilizing mathematical tool and combining basic theories
such as economic science and behavior science, etc..

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 117-]124] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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The destination of this paper’s research is to track and describe China management
science knowledge’s evolution. In order to get a better realization to the evolution
features of management science’s research fields, it is selected to research the
management science journals’ citation network. The journals’ citation networks can
reflect the management science knowledge’s resource, fluxion and extension [1].

There are two prospective goals for this research, firstly, bring in society network
analytic technique to research the communication mode of the management science’s
researcher community. Secondly, describe the citation network’s variation of
management science journal. By promulgating the two-period citation modes’
variation to describe the management science’s evolution and maturity.

2 Methods and Data

2.1 Methods

The main method for this research is the society network analytic technique with
journal cited material as basis.

The citation analysis is a science measurement method [2] for researching science
documents’ citation relation. In academic subjects, the science documents’ mutual
connections express in the documents’ mutual citation, we usually call the mutual
citation relation as citation network, the science documents’ mutual citation is a
presentation of science development rule, and it reflects science knowledge’s
accumulation, continuity and succession.

Society network analysis is a demonstration research method with relation as basic
unit [3], mainly analysis the relation data. “Society network” means society activists
and the aggregation of their relations. That is to say, a society network is an
aggregation which is composed with many points and lines between the points. Points
can be individuals, units, companies, cities and countries, etc. The relation types are
multiple, which can be the relations of friends, foreign trades, science cooperation or
journals’ citation and cited-by, etc. the society network analysis method has got
extensive application in many science fields such as society science, psychology and
management science, etc. This paper mainly analyzes the information communication
networks in and out of the management science journals, to promulgate knowledge’s
transmission feature among members, is also beneficial for getting a better realization
to the science communication mode. The society network analysis is also beneficial
for getting a better realization to the academic subjects’ relations. This analysis
method also gets application in science research management field, such as analyzing
the science research’s cooperative relationship network [4], [S].

Citation analysis only provides basic data for analyzing academic subject’s
development, while society network analysis can utilize citation data to promulgate
citation network’s structure feature, and the combination of both can be a powerful
analysis tool.
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2.2  Data Source

The management science journals’ sample selection is the precondition for analysis.
In China, management science has developed for more than twenty years, has shown
the emerging academic subject’s feature of rapid increased document quantity.
However, comparing with the other academic subjects, management science is still a
developing subject, has not formed any critical journal groups [6] which get common
view in the this academic science for now, even the relatively important journals also
don’t have unified standard and realization, expresses in the management
departments/faculties list different critical journals for postgraduate education.
Several important internal document data bases transplant management science into
their academic subject ranges, respectively select out critical journals for management
science. After eliminating the repeated journals, we select 18 kinds of management
science journals with high impact factor (IF), these journal cover each field of
Chinese management science, and own extensive representativeness in respective
management science field.

Utilizing the document data base to search and establish a citation data matrix for
the management science journals. For now, the domestic document data bases which
possess citation search function respectively are: China National Knowledge
Infrastructure (CNKI), Chinese Sciences Citation Database(CSCD), Chinese Social
Science Citation Information (CSSCI) and Chinese Science and Technology Paper
and Citation Database (CSTPCD), etc. Through comparison, this paper selects CNKI
as statistics resource, and utilizes the journal citation search function of this data
base’s systematic reference document, to search out the citation data for these 18
kinds of journals.

In order to research the management science’s evolution, we select a long enough
periods to research, i.e. from 1996 to 2006; the long period can guarantee to
promulgate the variation features of academic communication mode for management
science. For eliminating the other factors’ influence, the data are separated into two
periods, respectively are 1996-2000 and 2002-2006. Five-year period like this can
much clearly show the journals’ citation relation.

Search out the cite and cited-by data for the 18 kinds of journals through on-line
handling, form two 18x18 citation matrixes which are non-symmetrical and with
directed relation, in order to conveniently utilize the society network analysis tool, at
the same time, to eliminate the unbalancedness of the journals’ citation data,
according to different network features, we can transform the multi-value matrix into
adjacent, normalized or symmetrical matrix. The normalized matrix taken use by this
paper is with row normalization, the symmetrical normalization utilizes the cosine
function of included angle to take similarity measure and give normalization to the
matrix. X and Y are respectively two vectors for matrix, the calculating formula is:

n

i X, ¥, > Xy,

i=1 i=1
n — - n )
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The value is between O and 1. The bigger the cosine values become, means the
citation modes of these journals are much closer, it is opposite in the contrary
situation.

Cosin e =



120 H. Yue

The journal citation matrix shows the citation and cited-by data among different
journals, and presents the citation relation network among different journals, forms a
culminating point and brim network in the citation relation network, the culminating
point is those journals, brims present the journals’ citation relations, in this way, we
can form a journal citation relation network with directed multi-value relation, in this
network, we can take individual or integral network analysis, through the integral
network analysis we can promulgate this network’s structure feature, such as the
network’s centrality, cohesive subgroups, block-models structure, etc, a series of
quantized features.

By throwing the original and the normalized matrixes into the society network
analysis software UCINET [7], we get the following result analysis with the
software’s calculation result as basis.

3 Result Analysis

In the data matrixes of the two periods, diagonal data presents journal self-citing
frequency, because each journal publishes different quantity of papers every year, it is
unfair to compare the journals’ self-citing data. We take the ratio of self-citing
frequency and the quantity of papers published by each journal every 5 years as
journal’s self-citing index, by comparison, we can see the journal’s self-citing ratio
level. High ratio means this journal’s paper adoption has continuity, the front and the
back publications connect well, gradually forms and maintains its own academic style
and feature, also explains the journal’s team in this field is in stable development
stage, but also means the specialized fields of the papers published by this journal are
narrow, the relative independence (encapsulation) is high, the capability (openness) to
absorb the achievements of the other fields is low, in the meanwhile, means its
influence to the other fields is small, without high position in science field.

From the two periods’ comparison to see, the self-citation ratio of all the journals in
the second period is higher than that in the first period, explains all journals are
strengthening to keep their academic style and feature. From the comparison of the
journals’ sequencing in the two periods to see, the journals’ self-citation frequency
occurs huge variation. In the first period, the self-citation frequency of FEM, NBR
and CIE is low, while that of SETP, SSTI and CSS is high; in the second period, the
self-citation frequency of FEM, CSS and IEM is low, while that of MSC, CJMS and
AR is high.

In the society network analysis, the relation totality which actually exists in the
network divided by the theoretical maximum possible relation totality [8] is equal to
the integral density of the two-value relation network. Give two-value treatment to the
journals’ citation relations in the two periods, in the network, for any two journals that
exist citation relation, the code is 1. For the journals which don’t exist citation
relation, the code is 0; we can get a contiguous matrix in this way. The density of
journals’ citation relation network is 0.5686 in 1996-2000, while that is 0.8627 in
2002-2006. The integral density of the second period is bigger than that of the first
period, this explains that, the mutual citation relations of the 18 kinds of management
science journals in the second period is bigger than that in the first period, the
extension and fluxion of the journal’s knowledge is more extensive, the academic
subjects’ fields are tending to mergence.
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Utilizing Quadratic Assignment Procedure (QAP) theory, which is a method used
to compare the similarity of each lattice value in the two matrixes, we can calculate
the relevance modulus in the two matrixes. The calculation result of the original data
matrixes in the two periods shows the relevance modulus is 0.755. The journals’
citation networks of the two periods keep relative stability, in the mean while, also
occur some obvious variations.

3.1  Centrality

To the relation network, estimate its centrality is an effective method to depict society
activist’s “power”. In the relation network, if an activist directly connects with the
other activists in its local environment, the measured centrality is called as local
centrality. Measure the centrality of the directed relation network, find each point has
two local centrality, one is corresponding to the Indegree, and the other one is
corresponding to Outdegree. In the journal citation network, indegree is the local
network centrality which is formed by a journal cites the other journals, while
outdegree is the local network centrality which is formed by a journal cited by the
other journals. The results are listed in the table 2.

From the table 2 we can see that, both the standard indegree and centrality of the
journals’ networks in the two periods are bigger than the standard outdegree and
centrality, this shows that, the journals’ cite and cited-by relations have huge
asymmetry. The closer the centrality approaches to 100%, explains the network owns
more central tendency, the result shows the central tendency of the citation network in
the second period is bigger than that of the first period. From the integral comparison
to see, the integral centrality of the citation relation network is relative big.

Table 1. The indegree & outdegree of journals’ citation networks

1996-2000 2002-2006
Journal Indegree Outdegree Indegree Outdegree
CSS 0.447 1.476 0.688 1.099
CIMS 0.439 0.615 0.408 0.823
CIE 0.830 0.121 0.557 0.616
RDM 0.349 0.532 0.500 0.725
JSE 0.586 0.328 0.661 0.373
SETP 0.326 1.199 0.588 0.825
FEM 0.696 0.289 0.838 0.033
SR 0.360 0.186 0.492 0.159
SSTI 0.045 0.090 0.175 0.144
NBR 0.250 0.384 0.663 0.408
CD 0.328 0.120 0.285 0.196
SRM 0.553 0.805 0.689 1.047
SSS 0.517 0.382 0.499 1.014
AR 0.197 0.065 0.269 0.232
MW 0.587 0.370 0.694 0.560
MSC 0.674 0.649 0.619 0.536
IEEM 0.699 0.569 0.799 0.589
IEM 0.421 0.123 0423 0.468
Centrality 18.2% 6.6% 15.2% 8.0%

To observe journals’ local centrality, the diversity between indegree and outdegree
is bigger than zero means the journal’s cited-by centrality is bigger than its cite
centrality, contrast if the diversity value is smaller than zero. In the first period, CSS
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and SETP have comparatively stronger centrality, in the second period, SSS and CSS
have comparatively stronger centrality. The integral diversity comparison of the two
periods shows, the network centrality of FEM and MSC becomes much smaller
(respectively from -0.439 to -0.805, from 0.264 to -0.210), while the centrality of
CJIMS and SSS become much bigger (respectively from 0.070 to 0.415, from -0.098
to 0.515), the influence of SETP is declining (respectively from 1.029 to 0.411, from
0.873 to 0.237). From the journals’ indegree diversity comparison of two periods to
see, the diversity of NBR and SETP is becoming bigger, while that of CIE and MSC
is becoming smaller. From the journals’ outdegree diversity comparison of two
periods to see, the diversity of SSS and CIE is becoming bigger, while that of CSS
and SETP is becoming smaller.

3.2 Network Role Position

According to the cosine value of journal’s citation vector, draw a journal citation
network chart. Thereby realize the similarity of journals’ knowledge communication
modes, the line’s size corresponds with journals’ similarity, the rougher is the line, the
more similar is the connected journals’ citation mode, and the stronger is the
similarity of journals’ fields or specialized subjects. Visualization can much directly
realize the similarities and dissimilarities of the knowledge communication of
management science journals. Fig. 3 and 4 give visualization results.

The lines in the citation network chart are only visualization expression of the
journal citation mode’s similarity, when different journal groups which cluster
according to research fields appear in the network, it is difficult to identify the journal
groups only from the lines’ size, at this time, we need to take “simplify” to the
complex network.

Fig. 1. Journal’s citation network in 1996 - Fig. 2. Journal’s citation network in 2002-
2000 2006

The block-models in the society network analysis can sort the network activists
according to Structural Equivalence, which is a method to research the network
position mode and a descriptive quantitative analysis to society roles [8]. In the
journal citation network, the structural equivalence can be used to measure to what an
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extent one or more kinds of journals play the same role or perform the same function.
Structural Equivalence journals take mutual citations with the other journals of the
same role. Although sometimes two journals don’t mutually cite another journal, they
still play the same role in the network, but the roles played by the journal members
maybe multiple and in variation. The Concor program in the Ucinet software is
according to the structural equivalence method to identify all points. Through
transplanting journal citation network data, we can identify which journals are playing
the same roles. According to the strict equivalence standard, we can divide the points
into four blocks, and the results of the two periods are listed in table 2.

Table 2. The papartion of citation networks

1996-2000 2002-2006
Zone 1l AR, CIE, MW, NBR, CSS, SR AR, CIE, MW, NBR, FEM, CSS, SR
Zone 2  SSTI, CJMS, SSS, RDM SSTIL, CJMS, SSS, RDM
Zone 3 MSC, FEM, IEM MSC, SRM, IEEM

Zone 4  SRM, JSE, SETP, CD, IEEM JSE, SETP, CD

To see from the overall, although the journals of the two periods are both divided
into 4 zones, except the journals in the second area keep constant, the journal
formation of the rest areas occur some variation. There are 6 kinds of basic journals in
the first area, respectively are AR, CIE, MW, NBR, CSS and SR. In the second
period, the FEM joins into the first area, the journals in this area mainly research
macroscopic management and policy; There are 4 kinds of basic journals in the
second area, respectively are SSTI, SRM, SSS and RDM, mainly take technology
management research; the basic journal in the third area is MSC, in the second period,
CIMS and IEEM joined in, this group mainly research management science in a
narrow sense; the basic journals in the forth area are JSE, SETP, CD, mainly research
system engineering, the CJMS and IEEM of the first period also belong to this area,
which are divided into the third area in the second period.

Through visual direct analysis and quantitative role partition, we can see the
citation role and function of the management science journals keep stability on the
whole, but occurred some variation.

4 Conclusion and Discussion

By transplant society network analysis methods — centrality, subgroup structure and
block-models — to research the management science’s citation network, we
successfully accomplish the analysis goal of this paper. Firstly, various society
network analysis methods respectively promulgate and describe the knowledge
citation network features of the management science community; secondly, the
promulgated features of the network structure is beneficial to build a management
science communication system.

As a whole, along with time changes, the knowledge communication density of
management science journals is increasing, the knowledge communication among
journals become more and more direct and open, the academic branch fields are
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tending to mergence. The journals’ whole citation and cited-by scale of the two
periods keep relative stability and with some variation. Many researches show that,
the network’s centric position is very important for accepting and diffusing
information. China Soft Science Magazine and MSC lie in the network’s center, play
important roles in the knowledge communication network. Journal’s cluster and
partition also show that, the journal’s citation exists “invisible college”, i.e. exists
journal community. Their critical members exist in all communities.
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Abstract. Although the FP-Growth association-rule mining algorithm is more
efficient than the Apriori algorithm, it has two disadvantages. The first is that the
FP-tree can become too large to be created in memory; the second is the serial
processing approach used. In this paper, a kind of parallel association-rule
mining algorithm has been proposed. It does not need to create an overall
FP-tree, and it can distribute data mining tasks over several computing nodes to
achieve parallel processing. This approach will greatly improve efficiency and
processing ability when used for mining association rules and is suitable for
association-rule mining on massive data sets.

Keywords: Data mining, Association rules, Frequent pattern, FP-tree, Parallel
algorithm.

1 Introduction

Association rules were first proposed by Agrawal in 1993 [1] and are an important data
mining research topic. The Apriori algorithm was proposed in 1994 by Agrawal and
Srikant as an original algorithm for mining Boolean-type association rules [2]. Many
improved algorithms have been derived from the Apriori algorithm. However, all
Apriori-like algorithms have the following deficiencies [3]: (1) they must spend a large
amount of time processing a large number of candidate item sets, and (2) they must
repeatedly scan the database to match candidate item sets to find frequent patterns. To
avoid the deficiencies of the Apriori-like algorithms, the FP-growth algorithm was
proposed by Han et al. [3] for mining association rules. Research has shown that the
FP-growth algorithm is approximately one order of magnitude faster than the Apriori
algorithm.

In recent years, along with the digitalization of society, massive data applications
have become more and more prevalent. Although the FP-growth algorithm is more
effective than Apriori, it is still unsuitable for performing association-rule mining tasks
on massive data sets. The reasons for this are that the FP-growth algorithm performs
serial processing and that the FP-tree may become too large to be created in memory.

Association-rule mining problems based on applications of distributed data
structures have made apparent the practical need for a distributed data mining
algorithm to avoid the transmission of large amounts of data in networks.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 125-]129] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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To achieve parallel association-rule mining or association-rule mining on distributed
data structures, approaches reported in the literature include data division [4],
multithreaded memory-sharing parallel algorithms [5-6], and division of the overall
FP-tree into small FP-trees for parallel processing once the overall FP-tree has been
obtained [7]. Reference [8] suggested that in the FP-growth algorithm, the processes of
mining every conditional-pattern base are independent, and therefore frequent pattern
mining of every conditional-pattern base can be regarded as an independent subtask,
and the whole task of frequent pattern mining can be divided into a set of subtasks
which can be assigned to different nodes of a computer cluster.

This paper proposes an improved algorithm based on the FP-growth algorithm. The
algorithm is designed to operate in a distributed application data framework, does not
need to create an overall FP-tree, and uses parallel processing in all its principal steps.

2 Description of the Problem

Let I={il1,i2,...,in} be the set of all items, and let transaction T be a set composed of
several items from I, TS 1. Each transaction has a unique Tid identifier.

m

Let D be a global database composed of multiple local databases, D:Z;d/ ,
=

where dj (j =1,2,...m) are distributed in different storage nodes pzs i

Let C ; (G=1,2...p) be a group of computing nodes with powerful calculation
capabilities. In a physical sense, a storage node and a computing node can completely
coincide, partially overlap, or be completely distinct.

The algorithm will attempt to make full use of the computing nodes C i G=1,

2... p) to discover the frequent patterns as quickly as possible from the overall
transaction database D to obtain association rules.

3 Algorithm Description

(1) For each storage node M ; - obtain the count of all items in d i

(2) In the central computing node: collect and sum the counts of all the items in
each d ;j to obtain the count of all items in the overall database D. Order the items in

descending order. Delete items for which the count is less than the specified minimum
count supported. The result is the overall 1-item frequent set L.

(3) In the central computing node: to distribute the frequent pattern mining task
over many computing nodes by items to realize parallel processing in the following
step, the central computing node needs to assign a computing node to every item in L
and to add its assigned results to L. Finally, L is obtained as shown in Table 1.



A Parallel Association-Rule Mining Algorithm 127

Table 1. Overall 1-item frequency set and computing node assignment results

Item Count Computing node
i2 3510 C3
i5 2580 c4
i9 2500 C5

The central computing node distributes L over all storage nodes.

Many strategies are available to assign a computing node to each item. The
simplest way is to assign computing nodes to items by their count order. For example:

Items are designated as 1,...,n according to their count in descending order. The
number of computing nodes is j, and the nodes in turn are called Cl1,...,Cj. Assign
computing node Ci+1 for item n when n mod j =1i.

(4) For each storage node M j* process every transaction in 6 according to the
overall 1-item frequent set L. The main steps of the procedure are:

@ Filter out the items that are not in L.

® Order the rest of the items by descending count order in L.

® Add the transactions to the local FP-tree.

After this step, there can be several local FP-trees and several local header tables
that are bound by the overall 1-item frequency set L.

(5) For each storage node M ;j+ according to the additional computing-node

assign information in L, send the items in the local header tables with their
conditional-pattern base in the local FP-trees to their corresponding computing nodes.

(6) For each computing node C ;- aggregate the conditional-pattern base group

by item and perform frequent pattern mining. If the conditional-pattern base of an
item is very large, it is possible to invoke this algorithm recursively to disaggregate
the frequent-pattern mining task for this item to make it suitable for parallel
processing.

(7) For each computing node C:: send the frequent patterns to the central

j .
computing node, which summarizes them and generates the overall association rule
set.

4 Discussion

In step (3), more than one strategy is available to assign a computing node to every
item in L, for example, static distribution which reduces communication overhead and
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is suitable for remote distributed computing. If communications are readily available,
a dynamic distribution strategy can be used. One item is initially assigned to every
computing node, beginning from the end of the overall 1-frequency set L. After a
computing node has finished its task, it is assigned another, as yet unassigned item
from the end of L.

5 Test Results

The computer configuration used for the experiment was the following: CPU: Intel
Celeron D Processor 3.456 GHz, RAM: 1GB, OS: Microsoft Windows XP
Professional.

The data used for the experiment are found in the T10I4D100K data set
(http://fimi.ua.ac.be/data/T10I4D100K.dat). The data file is 3.93 MB in size and
contains 100,000 transactions. The minimum serial number of the items is 0, and the
maximum serial number is 999. The number of items which actually appear in all
transactions is 871. This means that there are 29 items which do not appear in all
transactions. The total number of times that an item appears in a transactions is
1,010,221, and the average length of a transaction is 10.1.

To simulate parallel processing, at each parallel step of the algorithm, the task was
disaggregated into several subtasks. Then all the subtasks were executed on a single
computer, the maximum processing time of all subtasks was taken to be the execution
time of this step, and the execution times for all steps were added together to obtain
the total execution time of the algorithm.

The minimum support value was set to 1%, which means that the minimum
support count was 1000. Test results from the algorithm are shown in Fig. 1.
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Fig. 1. Test results

6 Conclusions

The proposed algorithm is based on a distributed application data framework and does
not need to create an overall FP-tree. This can avoid the problem that the overall
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FP-tree may become too large to be created in RAM. The algorithm uses parallel
processing in all its principal steps. It can greatly improve the efficiency and processing
ability of the association-rule mining algorithm. It is suitable for association-rule
mining on massive data sets which the traditional FP-growth algorithm cannot handle.

Experiments have shown that this algorithm is faster than the FP-growth algorithm
for association-rule mining on problems at the same data scale. Because it does not
need an overall FP-tree, this algorithm can deal with larger data sets than the FP-growth
algorithm.
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Abstract. Parallel algorithm in parallel program design has close relationship
with problem type to be solved. Correct utilization of problem type can
effectively improve parallelism of program. The paper proposed parallel
programming selection algorithm based on problem domain. It models and
matches program structure to find appropriate parallel program design method.
The practical application example of proposed algorithm was provided to
illustrate it can effectively improve working efficiency of parallel program. The
performance analysis result also shows that the method can adequately give full
play of parallel nature of program.

Keywords: Problem Domain, Classification, Parallel Decision-making,
Speedup.

1 Introduction

With the era of multi-core CPU, many emerging computer application fields have
brought out higher requirements on computing performance of computers [1, 2]. It is
difficult for traditional serial programs to meet needs of high performance
computation. In addition, the potential execution of multi-core CPU has also some
inadequacies. Therefore, it has become real needs to transform and design new
parallel programs.

The popular parallel program design schema includes parallelization method based
on task decomposition, parallelization method based on data decomposition as well as
that based on data flow decomposition and etc. Each parallel algorithm has its own
appropriate problem domain [3, 4]. In case of parallel code generation, the
programmer mainly complete it depend on personnel experience or system with
parallel compilation functions. The process is often certain blindness, namely if
programmer or complier system has not select appropriate parallel strategies, it will
lead to parallel program cannot achieve higher improvement in efficiency, even occur
error. Therefore, it is the premise of play parallel program efficiency by classify
problem domain, analyze features of different domain and design appropriate parallel
programming strategy of different domain. The paper proposed parallel programming
selection algorithm based on problem domain. It models and matches program
structure to find appropriate parallel program design method. The paper is organized

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 130-J135] 2012.
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as follows: section 2 introduces several common classification methods of problem
domain; section 3 gives parallel program design algorithm based on problem domain;
section 4 performs performance analysis on parallel program design algorithm;
section 5 concludes our work.

2 Common Problem Domain Classifications and Related
Definition

2.1 Related Definitions

Definition 1: Define program structure as P(C, D), where C is control module set of
program P and D is data set of P. The p is used to represent sub-task of P.

Definition 2: Set program control module as C(I, O, L). Where, I is input of module
C; L is sentence set of C and O is output of C. The c(i, o, ) is used to represent
control module of sub-task p.
Definition 3: p, U p, =(c, Vc,,d,vd,), pNp,=(c,Nc,,d Nd,).

In order to simply representation, the paper uses ¢ -0, to show output o, of
control structure c;. In this way, p,-c, -l is the sentence set /; in the control unit c;

of sub-task p;.

2.2 Common Problem Classification

(1) Transaction independent problem domain
Set n is an arbitrary natural number. There are p, p,, p,,---, p, belong to P, when

pYp,UpU-Up, =P and  p¢hOp, e hbnnp, el =@, the
program P is transaction independent problem domain.

The task to be completed of transaction independent problem domain can be
divided into independent sub-tasks. The data to be processed by each sub-task is
same, but operations on these data are varying from each other.

(2) Data independent problem domain
Set n is an arbitrary natural number. There are p,,p,,p,,---,p, belong to P,

when  p-d up,-d,u---p -d =P-D , pdnp,-d,nep,d = and
p¢-L=p,-c,’l,=---=p -c, -l , the program P is data independent problem
domain.

The task to be completed of data independent problem domain can be divided into
several different sub-tasks. The data to be processed by each sub-task is quite
different, but operations of which are identical.

(3) Transaction associated or data associated problem domain

Assume m, n, o are arbitrary natural numbers and m<n, o<n . There is

Dy»Dy» D3, p, belongs to P, it meet Vp eP , dp eP and
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D, ¢, i, =p, -c i , the program P is transaction associated or data associated

problem domain. Where, p,, and p, are component of a data flow.

The task to be completed of transaction associated or data associated problem
domain can be divided into associated bus-tasks. The input and output among sub-
tasks are depending on each other. The associated transactions constitute an integral
data flow.

2.3  Conclusion of Common Problem Domain

(1) The transaction independent problem domain matches parallel algorithm based on
task decomposition. Each independent sub-task cannot be executed in parallel. It
needs to carry out synchronization operation on common data.

(2) Data independent problem domain matches parallel algorithm based on data
decomposition. Each independent sub-task can execute in parallel.

(3) Transaction associated or data associated problem domain matches parallel
algorithm based on data flow decomposition. Each independent sub- task cannot be
executed in parallel.

(4) Problem domain of other types uses non-parallel algorithms.

3 Parallel Programming Design Algorithm Based on Problem
Domain

3.1 Main Idea

As different problem domain has different parallel strategy, the algorithm firstly
models program structure according to representation method in the definition using
set data structure. Utilizing above four conclusions, the sentence-level parallel
solution can be arrived by sub-task division, problem matching and algorithm
recursive.

3.2 Algorithm Description

Step 1: Establish structural mode P(C, D) of program p. Number each sentence in the
program. The sentence set constitutes set L of control module C and all data
constitutes set D.

Step 2: Divide program into several sub-tasks p,,p,,p;,--,p, based on logical

function.

Step 3: Construct program structure model P(c, d) of each sub-task.

Step 4: Detect control module and data module of each sub-task, and then
determine which problem domain of the relationship between it and other modules.

Step 5: Utilizing former mentioned four conclusion, we can obtain parallel
algorithms matching to each sub-task and sub-task level parallel solution.
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Step 6: Repeat Step 1 to Step 6 on each sub-task till sentence level parallel solution
was determined.

3.3  Algorithm Application Example

Parallel program design algorithm based on problem domain can be used to transform
existing serial program, or to design new program solution. Matrix operations are
problem objects to be solved in the parallel program. The iterative sentence is also
usually used as optimization processing object [3]. In the next, the program example
is used to illustrate how to perform assignment and operation with the algorithm to
conduct parallel operation. The code segmentation is as follows:
/*Save value of matrix A with three-dimensional array and assign value to array
al31131#/
Jor(i=0;i<3;i++) @
iy for(j=0;j<3;j++) )
Ali][j]1 = inpurAli][ j1;
/*Save value of matrix B with three-dimensional array and assign value to array
b[31[3]1*/

for(m=0;m < 3;m++) (3)
D,y for(n=0;n<3;n++) 4)
Blm][n] = inputB[m][n];

/* Multiplication operation between matrix A and B*/

Jor(p=0;p<3;p++) ®)
Jor(g =0, <3;,q++) (6)
output[ pllgq] = Al p][0]-B[0][q] +
Alp][1]-B(l][g]+ Al p][2]-B[2][4];
Construct mathematical model for the whole above code segment and mark it with
P(C, D), Where C is {{inputA inputB}, {output}, {(1) (2) (3) 4) (5) (6)}}, D is
{inputA, inputB, output, i, j, m, n, p, q}.
Based on logical functions of program, the code segment can be divided into three
sub-tasks, namely assign value to matrix A and matrix B as well as conduct

multiplication operation on A and B, which is respectively marked by p;, p, and ps.
Construct structural model of each sub-task:

P ({inputA} {ABIB31}{(D.(2)} )i, j, inputA, A[3][31})
p({{inpurB},{ B[31[31.{(3),(H} }.{m. n,inpurB, B[3][3]})
i ({{ABI31, BI31[31} {output } {(5).(6)} }.{ p.q. A[31[3], B[31[3], 0output})

Based on problem domain concept and four conclusions, detect the problem domain
and corresponding parallel program of p;, p, and p; as well as other two sub-tasks.
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The p, and p, are data independent problems, so p; and p, cannot compute in parallel.
The p; and p; as well as p, and p; are data or transaction associated problem, so p; and
p» cannot compute with p; in parallel. We can only firstly compute p;, p,, and then
compute ps.

For the sub-task py, p, and p;, build model with same method and examine problem
type among sentences, SO as to obtain execution program in parallel. The sentence (1)
and (2) in p; belong to data independent problem domain, so (1) and (2) can execute
in parallel. Similarly, (3) (4) in p, and (5) (6) in p; can be executed in parallel. In
summary, the parallel solution firstly perform (1)-(4) in parallel. After completion, the
(5) and (6) will be executed.

4 Performance Analysis

After parallel transform on the program with proposed algorithm, the program
performance can be improved. A complete program in the algorithm is divided into
several different sub-tasks. The parallel execution of these sub-tasks improves
efficiency. As long as the processor number meets requirements of parallel execution,
the efficiency will improve significantly. Here, the concept of speedup is used to
quantitatively analyze on performance improvement in the detection.

1
s+(A-s)/n+Hn)
Where, s is the proportion of serial program in the total sentences; n is the number of
processors; H(n) is system overhead in case of parallel execution of program [5-7].
When n — oo, the speedup can reach maximum 1/s. Therefore, the key to improve
performance is to decrease proportion of serial part in program. In the above example,
as (1)-(4) can be executed in parallel and (5) (6) can also be executed in parallel. The
proportion of serial program occupies 2/27. As the parallel code itself has certain
system overhead, its speedup may be less than 27/2. It is visible that majority
sentences of program has been parallelized, which play fully parallelism of program.

Based on modified Amdahl, the speedup=

5 Conclusion

The parallel program design algorithm based on problem domain models program
structure on problem to be solved and determines problem type that function modules
belongs to, so as to complete decision-making on parallel algorithm. In order to
implement algorithm, the set data structure is used to establish program structure
model. It can clearly reflect relationship in program structure and help for determining
problem domain type. The example application shows that the algorithm can design
parallel program with high parallelism and improves algorithm performance. It taps
the potential of multi-core processors in high performance computing. The downside
is that the algorithm can only make a sentence-level parallel program decision-
making, but not perform detail operation into depth. Therefore, the parallelization
inside sentence can be further improved to improve program design efficiency, which
is our focus in the future.
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Abstract. The ZB (trillion GB) scales of data produced globally each year,
making the distributed data storage become a trend. Research and application
on Hadoop which is the most representative open source distributed file system
is increasing. However, Hadoop is not suitable for handling massive small files,
this paper presents a metadata-aware storage architecture for massive small
files, taking full advantage of the metadata of file, merging the small files into
Sequence File by the classification algorithm of merge module, and the efficient
indexing mechanism be introduced, make a good solution to the problem about
the bottleneck of NameNode memory. Taking MP3 files as an example, the ex-
periments show that the architecture can obtain good results.

Keywords. Hadoop, metadata aware, small files, storage architecture, MP3.

1 Introduction

According to the report from IDC, the amount of data produced from all over the
word in 2010 is 1.2ZB (1ZB=1 trillion GB) ,and in 201 I1there will be 1.8ZB[1]. Jim
Gray, the winner of Turing Award, put forward an experiential law: In networks envi-
ronment, every 18 months, the number of data produced equals to all the data counted
together before. Until now the growth in data rates is true about this law. Traditional
methods for data storage and handling are increasingly hard to handle the massive
data, so the distributed storage becomes inevitable. The two most representative of
them is the distributed data storage (GFS/BigTable) [2] and management architecture
(Map-Reduce) from Google, and the open source Hadoop architecture.

Hadoop is a software architecture that can manage the massive data distributive, by
a reliable, high-efficient, scalable way. Hadoop contains multiple components, and
Hadoop Distributed File System (HDFES) is the most basic one. HDFS is high fault-
tolerance, designed to deploy on low-cost hardware, providing extremely high data
throughput and suitable for those with large data set of applications [3].

Essentially, HDFS is a kind of streaming block the file system. It is First designed
to handle big files (the file size is usually above hundreds of MB). When tackle with
small ones, it will bring some problems. Small file means those whose file size small-
er than HDFS block (64MB default). This kind of files will bring serious problems to
Hadoop’s expansibility and performance. First of all, too many small files will impact
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on the use of NameNode RAM and DataNode RAM [4]. In HDFS, every block, file
or catalog are store as objects, every object occupies 150 byte.

If there are 10,000,000 small files, every file occupy one block, it will take almost
2G. That means we store ten million small files, the NameNode needs 20GB RAM.
The RAM of NameNode will seriously restrict the cluster’s extensibility. Secondly,
the speed of visiting massive small files is far slower than some of big files. Visiting
massive small files need jump from one DataNode to another. It also affects the sys-
tem’s performance. Finally, the speed of dealing with massive small files is slower
than dealing with the same size of big files. Every small file takes place a slot, and the
start of task will cost a lot of time, so far as to spend most of time on start and release
the task. If the small file is too many, it also need many times of interacting with Na-
meNode, which will enhance the load of NameNode and add many times of seeking
and jumping between DataNode.

But in daily-use files, small files take a great percentage, such as Word docs, Po-
werPoint, MP3 and so on. These kinds of files are smaller than 64M (HDFS block
default). At present, there are seldom researches aiming at the management of small
files. [5] use HAR to realize the combination of small files to improve the metadata
storage ability. [6] and [7] propose a storage mechanism adapt to WebGIS and PPT
files, improving the storage and access efficiency of small files. Above all, they all
focus on special field of application, usually aiming at specific files and could not be
used universally.

This text brings up a kind of metadata-aware small files storage architecture on
Hadoop, fully using the information included in the file itself. Through the prepro-
cessing module, using classify-algorithm, the strong relative files are merged to the
Sequence File[8]. This method reduces the number of files in the HDFS; Meanwhile,
it brings into a high efficient extended first level index mechanism, which can locate
the small files in the Sequence File and its offset; Moreover, Using the metadata man-
agement module, the meta-information can be indexed and manage centrally and
could support all kinds of application scenarios; At last, take MP3 file for example,
confirm this architecture is effective.

2 The Overview of Storage Architecture

We can see from figure 1, this architecture expands the traditional HDFS. Besides the
traditional HFDS NameNode and DataNode, it brings in the extended first class index
and metadata node. It could store richer meta-data and provide stronger support on
applications.

2.1  File Write

After the preprocessing of small files, except writing the merged SequenceFile into
HDES file system, It also writes the relation between small files and serial files into
the extended first class index. Meanwhile, it will write richer metadata (Like the
ID3V1 of MP3 File) into metadata node.
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Fig. 1. The storage architecture

2.2  File Access

When visiting a small file, firstly it will find the name of SequenceFile in extended
first class index and the offset position of this small file. And then, it uses HDFS me-
tadata to search the information of the SequenceFile. Client read the corresponding
small file from the offset position. Meanwhile it puts the extended first class index
and metadata into Cache for future using.

3 Module Design

3.1  Merge Module

The file accesses of users usually have local characteristics, namely they are consider-
able relevance. According to these characteristics, we can use the classify algorithm
to deal with all kinds of files. The common algorithm is show as follow:

Step 1. Read the meta-information and put it into metadata node;
Step 2. According to the file type, use the relevant module to conduct and merge
to a SequenceFile;
Step 3. Record the classify results in metadata node;
Step 4. Store the relevance between small files and SequenceFile into the ex-
tended first class index;

3.2 Index Module

The module saves the information as [the small file name, the sequence file path@
offset position] in NameNode and uses the same mechanism as metadata, initially
loads into NameNode RAM. Meanwhile, the client use the cache mechanism to store
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the files index that read before in order to search quickly and reduce the communicat-
ing times with the NameNode. There into, the sequence file path starts directly from
the root directory of HDFS, using 6 characters as the auto incremented generated file
names(every character can use a-z0-9, 2,100,000,000 files all together). The average
length of small file name is 10 characters, the initial position use 36 notations ( the
max number system by Java default supported) , occupying 6 byte totally. So every
small file needs 23(10+6+1+6) byte to store this index and 2G RAM can store one
hundred million files.

3.3 Metadata Manage Module

Due to the metadata in traditional way of Hadoop NameNode is mainly for file manage-
ment, cannot deal with richer metadata. That is why the metadata manage module is
worth bringing into the system to index and manage all metadata intensively. The meta-
data manage module extends the NameNode, using Key-Value document database
CouchDB[9]. And considering the performance, Memcache[10] is used as cache. Based
on these ample metadata, it can provide strong support to upper level applications. The
structure of metadata is[File name, Position, meta-information]; As to MP3 file, the
structure is [File name, Position, Song name, Artist, Album, Year, Genre].

4 Simulation

4.1 Experimental Environment

The experimental platform is Hadoop cluster including five IBM X3200M3 PC-server
, every node have quad-core intel Xeon X3430 CPU ,2.4GHz,4G RAM, 2T SATA
hard disk. The OS is 64 bit CentOS 5.5 (kernel version:2.6.18) Hadoop version is
0.20.2, JDK versionis 1.6.0,

In the five server, one as NameNode. three as DataNode. The last one is metadata
Node.

As MP3 is the de facto standard in the digital music era, there are amount of MP3
files and the need of access by users is more and more rapidly (top100.cn includes
4000,000 MP3 files[11]). This paper chooses MP3 files to test. During testing, there
are 100,000 MP3 files and we simulate the condition of 100 concurrent users access.

4.2 MP3 Metadata

This paper uses the ID3V1 information as the metadata. The ID3V1 has a simple
structure, storing at the end of MP3 files and containing the information of title, artist,
album etc.[12] The structure is showing as follow:

typedef struct tagID3V1{
char Header[3];
char Title[30];
char Artist[30];
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char Album[30];
char Year[4];

char Comment[28];
char reserve;

char track;;

char Genre;

} ID3V1;

The album is the major way of release to modern music, It usually contains 3-15
songs together and about 12-74 minute of time. The size of MP3 files contained in
one album are commonly smaller than 64M(HDFS default).This paper use the classi-
fy algorithm as follow:

Step 1. Put all the metadata of MP3 (IDV3)into metadata Node;

Step 2. Read the files belonged to the same album and merge it as a Sequence File.
Record the classify information in storage and store its correlations as the the extended
first class index;

Step 3. Classify all files which could not be classified at Step 2 by artist and put the
same class MP3 files together as a Sequence File. Record the classify information in
storage and store its correlations as the extended first class index;

Step 4. Classify all files which could not be classified at Step 3 by year and put the
same class MP3 files together as a Sequence File. Record the classify information in
storage and store its correlations as the the extended first class index;

Step 5. Classify all files which could not be classified at Step 2,3,4 by name order;

4.3  Experimental Results

4.3.1 Traditional Way

Puting 100,000 MP3 songs directly into Hadoop, the occupation of NameNode RAM
is show in figure 2:
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29.50%
29.00%
28.50%
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Fig. 2. The occupation of NameNode RAM

Reading the <Baby> and <Up> in the same album orderly, the time is needed shows
in figure 3:



Metadata-Aware Small Files Storage Architecture on Hadoop 141

1210 .

1205

1200 1195
.. 1195
g 119 1187 1185
S 185 | 11m0 2
g 1180 = 176 @<saby
E 15 = 170 172 meups
£ 1
5 1165
¥ 1160

1155

1150

First Second Third Fourth Fifth

Fig. 3. The time cost in traditional way of file access

4.3.2 New Approach
Using the architecture this paper brings, The occupation of NamNode RAM com-
pared with the traditional way is showed in figure 4:
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Fig. 4. The NameNode RAM occupation

As can be seen from figure 4, using the way this paper proposed, there is a notable
decrease in NameNode RAM usage. This also means Hadoop can manage more files
in the same hardware configuration.

Reading the <Baby> and <Up> in the same album orderly, these two song are
merge to the same SequenceFile throgh preprocessing. The time of five times reading
shows in figure 5:
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Fig. 5. The time cost of reading files after improvement

Comparing with the traditional way, the time cost is show in figure 6:
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As showed in the figure 6, used new approach, the performance will not be af-
fected by including the the extended first class index. And belonging to the same
SequenceFile, the operating system puts the file in cache. So when visiting it the
second time, the performance will have a significant improvement.

5 Conclusion

In this paper, it makes full use of the rich meta information contained by the file itself
and brings in a kind of metadata-aware small files storage architecture on Hadoop.
This architecture includes three main parts, the merge module, first index module
and metadata manage module; Through the use of classify algorithm in merge mod-
ule, it merge the relevant files into the Sequence File, sharply reducing the number of
files in HDFS. Verified through practice, this method can be a very good solution to
the NameNode RAM bottleneck of dealing with small files on Hadoop. This paper
mainly discusses the classify algorithm of MP3 files, the algorithms of other file type
need further research.
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Abstract. In this paper, the "isomorphism" of the e-government and
e-commerce in the support system is elaborated and analysed .And a practiacal
opinion is given for the harmonious development of the electronic government
affairs and the electronic commerce.
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1 Introduction

1.1  Electronic Government Affairs

The Meaning of the Electronic Government Affairs

E-government is a procedure in which the government uses the advanced electronic
information technology (computer, network, telephone, mobile phone, and digital
television) to realize the government affairs information digitization, governmental
affairs opening-up, office efficiency, service network, etc. The electronic government
is that the government agencies use modern network communication and computer
technology for internal and external management and service function by the
optimized integration and reorganization. On the principle of possibility and
efficiency this will provide the public and the government itself with high efficiency,
high quality and honesty a set of management and service.

Components of Electronic Government Affairs

Generally speaking, the electronic government affairs consist of three parts: The first
is the electronization and networking of the internal office functions of the
government sector; The second is to obtain access to real-time communication of
information sharing between different government sectors via network; The third is an
outward manifestation of government department, which is based on the efficiency of
the first and second part, and the validity conditions of information’s exchange.
Therefore, an efficient e-government system should be the organic combination of
these three parts [1] .
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Electronic-Government Applications

The application of electronic government affairs have the following five aspects: The
first is the opening of government affairs. Governments will publish a mass of
government information to the public through the government website. The second is
to provide online services. The third is to realize the resources sharing. Governments
at all levels, to the mass provide government owned public databases of information
resources for the public, so as to realize the bonus use of public information
resources. The forth is the internal office electronic. The meeting notice, information
communication, policy propaganda, regulations promulgation, the survey and so on,
Can all be handled by E-mail in order to accelerate the flow of information[2]. The
fifth is to provide security.

1.2  Electronic Commerce

The Meaning of Electronic Commerce
The Electronic Commerce, which is abbreviated to EC, contains two aspects: one is
the electronic platform, the other is business activities.

E-commerce refers to realizing the kinds of business activities using of simple,
rapid, low cost of electronic communication. To give a simple example, you trade
with clients by email or fax which seems to be regarded as electronic commerce;
However, the electronic commerce is to finished mainly by EDI (electronic data
interchange) and Internet. However with the growing sophistication of Internet
technology, the essential development of electronic commerce is based on Internet
technology[3]. So electronic commerce is also referred to as "IC (Internet
Commerce).

The Components of Electronic Commerce’s

E-commerce includes four parts: The first is the enterprise and the consumer (public)
between the electronic between enterprises and t trading consumer (public) (B2C);
The second is the electronic trading between enterprising (B2B); The third is the
electronic trading between the enterprise and the government (B2G), for example the
government procurement; The fourth is the electronic trading between consumers
(C20).

The Essence of Electronic Commerce

Therefore, three conditions are required which are: website construction, to realize the
electronic commerce, the corresponding enterprise management and information work
flow based, work flow.

2 Relationship between the Electronic Government Affairs and
Electronic Commerce

First of all, e-government and e-commerce develop greatly based on computer
network technology . So e-government and e-commerce development depends on the
degree of the corresponding information technology directly, especially on the
standards.
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Second, the openness of the network will in inevitably bring about potential
troubles of the theft of information. So it is the precondition to solve the relations
between information sharing and confidentiality and integrity, between the openness
and the protection of privacy, between interconnectivity and local segregation, which
is to realize safe electronic government, electronic commerce[4].

2.1  The Close Relationship between the Electronic Government Affairs and
the Electronic Commerce

Government informationalization is the premise of developing electronic government
affairs and enterprise informationalization is the premise of developing electronic
commerce. E-government is a electronized and networked management activities, in
which the government supervises and serves its internal departments, related
government agencies, and the public .Similarly, the electronic commerce is a
electronized and networked business activities for the enterprises and its related ones,
, government agencies and the average consumers (the public) ,etc.

Therefore, the intersection of e-government and e-commerce is the government and
the enterprise information interface. The development of electronic government
affairs cannot be proceeded smoothly without the support of the electronic commerce,
and vice versa. So e-government and e-commerce are complementary with each
other.

2.2  Relations of Electronic Government Affairs and Electronic Commerce

Isomorphism of electronic government affairs and electronic commerce in support
system are reflected as follows:

The Isomorphism of Government Affairs Process Reengineering (GPR) and
Business Process Reengineering (BPR)

In order to work better in the information society and the market economy conditions,
enterprise will make the business process recombinated and updated, which is
business process reengineering; Similarly, in order to use information technology to
raise work efficiency and social service level , the government will also make the
traditional government administrative management and service process recombinated
and rehabilitated, which is government affairs process reengineering.

The Isomorphism of Government Resources Planning (GRP) and Enterprise
Resource Planning (ERP)

In order to improve the market competitive power, enterprise is supposed to achieve
the configuration optimization of all internal and external resources available, to
speed up the reaction to the market, which is the enterprise resources planning;
Similarly, in order to save the operation cost and improve its management efficiency,
the government also needs to consider how to optimize the allocation of resources,
which is the government resources planning.
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The Isomorphism of Government Relationship Management (GRM) and
Customer Relationship Management (CRM)

In order to attract customers, retain customers, continuously upgrade customers in
market sales, and provide personalized service, enterprise is supposed to use
information technology for the maintenance, management and renewal of relationship
between the customers of enterprise, which is our customer relationship management;
Although the government and the enterprise actually differ in many ways, the
government's important function of society is to manage society and provide public
services. The government is to establish a good government image, and use
information technology to improve the ability to manage society and serve the public,
which is the government relationship management.

The Isomorphism of Government Supply Chain Management (GSCM) and
Enterprise Supply Chain Management (ESCM)

In order to effectively meet customers’ demand, enterprise will unite the upstream and
downstream firms as the partners, and at the same time, they will use information
technology to complete the purchase of raw material and fuel, and the management of
product supply. The process is the enterprise supply chain management. Though it is
not necessary to act like enterprise, the government, as an entity unit, is bound to
purchase materials to meet the requirements of the normal operation of the
government department , such as office equipment, fuel, electricity, etc, and achieve
informationalization management of the material purchasing , which is government
supply chain management. In addition, if we take the government document flow as a
special form of supply chain, means of enterprise supply chain management can be
accommodated to the government of business process management.

The Isomorphism of Enterprise Information Portal (EIP) and the Government
Information Portal (GIP)

In order to facilitate the interactive information exchange with the outside world, and
quickly get outside information and improve the efficiency of the enterprises, the
enterprises will establish the enterprise information web portal, which is the enterprise
information portal; similarly, in order to facilitate the interactive information
exchange with the outside world, and quickly get outside information and improve its
efficiency, the government will build the government affairs portal, which is the
government information portal.

The Isomorphism of Business Cooperation (CC) and Collaborative Government
Affairs (CG)

In order to realize a win-win situation in market competition, the related enterprises
will use information technology for interactive communication, collaborative
development of electronic commerce, which is business cooperation. Because the
enterprise or individual should deal with different government departments,
traditionally they should have to deal with these departments one after another. Now
since the government can use information technology to develop collaborative work,
the enterprise or individual will only fill in an electronic form in a web portal, and
then the rest will be done by relevant government departments. This can not only
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improve the work efficiency, but also can reduce the cost of the enterprise or
individual, which is collaborative government affairs. So the collaborative commerce
is the growing trend of electronic commerce. Similarly, collaborative government
affairs is the growing trend of electronic government affairs.

3 The Promoting Function of Electronic Government Affairs to
Electronic Commerce

It depends not only on the market economy, but also the promotion of the
government. To get the electronic commerce into a higher level. And the important
measure is developing electronic government, which is reflected as follows: the
government online purchase will induce the enterprise informationalization, present
the demonstration effect, and promote the development of the BtoB; The development
of the electronic government affairs can promote the development of BtoG, BtoC;
The formal network market can drive the electronic commerce development;
Enterprise's supervisory function to the electronic government affairs; The enterprise
service role in electronic government affairs; Guarantee and promotion of enterprise
electronic commerce to the electronic government affairs .

4 The Coordinated Development of the Electronic Government
Affairs and the Electronic Commerce

In the coordination development of e-government and e-commerce, the major
contradiction is on the side of government and the various functional departments.
The government and its departments should continuously study the new development
of the electronic commerce and foresee the developing trend in the future, so as to
make prompt improvement and update the services provide by electronic government
affairs and related to enterprises . In this way electronic government affairs can
provide faster, better and more convenient service for enterprises.

For example, when the merchants of electronic commerce have trouble in applying
for a business license, in tax, and in other dispute with businessmen or customers, the
government should make use of the electronic government affairs for electronic
business enterprise to provide convenience to business license issuing, for tax
department to collect tax online in a more reasonable, convenient and initiative way,
and for the justice department to provide enterprise with easy legal assistance with the
help of network platform, etc. These are all the important subjects the government
probes into.

5 Conclusions

To sum up, from application perspectives, the government and the enterprise are two
kinds of disparate organization, which have completely different application, The
government management and enterprise management have essential difference. One
is public management, while the other is business management. But they both have
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the commonness of certain significance in an abstract system, that is, a hierarchical
organization structure, thus the "isomorphism" system relationship is brought about.
This commonness provides theoretical possibility for ERP or other enterprise
management software to translate into electronic government affairs. This is the latest
trend of international electronic government affairs.
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Abstract. In wireless sensor networks, such regular topology patterns as
Square, Hexagon and Triangle can fully cover the area, provide accurate posi-
tioning for abnormal event, and achieve better network performance than ran-
dom topology. In this paper, we survey related works to explore the deployment
efficiency and network performance under such cases as full sensing coverage,
k-coverage and [-connectivity. By summarizing the conclusions on the perfor-
mance index of Area Per Node, we provide guidelines for network deployment,
and propose several directions for further research.

Keywords: wireless sensor networks, regular topology, coverage, connectivity.

1 Introduction

The deployment pattern for wireless sensor networks is vital to network performance
and lifetime. An optimal topology can cover the area to be monitored effectively, and
achieve decreased latency and energy consumption, together with improved through-
put and fault-tolerance. The topologies can be divided into such 2 categories as ran-
dom topology and regular topology, and the later can be divided further into such
patterns as Triangle, Square, Hexagon and Combined Pattern. The random topology is
applicable in scenarios where there is no strict constraint on the coverage, and can be
achieved by on-spot manual or robotic deployment and random airdropping deploy-
ment. On the other hand, by on-spot manual or robotic deployment, regular topology
can provide full coverage, accurate positioning and better network connectivity.

Current works explore the deployment model and network performance for regular
topologies from the perspectives of communication connectivity and sensing coverage.
This paper gives a survey on the methods and conclusions in these works. We analyze
the index of Area Per Node for typical regular topology patterns from the critical situa-
tion to the general situation, including such cases as full coverage, k-coverage and [-
connectivity. We also propose new directions to be studied further.

2 Performance Indices of Network Deployment Efficiency

The indices of network deployment efficiency include [-connectivity, k-coverage,
Sensing Strength Factor d,,, [1], and Area Per Node (APN for short) [2,3,4], together
with some network performance indices such as average path length, packet delivery
ratio, energy consumption and transmission rate. /-connectivity denotes the number of
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direct communication links to adjacent nodes for a node, and is dominated by the
shape of pattern cell and the communication radius .. With enough r,, the connectivi-
ty for Square, Triangle and Hexagon are 4, 6 and 3 respectively. k-coverage denotes
the number of sensor nodes that can monitor a specified point, and is dominated by
the sensing radius r,. Generally we assume all nodes are homogeneous with identical
r.and r,.

Given the Euclidean distance Ed(s;,y) from the monitored point y to the sensor
node s;in area A, min;Ed(s;y) means the distance from y to the shortest sensor node.
d,., denotes the distance at which each point in A can be covered by at least one sen-
sor node, i.e.

dyy = Max . , min, Ed(s;, y) (H

As a full-scale index for connectivity and coverage, APN has been studied extensive-
ly. The higher it is, the higher the deployment efficiency is. APN denotes the average
contribution of a node to the network deployment, and is defined in (2).

APN” =A,N,IN, 2

In (2), A, stands for the area of the pattern cell, N, stands for the number of nodes in a
pattern cell, and N, stands for the number of pattern cells that a node is concerned with.
For example, given the length a of a side for square, we have Ap=a2. A Square consists
of 4 nodes, so N,=4. And a node is concerned with 4 cells, so N,=4.

3 Deployment Efficiency of Regular Topologies for Full
Coverage

3.1  Description of Area Per Node

The case of full coverage means every point in the area can be covered by at least one
node. In Fig.1, the critical coverage state means r; can barely reach the central point in
the cell, i.e., the farthest point to the sensor node, and (APN), denotes the Area Per
Node for critical coverage state. In Fig.1, this area is enclosed by dashed lines. For
Square, Triangle and Hexagon, their (APN), are described in (3), (4) and (5) respective-
ly [2,5].

(APN*), =2r? 3)

(a) Square (b) Triangle (¢) Hexagon

Fig. 1. Coverage state of critical sensing for regular topology
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(APN'), =332 /2 4)

(APN™), =332 /4 5

In Fig.2, the critical connectivity state means r. can barely cover the adjacent sensor
nodes in the cell, and (APN). denotes the Area Per Node for critical connectivity state.
For Square, Triangle and Hexagon, the (APN), are described in (6), (7) and (8) respec-
tively [2,5,6].

(a) Square (by Triangle (c) Hexagon

Fig. 2. Coverage state of critical communication for regular topology

(APN*), =r? (6)
(APN"), =32 /2 (7)
(APN"), =33r2 /4 ®)

With the same r,, we have (APN'), >(APN*), >(APN h)s. And with the same r,,
we have (APN" ). >(APN*).>(APN"),.When the network is at the critical connec-

tivity state and critical coverage state simultaneously, we have r. =r, for Hexagon,

r.= \/Ers for Square, and r, = x/grs for Triangle.

At the general state, r. and ry are alterable. Combining the cases of coverage and
connectivity, we get the APN for each pattern at the general state as follows [4]

APN® :min(2rs2,rf) 9)
APN' = min(3v/3r2 12,432 12) (10
APN" :rrlin(3x/§';2/4,3\/§’l-2/4) (in

3.2  The Optimal Deployment Strategy for Full Coverage

In the optimal state for full coverage, an appropriate r, is provided for critical connec-
tivity and an appropriate r, is provided for critical coverage. In [4], the optimal pattern
with maximum APN is studied. First, a new pattern named Rhombus is proposed.
With identical r, and ry<rp<rg, four sensor nodes A, B, C, and D are deployed at
different positions for the 3 patterns in Fig.3. O is the critical sensing point and
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60 = ZBAD = 2arccos(r/(2ry)). At the left of Fig.3 is pattern Triangle with 6=n/3, at
the right of Fig.3 is pattern Square with 8=n/2, and at the middle of Fig.3 is pattern
Rhombus with n/3<6<m/2. In Rhombus, there is no direct communication link be-

tween B and D, and O is closer to diagonal BD when ﬁ <r.lr, < \/5 So its APN is

APN" =r?sin@=r>~4r? —r? /12r? (12)

Fig. 3. Evolution from Triangle to Square with Rhombus

Let r./r; be the variable ranging within 0 and 2, we plot the curves for (9), (10), (11)
and (12) in Fig.4. It is observed that each pattern achieves the maximum APN among

the 4 patterns at different range of r./r,, When APN "= APN*®, the first transition
threshold for the pattern with maximum APN comes at Thl= \13\/5 14 =3%73/2

When APN® = APN", the second transition threshold comes at Th2=\/5 . When

APN" = APN', the third transition threshold comes at Th3= \/5 . Finally, the optimal
deployment strategy is reduced to (13).

— Triangle

Rhombus = = =Square ------- Hexagon

3

Thl: Th2 Th3!

N NN SN SRR
Rc/Rs

Fig. 4. The APN for several patterns with various r/r,
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APN"  0<r./r, <342
APN® 34 12<rir <42
APN' \/ESrL./rSS\/g
APN'  \3<r,1r,

APN 1 = (13)

4 Deployment Efficiency of Regular Topologies for k-Coverage

In such application scenarios as multi-dimensional object tracking, the object is to be
located by several sensors, this leads to the problem of k-coverage. If a point is cov-
ered by k nodes, then it is k-covered. [3] explores this problem for pattern Square in
Fig. 5. Because of the symmetry of the area, the conclusions for the shadow region
near node 5 are also applicable for the whole area.

Fig. 5. The analytical model for k-coverage problem

Let the distance between adjacent nodes in horizontal or vertical direction be r..
The method is to find out the range of r./r;to achieve k-coverage, so that all points in
the shadow region are covered by k sensor nodes, and some points in the shadow
region are not covered by k+1 sensor nodes. For Square, the conclusions on 2, 3, and
4-coverage are shown below.

(APN*),, =r2, 2/\5<r/r <1 (14)
(APN®)y, =4r2 15, 3J2/5<r./r, <2/4/5 (15)
(APN®),, =18¢2125, 0<r./r,<32/5 (16)
And for Hexagon and Triangle, the conclusions are shown below.
(APN"),, =33r214, 2/\T<r/r <1 (17)
(APN"),, =3\3r217, 5/7<rir,<2/\7 (18)
(APN"),, =75\3r2 /196, 0<r. /r,<5/7 (19)
(APN')5, =~3r212, 312<r./r <1 (20)

(APN"),, =33r218, 0<r./r,</3/2 Q1)
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5 Deployment Efficiency of Regular Topologies for
[-Connectivity

In some application scenarios not only full coverage is needed, but also /-connectivity
is expected for better reliability and efficiency in communication. As the transient
pattern from Hexagon (Fig. 6(a)) to Square (Fig. 6(c)), the Diamond [7] in Fig. 6(b) is
a 4-connectivity quasi-Hexagon pattern with r.;>r,>r and ry>rp>r;. From Fig. 6(a)
to Fig. 6(c), the lengths of OA and OD do not change, while E, F, B, and C are ap-
proaching the horizontal line at O. So, in Fig. 6(b) O can connect to B, C, E and F
directly, but not to A and D, for IOAl and IODI are both longer than r,,. The Diamond
is superior to Square with larger Area Per Node (APN? for short). And it is superior to
Hexagon in that the connectivity drops from 6 in Hexagon to 4 to restrain communi-
cation interference.

Fig. 6. Pattern evolution (a) Hexagon; (b) Diamond; (c) Square

The APN” at O is the area enclosed by the solid lines. Let the distance from O to
line EF be L, then APN' = L*IFEl. Assume p=/EQF, then cosp/2=IFOI/(2I0Gl)=
r/(2r,), so IFEI=2r.sin(p/2) and L=r.cos(¢/2), further we have

APN? =2\ Jar2 =2 12e?), N2 <nir <3 (22)

More detailed works [8] design patterns for 3-connectivity and 5-connectivity at vari-
ous r./r,. Based on Hexagon, the authors set the link state of ON/OFF according to
different strategies, and develop various combined patterns in Fig. 7.

I /T <1 1< I /Ty <2 T./r=v2

Tl B e i :
V2 <F ity <3 NI Foly<s2 J2<lells< 3 [B<luily
(a) 3-conncetivity (b) 5-connectivety

Fig. 7. Combined patterns for /-connectivity. (The solid lines are compulsory links, and the
dash lines are optional links)
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6 Network Performance Analyses on the Regular Topology
Models

For prolonging network lifetime, [9] gives the quantitative description of energy con-
sumption by nodes with different distance to Sink node, and makes performance
comparison among 3 forwarding strategies, including hop by hop forwarding, for-
warding with equal distance deployment and forwarding with logarithmic increasing
distance deployment. The last strategy illustrated in Fig.8 can achieve longer network
lifetime with the idea of "identical configuration and different distance"”. Another
method for prolonging network lifetime [10] adopts the idea of "identical distance and
different configuration". So the nearer to Sink node, the more backup nodes and ener-
gy are available.

Packets

Q-E]-E]----.-.’ -—cam e = =P
O
Nodel Node2 Node3 Node4 Sink

f 1/2 He—1/4—— 1/8+1 1/8]

Fig. 8. Forwarding with logarithmic increasing distance deployment

x10°

= = Square
v=1 Hexagonal |
=== Triangular PR T

Proportionally fair throughput

L L L L L L
0 20 40 60 80 100 120 140 160 180 200

3 L L L

Network scale (hops)

Fig. 9. The variation of network throughput with network scale for different pattern

As for the transmission capability, related works explore such performance indic-
es as packets delivery ratio, path availability and transmission rate. [10] gives the
quantitative model of packets delivery ratio for random walk routing in Square, and
argues that random walk routing is superior in energy saving and load balance to
shortest path routing and flood routing. By the analysis on SNR, [11] gives the quan-
titative description of packet delivery ratio for Square, Hexagon and Triangle. And
the simulation results show that Hexagon achieves the optimal packets delivery ratio
with the minimum communication interference, while the packets delivery ratio for
Triangle is the lowest. Based on ALOHA protocol, [12] studies the quantitative de-
scription of path availability for Square, Hexagon and Triangle. The results from
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simulation experiments show that the nodes in Triangle have smaller probability of
being isolated with 6-connectivity. There are less broken links because of shorter
average path length in Triangle, so the average route lifetime is longer. However, the
3-connectivity in Hexagon leads to less communication interference, higher SNR and
better connectivity. Aiming at maximizing network throughput, [13] describes the
optimal transmission rate for Triangle, Square and Hexagon respectively. The simula-
tion results in Fig. 9 show that when the networks scale, i.e. the number of hops, in-
creases, Triangle, Square and Hexagon can provide the maximal throughput in turn.

7 Conclusions

The above research works have proposed the optimal deployment patterns for various
rJ/r,. And it is observed that node connectivity has obvious impact on network per-
formance. There is less interference in Hexagon with smaller connectivity, and Trian-
gle is more efficient in communication with higher connectivity.

More attention may be paid to such aspects as the features of new combined pat-
terns, topology fault-tolerance and evolution, and such parameters as r, and r, should
be taken into consideration for achieving optimal communication performance.
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Abstract. The influence of trust on the adoption of B2B international e-commerce
by Chinese firms was empirically investigated by a questionnaire survey of
Chinese international trade professionals. The major findings are that, first, for both
the risky and non-risky components of e-commerce, trust only affects the adoption
of some, but not all, of them. This contrasts with the current assumption that trust
only impacts the adoption of the risky components of e-commerce. Secondly, there
are also statistically significant relationships among the various components of e-
commerce, both within each type and between them.

Keywords: Trust, International Electronic Commerce, International Trade,
Risky Components of E-Commerce, Non-Risky Components of E-Commerce.

1 Introduction

The adoption and success of electronic commerce depend heavily on trust [e.g., 1, 2-
4]. Low trust between trading partners in B2B e-commerce can result in a number of
risk types including relational risks, performance risks, opportunistic behavior,
uncertainty, and conflict, each of which impacts, to varying degrees, e-commerce
adoption [5]. In addition, it is argued that not all aspects of e-commerce are affected
by trust. This is because trust is relevant only in risky situations [6]. Therefore it
should be expected that only the risky components of e-commerce is affected by trust.
On the other hand, trust should not influence its non-risky components. This is, to
some extent, supported by empirical evidence [7].

On the other hand, the assumption that the non-risky components of e-commerce
are not related to trust needs further empirical testing. The purpose of this paper,
therefore, is to study if and how trust influences the adoption of the non-risky
components of e-commerce, and how they are related to its risky components.
Specifically, this study extends the author’s previous research work [7] by empirically
investigating these relationships in the context of international e-commerce adoption
by Chinese businesses.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 159-]166] 2012.
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2 Literature Review and Hypotheses

Not all aspects of international e-commerce are affected by trust [6]. And trust is
relevant only in risky situations. As a result, international e-commerce should be
decomposed into components based on whether or not risk is involved.

Electronic commerce is “the sharing of business information, maintaining business
relationships, and conducting business transactions by means of telecommunications
networks”, including both inter-organizational relationships and transactions and
intra-organizational processes that support these activities [8]. Therefore e-commerce
comprises both inter-organizational and intra-organizational activities, and it includes
not only online transactions but also other activities, such as information sharing and
maintaining business relationships, that will eventually lead to online and/or offline
transactions.

It is apparent that the risky and non-risky components of e-commerce are closely
intertwined both theoretically and practically. It would not be possible, and it does not
even make sense, to separate the risky components of e-commerce from their non-
risky counterparts. Therefore it is the basic premise of this study that first, the risky
and non-risky components of e-commerce are related, and second, risk influences the
adoption of both types of components.

Empirically, [9] devised a five-component measurement framework for e-
commerce in general, which includes e-mail, homepage, obtaining market research
information, gathering customer information, and buying and selling online. Of these,
only buying and selling online involves risk. In this study, buying and selling online is
further broken into online contracting and online payment, because the types of trust
that influence these two components are proposed to be different [6, 10]. It is self-
evident that online contracting and online payment are the core components of
international e-commerce. Therefore a complete international electronic commerce
transaction includes both the peripheral (non-risky) components of e-mail, homepage,
obtaining research information, gathering customer information, and the core (risky)
components of online contracting and online payment.

Trust is generally defined as one party believing that the other party in a
transaction is capable of and willing to carry out the promises it has made with regard
to the transaction [11, 12]. It can be further broken into party trust and control trust.
Party trust refers to believing in the other party of a transaction in its ability and
willingness to carry out its obligations, while control trust is concerned with
confidence in the controlling mechanism ensuring satisfactory performance of a
transaction [6, 10].

There are objective and subjective reasons for both party trust and control trust.
Objective reasons for trust are the relevant social indicators [6, 10], or cue-based
factors [13]. They can create objective trust in e-commerce in general. In B2C e-
commerce, Web assurance measures [14] such as third-party privacy seals, privacy
statements, third-party security seals, and security features [15] also enhance user
trust in e-commerce sites. Therefore it can be argued that this relationship should also
hold for the risky components of B2B international e-commerce.
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Hypothesis 1. The adoption of both risky and non-risky components of international
e-commerce is directly related to the creation of objective trust.

Subjective trust reasons include personal experience, understanding, and
communality [6, 10]. Personal experience refers to a party’s past experience with a
transaction partner or control procedure. Apparently it can also be argued that it
influences the adoption of the risky components of international e-commerce. It can
be argued that positive experience in international e-commerce with a certain partner
will not only reinforce e-commerce relationship with this partner, but also encourage
e-commerce adoption in trading with other partners in general. In other words, the
influence of this type of experience can be hypothesized at the general level of
international e-commerce adoption.

Hypothesis 2. The adoption of both the risky and non-risky components of
international e-commerce is directly related to positive past experience in
international e-commerce.

Understanding trust refers to one trusting a transaction partner because he or she
understands the goals, capabilities, etc., of this partner, or one trusting a control
procedures because he or she understands how it works. Communality trust, on the
other hand, is created when one trusts a transaction party or a control procedure
because other members of the community also trust it [6, 10]. Apparently these two
types of trust should influence the adoption of e-commerce

Hypothesis 3. The adoption of both risky and non-risky components of international
e-commerce is directly related to the creation of both communality trust and
understanding trust.

It should be self-evident that the adoption of the non-risky components of e-
commerce should lead to that of their risky counterparts. This is because the former
lay the foundation for the adoption of the latter. For example, gathering customer
information can logically lead to conducting e-commerce with this customer.

Hypothesis 4. The adoption of the risky components of international e-commerce is
directly related to that of their non-risky counterparts.

3 Methodology

To test the hypotheses, a questionnaire was designed and sent out to professionals
who are directly engaged in international trade in Chinese companies. The
questionnaire consists of four parts. The first two parts are intended to gather
demographic information of the businesses the respondents represent, where they
were asked to indicate company size (as measured by the number of employees) and
business type (international trade only vs. international trade + manufacturing).
Respondents were asked to indicate their company size on an ordinal scale of 1
through 5: 1 (employing 1-5 people), 2 (6-20), 3 (21-50), 4 (51-200), and 5 (>200).
The third part of the questionnaire measures the respondents’ e-commerce adoption
by asking them to indicate the components of international e-commerce that their
companies use in international trade. Here the measures were adapted from [9]. As
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discussed in the previous section, these include the non-risky components of e-mail,
homepage, obtaining research information, gathering customer information (changed
to ‘finding trade leads’ after pilot testing), and the risky components of online
contracting and online payment. These measures, which transcend the corporate
interface with the external environment, match [8]’s theoretical definition well. This
part is a multiple-response question where the respondent could check any
combination of the six items, depending on his or her firm’s actual situation. These
items are treated as dichotomous, i.e., the answer to which is either “yes (coded 2°)”
or “no (coded ‘1’)”.

The last part includes questions designed to gauge the level of various types of
trust that the respondents have with regard to conducting international e-commerce.
This is accomplished by measuring respondents’ rating of antecedents of trust on a
Likert scale of 1-5, with 1 representing ‘strongly disagree’ and 5 ‘strong agree’.
Respondents were asked to rate statements designed to measure antecedents of the
various types of trust.

The questionnaire was pilot tested, based on which two revisions were made. First,
“gathering customer information” [9] was changed to “finding trade leads”. Second, a
note was added to part 4 that ‘international e-commerce’ in the statements refers to
accomplishing a complete international e-commerce transaction, i.e., from
researching customer information and finding trade leads online to contracting and
paying online.

The revised questionnaire was then emailed to international trade professionals
who are alumni of three major Chinese universities. They were asked either to print
out the questionnaire, answer the questions, and send it back via mail or fax, or to
complete the questionnaire electronically, save it, and email it back. A total of 349
copies of the questionnaire was emailed out, from which 140 completed copies were
received, with 5 in hard copy, and the rest via email. Of these 135 are usable. The
collected data were then coded and entered into a Microsoft Excel file and analyzed
with SPSS.

For the sake of parsimony in displaying the statistical information in the next
section, the following variable names are used: Homepage (homepage), Email
(email), Trade Leads (finding trade leads), Research Info (obtaining research
information), Online Contracting (international online contracting), Online Pay
(international online payment), Understanding (understanding trust), Communality
(communality trust), Objective (objective trust), Experience (trust based on
experience in international e-commerce).

4 Results and Discussion

4.1  Characteristics of the Sample

As Table 1 shows, the respondent firms are relatively well distributed in terms of size
and business type. It should be noted that international-trade-only firms are generally
smaller in size than their international-trade + manufacturing cohorts, as is reflected in
the fact that the median size for the former is in the 6-20 employees range, while that
for the latter 51-200. This pattern reflects reality well in China, because for the same
volume of trade, a trade-only firm would need to hire fewer people than its trading +
manufacturing counterpart.
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Table 1. Demographic Information of Respondent Firms

Company Size (Number of Employees)

1-5 6-20 21-50 51-200 > 200 Subtotal
Business Type Freq. % Freq. % Freq. % Freq. % Freq. % Freq. %
Int’] Trade 10 74% 16 119% 9 67% 13 96% 3 22% 51 37.8%
Int1Trade+Mfg 3 22% 10 74% 12 89% 21 156% 38 28.1% 84 622%
Subtotal 13 9.6% 26 193% 21 156% 34 252% 41 304% 135 100%

4.2  Hypothesis Testing

Hypotheses 1-3 are concerned with the relationship between the different types of
trust and international e-commerce components, while Hypothesis 4 states the
relationship between its risky and non-risky components. For Hypotheses 1-3
independent-samples t tests were run on Objective, Experience, Communality, and
Understanding together, with the various components of IEC each as a grouping
variable in turn.

As Table 2 shows, the four types of antecedents of trust, i.e., Objective,
Experience-IEC, Communality, and Understanding, all significantly influence group
membership for Trade Leads and Online Contracting, with two-tailed t tests being
significant (p < 0.05) for all. In addition, objective trust and experience trust affect
Email, but this relationship is only significant at p < 0.10.

The different t test results for the various e-commerce components with regard to
trust types suggest that there may be important relationships among the components
themselves. Testing Hypothesis 4 answers this question. For this purpose, crosstab
was run for pairs within the various e-commerce components. The results are shown
in Table 3.

It can be seen that among the non-risky components, Trade Leads is significantly
related to the other three components. In addition, only Trade Leads is significantly
related to Online Contract, which is risky, while none of the other three are. The two
risky components are also significantly related. Therefore, the relationship among the
components of e-commerce can be depicted as Figure 1.

4.3  Discussion

Overall, there is strong empirical evidence that trust plays an important role in e-
commerce adoption [16]. This study adds to knowledge by specifically focusing on
the impact of trust on international electronic commerce adoption by Chinese
international trade firms. Results indicate that trust not only affects the adoption of
one of the risky components of e-commerce, it also influences that of the non-risky
ones. Therefore the relationship between trust and e-commerce adoption is not as
simple as asserted by [6, 10].
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Table 2. Independent Samples T Test Results
t-test for Equality of Means
Levene's Test for Std.  95% Confidence
Equality of Var. Sig. (2- Mean Error Interval of Diff.
F Sig. t df tailed)  Diff. Diff. Lower Upper
Email®
Objective 0.826 0.365 -1.678 133  0.096 -0.907 0.541 -1976 0.162
Experience 1481 0.225 -1.736 133  0.085 -0.880 0.507 -1.882 0.123
Communality 0.114 0.736  -1.492 133  0.138 -0.868 0.582 -2.019 0.283
Understanding 1.012 0.316 -1.292 133  0.198 -0.822 0.636 -2.079 0.436
Homepage®™
Objective 2242 0.137 1.128 133  0.262 0.414 0.368 -0.313 1.141
Experience 2.821 0.095 -0.638 133  0.524 -0.221 0.346 -0.905 0.463
Communality 1.009 0.317 -1.270 133  0.206 -0.501 0.394 -1.280 0.279
Understanding 0.019 0.890 -1.611 133 0.109 -0.690 0428 -1.537 0.157
Research Info®
Objective 0.572 0451 -1.678 133 0296 -0.260 0.247 -0.749 0.230
Experience 0.068 0.795 -1.736 133  0.177 -0.314 0.231 -0.772 0.144
Communality 0.047 0.829 -1492 133 0301 -0.276 0.266 -0.801 0.250
Understanding 3.010 0.085 -1.292 133 0.505 -0.194 0.290 -0.768 0.380
Trade Leads
Objective®™ 4.924 0.028 -3.032 61.763 0.004 -0.782 0.258 -1.297 -0.266
Experience © 7.331 0.008 -3.453 59.753 0.001 -0.839 0.243 -1.326 -0.353
Communality® 0.830 0.364 -2.689 133 0.008 -0.693 0.258 -1.203 -0.183
Understanding® 1.628 0.204 -3.433 133  0.001 -0.950 0.277 -1.497 -0.403
Online Contracting®
Objective®™ 1.988 0.161 3461 133 0.001 0.833 0.241 0.357 1.310
Experience ™ 6.983 0.009 5.775 117.501 0.000 1.352 0.234 0.888 1.815
Communality®™ 4.041 0.046 5.447 116471 0.000 1.035 0.190 0.659 1.411
Understanding™ 6.658 0.011 4.397 121.474 0.000 0.903 0.205 0.497 1.310
Online Payment™

Objective 0.494 0483 -0974 133 0332 -0.235 0.241 -0.711 0.242
Experience 1.553 0.215 0908 133 0365 0.239 0.263 -0.281 0.759
Communality 0.202 0.654 0.868 133 0.387 0.183 0.211 -0.234 0.600
Understanding 0.526 0469 0.211 133 0.834 0.047 0.225 -0.398 0.493

a. Because Levene's test is not significant, only t statistics when assuming equal variances between the

groups are shown.

b. Because Levene's test is significant, only t statistics when not assuming equal variances between the

groups are shown.

Table 3. Crosstab Results (Chi-Square Test)

Homepage Research Info  Trade Leads Online Contract Online Pay
Email 0.605 0.499 0.063" 0.306 0.985
Homepage 0.978 0.003 0.222 0.977
Research Info 0.006" 0.129 0.166
Trade Leads 0.003" 0.282
Online Contract 0.002"

* Significant at the 0.05 level.

** Significant at the 0.10 level.



An Empirical Study on the Relationship among Trust and the Risky 165

Email

\: Trade | Online .| Online
Homepage ~| Leads "| Contract "| Pay
Research
Info.

Fig. 1. Proposed Relationships among E-Commerce Components

5 Conclusion

The issue of trust in influencing the adoption of e-commerce has been primarily
focused on its B2C type [e.g., 17, 18-22]. There has also been research on trust in
C2C e-commerce [e.g., 23, 24]. Less attention has been given to B2B e-commerce
[e.g., 25], especially international B2B e-commerce. However, it is important to study
trust and international e-commerce adoption because the Internet does stimulate
international trade [26, 27].

This study represents an attempt to empirically investigate the trust issue in this
area in the context of Chinese firms engaged in international trade. As such, its
theoretical contributions are primarily as follows. First of all, trust affects the
adoption of some, but not all, of both the risky and non-risky components of e-
commerce. Secondly, there are significant relationships among the various
components of e-commerce, both between, and within, the two groups of components.
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Abstract. Government Process Reengineering (GPR) is the kernel of electronic
government, but it has high risk. A framework for Government Process
Management (GPM) in the integration stage of electronic government is
presented in this paper. According to the characteristics of the integration stage,
role and activity combined process model are built based on Petri nets. Then the
correctness, performance and optimization of Petri net based model are
analyzed. For applying the GPM framework and the process modeling and
analysis method, a real example of statistics process modeling and
reengineering is illustrated finally.

Keywords: government process management, integration stage, electronic
government, process modeling and analysis, Petri net.

1 Introduction

Technological changes have always catalyzed organizational changes. Electronic
government (e-gov) is the use of information technology (especially Internet) to
support government operations, engage citizens, and provide government services [1].
Government is the largest information holder and information technology user in the
society. Since the 1990’s, electronic government has been developing quickly in
developed counties and been paid attention to more and more by all over the world.
Electronic government can be divided into four stages: initiation, interaction,
transaction and integration [2]. In general, Chinese electronic government is in the
interaction stage and preparing for the transaction stage. In the interaction stage,
publics can have simple interaction with government such as sending e-mails or
participating in discussion boards. In the transaction stage, publics can be provided
full benefits from transactions over the Internet, such as purchasing licenses and
permits, paying for taxes and fees.

Some advanced cities (such as Beijing and Shanghai) and departments (such as
Ministry of Commerce) are now entering integration stage. In the integration stage,
publics can be provided with one-stop services, i.e., services across the agencies and
departments of government are integrated. It can be further divided into vertical and
horizontal integration phases. Vertical integration is integration of government
departments and organizations that operate the same or related systems at different

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 167-][74] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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organizational levels. Horizontal integration is integration of government services for
different functions.

Traditional government processes, which lead to low efficiency and coordination
difficulty, cannot adapt to electronic government environment, especially in the
integration stage. Government Process Reengineering (GPR), the thought of which
comes from Business Process Reengineering (BPR), is the kernel of electronic
government [3]. BPR has to be revolutionary to business, and that changes have to be
radical in order to produce any desirable results. However, business history indicates
that 70 percent of BPR projects failed. Due to powerful inertia and particularity of
government, GPR has even more risks than BPR.

Based on the notion of Business Process Management (BPM) [4], this paper
presents Government Process Management (GPM) to substitute for GPR, which can
not only improve government performance and satisfy public’s growing needs
through end-to-end process excellence, but also reduce the risk greatly. A theoretical
framework for GPM in the integration stage of e-gov is first presented. The process
modeling and analysis method based on Petri nets is then detailed. Finally, a real
example of process modeling and reengineering illustrated by Petri net is given.

2 Theoretical Framework for GPM in the Integration Stage

2.1  Hierarchy of GPM

Processes are designed normatively according to their current status in GPM. Only
processes with major defects need to be reengineered. Hence we should first define
different hierarchies of GPM to handle with processes in different situations. Here
three hierarchies are defined.

e Process monitoring (the lowest level): monitoring processes to make them more
efficient.

e Process improvement (the middle level): improving processes by finding out
hidden problems to reduce losses and costs.

e Process reengineering (the highest level): reengineering processes which can no
longer adapt to practical needs to make significant and radical changes.

Process reengineering has a great impact on government and takes much more time
and resources than process improvement and monitoring. Therefore it should be
considered carefully and implemented cautiously to reduce the risk.

2.2 Framework for GPM in the Integration Stage of E-gov

In the integration stage, model for both internal and external processes should be built
to analyze and evaluate performance of current processes in detail to decide which
hierarchy each core process should go into. Organizational change is often necessary
at the same time with process reengineering. Figure 1 shows the framework for GPM
in the integration stage of e-gov.
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Fig. 1. Framework for GPM in the integration stage of e-gov

3 Process Modeling and Analysis in the Integration Stage

3.1 Comparative Analysis of Process Modeling Methods

The common process modeling methods and techniques include flow chart (FC), role
activity diagram (RAD), IDEF suite, event-driven process chain (EPC), Petri nets, etc.
Table 1 compares these different methods and techniques.

Table 1. Performance of different process modeling methods

FC RAD IDEF EPC Petri
Process characteristics ~ functional ~ functional  functional cross- cross-
functional functional
Abstract mechanism no no yes no yes
Understand-ability good ok ok ok ok
Computerized capacity good good good weak good
Process Reengineering weak weak weak potential potential
Dynamics yes no no yes yes

According to the comparative analysis, Petri net would be the best solution for the
government process modeling and analysis. It can be used for both activity-based
model and role-based model. As to the integration stage of electronic government,
combined process model should be built due to the different organizations and roles
involved.

3.2 Role and Activity Combined Process Model Elements

Traditional process modeling methods and techniques are primarily designed around
activities lack of considering different actors involved in the process. The concept of
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role is best defined by Biddle and Thomas in 1979 as "those behaviors characteristic
of one or more persons within a context". From the view of organizational structure, a
role is represented by an organization unit, such as a team or a department. In a
process, a role is an active, relatively independent and abstract unit which includes
elements like activities, resources and states. Roles are connected through information
which is the premise of an event. An activity is triggered by an event, and then the
state of a role is changed. A role can be in different status at different time. Processes
are essentially the collection of roles, while activities and their logical relationship are
only external manifestation of roles and their coordination.

e Role includes a set of activities to accomplish a specific task. Driven by the
modeling objectives, roles can be defined and classified by functional departments,
administrative positions, professional positions, persons, and abstract working
concepts. In a government process, roles may be publics, departments, etc.

e Activity represents the collection of responsibilities and rights of each role. An
activity describes a step pushing a process forward. The staring point, the ending
point and the reason of triggering should be understood before an activity is
defined.

e Coordination happens when a set of activities are created between two or more
roles. Coordination is a necessary element constituting a process. Information is
transmitted between roles directly or indirectly through coordination. It changes
the status of roles.

3.3  Process Modeling Steps Based on Petri Nets

Petri nets are a class of modeling tools, which were originated by Petri. They have a
well-defined mathematical foundation and an easy-to-understand graphical feature.
Moreover, variation of the model can be carried out using Petri net analysis
techniques. Petri nets are widely studied [5] and successfully applied, especially for
modeling and analyzing of discrete event dynamic systems whose behavior is
characterized by parallelism and synchronization.

A Petri net is a directed graph consisting of three structural components: places,
transitions, and arcs. Places, which are drawn as circles, represent possible states or
conditions of the system. Transitions, which are shown by bars or boxes, describe
events that may modify system states. The relationship between places and transitions
are represented by a set of arcs, which are the only connectors between a place and a
transition in either direction. The dynamic behavior of a system can be represented
using tokens, which graphically appear as black dots in places.

The role and activity combined process modeling steps based on Petri nets are as
follows:

e Analyzing the different roles in the process and the activities in each role and the
coordination between roles.

e Defining the state collection P, the event collection T and the relationship between
them for each role.
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e Matching the states of roles with places, the events of roles with transitions in Petri
nets.

e Defining the coordination between different roles and connecting correlative
transitions according to the sequence of information transmission.

e Determining the initial state of the model and the number of tokens in places.

e Simplifying the model for further analysis.

3.4  Process Model Analysis and Optimization
Process model analysis includes qualitative analysis and quantitative analysis.

e Qualitative analysis: checking the correctness of process and proving the model is
valid. Qualitative analysis concentrates on properties such as deadlock freeness,
absence of overflow, and the presence of certain mutual exclusion of wherever
shared resources are used. The analysis can be conducted by using the business
process modeling software tools, such as ExSpect.

e Quantitative analysis: calculating performance, responsiveness and resource
utilization indices. Time and cost analyses are very important to find the current
status of process to decide whether it should be improved or reengineered. Some
extensions of Petri nets in which the notion of time is considered, for example,
generalized stochastic Petri net (GSPN), are suitable for such analysis.

e Optimization: improving or reengineering process according to optimization rules,
such as splitting, deleting or merging some elements of the model.

4 Statistics Process Modeling and Reengineering

Beijing Municipal Bureau of Statistics is now in the transaction stage and entering the
vertical integration stage [6]. In order to provide publics with full benefits from
transactions (especially statistics data collection) over the Internet, Beijing Municipal
Bureau of Statics has been implementing statistics process reengineering in several
recent years.

4.1  Process Modeling Based on Petri Nets

Beijing Municipal Bureau of Statistics has city-level institutions and subordinate
district/county-level institutions and street/town-level institutions. In the institutions
for each level, departments are divided based on statistics by national economy
industry (such as manufacturing industry, construction industry, wholesale and retail
industry) or by profession (such as investment, price, labor wage). Each department
was relatively independent and accomplished its own tasks of data collection, data
organization, data analysis, and data publication. Each survey object might face
different departments or even institutions of different levels. The primary statistics
process model before reengineering is shown in figure 2.
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Fig. 2. Primary statistics process model before reengineering

The figure is divided into two different levels: the higher level and the lower level.
If the higher level is city-level, the lower level is district/county-level, while if the
higher level is district/county-level, the lower level is street/town-level. The
coordination between the two levels include: the higher level collects data from
survey objects of lower level; the lower level submits summarized data to the higher
level; the higher level publishes statistics product to publics of lower level.

4.2  Process Analysis and Evaluation

Although each level and each department had their own autonomy in collecting and
processing data, this kind of diverse way of primary statistics process had brought
following problems:

e Survey objects had great difficulties in reporting data to different departments or
even different institutions of each level since their reporting ways, reporting
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periods and data formats were usually different. This often increased unnecessary
and extra burden to the survey objects.

e It was hard for different departments to exchange and summarize statistics data
since these data had different structures and format standards. Although statistics
institutions had large amount of data resources, these resources could not be
utilized fully and shared widely.

e Diverse way often leads to management confusion. It was nearly impossible to
unify behaviors of workers from different departments and levels. The phenomena
of data missing and data inconsistency occurred frequently, which reduces data
quality greatly.

The Petri net-based model is proved to be valid and the time and cost efficiency is
relatively low.

4.3  Process Reengineering

In order to solve the above problems, the primary statistics process has been
reengineered (as shown in figure 3).

T, P
1
1
P , |
1 1 I
1 1
1 ' Ts
1 P 1
1 T; Py : 4 1
} 1 . 1 . 1
l— data 1, data processing — data analysis _,
" collection ! and integration land nublication !
P,: survey objects of all levels T;: data collection
P,: basic data T,: data processing by industry
P;: summarized data by industry T;: data processing by profession
P4: summarized data by profession  T,: data integration
Ps: statistics product data Ts: data publication
Pg: integrated database Te: data analysis

P;: data warehouse

Fig. 3. Primary statistics process model after reengineering

A unified working platform has been built in Beijing Municipal Bureau of
Statistics under electronic government environment. Survey objects report all
statistics data through this platform directly. The data are then processed by industry
or by profession in the process of data processing. The platform also provides



174 N. Zhang and H. Li

functions of data integration, data analysis and data publication based on powerful
data resources.

Statistics institutions of different levels and different departments work on this
platform by the limit of different operational functions. Meta data standard is
designed and utilized in the platform, which unifies data format for each level and
each department.

4.4  Organizational Change

Instead of accomplishing their own tasks of data collection, data organization, data
analysis and data publication, city-level, district/county-level, and street/town-level
institutions perform the function of supervision in the new process. They take the
responsibility of ensuring the timeliness, accuracy and completeness of statistics data
from the corresponding level.

e Street/town-level institutions: query, verify, evaluate and accept data collected
from street/town-level survey objects.

e District/county-level institutions: query, verify, evaluate and accept data collected
from district/county-level survey objects; supervise the quality of data from
street/town-level; guide the work of street/town-level statistics institutions.

e City-level institutions: query, verify, evaluate and accept data collected from city-
level survey objects; supervise the quality of data from district/county-level; guide
the work of district/county-level statistics institutions.

Acknowledgment. This research is supported by the project of Beijing Natural
Science Foundation under Grant 9092014 and Program for Innovation Research in
Central University of Finance and Economics.

References

1. Chandler, S., Emanuels, S.: Transformation Not Automation. In: Proceedings of 2nd
European Conference on EGovernment, pp. 91-102. St. Catherine’s College Oxford, UK
(2002)

2. Layne, K., Lee, J.: Developing fully functional E-government: a four stage model.
Government Information Quarterly 18, 122-136 (2001)

3. Ye, Y.: Government Process Reengineering: The Theoretical and Practical Researches. PhD
dissertation at Jilin University, Changchun, China (2007)

4. van der Aalst, W.M.P., ter Hofstede, A.H.M., Weske, M.: Business Process Management: A
Survey. In: van der Aalst, W.M.P., ter Hofstede, A.H.M., Weske, M. (eds.) BPM 2003.
LNCS, vol. 2678, pp. 1-12. Springer, Heidelberg (2003)

5. Murata, T.: Petri nets: Properties, analysis, and applications. Proceedings of IEEE 77, 541—
580 (1989)

6. Beijing Municipal Bureau of Statistics (2012), http://www.bjstats.gov.cn



Development of Vertical Industrial B2B in China:
Based on Cases Study

Jinghuai She and Xiaotong Xing

College of Business Administration, Capital University of Economics and Business, China
shejinghuai@cueb.edu.cn

Abstract. Vertical Industrial B2B transaction market, especially raw materials
vertical B2B transaction market, takes an important role in the Chinese
circulation market. Based on economic theories and the current situation of
Chinese vertical B2B transaction market, this essay firstly selects 3
representative market operators as case samples, secondly carries out multi-case
analysis and comparison, finally concludes the common development laws of
Chinese vertical B2B transaction market, which form information service to
transaction service, then to resources integration of other value-adding service.

Keywords: vertical industry, B2B transaction market, development, case
analysis.

1 Introduction

B2B Electronic Marketplaces is a typical electronic platform intermediary agent based
on internet technology, which allows many buyers and sellers exchange goods or
service information, trading on line and get value-adding service (Hadaya p, 2006) [1].
Applied to B2B Electronic Marketplace, which is also called electronic intermediary,
electronic market maker, electronic business hub, etc., it shows an increasing trend
(Hazra. J., 2004) [2]

Because of the lack of external environment and internal regulation for vertical
industrial B2B transaction market in China, several severe problems occurred in the
development of it recently, such as, manipulating price, misusing of clients’ funds,
gambling between clients and exchanges. These problems make the society worry
about the development of spot EMarketplace. These problems are because of the
lopsided development caused by the limited profit model.

This essay firstly lists relevant theories of vertical (raw materials) industrial B2B
transaction market by literature review; secondly, analysis the vertical industrial B2B
transaction market in China, especially businesses characteristics and profit models of
raw material industry by using multi-case analysis method; finally, concluding the
development trend of vertical industrial B2B transaction market in China by comparing
analysis method so that give suggestions for vertical industrial B2B transaction
market’s healthy development.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 175-]182] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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2 Theories and Methods

Any economic phenomenon’s appearance and rising will stimulate the application of
existing economic theories to explain and understand it; this is also the driving force for
the development of the economic theory. We try to analysis vertical industrial B2B
transaction market by economics and electronic business platform theory.

2.1  Economics Theory

Economic theory especially market circulation and trade theory is the theoretical basis
of analyzing vertical industrial B2B transaction market.

Transaction cost. It is the expenses that are needed to get accurate market
information, the negotiation and regular contract costs. In other words, the transaction
costs includes information searching costs, negotiation costs, contracting costs,
monitoring of compliance costs and potential breach of contract costs (Ronald H.
coase, 1937 ) [3]Vertical industrial B2B transaction market’s establishment,
development and formation of the market coordinate system are because it saves costs.

George Joseph Stigler (1961)[4]pointed out that, under incomplete information, the
price will be affected by the price distribution and customers’ searching costs, as a
result, the actual price of the same goods may be different. While under the complete
information, the prices deviation of the same goods will be nearly zero. By releasing all
sorts of trading information by the various media, vertical industrial B2B transaction
market is tiring to provide complete information and reduce trade organizations’ losses
caused by the information asymmetry.

Value chain theory. Poter(1985)[5]pointed out the concept of value chain and
thought that the profitability of a company depends on whether it can get the value it
created for the buyers or protect the value from being stolen. Hoh B, Eriksson K,
Johansson J( 1999) [6]the business net, which depends on each other, formed a chain of
causation, this is important for improving the creating of value.

2.2  EMarketplace Theory

Vertical industrial B2B transaction market is based on internet technology, which
allows many buyers and sellers exchange goods or service information, trading on line
and get value-adding service. (Hadaya,p, 2006) [1]Applied to vertical industrial B2B
transaction market, which are so called electronic intermediary, electronic market
maker, electronic business hub, etc., it shows an increasing trend (Hazra. J.,2004)
[2]The details of relevant theories can be explained from many aspects, such as
classification, intermediary system, trade system and risk control, etc.

1 Intermediary system. Bakos (1998)[9] treated electronic business platform as an
agent which can finds price information for market, facilitates trading, provide
regulatory framework and provide virtual trading spaces on the internet through
electronic methods.
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2 Trading system. Electronic business platform create values in two ways: gathered
mechanism and matched mechanism. The gather function brings many traders to a
virtual platform and reduces cost by offering one-stop services. The matched
mechanism works well in following conditions: (1) goods can be traded without check;
(2) trading volume is much greater than trading costs;(3) traders can use the dynamic
pricing mechanism smoothly; (4) companies eliminate the effect of crest and trough of
demand by purchasing; (5) logistics can be achieved by third party; (6) the demand and
the price keep changing.

3 Risk control. Saeed and Leith(2003) describe risks in three dimensions: trading
risks, safety risks and privacy risks. Safety risks and privacy risks are characteristics of
electronic market. Safety risks are caused by the lose of data and certification. The
privacy risks includes improper data collection and unauthorized information
publication.

4 Ele