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Preface

The 2012 International Conference on Web Information Systems and Mining
(WISM 2012) was held during October 26–28, 2012 in Chengdu, China. WISM
2012 received 418 submissions from 10 countries and regions. After rigorous
reviews, 87 high-quality papers were selected for publication in the WISM 2012
proceedings. The acceptance rate was 21%.

The aim of WISM 2012 was to bring together researchers working in many
different areas of web information systems and web mining to exchange new
ideas and promote international collaboration. In addition to the large number
of submitted papers and invited sessions, there were several internationally well-
known keynote speakers.

On behalf of the Organizing Committee, we thank Xihua University and
Leshan Normal University for its sponsorship and logistics support. We also
thank the members of the Organizing Committee and the Program Committee
for their hard work. We are very grateful to the keynote speakers, session chairs,
reviewers, and student helpers. Last but not least, we thank all the authors and
participants for their great contributions that made this conference possible.

October 2012 Fu Lee Wang
Jingsheng Lei
Zhiguo Gong

Xiangfeng Luo



Organization

Organizing Committee

General Co-chairs
WeiGuo Sun Xihua University, China
Qing Li City University of Hong Kong, Hong Kong,

China

Program Committee Co-chairs

Zhiguo Gong University of Macau, Macau, China
Xiangfeng Luo Shanghai University, China

Steering Committee Chair

Jingsheng Lei Shanghai University of Electric Power, China

Local Arrangements Co-chairs

Yajun Du Xihua University, China
MingXing He Xihua University, China
Jin Pei LeShan Normal University, China

Proceedings Co-chairs

Fu Lee Wang Caritas Institute of Higher Education,
Hong Kong, China

Ting Jin Fudan University, China

Sponsorship Chair

Zhiyu Zhou Zhejiang Sci-Tech University, China

Program Committee

Ladjel Bellatreche ENSMA - Poitiers University, France
Sourav Bhowmick Nanyang Technological University, Singapore
Stephane Bressan National University of Singapore, Singapore
Erik Buchmann University of Karlsruhe, Germany
Jinli Cao La Trobe University, Australia
Jian Cao Shanghai Jiao Tong University, China



VIII Organization

Badrish Chandramouli Microsoft Research, USA
Akmal Chaudhri City University of London, UK
Qiming Chen Hewlett-Packard Laboratories, USA
Lei Chen Hong Kong University of Science and

Technology, China
Jinjun Chen Swinburne University of Technology, Australia
Hong Cheng The Chinese University of Hong Kong, China
Reynold Cheng Hong Kong Polytechnic University, China
Bin Cui Peking University, China
Alfredo Cuzzocrea University of Calabria, Italy
Wanchun Dou Nanjing University, China
Xiaoyong Du Renmin University of China, China
Ling Feng Tsinghua University, China
Cheng Fu Nanyang Technological University, Singapore
Gabriel Fung The University of Queensland, Australia
Byron Gao University of Wisconsin, USA
Yunjun Gao Zhejiang University, China
Bin Gao Microsoft Research, China
Anandha Gopalan Imperial College, UK
Stephane Grumbach INRIA, France
Ming Hua Simon Fraser University, Canada
Ela Hunt University of Strathclyde, Glasgow
Renato Iannella National ICT, Australia
Yan Jia National University of Defence Technology,

China
Yu-Kwong Ricky Colorado State University, USA
Yoon Joon Lee KAIST, Korea
Carson Leung The University of Manitoba, Canada
Lily Li CSIRO, Australia
Tao Li Florida International University, USA
Wenxin Liang Dalian University of Technology, China
Chao Liu Microsoft, USA
Qing Liu CSIRO, Australia
Jie Liu Chinese Academy of Sciences, China
JianXun Liu Hunan University of Science and Technology,

China
Peng Liu PLA University of Science and Technology,

China
Jiaheng Lu University of California, Irvine, USA
Weiyi Meng Binghamton University, USA
Miyuki Nakano University of Tokyo, Japan
Wilfred Ng Hong Kong University of Science and

Technology, China
Junfeng Pan Google, USA



Organization IX

Zhiyong Peng Wuhan University, China
Xuan-Hieu Phan University of New South Wales (UNSW),

Australia
Tieyun Qian Wuhan University, China
Kaijun Ren National University of Defense Technology,

China
Dou Shen Microsoft, USA
Peter Stanchev Kettering University, USA
Xiaoping Su Chinese Academy of Sciences, China
Jie Tang Tsinghua University, China
Zhaohui Tang Microsoft, USA
Yicheng Tu University of South Florida, USA
Junhu Wang Griffith University, Australia
Hua Wang University of Southern Queensland, Australia
Guoren Wang Northeastern University, USA
Lizhe Wang Research Center Karlsruhe, Germany
Jianshu Weng Singapore Management University, Singapore
Raymond Wong Hong Kong University of Science and

Technology, China
Jemma Wu CSIRO, Australia
Jitian Xiao Edith Cowan University, Australia
Junyi Xie Oracle Corp., USA
Wei Xiong National University of Defence Technology,

China
Hui Xiong Rutgers University, USA
Jun Yan University of Wollongon, Australia
Xiaochun Yang Northeastern University, China
Jian Yang Macquarie University, Australia
Jian Yin Sun Yat-Sen University, China
Qing Zhang CSIRO, Australia
Shichao Zhang University of Technology, Australia
Yanchang Zhao University of Technology, Australia
Sheng Zhong State University of New York at Buffalo, USA
Aoying Zhou East China Normal University, China
Xingquan Zhu Florida Atlantic University, USA



Table of Contents

Applications of Web Information Systems

Study on the Design of Automatic Cotton Bale Inspecting Management
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Jie Zhao, Fang Yu, Minfeng Tang, Wenliao Du, and Jin Yuan
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Abstract. The study object in this paper is the cotton bale’s high-speed 
weighing and sampling system. Firstly it introduces the requirements of the 
cotton bale weighing and sampling system. And then the control system is 
discussed including simplified schematic, system composition motion control. 
Motion control is the focal point of this paper. One of the emphases is the 
choice and installation of sensors, limit switches and execution units in this 
system, the other is the principle, procedure and flow chart of the automatic 
deviation correction. Finally, it discusses the real-time solution for multi 
production lines convey by using the VxWorks real-time kernel and NTP to do 
time synchronization to ensure the control units meet the time requirements of 
high-precision. 

Keywords: cotton bale, Cotton fiber sampling, VxWorks. 

1 Introduction 

In the inbound and outbound of the imports and expert cotton and domestic cotton trade, 
the warehouse management process includes cotton bale weighing, sampling and 
marking work, due to the low degree of automation of existing technology, to take a 
more discrete and manual way. Customs cotton bale warehouse are usually more 
dispersed, especially cotton commodities, large volume, variety and large quantities of 
cotton bale, its regulatory and inspection work need to spend a lot of manpower, working 
hours, which not only give a great deal of pressure to inspection and quarantine 
departments for storage and transportation, but also increased trade delivery. Cotton bale 
test and management system is developed for continuous, automated which requires high 
security, reliability, ease maintenance[1-2], while the distributed automated system 
control and man-machine interface separation can be achieved using modern network 
communication technology remote real-time data acquisition, monitoring in remote. A 
fully functional distributed systems and highly specialized, high reliability and enables 
distributed human-machine dialogue system with flexible expansion, its management 
features simple and convenient. Distributed systems through the communication network 
to a host of large complete sets of equipment and a number of auxiliary interconnected, 
sharing resources to work together to achieve distributed monitoring and centralized 
operation and management diagnosis. 
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The use of high reliability PLC and the SCADA monitoring software make it easy 
to build a control system with a data acquisition, control circuit, automatic sequence, 
calculation and other major operations of equipment. It can realize the automatic 
control of packaging process and transportation process with a real-time monitoring, 
fault diagnostic and quality evaluation, which meets the reliability, stability and real-
time requirements of industrial system [3]. 

The cotton bale’s high-speed weighing and sampling has been chosen as a study 
object in this paper. Firstly it introduces the requirements of the cotton bale belt 
conveyor and sampling system. And then the control system is discussed including 
simplified schematic, system composition motion control. Motion control is analyzed 
in details. One of the emphases is the choice and installation of sensors, limit switches 
and execution units in this system, the other is the principle, procedure and flow chart 
of the automatic deviation correction. In the final, it also discusses the real-time 
solution for multi production lines convey by using the VxWorks real-time kernel and 
NTP to do time synchronization to ensure the control units can meet the time 
requirements of high-precision. 

2 Requirement Analysis 

As combined transportation and packaging technology has been applied much widely 
in materials packaging conveyor system, the daily output from conveyor has also 
increased greatly and hence belt conveyor with middle-long distance and huge traffic 
becomes one of the main delivery equipment in cotton bale sampling and qualify-test 
production. Now, the safety, reliability and efficiency of such conveyor are very 
important in cotton packaging production [4]. 

However, due to the complexity of production conditions, centralized belt 
conveyor in many packaging production line has to suffer such problems as impact of 
big discharge and uneven loads on the belt during the process of package feeding, 
thus probably leads to decrease the strength of belt, in worse to destroy the driving 
motor or break the belt, which means great loss in economy and safety. Toward such 
problems, this paper, on the background of the production conditions of the field point 
of our investigation, designs an auto control system based on rotating arm, belt feeder 
and programmable logic controller. And also the belt-conveyor can be strengthened to 
use the chain-conveyor to enhance the carrying power and stability. 

The cotton bale roller conveyor in the field point is multi-segment transport 
equipment, with four conveyors (roller conveyors) and one motor-less conveyor 
distributed regularly to form the whole roller conveyor of production line. The 
conveyor 1 is the entry conveyor which gets the feed of cotton packet. The method of 
feeding cotton bale on the belt in the entry port is that workers open the port manually 
to let cotton bale on the belt freely without accurate interval, and there is no 
coordination between the two discharge workers, which may cause overload on the 
belt. The conveyor 2 is to regulate the array of the cotton bales of transferred by 
conveyor 1, which is prepared to be weighed in the dynamic scale pan. If there have a 
cotton bale on the scale pan, the counting roller conveyer (conveyer 2) will stop to 
ensure there can only be one cotton bale on the scale pan. After being weighed in the 
scale pan, there is a branch conveyor (conveyor 4) which does the functions of 
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sampling and qualify test. When the counter reaches a predefined value, the rotating 
arm 1 put down. The chain-conveyor pulls up, and the cotton bale runs into roller 
conveyor 4. After sampling, if the cotton bale passes the test, it will be returned to the 
main line (conveyor 3). The cotton bale passing the test will go to the exit port, which 
is made up of motor-less conveyor in the right outlet. The main part of cotton bale 
production line is shown in Fig. 1. 

3 System Design 

According to the above requirements, we can simplify the mechanical parts to be a 
transportation system with five conveyors (four motor conveyors and one motor-less 
conveyor). 

 

Fig. 1. The main part of cotton bale production line schematic 

3.1 Simplified  Schematic 

The design in this next is to use controllable devices to regulate and to control the 
feeders automatically according to the real-time load on the weigh belt conveyor, and 
then finish the work of sampling and qualify test. All the transportation system can be 
simplified as four conveyors and one motor-less conveyor. 

3.2 System Composition 

Cotton Bale Feeder  
As in above, manually feed is shown in the figure 1 to load cotton bale on the belt. In 
fact, the conveyor 1 is the preparation feed to the production line. The conveyor 2 can 
be looked as the actual feeder to the main line (conveyor 3). Both conveyors are the 
microscale belt conveyor with counter in them. It can be installed below the discharge 
port closely and to carry cotton bale out of from the port to the main belt conveyor 
(conveyor 3). The feeder is driven by motor with current frequency altered by 
corresponding transducer. The quantity of cotton bale loaded by the feeder, 
proportional to run time and the feeder’s velocity determined by the current 
frequency, thus can be calculated according to the relationship among the above 
factors after testing. 
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Fig. 2. Configuration of PLC 

Controller  
As the most popular controller used in industrial field, PLC is chosen in this paper 
because of its powerful functions and high reliability. Schneider Quantum 651 60 is 
used as CPU, which has P266 frequency and 1Mb program space, and it supports 
PCMCIA, Ethernet-TCP/IP, US, MB, MB+ communication modes. Some other 
modules, such as power module, counting module, analog in/out module, etc. are 
installed together with CPU into an explosion pro of control panel on which are 
corresponding functional key and screen in order to control or adjust the system 
manually if need. The configuration of PLC is shown in Fig. 2. 

Other Modules 
140-CPS-114 power supplies are designed to not require external EMI filter, ferrite 
bead and Ol flex cable. Quantum power supplies include on-board early power 
detection logic which is used to signal other modules on the rack that input power is 
lost.  

The Ethernet communication module NOE 77111complies with the following 
standards: UL 508, CSA 22.2-142, CE, EMI, EN55011, EN61131-2, FM 3611 Class 
1 Div2 Groups ABCD, IEC61131-2, IEEE 802.3 2002, ODVA. It supports both the 
I/O communication and the explicit messaging capacities.  

The AII 330 10 is the analog input module to get the input of the photo electric 
device, sensor or any other input elements. It is configured by the function block 
AII33010_Instance, which is used to edit the configuration data of an AII 330 10 
Quantum module for subsequent use by the scaling EFBs. The module has 8 unipolar 
intrinsically safe channels. The following ranges can be selected: 0-20 mA, 0-25 mA 
and 4-20 mA. For the configuration of an AII 330 10 the function block in the 
configuration section is connected to the corresponding SLOT output of the 
QUANTUM or DROP function block. The %IW references specified in the I/O map 
are automatically assigned internally to individual channels. The channels can only be 
occupied by unallocated variables. The analog values can be further processed in 
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Scaling Sections using the I_NORM, I_PHYS, I_RAW and I_SCALE functions. EN 
and ENO can be configured as additional parameters [5].  

The AIO 33000 is for analog output. This module has 8 intrinsically safe 
symmetrical output channels for controlling and supervising the currents in the ranges 
0 to 20 mA, 0 to 25 mA and 4 to 20 mA. For the configuration of an AIO 330 00 the 
function block in the configuration section is connected to the corresponding SLOT 
output of the QUANTUM or DROP function block. The MW references specified in 
the I/O map are automatically assigned internally to individual channels. The 
channels can only be occupied by unallocated variables. 

The EHC-105-00 module is a high-speed counter module for the Modicon 
Quantum controller. The module includes 5 independent counters. Each one can be 
operated with either 5 or 24 VDC pulse input signals. Counting frequencies of up to 
100 kHz can be monitored, depending upon cable length, transmitter type and voltage. 
These I/O points can be assigned to the cotton bales counters.  

The rack has used a 10-rack extensible back plane. There still have 3 free slots to 
be install extent module. 

PLC is connected with belt feeders by optical fiber. Each transducer of the feeder 
is equipped with a photoelectric converter and Modbus is chosen as the 
communication protocol. 

3.3 Motion Control 

The motion control includes control actions of the motors, limit switches and some 
other motion elements or devices in the process of conveying, sampling and quality-
test. Such as rotating arm, air cylinder, sampling cutter. The automatic degree of 
controlling these things will greatly influence the efficiency of the whole production 
line. 

According to the desired function, the system is designed as a closed loop control 
system in which current value of belt feeder motor and of belt conveyor driving motor 
is taken as feedback parameters to judge whether the load on belt conveyor is in the set 
range or not. 

Requirements of Motion Control 
The six main limit position switched are triggered under the following conditions. 

• Limit switch 1 is in the front of cutter, it indicates the limit position of cutting feed. 
• Limit switch 2 is in the end of cutter, it indicates the limit position of reverse 

cutting feed. 
• Limit switch 3 in on the roller path 4, it indicates the transportation limit of the 

sampling cotton bale. 
• Limit switch 4 is on the roller path 3, it indicates the space limit after sampling. 
• Limit switch 5 is on the rotating arm 1, it indicates sampling with a predefined 

proportion. 
• Limit switch 6 is on the rotating arm 2, it is for remove the wire-steel strapping 

band. 
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Control Logic 
The motion logic mainly includes two actions: weigh and sample. It is shown in Fig. 3. 
The part of Ladder Diagram of PLC programming is shown in Fig.4. 

 

 

Fig. 3. The control logic process 

 

Fig. 4. Part of PLC program 

1. Weigh: Weigh cotton bale one by one. If there has a cotton bale on the scale pan, 
the counting control roller conveyer (conveyor 2) will stop to ensure there is only 
one cotton bale on the scale pan. 

2. Sample: Sample with the predefined proportion. 
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• When the counter reach a predefined value, the rotating arm 1 is put down. The 
chain-conveyor pulls up, the cotton bale runs into roller path 4 (conveyor 4). 

• Put down the rotating arm 2, the cotton bale is waiting for removing the strapping 
wire-steel. 

• Remove cotton bale cover. The sampling cutter forward rotates, and cuts into 
cotton bale with predefined feeding time to restrict cutting depth. Grab the cover 
cotton, the gliding block air cylinder move to exit. Then the sampling cutter 
passively rotates, runs until reach the limit position 2 and stop. The magnetic valve 
1 opens to blow off the cover cotton. The gliding block air cylinder move forward. 

• Take out the sample. The sampling cutter positively rotates, and cuts into cotton 
bale (the limit switch 1 restricts cutting space). Grab the cotton skin, the gliding 
block air cylinder move off and exit. Then the sampling cutter back rotates, runs 
until reach the limit position 2 and stop. The magnetic valve 2 will open and blast 
air to blow off the sample. The gliding block air cylinder move forward. 

• The cotton bale is send back to the main line (conveyor 3). 

4 Real-Time Solution for High-Speed Multi-line Convey 

If there have a group of cotton bale transportation and sampling production lines 
which runs at the mean time. It requires high-precision time synchronization of each 
device. And every device must have the good real-time capability and performance to 
react to the request from the main control center. So the VxWorks is adopted as the 
kernel of the intelligent terminal. And NTP (Network Time Protocol) is used to 
synchronization for each communication module of each production line. 

VxWorks is a real-time operating system with high performance that has a leading 
position in industry field developed by WindRiver company, which is telescopic, 
scalable and having high reliability, at the same time, it is applicable to all main 
stream CPU target platform. VxWorks has historically supported a kernel execution 
mode only. Both user applications and central support functionality, such as that 
provided by the network stack, all ran in the same memory space. With Base 6, 
VxWorks now supports a Real Time Process (RTP) mode in addition to kernel mode. 
This RTP mode is based on RTP Executable and Linking Format (ELF) object files. 
These object files are fully linked reloadable executables with full name space 
isolation [6]. 

The VxWorks kernel has included the Simple Network Time Protocol (SNTP) 
client service. And NOE 77111 has the NTP, which can realize the time 
synchronization from a NTP sever for devices of multi production line. SNTP client 
uses INCLUDE_SNTPC to include an SNTP client implementation in a VxWorks 
image. If a VxWorks image includes an SNTP client, sntpcTimeGet( ) can be use to 
retrieve the current time from a remote SNTP/NTP server. The sntpcTimeGet( ) 
routine reports the retrieved value to a format suitable for POSIX-compliant clocks. 
To get time information, sntpcTimeGet( ) either sends a request and extracts the time 
from the reply, or it waits passively until a message is received from an SNTP/NTP 
server executing in broadcast mode [7].  

The NTP client service is to obtain the time from the provider and to pass it to the 
repository of the local time, the PLC. The repository of the local time provide the time 
to the end user, the application, that can then use it for its own purpose, provided that 
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the time is maintained by the repository with enough accuracy to meet its needs. In 
our project, the time quality (the difference between the Time in the PLC and the NTP 
Server) can reach 1 ms typically, and the worst case is not greater than 4 ms. 

5 Conclusions and Perspective 

The cotton bale’s high-speed multi-line belt conveyor and sampling has been chosen 
as the study object in this paper, the configuration and process of real-time control 
have been analyzed also. It analyzed the requirements of the cotton bale belt conveyor 
and sampling system. Then the design control system is discussed including 
simplified schematic, system composition and motion control. Motion control is 
analyzed in details. During the controlling process, one of the emphases is the choice 
and installation of sensors, limit switches and execution units in this system, the other 
is the principle, procedure and flow chart of the automatic deviation correction. 
Finally, it also discussed the real-time solution for multi production lines convey by 
using the VxWorks real-time kernel and NTP to do time synchronization to ensure the 
control units can meet the time requirements of high-precision. 

Using the automatic materials packaging conveyor system can solve the problem 
of many packaging conveyor is set up in bad environment device, such as a lot of 
dust, relative humid air, decentralized operating position. The safety, reliability, and 
maintainability are enhanced greatly with the automatic transportation packaging 
control system. And roller conveyor is one the most important equipment for bulk 
material transportation. Traditional control methods cannot meet the design 
requirements of the heavy-duty belt conveyor.  The method and controlling process 
can be used in other normal big workload production. It can remove the bottleneck 
which constrains the production in material feeding control system. 
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Abstract. The general Randić index Rα(G) is the sum of the weight
d(u)d(v)α over all edges uv of a graph G, where α is a real number and
d(u) is the degree of the vertex u of G. In this paper, for any real number
α > 0, the first three minimum general Randić indices among trees are
determined, and the corresponding extremal trees are characterized.

Keywords: extremal graph, tree, the general Randić index. 2010 Math-
ematics Subject Classification: 05C70.

1 Introduction

In 1975, Randić [8] introduced the branching index as the sum of d(u)d(v)−1/2

over all edges uv of a (molecular) graph G = (V,E), i.e.,

R(G) =
∑

uv∈E(G)

(d(u)d(v))−1/2,

where d(u) denotes the degree of u ∈ V (G).
Randić noticed that there is a good correlation between the Randić index

R and several physic-chemical properties of alkanes: boiling points, chromato-
graphic retention times, enthalpies of formation, parameters in the Antoine
equation for vapor pressure, surface areas, etc[8]. So finding the graphs hav-
ing maximum and minimum Randić indices attracted the attention of many
researchers. The Randić index has been extensively studied by both mathemati-
cians and theoretical chemists in the past 30 years, see [1, 9].

Later, in 1998 Bollobás and Erdös [2] generalized this index by replacing − 1
2

with any real number α, which is called the general Randić index, i.e.,

Rα(G) ==
∑

uv∈E(G)

(d(u)d(v))α.

For a survey of results, we refer to the reader to a book, which is written by X.
Li and I. Gutman [7].
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Let d(u) and N(u) denote the degree and neighborhood of vertex u, respec-
tively. A vertex of degree i is also addressed as an i − degree vertex. A vertex
of degree 1 is called a pendent vertex or a leaf. A connected graph without any
cycle is a tree. The path Pn is a tree of order n with exactly two pendent vertices.
The star of order n, denoted by Sn, is the tree with n− 1 pendent vertices. The
double star Sp,q is the tree with one p-degree vertex, one q-degree vertex and
p+ q − 2 pendent vertices. If |p− q| ≤ 1, then the double star is said to be bal-
anced. A comet is a tree composed of a star and a pendent path. For any number
n and 2 ≤ n1 ≤ n− 1, we denote by Pn,n1 the comet of order n with n1 pendant
vertices, i.e., a tree formed by a path Pn−1 of which one end vertex coincides
with a pendant vertex of a star Sn1+1 of order n1+1. Let Ln,k,i (1 ≤ k, i ≤ n−i)
denote the tree obtained from a path v1v2 · · · vn−i of length n− i by attaching
a suppended path of length i rooted at vk. A quasi double star graph QSn,p,q

is a tree obtained from connecting the centers of Sp and Sq by a path of length
n− p− q as shown in Figure 1.

The question of finding the minimum general Randić index and the corre-
sponding extremal graphs also attracted much attention of many researchers.
Hu, Li and Yuan [6] showed that among trees with n ≥ 5 vertices, the path
Pn for α > 0 and the star Sn for α < 0, respectively, has the minimum gen-
eral Randić index. And in the same paper the trees of order n ≥ 6 with second
minimum and third minimum general Randić index for 0 < α ≤ −1 are char-
acterized. Chang and Liu [5] showed that among trees with n ≥ 7 vertices, the
comet Pn,3 has second minimum general Randić index for α > 0.

In this paper, we discuss the first three minimum general Randić index for
trees. We use a relatively simple way to prove results mentioned above, and de-
termine trees with the third minimum general Randić index for α > 0 (answering
a question posed by Chang and Liu [5]).

2 The Case for α > 0

Lemma 2.1 Let T1 be a tree of order n ≥ 7 which is not a star, α > 0.
Assume that P = v1v2 · · · vt is a longest path in T1 with d = d(v2) > 2, and
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u1, u2, · · ·, ud−2 are neighbors of v2 other than v1, v3. T2 is formed by deleting
the edges v2u1, v2u2, · · ·, v2ud−2 and adding the edges v1u1, v1u2, · · ·, v1ud−2

Then Rα(T1) > Rα(T2).

P roof. Since T1 is not a star and P is a longest path, then d(u1) = d(u2) =
· · · = d(ud−2) = 1 and d(v3) > 1.

Rα(T1)− Rα(T2)
= d(v3)

α(dα − 2α)− 2α(d− 1)α + (d− 1)dα − (d− 2)(d− 1)α

≥ 2α(dα − 2α) + (d− 1)dα − 2α(d− 1)α − (d− 2)dα

= 2α(dα − (d− 1)α) + dα − 4α.
If d ≥ 4, Rα(T1)−Rα(T2) > 0; if d = 3,
Rα(T1)− Rα(T2) > 2α(3α − (d− 1)α) + 3α − 4α.
= 6α + 3α − 2 ∗ 4α > 2 ∗ √18α − 2 ∗ √16α > 0. �

Corollary 2.1 The general Randić index of a comet Pn,n1 is monotonously
decreasing in n1 for α > 0.

Lemma 2.2 Let T1 be a tree of order n ≥ 7, α > 0. Assume that P = v1v2 · · ·vt
is a longest path in T1 with d(v2) = d(vt−1) = 2, and d = d(vk) > 2 for some
3 ≤ k ≤ t − 2. u1, u2, · · ·, ud−2 are neighbors of vk other than vk−1, vk+1. T2

is formed by deleting the edge vku1 and adding a new edge v1u1, as shown in
Figure 3.

Then Rα(T1) > Rα(T2).

P roof. Rα(T1)−Rα(T2)
≥ (d ∗ d(u1))

α + (d ∗ d(vk−1))
α + 2α − (2 ∗ d(u1)

α + (d(vk−1)(d− 1))α − 4α)
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= d(u1)
α(dα − 2α) + d(vk−1)

α(dα − (d− 1)α) + 2α − 4α

≥ dα − 2α + 2α(dα − (d− 1)α) + 2α − 4α

= dα − 4α + 2α(dα − (d− 1)α).
If d ≥ 4, Rα(T1)−Rα(T2) > 0; if d = 3,
Rα(T1)− Rα(T2) = 6α + 3α − 2 ∗ 4α > 2 ∗ √18α − 2 ∗ √16α > 0.

Theorem 2.1 Let α > 0, among trees with n ≥ 7 vertices,
(1) The path Pn has minimum general Randić index;
(2) The comet Pn,3 has second minimumm general Randić index;
(3) Let μ proximately equal to 3.6475, if α > μ, Ln,k,1(k = 3, 4, · · ·, n − 3)

has third general Randić index. If α < μ, the quasi double star QS3,3 has third
general Randić index.

Proof. (1) Assume that P = v1v2 · · · vt is a longest path in T . If d(vi) > 2 for
some i = 2, 3, · · ·, n−1, by Lemma 2.1 and Lemma 2.2, we can delete some edges
and adding them to the end vertices to get a new tree with the general Randić
index smaller than that of T. Therefore, tree with minimum general Randić
index should contain no vertex with degree bigger than 2. Hence the path Pn

has minimum general Randić index.
(2) Let T ′ be a tree with second minimum general Randić index. We assert

that T1 contains no vertex with degree bigger than 3 or two 3-degree vertices.
Assume the contrary, if d(vi) ≥ 4 or d(vj) = d(vk) = 3 for some 1 ≤ i, j, k ≤ n.
then we can delete one edge adjacent to vi or vj and add it to a pendent vertex to
get a new tree T ′. By Lemma 2.1 and Lemma 2.2, Rα(T

′′) > Rα(T
′). Obviously,

T ′′ is not a path, a contradiction. Hence, T ′ contains exactly one 3-degree vertex.
Note that Rα(Ln,3,1) = Rα(Ln,4,1) = · · · = Rα(Ln,n−2,1) and Rα(Ln,k,l) are the
same for 3 ≤ k ≤ n − 2 and 2 ≤ l ≤ k. Thus it suffice to compare the general
Randić index of the following trees.

Rα(H2)−Rα(H1)
= 2 ∗ 6α + 3α + 2 ∗ 2α − 2 ∗ 3α − 2α − 6α − 4α

= 6α + 2α − 3α − 4α

= 3α ∗ 2α + 2α − 3α − 2α ∗ 2α
= (3α − 2α)(2α − 1) > 0
Rα(H3)−Rα(H2)
= 3 ∗ 6α + 3 ∗ 2α − 2 ∗ 6α − 3α − 4α − 2 ∗ 2α
= 6α + 2α − 3α − 4α

= 3α ∗ 2α + 2α − 3α − 2α ∗ 2α
= (3α − 2α)(2α − 1) > 0.

Hence H1(the comet Pn,3) has the second general Randić index.
(3) Let T be a tree with third minimum general Randić index. By Lemma 2.1

and Lemma 2.2, we assert that T contains no vertex with degree bigger than 4,
or two 4-degree vertices, or one 4-degree vertex and one 3-degree vertex. Hence
T must be one of the following:

If d(u1) > 1 or d(u2) > 1, by Lemma 2.2,Rα(T2) > Rα(T5). If d(u1) = d(u2) =
1, by Lemma 2.2, Rα(T2) > Rα(T3). By the proof of (2), Rα(T5) > Rα(T3).
For T6, if d(v1) > 1 or d(v2) > 1, by Lemma 2.2, Rα(T6) > Rα(T5). So If
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d(v1) = d(v2) = 1, by Lemma 2.2, Rα(T6) > Rα(T3). Therefore, T must be one
of T1, T3, T4.

Rα(T1)− Rα(T3) = 3 ∗ 4α + 8α + 2α − 2 ∗ 6α − 3α − 2 ∗ 2α
= 8α + 3 ∗ 4α − 2 ∗ 6α − 3α − 2α

Let f(x) = 8x + 3 ∗ 4x − 2 ∗ 6x − 3x − 2x, x ≥ 0
f(0) = 0
f ′(x) = 3 ∗ 8x ln 2 + 6 ∗ 4x ln 2− 2 ∗ 6x ln 6− 3x ln 3− 2x ln 2
> 3 ∗ 8x ln 2 + 6 ∗ 4x ln 2− 2 ∗ 6x ln 6− 3x ln 6 = g(x).

g(0) = 3 ∗ ln 2 + 6 ∗ ln 2− 2 ∗ ln 6− ln 6 = ln(29)− ln(63) > 0.
Since (ln 6)2 < 7(ln 2)2 and ln 6 ∗ ln 3 < 6 ∗ (ln 2)2, then
g′(x) = 9 ∗ 8x(ln 2)2 + 12 ∗ 4x(ln 2)2 − ln 6(2 ∗ 6x ln 6− 3x ln 3)
> (9 ∗ 8x + 12 ∗ 4x − 14 ∗ 6x − 6 ∗ 3x ln 3)(ln 2)2
> (9 ∗ 8x + 6 ∗ 4x − 14 ∗ 6x)(ln 2)2
Let h(x) = 9 ∗ 8x + 6 ∗ 4x − 14 ∗ 6x, h(0) > 0.
h′(x) = 27 ∗ 8x ∗ ln 2 + 12 ∗ 4x ln 2− 14 ∗ 6x ∗ ln 6
h′′(x) > 81 ∗ 8x ∗ (ln 2)2 + 24 ∗ 4x ∗ (ln 2)2 − 14 ∗ 6x ∗ (ln 6)2.
h′′(0) = 81 ∗ (ln 2)2 + 24 ∗ (ln 2)2 − 14 ∗ (ln 6)2
> 105 ∗ (ln 2)2 − 98(ln 2)2 > 0.
h′′′(x) > 243 ∗ 8x ∗ (ln 2)3 − 14 ∗ 6x ∗ (ln 6)3.
> (243 ∗ (ln 2)3 − 14 ∗ (ln 6)3) ∗ 8x > 0.

Therefore, h(x) > 0 for x > 0, thus f(x) > 0 for x > 0. Hence Rα(T1) > Rα(T3).
Rα(T4)− Rα(T3)
= 4 ∗ 3α + 2 ∗ 6α − (2 ∗ 6α + 3α + 2 ∗ 2α + 4α)
= 3 ∗ 3α − 4α − 2 ∗ 2α
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It is easy to calculate that for μ proximately equal to 3.6457, if α > μ, Rα(T4) >
Rα(T3); otherwise, Rα(T3) > Rα(T4). Therefore, if α > μ, Ln,k,1(k = 3, 4, · ·
·, n − 3) has third general Randić index. If α < μ, the quasi double star QS3,3

has third general Randić index.
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Abstract. Based on traditional Chinese meridian theory, this paper discussed 
the design and establishment of a complete meridian database system, including 
various information about meridian, acupoints, health knowledge, and acupoints 
compatibility, by means of computer database, image processing and data 
mining technologies. We provided a tool which can be used to analyze the 
relations between symptoms and the acupoints compatibilities through 
graphical and interactive queries. The system is very useful for auxiliary 
treatment, and popularizing the Chinese traditional meridian knowledge.  

Keywords: meridian, acupoint, acupoint compatibility, diagnosis. 

1 Introduction 

Meridian theory is one of the core contents of Chinese traditional theoretical system 
[1]. It is an important adjustment and control system for a human body[2-3]. 

In current clinical studies of meridian and acupuncture, the main approaches remain 
the way of looking up the wall charts or referencing meridian text materials manually, 
which has its limitations. Literature [4] proposed a good idea to establish graphic 
information system about human’s meridian system. However, there are many 
improvements to be made, such as lacking interactive queries between meridian and 
acupoints. Also, it only made prescription for a certain symptom, without the statistical 
and intuitional analysis about the meridians and related acupoints information. 

This paper designed and established a complete meridian database system, by 
means of computer database and image processing technologies. The system is based 
on the traditional Chinese meridian theory, providing various information about 
meridian, acupoints, health knowledge, and acupoints compatibility. It also provided a 
tool to analyze the relations between symptoms and the acupoints compatibilities 
using data mining technology and graphical interactive queries, which is meaningful 
for medical research. The system is very useful for auxiliary treatment, and 
popularizing the Chinese traditional meridian knowledge. 

The paper is structured in the following manner. A simple review on the meridian and 
acupoint theory is given in Section 2. In Section 3, we showed how to design the 
meridian information system, based on which, the analysis of acupoints compatibility 
issues are discussed in Section 4. The summary and future work are discussed in  
Section 5. 
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2 Introduction to Meridian and Acupoint 

2.1 Meridian System 

Meridians are distributed throughout the human’s body. They are the main channels 
for the flow of Qi and blood in the human body. They are also the basic routes 
connecting every part of human’s body and play an important roll in the transform 
and delivery of substance, energy and information in human’s body. Because of these 
connections, the interrelations, the intercoordinations, the mutual promotions and 
restrictions are made possible between parts of the living organism [5]. 

Meridian system is a complex network in human’s body, which is composed of the 
meridians, collaterals, muscles along the regular meridians, dermal parts. Meridian 
system includes twelve meridians, eight extra channels and twelve divergent 
channels. Collateral system includes fifteen collaterals channels and countless minute 
collaterals, float windings. Muscles along the regular meridians include twelve 
muscles meridian channels. Dermal parts include twelve parts [6]. Figure 1 shows an 
example of some meridians in human’s body. 

 
Fig. 1. Meridians in human body 

2.2 Acupoint 

Acupoints are the concentration parts for essence of QI and blood fluid. They are 
special zones for connecting body surface, Zang-fu organs and related parts, and 
mainly distributed among the meridians. They are attached to meridians, and 
internally connected to Zang-fu organs.  

Acupoints have the function to fight disease, reflect sickness and feel stimulation. 
When inflicting acupuncture and massaging on the acupoint, the stimulations can be 
transferred into the internal and the power to cure disease can be inspired. There are 
many acupoints in the body, 361 of which are commonly used. The two red points in 
Figure 2 show the examples of acupoints. 
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2.3 Acupoints Compatibility (AC) 

In Chinese acupuncture and massage therapy, it is often the case that several 
acupoints on different meridians are touched together. Stimulating these acupoints 
simultaneously can cure some diseases. The combination of these interrelated 
acupoints is called acupoints compatibility (AC). Through practice of thousand years 
of Chinese medical treatment, many ACs are found and proved efficient, hundreds of 
ACs being very common. For example, one AC treatment for headache is to massage 
the St36 acupuncture point in liver meridian and the Close valley acupuncture point in 
Yangming Large Intestine Meridian of Hand, as shown in Figure 2. 
 

 

Fig. 2. Example of AC 

3 Design of Meridian Information System 

3.1 The Design of Meridian Database 

The meridian database is composed of the following tables. These tables lay a 
foundation for our further queries and diagnosis analysis.  

(1) Meridian table, as shown in table 1, contains the detailed information about 
the commonly used meridians. 19 meridians are recorded in this table. 

Table 1. Meridian table 

Field Meaning 

ID* Unique ID, keyword 

TitleC Title in Chinese 

TitleE Title in English 

Number Acupoints in this meridian 

Scope Distribution in body 

Profile Profile of this meridian 
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(2) Acupoint table, as shown in table 2, contains the detailed information about 
commonly used acupoints. 407 acupoints are stored in this table. 

Table 2. Acupoint table 

Field Meaning 

ID* Unique ID, keyword 

LabelC Title in Chinese 

LabelE Title in English 

Meridian Meridian this acupoint belongs to 

Place Position in the body 

Anatomy Local anatomy information 

Effect The effect of this acupoint 

Function Related disease and symptom  

GraphID Graph this acupoint belongs to 

X x coordinate in Graph 

Y y coordinate in Graph 

 
(3) Meridian graph table, as shown in table 3, contains specific graphs relating to 

each meridian in table 1. There are 20 meridian graphs in this table. 

Table 3. Graph table 

Field Meaning 

ID* Unique ID, keyword 

Graph Meridian Graph in OLE format 

 
(4) AC table, as shown in table 5, contains the detailed information of ACs 

available. Note that AID and SN combine together to form the keyword. We have 
stored 973 ACs in this table. 

Table 4. AC table 

Field Meaning 

AID* Acupoint ID 

SN* Serial number of AC 

Effect Disease this AC can cure 

3.2 Function Modules of the System 

The system function chart is shown in Figure.3. It’s developed using C# and 
Microsoft Access 2007. 
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(1) Meridian module provides the information about the meridian’s function, text 
and graph information and interactive query facilities. In the graph interface, the user 
can inquiry any acupoint information interactively by clicking the acupoint. The 
interface also provides the zooming and shifting function to let the user browse the 
whole graph to explore the meridians and acupoints.  

(2) Acupoint module provides the queries to acupoints by selecting meridians in 
the pull list menu or by inputting the acupoint name. Detailed in formation, such as 
the meridian it belongs to, the position where it resides, its treatment effects, and so 
on can be obtained easily.  

(3) Aided Medical module provides the treatment plan for most of the symptoms 
specified by the user. It supplies a set of candidate ACs for the user graphically. 

(4) Analysis module provides the statistical information about the symptom 
specified by user. This tool is especially useful for medical research. It supplies the 
information of how many meridians and acupoints are involved in the ACs for that 
symptom. Information is displayed in a graphical interface and further inspection can 
be carried out in this interface. 

(5) Medical knowledge provides abundant know ledges about meridians and health 
care. 

 

 

Fig. 3. System structure 

4 Acupoints Compatibility Analysis 

4.1 AC Statistics  

This module is to analyze dynamically the ACs generated for the specific symptom 
specified. Based on the database we built, we can analyze the frequency of the 
meridians and acupoints that have effects on that symptom. In this way, the most 
important meridians and acupoints can be obtained, which are very useful for medical 
research purposes. The pseudo code for analysis algorithm is as follows. 

Algorithm Acu-Comp-Analysis 
Input: Symptom // input by user 
     Data  // information stored in the above defined tables 
Output: Analysis results 
Method: 

Meridians 

Acupoints 

Aided Medical 

Medical Knowledge 

Analysis 

System
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(1) Find all the records containing the symptom in AC table. 
(2) Record the accounts of related acupoints in the AC 
(3) Record the accounts of meridians containing the acupoints in (2) 
(4) Show the results as network in figure 5.  
(5) Show statistic information in the bottom of figure 5. 
(6) React to user click-query and show related acupoint and meridian information in 

new windows. 

4.2 Explanations of the Operations  

The analysis interface is given in Figure 4. The meridians are listed in the left column 
of Figure 4. The acupoints that belong to each meridian are listed right after the 
meridian on the right, represented by a solid circle. For the limitation of space, the 
name of each acupoint is not displayed directly. However, when you move the mouse 
to a certain circle, the name of the acupoint displays instantly. Clicking each acupoint, 
all its information can be displayed. 
 

 

Fig. 4. Analysis interface 

 

Fig. 5. Statistics interface 
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When user inputs a certain symptom in the textbox and presses enter, all the ACs 
information and be summed up and shown in Figure 5. Each AC is represented by a 
closed polygon with acupoints involved being its vertexes, in a unique color. At the 
bottom of interface shown in Figure 5, two bar graphs are displayed, showing the most 
frequently used meridians and acupoints respectively (9 at most if any). When clicking 
the ACs network, the related AC graphical information will be displayed, as shown in 
Figure 6. 
 

 

Fig. 6. Acupoints interactive query 

5 Conclusion and Future Work 

In this paper, the meridian database is designed and established and an information and 
analysis system is developed based on the Chinese medical meridian theory. It provides a 
useful tool to access meridian information about medical treatment plans and to analyze 
the meridians and acupoints for medical research.  However, all the work is done only 
based on 2-D body graphs, which is not too intuitive. To make the system more 
visualized, we will improve the system on 3-D image platform in the future. 
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Abstract. The famous computer scientist J. von Neumann initiated the
research of the invariant subspace theory and its applications. This paper
show that every polynomially bounded operator with thick spectrum on
a Banach space has a nontrivial invariant closed subspace.
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The invariant subspace theory has important applications in computer science
and information science (see [1-16] and so on).

As stated in [3], it was the famous computer scientist J. von Neumann who
initiated the research of the invariant subspace theory for compact operators and
its applications. To be more specific, J. von Neumann showed that every compact
operator on a Hilbert space H has a nontrivial invariant closed subspace.

The famous mathematician P. R. Halmos said ([9] p.100), ”one of the most
important, most difficult, and most exasperating unsolved problems of operator
theory is the problem of invariant subspace”.

S.Brown,B.Chevreau and C.pearcy [7] showed that every contraction operator
with thick spectrum on a Hilbert space has a nontrivial invariant closed subspace.

In this paper, we show that every polynomially bounded operator with thick
spectrum on a Banach space has a nontrivial invariant closed subspace.

It is well known that by the von Neumann inequality every contraction opera-
tor is polynomially bounded, but the converse is not true. For example, G. Pisier
[12] given an example of a polynomially bounded operator that is not similar to
a contraction operator (and so that is not a contraction operator).

It is also well known that every Hilbert space is a Banach space, but the
converse is not true (for example, lp(p �= 2)-space, Lp(p �= 2)-space, C[a, b]and
so on).

Let G is a nonempty open set in the complex plane C. Let us denote by H∞(G)
the Banach algebra of all bounded analytic functions on G equipped with the
norm ‖f‖ = sup {|f(λ)|;λ ∈ G}.
� The research was supported by the Natural Science Foundation of P. R. China
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A subset σ of the complex plane C will be called dominating in G if ‖f‖ =
sup{|f(λ)|;λ ∈ σ ∩G} holds for all f ∈ H∞(G),

A compact subset σ of the complex plane C is called thick if there is a bounded
open set G of the complex plane C such that σ is dominating in G.

An operator T on a Banach space X is said to be polynomially bounded if
there is a constant k such that the inequality

‖p(T )‖ ≤ k‖p‖

holds for every polynomial.
For the notation and terminology not explained in the text we refer to [1], [4]

and [16].

Lemma 1. Let T be a polynomially bounded operator on a Banach space X . If
the set

Γ = (σ(T ) ∩G) ∪ {λ ∈ G\σ(T ); ‖(λ− T )−1‖ ≥ 3

1− |λ| }

is dominating in G, then the functional calculus of T is isometric. That is,
‖f(T )‖ = ‖f‖∞ for every f ∈ H∞(G). Where σ(T ) denotes the spectrum of
T .

Proof. The proof of Lemma 1 is similar to that of Theorem 3.3 in [6] and is
therefore omitted.

Lemma 2. Let T be a polynomially bounded operator on a Banach space
X . If the functional calculus of T is isometric, then T has a nontrivial invariant
closed subspace.

Proof. the proof of Lemma 2 is identical with that of contraction operators (
cf. [5], [6]) and is therefore omitted.

Now we are in a position to give the main result.

Theorem 1. Let T be a polynomially bounded operator on a Banach space X
such that the set

S = {λ ∈ G; there is a vector x ∈ X, such that ‖x‖ = 1, and ‖(λ−T )x‖ <
1

3
(1−|λ|)}

is dominating in G, then T has a nontrivial invariant closed subspace.

Proof. Set

Γ = (σ(T ) ∩G) ∪ {λ ∈ D\σ(T ); ‖(λ− T )−1‖ ≥ 3

1− |λ| }.

We now show S ⊂ Γ . In fact, for every λ ∈ S, if λ ∈ σ(T ), then λ ∈ Γ ;
if λ ∈ ρ(T ), then by the definition of S, there is a vector x ∈ X , such that
‖x‖ = 1, and

‖(λ− T )x‖ <
1

3
(1− |λ|).
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Therefore we have

1 = ‖x‖ = ‖(λ− T )−1(λ− T )x‖
≤ ‖(λ− T )−1‖‖(λ− T )x‖
≤ 1

3
‖(λ− T )−1‖(1− |λ|).

This shows that ‖(λ − T )−1‖ ≥ 3
1−|λ| , and so λ ∈ Γ . From the above we have

S ⊂ Γ . Since the set S is dominating in G, the set Γ is dominating in G. It
follows from Lemma 1 that the functional calculus of T is isometric. Thus by
Lemma 2 T has a nontrivial invariant closed subspace. This completes the proof
of Theorem 1.

Corollary 1. Let T be a polynomially bounded operator on a Banach space X .
If the spectrum σ(T ) of T is dominating in G, then T has a nontrivial invariant
closed subspace.

Proof. If σr(T ) �= {0}, then range (λ− T ) is a nontrivial invariant closed sub-
space for T .

We now can assume with loss of generality that σ(T ) = σa(T ). Thus for every
λ ∈ σ(T ), there is a sequence {xn} in X such that ‖xn‖ = 1 and ‖(λ−T )xn‖ →
0(n → ∞). This shows that there is an n such that

‖(λ− T )xn‖ <
1

3
(1 − |λ|).

That is, λ ∈ S, where

S = {λ ∈ G; there is a vector x ∈ X, such that ‖x‖ = 1, and ‖(λ−T )x‖ <
1

3
(1−|λ|)}.

Therefore we have σ(T ) ⊂ S. Since the set σ(T ) is dominating in G, the set
S is dominating in G. Thus by Theorem 1 T has a nontrivial invariant closed
subspace. This completes the proof of Corollary 1.

Corollary 2. Let T be a contraction operator on a Hilbert space H . If the
spectrum σ(T ) of T is dominating in G, then T has a nontrivial invariant closed
subspace. That is, every contraction operator with thick spectrum has a non-
trivial invariant closed subspace.

Remark 1. Corollary 2 is the main result of [7].
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Abstract. Variable-scale map because of its variability, destroys the constant of 
original scale, causing the map enlarge regional information easy to read, other 
regions are severely compressed and difficult to identify, reducing the map 
legibility. In this paper, we proposed a new pattern called Voronoi Feature 
Selection to solve the problem of information compression, considering map’s 
legibility and equilibrium. The main idea is that we use voronoi adjacency 
relationship model to select features, instead of traditional euclidean distance 
model, use voronoi influence ratio to determine the feature whether or not to 
remain, and remove the small influence features to reduce the loading of 
extrusion area, as well as improve the legibility of map. The comparative 
experiment results show that our methods make the transformed map 
readability and clearness to express, and it has a good feasibility. 

Keywords: variable-scale map, information balance, legibility, voronoi. 

1 Introduction 

Magnifier map is a typical delegate to variable-scale map, whose important objects on 
the map are represented by the larger-scale, while the rest are displayed on a small-
scale, in this “distortion”, readers can focus on the key objects. In form, scale 
regulation is close to a continuous change, has no big jump, so it is better to meet the 
demands of continuity of map reading. In operation, it can get more information but 
avoid the frequent conversion of map zoom in or zoom out. Thus, the magnifier map 
is considered to be a very practical mapping form for years. 

In recent years, the research on variable-scale map is mainly concentrated in 
following three aspects: (a) Projection method: it starts from the perspective of 
mathematical, to transform the flat map into the variable-scale map. Wang et al. [1, 2] 
scientifically summarized this projection method, and proposed an adjustable 

                                                           
* Corresponding author. 
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magnifier projection method aiming at the problem of lack of effective control of 
scale change. This map projection deformation can draw up various map of 
differences scale, Yang et al. [3] designed combination projection method, made 
local-scale everywhere on the map to differ a fixed multiple. (b) Visualization 
method: Harrie [4] demanded for mobile mapping, researched the deformation of 
variable-scale map based on the thought of coordinate transformation. AI et al. [5] 
applied the variable scale method in navigation electronic map, realized the effect of 
“near larger, far smaller”. (c) Self-adaption method: Fairbairn et al. [6, 8] presented a 
linearly reduced-scale method from city center to edge area, and it solved the problem 
of crowded of space target preferable. According to the target number equilibrium, 
Chen et al. [7] devised mobile mapping clip model under voronoi adjacency 
relationship. 

2 Question Describe 

In physics, magnifier has three elements: object, image, focal length. The distance 
from objects to lens is called object distance(u), as well, the distance from image to 
lens is called image distance(v), they have a relationship with focal length: u-1 + v-1 = 
f-1. If put the object in focus, at this time, through the lens, we can see a image which 
the object is magnified, this is the basic theory of magnifier imagery. Because it is not 
a actual convergence point of refraction lights, but their back lines intersected, so it 
can’t received by the physical screen, it’s a virtual image. Thus, projection method is 
used to simulate the process of magnifier imaging. Fig. 1(a) shows the grid lines 
corresponding relations of pojection transform before and after. Regard the x, y axis 
increasing at same time as the enlarged area, and the rest for extrusion area, the 
transformed region can be divided into enlarged and extrusion area, shown as in 
Fig.1(b). Firstly, the projection transformtation process does not take the non-uniform 
distribution of spatial objects into account, and can’t guarantee the integrity and 
outstanding expression of adjacent information, namely the problem of information 
balance. Secondly, the legibility of map has been proposed qualitatively by scholars, 
but still lack effective calculation model to support it. These two are the key and core 
problem of adaptive method [6-8]. In essence, magnifier map is the results for select 
partial targets of flat map and transform. This paper proposed a variable-scale map 
feature select medol based on Voronoi Adjacency relationship. Voronoi diagram is a 
geometry structure of spatial partition, it assumes that a group of growth points 
expand around at same time, until meeting, to form the spatial coverage of every 
growth point [9, 10]. On the basic of Voronoi adjacent relation of the key target, we 
can determine the set of targer selection, and establish a legibility evaluation which 
measured by voronoi influence scope of each target, then we can remove poor 
legibility targets from their selection. 
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Fig. 1. The Projection Transformation for Magnifier Map 

3 Feature Select Model 

3.1 Modeling Process Describe 

The general process of variable-scale map projection transformation can be describe 
as: f (A) →A′, that is, to vary the scale under projection rule f, the target dataset A in 
the planimetric map project turn into A′ in variable-scale plane, f is a mapping 
function among targets in mathematics, show as formula (1): 
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Where, (x0，y0) is focus point of magnifier map, (x，y) is any point of original map; 
(x′，y′) is the point (x，y) after transformed. α reflects the level of scale change and 
control the size of scale. β reflects the form of scale change: center focus can be 
zoomed in if β takes a positive value, while, center focus can be zoomed out if takes a 
negative value. The physical meaning of formula is that using the distance r (from 
point to focus) to adjust the focal length f(r), the larger the distance is, the smaller the 
focal length is, and the smaller the imaging is, on the contrary, imaging is greater. 
Because of the impact of f, a(a∈A) converts to a ′(a′∈A′), lead to a′ product some 
changes in size or shape, thus, we can get a prominent effect on the expression of key 
target. From the result of variable-scale map we can see, the final effect is focus on 
the target-centric information balanced and legibility, hence, our study views the 
maximal change rate of projection area as the key target, for relative to the general 
objects, the key object is closer to the projection center. If the key target is 
represented by amax, it can be calculated as: 

amax = max{ai | area(ai′)/area(ai)，ai∈A，ai′∈A′，f(A)→A′}  (2)

(a)                                    (b)                                         (c)

Fig. 1 

Extrusion 

Enlarged area
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all above is ecumenical process how constant-scale turns into the variable-scale. We 
select part of elements A(A ⊆ M) from the whole dataset M, and transform them to 
A′, after, find the key element. Figure 1 shows the process of modeling, see as in  
Fig. 2. 
 

 
     (a)                  (b)                         (c)                       (d)                  (f) 

Fig. 2. This figure shows the voronoi select process of Magnifier Map. There, (a) is the original 
map, (b) is target object and its voronoi neighbors, (c) adjust focal length, (d) remove non-
legibility objects, (f) is the result objects. 

3.2 Balance Modeling 

Legibility refers that the number of features after the projection ransformation should 
not be too much or too little, and the features are distributed around the key target 
more evenly. Voronoi nerghbors which is defined based on Voroni adjacency has 
been shown to have a uniform distribution characteristic[7, 9, 10]. Legibility 
modeling is that focusing on the target-centric then selecting features among its 
Voronoi neighbours, and making these selection transform to meet the magnifier 
effect. 

Based on Voronoi adjacency relationship, we look for the voronoi neighbors 
collection Avor of target-centric amax. Now, the establishment of Avor is based on the 
full Voronoi adjacency, so the number of features within the expression scope is not 
sure, if use this scope to inverse compute projection scale, the expression of key target 
will be reduced. In order to highlight the amplification of key target, we select 1-order 
neighbours MBR ( Minimum Enclosing Rectangle ) as transformation experimental 
objects, sign as MBR_v. The feature contained by Voronoi polygon which has same 
edge with the amax’s Voronoi polygon, has one Voronoi distance from amax, called 1-
order nature neighbour of amax. All these which have same edge with 1-order 
neighbours are called 2-order nature neighbor of amax, and they have two voronoi 
distance. Thus, the features who have k voronoi distance are called k-order nature 
neighbor of target-centric. Fig. 3 shows the key target and its voronoi k-order 
neighbors. 

Magnifier planes are generally roundness or square, the random distribution of 
map features makes MBR_v not necessarily square, when MBR_v project to 
magnifier, it can not overspread all magnifier plane and leave some space. We utilize 
affine transformation to slove this problem. Affine transformation can maintain the 
basic shape of feature, and does not disorganize the topological relation between 
features. Suppose the size of MBR_v is w×h(w>h), after the affine transformation is 
w×w, the point original coordinate is(X,Y,1), after transformed is (X′,Y′,1), if the side 
of MBR_v on x axle is longer than y axle, so the tranformation formula is: 
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Fig. 3. Key target, Voronoi k-Order Neighbors and Its Initial Expression Scope 
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In contrast, the side on y axle is longer than x axle,its transition matrix is: 
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(4)

Then, project the features to magnifier plane, as shown in figur 4: 

 

 

Fig. 4 Affine Transformation 

To reduce the amout of compulation in the middle, above process can be simplified 
one step, transform a map coordinate system to the device coordinate system directly. 
We can presume the map affine coordinate system is I:[O;e1,e2,e3], and the device 
affine coordinate system is I′:[O;e1′,e2′,e3′], in I and I′, their respective coordinate is 
(X,Y,1)、(x′,y′,1), if the transition matrix is C, and the transformation formula is: 

1-order Voronoi neighbors 

2-order Voronoi neighbors 

1-order initial scope 

2-order initial scope 
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(5)

Easily, we can accquire the coordinate of four vertexs and geometrical center of the 
MBR of magnifier to calculate C. Then,we get the definite formula, project all the 
features in MBR_v to magnifier plane. 

3.3 Legibility Modeling 

After transformation, the magnifier can be divided into enlarged area and extrusion 
area. Expected result is the key target appears in the zoom area and express an 
enlarged effect, and its Voronoi neighbors distribute in the extrusion or a little appears 
zoom area. 1-order Voronoi select model can make the feature extract balance, 
however, the map information after transformation is too poor to disturb the spatial 
analysis for key target. Using k-order Voronoi feaure set for the selection can add 
more informaiton for analysis, nonetheless, features in the extrusion area suddenly 
increase,affect the readability of map. In essence, extrusion area is the change from 
large-scale to small-scale for the map. In the map generalization process, it needs to 
romove or fuse some minor information, to meet small-scale display dimension. 
Therefore, the features in extrusion area should be reclassify, filter some feature 
which has small influence, to improve the legibility of map. 

The map features are mostly discrete distributed, and each feaure has a certain 
influence scope. This influence scope is not only related to the size of feature on map, 
but also related to the distribution of other features around. The Voronoi diagram of 
feature can effectively measure its spatial neighbour relation with other’s, as well the 
influence scope.  

Voronoi diagram has such properties: a) In the context of same density, the 
greater the growth factor is, the bigger the Voronoi region will be. b)In the same 
capacity space, the smaller the density of growth factor is, the bigger the Voronoi 
region will be, conversely, the Voronoi region will decresent when density goes to 
largen. From the properties of Voronoi,we can see, the Voronoi diagram of some 
feature group (such as city business center) is very small, but the spatial information 
they contained have a materialeffect for human, if only consider featuer’s Voronoi 
region as the legibility extraction factor, these features will be removed, so that some 
effect infomation of map will be lost. Therefore, we choose the ratio of the feature 
area into its Voronoi region as the measurement factor of feature’s selection. The 
formula is as follows: 

oi
i i

vi

S
p I

S
= ×    (6)

There, Pi is the selection possibility of feature, Soi is the feature’s area and Svi is the 
Voronoi area, Ii stands for the importance degree (the Voronoi distance from this 
feature to the key target). Note that, for a wide line (such as roads, rivers), let its width 
instead of Soi, while a thin line, let Soi be 1, namely, only make the Voronoi area as the 
judgement factor, the amended formula is: 
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The modeling process describes simply as follows: 

a) Create Voronoi diagram on the magnifier map after balance modeling. 
b) Find the k-order feature of amax and label it, that is, Ii=k. 
c) Layering these features according to their different type (point, line, 

polygon), calculate their possibility value with (6)(7), and calculate the 
average value upon the different levels.(note: amax does not participate in the 
average.) 

d) Traveral every feature on its level, the featuer will be removed to meet both 
of the following conditions: ① Pi<P^; ②Its 1-order feature has not been 
removed. Repeat the operation, until there are no features can be removed. 
Here, Pi is the possbility value of each feature, P^ is the average. 

e) Determine the final features remained on the map, complete the legibility 
adujstment of extrusion area. 

4 Experiment and Conclusions 

4.1 Experimental Result 

we utilized a city map (residential building and street) as the experimental data, in the 
environment of Visual Studio 2008 and C#+ArcEngine 9.3, we accomplished the 
proposed method and related algorithm. Illustrations of the partial experimental result 
are shown in Fig. 5. 

Fig. 5(b) shows the initial variable-scale map transformed through formula, for 
failing to consider the legibility and balance of information display, the distortional 
map is hard to read than the original map, and lose the significance of variable-scale. 
Fig. 5(d) shows the final result for adjusting the legibility using Voronoi feature area 
ratio, comparing with Fig. 5(b), it is obviously to improve the readability. Just 
because the feature’s influence weight was considered with Voronoi adjacency, 
features that have important influence to the key target are remained. 

4.2 Evaluation of Legibility 

The amendment of extrusion area on variable-scale map, in essence, is the 
cartographic generalization from a large-scale to a small-scale. In the process of 
rarefying features, the more effective information transformed, the less information 
loss, so the better the result of map generalization is.  

Entropy is one of the main theories for quantitative measurement of vector maps. 
The maximum entropy theory: when the first n messages occur with equal probability 
(i.e. the Voronoi area of each feature is equal), the information entropy has the 
maximum value. Therefore, for a map with the same number of features, if these  
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5 Conclusions 

The extrusion distortion of variable-scale reduces the legibility of map; using 
reasonable mechanism can change the map loadings, and improve the legibility. In 
this paper, we come up with Voronoi Feature Selection for estimating the deformation 
and compressing of magnifier map, redisplay the features to ameliorate the readability 
of variable-scale map. Voronoi adjacency selection model guarantees the balance of 
information, and facilitate the select of references in spatial analysis. Table 2 is a 
compare for this method with conventional method, the result shows that our method 
are more advantages. In our method, the parameters in scale formula are fixed, but 
Vonoroi adjacency Model is dynamic in nature, how to make the variable-scale 
parameter adapt to Vonoroi adjacency model, this issue should be further researched. 

Table 2. Comparing with Conventional Method 

Compare Item Conventional method Our method 
Modeling Method Euclidean distance Voronoi adjacency 

Feature Select Window Fixed dynamic 
InformationBalance unbalance balance 

InformationInfluence Weight worse better 
Map Legibility worse better 
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Abstract. Dissemination and update of the code image plays an important role 
in application of the Internet of Things (IoT). As a part of the IoT, Wireless 
sensor networks should provide the code dissemination. The commonly used 
method for periodical broadcasting metadata packages to determine whether 
code dissemination is needed consumes excessive energy. So a low energy 
consumption code dissemination protocol is proposed for this issue. That is 
whether code dissemination is necessary can be determined when the sensor 
node is under normal communication. The simulation result shows that the 
proposal in this article has reduced the energy consumption when the network 
needs code dissemination. 

Keywords: Code dissemination, Low energy consumption, Code image, 
Wireless sensor networks, Metadata. 

1 Introduction 

Wireless sensor networks(WSNs) is comprised of a large number of sensing nodes 
with limited energy, communicating capability and hardware resources. The sensing 
nodes are deployed at target areas to monitor、sense and collect information of the 
object. The collected information from sensing node will be transmitted to sink node 
via organization network for user to analyze, process and make a decision. 

In practical application, when versions of sensing nodes within a network are 
different, sensing data format acquired with sensing node of older version will result 
in an error during the data aggregation, and lead the sink node receives inaccurate 
data. This result will affect the user’s analyzing process, sometimes will even result in 
the network be separated into several sub-networks. 

On one hand, with the change of network topology and demands and the 
development of technique, the existing program is found to need modifications, this 
will inevitably modify the applied program carried by the deployed sensor node or to 
add new application program. Being deployed in severe environment with rare signs 
of human habitation or even in hostility controlled area, it is impractical to reclaim 
sensor nodes to load the updated program and re-deploy them. This requires the new 
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code image to be disseminated to carry out unified network online code update. For 
example, sensor nodes can be deployed in nuclear leakage area to carry out the costly 
task to evaluate radiation situation after the nuclear leakage in 2011 Japanese 
earthquake through monitor, but such task is unlikely to be wholly predicted in 
advance, it is impractical to preload necessary software completely before the nodes 
deployed, but a code update of the sensor node can be realized through code 
dissemination.  

On the other hand, product development of WSNs is a progressive process, which 
needs continual code debugging and modifying operation. By using technique of code 
dissemination and code update will be able to reduce the repetition work of the 
researchers and improve the work efficiency. 

2 The Proposed Encryption Algorithm 

The latest version of TinyOS2.1.1[1] published in April, 2010 has self-contained 
Trickle, Deluge code dissemination protocol. In which the Trickle[2] is a kind of 
standard one to multiple code dissemination algorithm in operation status of WSNs. 
In the Trickle algorithm, the sensor node sets a threshold value k (to suppress the 
broadcast redundancy of code metadata), and an update cycleτ  (for the time interval 
of code dissemination). Once a sensor node receives a metadata the same as itself, a 
variable c with initial value is zero will start a plus 1 operation. Within an update 
cycleτ , when c>k, the sensor node suppress itself make no operation, otherwise the 
metadata will be broadcasted once by random selection ( / 2,τ τ ) and set variable c 
with the initial value zero within the consequent time interval τ . It is found that the 
smaller τ  is, the higher energy consumption is needed for code dissemination, while 
the bigger τ  is, the longer time delay is needed. Under normal conditions, a 
relatively biggerτ  is set for network operation status to reduce the network energy 
consumption. But when the metadata discrepancy is found and an update is needed, 
τ  should be reset immediately to a very small value to accelerate the network code 
dissemination speed. 

Deluge[3] extends Trickle and supports more effective code dissemination of big 
data quantity, and divides the updated codes into N pages with pagination technique, 
each page will be divided into a group of data packages with a fixed size. Each page 
will be determined whether an update is necessary according to Age Vector 
encapsulated in metadata to improve parallel transmission capability through pipeline 
technique, data transmitting is realized through 3-handshake (ADV-REQ- DATA) 
mechanism and the whole process is divided into 3 statuses: maintenance status, 
requesting status and transmitting status. Where the maintenance status uses a 
maintenance mechanism similar to Trickle protocol, the requesting status adds a 
pause process when requesting failed, the transmitting status follows page bottom 
priority principle when the data is transmitted.  

IDEP[4] adopts metadata negotiation and message suppress mechanism, packet 
loss detection mechanism, spatial multiplexing mechanism, distance and energy based 
node choosing algorism to reduce redundant message transmission and realizes rapid 
and reliable mirror distribution. 
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The literature[5] proposed a kind of code dissemination model suitable for delay 
tolerant mobile sensor network. During the general running time of network, sink 
node maintains the statistic of contact rates between nodes. By taking advantage of 
the information, it can predict a node sequence of code acquisition before the 
dissemination stage, then the distribution time can be calculated out to ensure that all 
the nodes boot the code at same time. The literature[6] improves the code 
dissemination performance via random linear code and pagination method.  

Within the lifetime of WSNs, the sensor node consumes most energy when 
transmitting and receiving messages. During the network operation phase, a periodic 
broadcast is used in algorithm[2-5], energy consumption will be increased with the 
operation time. As a matter of fact, the energy consumed in metadata broadcast 
dissemination is much more than code dissemination, this results energy consumption 
of metadata broadcast dissemination during operation is as much as tens to hundreds 
times of that of the actual code dissemination. For example, Deluge is a default code 
dissemination protocol of TinyOS2.1.1 system, the advertisement data package is 
broadcasted periodically every 2 minutes during network operation phase, a broadcast 
of 24 hours corresponds with the energy consumption of disseminating 2.5 KB codes. 
During the network operation phase, energy consumption of code dissemination can 
be reduced by increasing broadcast metadata time interval. Yet because of the 
checking delay, this time interval cannot be increased obviously. 

3 Numerical Simulation 

Communication between nodes is always accompanied with plenty of energy 
consumption in the wireless sensor network. To reduce the energy consumption 
caused by determining if a code distribution is needed, the broadcast metadata data 
package items sent for determining a necessity for code distribution should be 
reduced as much as possible. The author proposes a Code Dissemination of Low 
Energy Consumption (LECCD) protocol in view of the network node periodic 
broadcast data package to determine code dissemination issue in the algorithm[2-5]. 
Here is the detailed description of LECCD protocol.  

3.1 Construction of Node Neighbor List 

After deployment of wireless sensor network node, the location information of the 
nodes and the connectivity between nodes are unknown, but can be achieved with 
equipped GPS for each node or orientation algorithm. Because of the price and the 
accuracy of orientation, methods from SEEM algorithm are sometimes applied in 
practice. That is to transmit a “Neighbors Discovery (ND)” broadcast package 
through sink node to carry out flooding broadcast and in this way to obtain the 
neighboring node location information, the obtained ID of the neighbor node is then 
saved in the neighbor list. 

Here is the description in detail: 

1) Sink node sends ND broadcast data package first by broadcast. The data 
package introduces random diffuse mechanism to select the next hop node for every 
ND. The source node ID is included in ND information. 
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2) When the middle node kS  receives the jND  data package transmitted from 

jS , the suffix j denotes the ND data package transmitted from the node j. 

Firstly check if jS  is enlisted in its own neighbor list. If not, then jS  is added 

into the neighbor list and broadcast the ND data package. Otherwise no operation will 
be carried out. 

3) When there is no ND data package to be transmitted in the network or the 
value exceeds the setting time value, the neighbor node ID information is stored in 
each node. 

In the above neighbor list construction, each network node has been included its 
own ID designation into the broadcast data package and included the source node ID 
of the received ND broadcast data package into its own neighbor list. So when the 
network completes the initialization, every node has stored the neighbor node ID 
information in the list. Meanwhile, during the network operation, the neighbor list 
will be cleared when a node reset or update the code. 

3.2 Determine the Code Dissemination Process  

In order to reduce the energy consumption caused by determine code dissemination, 
the status of network node are characterized as operation state, ready state and 
dissemination state, Figure 1 illustrates the node state conversion. Where the 
operation state means action status of node acquisition, transmission, receiving and 
convergence; ready state means status of the node is likely need to perform code 
dissemination, it’s an intermittent status between operation and dissemination states; 
dissemination state means status of the node to run the dissemination protocol to carry 
out code dissemination. The following passages describe the conversion process 
under relevant status. 

When the node is under operation state: 

(1) When node n1 receives data package from node n2, whether n2 is included in 
neighbor list is checked firstly. 

A. If n2 is in the list, n1 receives the data package; 
B. If n2 is not in the list then n1 will enter the ready state. A broadcast data 

package with objective node ID of n2 will be transmitted at the same time. Among 
those, the broadcast data package includes source node metadata, source node ID and 
objective node ID. 

(2) When node n2 receives broadcast data package with an objective node ID of 
n2, metadata version will be compared. If the version of itself is lower, then a 
broadcast data package will be transmitted to a destination address of NULL. 

(3) When node n3 receives a broadcast data package with an objective address of 
NULL or none n3, it will compare with the metadata in the received data package. 

A. When the two have the same version, the received broadcast data package will 
be discarded; 

B. When the metadata version of its own is lower, a requesting code dissemination 
broadcast data package will be transmitted and enters a dissemination state; 
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C. When the metadata version of its own is found higher than the one received, it 
means the source node needs an update, so a broadcast data package will be 
transmitted continuously with a destination address as null till the suppress condition 
is satisfied, which means k number of the same version metadata broadcast package 
have been received. Thus the metadata versions of n1 and n2 are assured to be the 
same and with a lower version, both nodes need update can also be detected.  

 

Operation state

Ready state Dissemination state

Broadcast data package 
enters dissemination 

state received

Code update 
completed

Broadcast data package 
of new node received

Broadcast data 
package enters 
dissemination
state received

The same 
broadcast package 
received or failed 
to receive within a 

specified time

 

Fig. 1. State conversion of network nodes 

(4) A request code dissemination broadcast data package is received at any node 
and enters dissemination state. 

When a node is in a ready state: 
Suppose node n1 receives the data package transmitted from n2, while n2 is not 

included in the neighbor list of n1 and enters ready state. 
(1) Node n1 transmits broadcast data package at a frequency of stipulated time T 

with a destination node ID of n2. When the suppress condition is satisfied or there is 
no broadcast data package transmitted from node n2 is received, it will return to 
operation state and discard the data package received.  

(2) Node n1 receives the broadcast data package transmitted from node n2, if the 
two have the same metadata, n2 will be added into the neighbor list and return to 
operation state, accepts the data package from n2. Otherwise a request of code 
dissemination broadcast data package will be transmitted and enters dissemination 
state.  

(3) Any code receives a request of code dissemination broadcast data package will 
enter dissemination state. 

When a node is in the state of dissemination: 
Any existing dissemination protocol can be used in dissemination state. This 

proposed code dissemination protocol design philosophy is orthogonal with the 
existing dissemination protocols at present and any kind of them can be used to 
perform code dissemination. 

LECCD protocol no longer needs a node broadcast metadata periodically but 
change the node status to realize reducing the quantity of broadcast metadata data 
package transmitted to determine the need of code dissemination, the communication 
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quantity between nodes are reduced and thus a low energy consumption code 
dissemination target is achieved. 

4 Experiment Result and Analysis 

We performed simulation experiment with TinyOS2.1.1 with a self-contained 
simulating platform TOSSIM. 100 nodes were taken during the experiment and GRID 
structure was adopted in topological structure, the nodes were distributed in a square 
of 10×10, gaps between the nodes were the same. 5 feet and 10 feet gap between 
nodes were taken with a transmitting radius of 50 feet each. 

4.1 Energy Consumption Compare 

The broadcast data package quantity transmitted with Deluge protocol and LECCD 
protocol within a network operation cycle. In Fig. 2, when the network is in operation, 
the quantity of broadcast data package transmitted with Deluge protocol from nodes 
in the network shows a linear increase with time; when LECCD protocol is used, the 
quantity of broadcast data package transmitted from network nodes remained 
unchanged when reaching a certain value. This is because the broadcast data package 
will be transmitted at update cycle for metadata comparing in Deluge protocol, to 
determine if a code dissemination is needed till the suppress condition is satisfied. 
LECCD protocol uses a neighbor list of every node. When the network initialization 
completed and starts a normal operation state, only new nodes are added into the 
network or the network nodes are restarted will cause relevant nodes in the network to 
transmit broadcast data package for a metadata check, in order to determine if a code 
dissemination is needed. In other cases, a neighbor list stores the neighbor node IDs 
whose data packages have been received, the periodic transmission of broadcast data 
package is no longer needed, the energy consumption caused by determine the 
necessity of code dissemination is reduced. 

When the node gap is 10 feet, both Deluge protocol and LECCD protocol have 
more quantity of broadcast data package than the node gap of 5 feet. This is because 
the smaller the node gap is, the easier the suppress conditions can be satisfied. 

4.2 Code Dissemination Time Compare 

Suppose the gap between nodes is 10 feet, load new code to the network topological 
structure at the top-left node and measure the time for the whole network completing 
the code dissemination,10 measurements have been taken for compare, Fig. 3 shows 
the result. 

In Fig. 3, the time difference for completing the whole network node code 
dissemination between using LECCD protocol and Deluge protocol is very small, this 
difference is almost negligible. So when a network needs to proceed code 
dissemination, LECCD protocol can none the less ensure its real-time property with 
little energy consuming. 
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5 Result analysis summary
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Fig. 2. The number of broadcast data package within different time 
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Fig. 3. Code dissemination time 

5 Result Analysis Summary 

Code dissemination is an important issue of wireless transducer network. The LECCD 
protocol proposed in this article take full advantage of network node neighbor list in 
node communication, which will not create excessive affects to the network 
performance, realizes node version difference check during normal communication. 
Compare with present dissemination protocol such as Trickle, Deluge, where the node 
version difference are detected via transmitting and receiving broadcast metadata 
package periodically, LECCD protocol reduces the periodic broadcast data package 
and thus reduces the energy consuming greatly. Compare with the existing relevant 
work, the complexity of the proposed LECCD protocol is lower, the design 
philosophy is orthogonal with the existing dissemination protocol, which can be used 
in any of them to carry out code dissemination, and can also be applied to the limited  
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character of the wireless sensor network resource. According to the simulating result, 
the proposed method has superior performance to other methods in energy 
consumption. 

The future study will be majored on the following two aspects:  (1) take into 
account of the new nodes included in the network and nodes exit situation, (2) to 
improve the model proposed under more complicated network environment. 
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Abstract. In order to understand the dynamic changes of vibration radiation 
noise of high-speed train’s passenger compartment luggage rack, the dynamic 
spectrum is used for analysis and research. Dynamic spectrum is a 
three-dimensional spectrum which is build on the time - frequency analysis, the 
research results show that the dynamic spectrum can fully reflect the time 
varying characteristic, spectral structure and dynamic range of luggage rack 
vibration radiation noise, and it is sensitive to the changes of train operation 
status, operation speed and track condition, thus this method can be extended to 
noise measurement and analysis of the passenger compartment, at the same time, 
it has important application value on the monitoring of train operation status and 
comfort level evaluation of passenger compartment noise. 

Keywords: luggage rack vibration radiation noise, dynamic spectrum, condition 
monitoring, noise comfort level. 

1 Introduction 

Luggage rack vibration radiation noise is structure-borne noise, which belongs to 
radiation noise generated by luggage rack resonance when the train running at high 
speed and it has significant impact on the overall noise of passenger compartment. 

Noise analysis methods are of two main kinds: time domain analysis method and 
frequency domain analysis method, time domain analysis method is used for assess 
noise level, which reflects the intensity of noise; frequency domain analysis method is 
used to reflect the spectrum structure of noise, namely frequency components. For 
stationary random noise, it is able to evaluate noise characteristics through the two 
methods above mentioned. When the train speed is low, the vibration radiation noise is 
generally weakly stationary, conventional noise analysis method is feasible, but when 
the train running in high speed or disturb by external environment, the vibration 
radiation noise is typical non-stationary random noise, especially in the tunnel. At 
present, the commonly used method for non-stationary random noise is time - frequency 
analysis, such as short time Fourier transform and wavelet analysis, etc [1]. In this paper, 
dynamic spectrum method which is based on short time Fourier transform is put forward 
                                                           
* The work is supported by Natural Science Supported Planning of China (2009BAG12A01). 
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to analysis luggage rack vibration radiation noise, it is simple, has clear physical 
meaning and strong intuitive sense, and application convenience, which was used to 
analyze friction noise effectively[2], this paper employs it to vibration radiation noise of 
high-speed train’s passenger compartment luggage rack and receives good effect. 

2 Dynamic Spectrum 

At present, dynamic spectrum is mainly used in speech signal processing, known as the 
spectrogram [3], namely the language spectrum analysis. Actually dynamic spectrum is 
a three-dimensional frequency spectrum, the vertical axis is time and the abscissa is the 
frequency. Spectrum amplitude is expressed by chromaticity level of the image, that is to 
say, the size of spectrum diagram amplitude presents though color depth, this paper uses 
white to indicate the maximum noise decibel value and minimum noise value is black, 
other noise values change from black to white (chroma changes). In the language 
spectrum analysis, various features of the spectrogram have clear physical meaning. In 
fact, the dynamic spectrum has long been applied in the random signal analysis, such as: 
the time spectrum, vehicle speed, traffic spectrum, waterfalls maps, etc [4]. Only in 
these dynamic spectrums, the spectrum amplitude is described by curve, for a certain 
time-varying narrowband random signal appear more regularity "mountains" like peak 
in the time spectrum, its magnitude and direction have a clear physical meaning. The 
passenger compartment luggage rack vibration radiation noise is a special 
non-stationary random noise, the particular order statistical parameters is basically a 
periodic function of time at resonance, in modern signal processing, such signals is 
called as cyclostationary signals [5]. Trains running at high speed or in tunnel, the 
luggage rack vibration radiation noise generally exhibit non-stationary characteristics, in 
the normal road condition exhibit weakly stationary features, for the feature this paper 
considers that use chroma described dynamic spectrum to analyze have significant 
superiority. 

3 Luggage Rack Vibration Radiation Noise Dynamic Spectrum 
Acquirement 

Dynamic spectrum is a digital image, in the passenger compartment noise measurement, 
the microphone output signal is an analog signal, after amplification, conditioning and  
A / D convert to digital signal, sampling frequency fs of A / D convert and data length N 
is selected in accordance with the sampling theory and the spectral resolution, that is, the 
sampling theory: 

ms ff 2≥
 (1)

Spectral resolution:                            
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fm is the highest frequency component of the signal, Δf is spectral resolution, T is the 
total sampling time. Train passenger compartment noise frequency analysis range is 
between 31.5Hz and 8000Hz [6][7], in order to get a better analysis results, according to 
theory (1), fs = 30kHz, continuous sampling and storage, refer to the ISO3381 standard, 
short time Fourier transform sequence width of the window is one second, namely 
30000 data, assuming that one second time noise is stable or weakly stable, discrete 
short time Fourier transform is 
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In which, Xi(k) is the noise digital spectrum, x(m) is noise sequence, w(m) is the 
window sequence, in actual application, i value is of finite length. Rectangular window 
function has great impact on spectral leakage, so we use Hanning window 
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The short time Fourier transform Equation (3) describes is easy to obtain though FFT 
fast algorithm according to window length. 

After the noise digital spectrum obtained, chromaticity of the spectrum according to 
image quantization theory, commonly adopt uniform quantization [8], chroma level 
selected between 0 and 255, then get chrominance images from the chroma level using 
the RGB function. Analysis time is 10 seconds (evaluation time), the noise spectrum 
chromaticity diagram matrix as follows: 
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In virtual instrument programming language, such as LabWindow/CVI, has the function 
of composed of two-dimensional matrix and displayed as two-dimensional chromaticity 
diagram from a set of one-dimensional array [9], and the plot is very convenient. The 
graphics in this article are all produced by CVI controls. Figure 1 shows the noise dynamic 
spectrum near passenger compartment luggage rack when the train running at the speed of 
300km/h in the normal state, the noise contains the compartment average noise and 
luggage rack vibration radiated noise. We can clearly see the time variability of the noise, 
from the statistical parameters analysis point of view, this is a weakly stationary random 
noise and it is the typical noise dynamic spectrum the luggage rack around. 



Dynamic Spectrum Analysis of High-Speed Train Passenger Compartment  47 

 

 

Fig. 1. Noise dynamic spectrum near luggage rack when running at 300km/h 

4 Luggage Rack Vibration Radiation Noise Dynamic Spectrum 
Analyze 

Because of the dynamic spectrum combined time domain analysis and frequency 
domain analysis organically, so dynamic spectrum owns rich noise time - frequency 
characteristics, figure 1 is the dynamic spectrum, although containing the passenger 
compartment average noise, this paper uses sound intensity measurement technique 
[10], the measuring point is close to the luggage rack, the main impact factor is the 
luggage rack vibration radiation noise which has the following characteristics: 

4.1 Luggage Rack Noise Is Non-stationary Random Noise 

Along timeline of figure 1, the composition and magnitude of the spectrum is changing 
which shows this is a non-stationary random noise, there are several characteristics of 
this time-varying: 

In the frequency range (160-800Hz) is basically stationary, spectrum amplitude is 
almost constant within 10 seconds; 

Low frequency (below 160Hz) and high frequency (above 800Hz) is time-varying, 
but the amplitude is small; 

The most sensitive band is 630-5000 Hz for vibration changes. 

4.2 Energy Distribution of the Luggage Rack Noise 

Along frequency axis of figure 1, we can see that the spectrum mainly in the 
150Hz-400Hz which constitute the main body of the noise energy; the amplitude is 
small below 100Hz and above 500Hz, which have little effect on the whole condition, 
therefore, luggage rack noise reduction measures should focus on the main energy band. 

4.3 Luggage Rack Resonance Noise 

The noise near luggage rack is around 70dBA (including the passenger compartment 
average noise) in normal condition, but when the resonance of luggage rack, the luggage 
rack noise could reach 80dBA or higher. Figure 2 is a typical radiated noise dynamic 
spectrum of luggage rack resonance, the main part especially the 600Hz-200Hz, the 
chroma level significantly increases, reflecting the noise level magnitude and the middle 
to high frequency components increase, and appear periodic fluctuations, which 
resulting in the passenger compartment average noise level increase and the comfort 
level of the passenger compartment noise decrease. 
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Periodic fluctuations frequency is low, from the relationship of sound and vibration 
point of view, this is luggage rack vibration frequency range, in normal condition, the 
modes are not excited, but once excited, which would produce resonance radiation 
noise, and the noise level increases rapidly, so inhibition of the luggage rack resonance 
is an important measure of the passenger compartment noise reduction. 

 

Fig. 2. Noise dynamic spectrum near luggage rack when luggage rack resonance running at 
300km/h 

5 Luggage Rack Dynamic Spectrum Sensibility for Speed and 
Railway Condition 

Luggage rack dynamic spectrum is sensitive to train speed and changes of line condition 
(mainly refers to the tunnel), chroma value (median or mean value) and deviation or 
standard deviation can be used as monitoring parameters and noise comfort evaluation 
impact indicators, in which the standard deviation is preference, this method can be 
extended to the passenger compartment noise measurement and analysis. 

5.1 Noise Dynamic Spectrum at Various Speed 

Figure 3 is noise dynamic spectrum that the measuring point is near luggage rack at the 
speed of 350km/h, the volatility of spectrum structure is similar to 350km/h, but the 
spectrum amplitude (chromaticity level) is significantly increase, especially in the 
160Hz-200Hz band, A sound level is generally above 70dBA, indicating that with the 
increase of the speed, luggage rack vibration intensify. 

 

Fig. 3. Noise dynamic spectrum near luggage rack when running at 350km/h 
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5.2 Noise Dynamic Spectrum When Running in the Tunnel 

Figure 4 is noise dynamic spectrum of the measurement point near luggage rack at 
330km/h from the tunnel to the open line, the first 6 seconds running in the tunnel, the 
follow 4 seconds running in the open line, the boundaries are very clear, so it is very 
favorable for the operating state monitoring. It can be seen that the noise dynamic 
spectrum has the following characteristics when the train running in the tunnel: 

The amplitude was significantly increased up to more than 80dBA; 
The main energy band extended to 160Hz-1000Hz; 
The amplitude significantly increased compared with open line below 100Hz and 

above 500Hz; 
Cyclical fluctuations basically eliminated. 
 

 

Fig. 4. Noise dynamic spectrum near luggage rack when running in the tunnel at 300km/h 

6 Conclusions 

Through the analysis of dynamic spectrum of luggage rack vibration radiation noise, we 
get the following conclusions: 

Dynamic spectrum can clearly reflect the time-varying characteristics of the 
passenger compartment noise, both understand the time domain changes and reflect 
changes in the frequency domain, has the advantages of time-frequency analysis; 

The method is simple which do not need to make complex calculations. Chroma level 
is used to describe the noise changes in different frequency, intuitive sense strong and 
convenient. 

Chroma level (amplitude) in the dynamic spectrum is very sensitive to changes of the 
luggage rack vibration state, therefore use some of the parameters of the dynamic 
spectrum, such as standard deviation is feasible to the luggage rack vibration state 
monitoring. 

The method can be generalized to the entire passenger compartment noise and 
exterior noise measurement and analysis, and used to train operation state monitoring 
and comfortable evaluation of passenger compartment noise. 
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Abstract. While there has been much attention paid to the applications of 
Modeling and Simulation (M&S) for safety critical system testbed lately, little 
has been done to address related technology areas that enable M&S to be more 
easily constructed.Model Composabilty is the ability to compose component 
across a variety of application domains. This contribution discusses basic 
researches for a port-based object (PBO) approach to integrated M&S of 
testbed. We give the formal description of PBO with the safety property and 
describe the method of composable design based on PBO, and then illustrate 
this approach by a simple example . 

Keywords: Modeling and Simulation, Safety critical system, Testbed, Port. 

1 Introduction 

Safety critical systems are complex systems, that if major failures can render adverse 
consequences for health, safety, property, and the environment[1]. Tests for safety 
critical systems require considerable effort and skill and consume large of cost. Due 
to the growing complexity of such systems it has to be expected that their trustworthy 
test will become unmanageable in the future if only conventional techniques. For 
these reasons a simulation testbed is increasingly recognized as an effective approach 
to testing such system. Tested enables a process to be operated with simulation 
environment.  

Development of testbed for safety critical system is an important and emerging 
area of system or software testing research. The complexity of these systems leads to 
requirements for new techniques. Simulation prototypes need to model the behavior 
of the equivalent physical prototype adequately accurately, otherwise, the predicted 
behavior does not match the actual behavior resulting in poor design decisions. 
However, not always are the most detailed and accurate simulation models also the 
most appropriate; sometimes it is more important to evaluate many different 
alternatives quickly with only coarse, high-level models. At this stage, the accuracy of 
the simulation result depends more on the accuracy of the parameter values than on 
the model equations; simple equations that describe the high-level behavior of the 
system are then most appropriate. Equally important to accuracy is the requirement 
that simulation models be easy to create. Creating high-fidelity simulation models is a 
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complex activity that can be quite time-consuming[2].This article introduces a multi-
level composable modeling and simulation (M&S) method based on port object. This 
method has the ability to generate system-level simulations automatically by simply 
organizing the system components. Although [3] and [4] have discussed the port-
based approach to integrated  M&S of physical systems and their controllers, they 
consider the CAD system more without the property of safety, real-time and was not 
suitable to build the safety critical systems testbed. We further the evolution towards a 
seamless integration of simulation for safety critical system testbed with the idea of a 
port object. 

2 Safety Critical System Testbed 

Many safety critical systems are tested by putting them into their designated working 
environment and seeing whether they perform according to expectation. Given the 
importance and complexity of modern digital control systems, including a lot of code 
per project and distributed over several controller boards with multiple  processors  
each  and  real-time  communication  between  them,  the  traditional  approach  
is  no  longer  adequate. One of the most powerful, but also most demanding, tests 
for safety critical systems is to connect the inputs and outputs of the control system  
under  test  to  a  real-time  simulation of  the target process[8]. this test method is 
often called simulation testing and this environment where the real system tested 
working called testbed. A testbed is generally composed of four parts: simulation 
system, interface, controller and support service system including display, record, 
plotting and analysis. The safety critical system testbed diagram is depicted in Figure 
1. The testbed has the potential to provide significant reductions in the cost and time 
than a physical mock-up. However, creating high fidelity simulations for complex 
safety critical system can be quite a challenging because of the fowling reasons: 

(1) Cost. Although the use of physical prototypes for testing or verification is a 
very clstly, creating simulations including seamless connection with the real 
interface also costs a pretty penny. 

(2) Real-Time. One of the attribute of safety critical system is real-time 
constraints. Tasks in hard real-time systems must be scheduled to ensure 
that these timing constraints are met. The testbed in correspondence with 
the such system uder test  must ensure to be scheduled ,that is difficult. 

(3) Development Time. Increasingly complex applications of testbed gives the 
significant pressure to reduce development time. 

(4) Safety & Reliability. Safety and reliability in safety critical systems are 
very important, the failure of such fuctions can cause damage or injury.The 
testbed must satisfy test condition for safety attribute.  

Therefore,we propose a composable M&S framework based on the concepts of port-
based object. 
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Fig. 1. Testbed Diagram for Safety Critical System 

3 Composable Modeling and Simulation 

Composability is the capability to select and assemble components of a model or 
simulation in various combinations to satisfy specific user requirements meaningfully. 
It has sometimes been seen as the elusive holy grail of M&S[5]. The science of 
composable M&S is substantial and growing. Some relevant theory and technology 
are increasingly proposed or applied. For example, understanding languages and 
notations—e.g., unified modeling language(UML) and discrete-event system 
specification(DEVS), expressing models—e.g.,agent-based  and  object-oriented  
methods. There are a few of advantages of composability that the safety critical 
system testbed need[6,7]: 

(1) Reduce costs and allow us to do things once , don’t need all the many 
models that now exist. 

(2) Allow us to combine models from different disciplines into integrated 
system-level models. 

(3) Allow models of sub-systems to evolve throughout the design process. 

We can creat the testbed like the diagram depicted in Figure 2. 
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Fig. 2. Conceptual Example of Composability 

4 Port-Based Object 

4.1 Formal Definitions 

The concept of a port is generated by the fact that submodels in a model have to 
interact with each other by definition and accordingly need some form of conceptual 
interface. Port-based modeling aims at providing insight, not only in the behavior of 
systems,but also in the behavior of the environment of that system[3].Ports form the 
basis of our framework, they are the part of the interfaces for component 
objects,component interactions,and behavioral models. There is a new abstraction 
called port-based objects(PBO) [9], that combines the object-based design with port 
automaton design. A PBO is not only defined as an object, but also has various ports 
for real-time communication. Each PBO is a real-time task that communicates only 
through its ports. A PBO gets data through its input ports, shares its results with other 
PBOs with its output ports, and the constraints constants are used to keep specific 
hardware or applications within bounds. This interface is depicted in Figure 3. 

 

Fig. 3. A PBO Module 

Here are the formal definition of the PBO. A 0( , , , , , )PBO S I O C S= →  consists 

of a set of states S , a set of input ports I , a set of output ports O , a set of 

constraints constants C , a transition relation S 2 SN→⊆ × ×  and a set of initial 

states 0S S⊆ .We write transitions as nq p⎯⎯→ with ,q p S∈  and 
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n N⊆ .The interpretation is that there is data flow at the ports N and no data flow at 

the rest of the ports \N n . 

4.2 PBO Design 

Data transmitted over the ports can be any type in a PBO, it can be raw data such as 
input from an A/D or D/A converter, user operated data or processed data. Constraints 
constants are important for the safety critital system testbed, they are the key to 
connect seamlessly with the real system. We could come up with to illustrate the 
detail design.Trains need to run in the tracks, the track needs communication with the 
train control system. We creat a track PBO instance shown in table 1. 

Table 1. A Track PBO Instance 

PBO name Description Input Output Constraints State 

Tracki Track circuit 
code sender 

Iport1: 
coding data(m1) 

 25ms HU,U,
UU,U
US,U2
,U2S,
LU,L,
L2,L3, 
L4,L5 

Iport1: 
Synchronous 

data(m2) 

Oport1: 
state data(m3) 

Iport2: 
the state of PBO 
Tracki-1(m4) 

Oport2: 
current state(m5) 

 
The upgrade relations of track circuit code is the following order: 

HU→UU→UUS→U→U2→U2S→LU→L→L2→L3→L4→L5.The state L5 is the 
highest, that means the train in this track can run to the highest spped.If the tracki get 
the state LU from the tracki-1, it will update the own state to L higher a level than 
LU,then send the current state to tracki+1.The communication sequences of PBO 
tracki shown in Figure 4. 

 

Fig. 4. Communication Sequences of PBO Tracki 
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5 Port-Based Composable Modeling and Simulation 

5.1 Component Represent 

The basis of composition is the components which is the key for composable 
modeling and simulation. We use the PBO to represent the components and give the 
definition as two-tuples: 

CM  (PBO,C)=  
with a set of PBO, and the conditions for the composition C. we now use conditions 
to define given context of a component. The composition conditions can be Orderly 
sequence of a PBO, they define the environment for PBO that reside in the 
environment. Create a context in the activation process of the PBO, the PBO is 
configured to require certain services such synchronization, transactions, real-time 
activation, safety and so on. Multiple PBOs can be retained within a context.  

5.2 Composable Design 

To provide better support for composable design of testbed, we build blocks, PBO 
componet, within our composable design and simulation environment. We divided the 
design process into three layers shown in in Figure 5. First layer is presentation 
layer,we represent our componet grammars using XML, an XML DTD is a 
representation of attribute grammar.We can replace the componet in this layer.The 
Second is PBO modeling Layer, PBO can set up the dynamic modle of componet. 
The last one is simulation layer , PBOs are combined in the context and designed.  

 

 

Fig. 5. A Three-layer Composable Model and Simualtion 
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5.3 Application 

In order to facilitate fast and efficient train traffic across borders in our country, a 
unified standard of Chinese Train Control System(CTCS) is proposed. Some of the 
safety critical system of CTCS are under development in several companies. In order 
to test those system, it is necessary to build the laboratory simulation environment. 
We take the testbed for Train Control Center(TCC) which is one sub-system of CTCS 
for example to illustrate the port-based composable modeling and simulation.  

TCC is a classic safety critical system, it should control of code of the track 
circuit based on the information of the train route and the section of track state.TCC 
needs obtain states information of the track circuit every 250ms. We should build the 
simulation of track circuit as a part of the testbed. For the dynamic nature of track 
circuit,we use the PBO composable method. We creat different track circuit test 
scenarios through the different PBO configuration. The detail design has been 
described in section 3.2 and 4.2. The general process is depicted in Figure 6. 

 

Test scenario-1
(XML-1)

PBO Library

Track2

Track3

Track4

...
Tracki

Test scenario-2
(XML-2)

TCC

Track1

 

Fig. 6. PBO testbed for TCC 

6 Conclusion 

The presented PBO composable modeling and simulation for safety critical system 
testbed offers an integrated system approach to many of the requirements of 
simulations. The scope of this paper did not allow for the discussion of the current 
state of technology, but that technology is sufficiently advancedto allow for pursuit of 
some of the issues as recommended.This paper has shown how modern PBO 
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composable method can help to make proper design of testbed and to create more 
insight in the simulation. An example demonstrated that one of the major 
achievements is that this approach enables to easily change PBO components 
acording to the changed requirements, then creats some different integrated test 
systems. The discussion of how best to pursue this research should begin now. 
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Abstract. In this paper, a risk assessment method of radio block center (RBC) 
for train control based on fuzzy multi-criteria decision-making theory is 
proposed. By a thorough study of the system risk assessment problem of RBC 
including Fault Mode and Effects Analysis (FMEA) in fuzzy uncertain 
environment, in the proposed method, 4 indices including occurrence 
possibility, severity, detectability and maintainability are chosen for risk 
assessment and then fuzzificated by triangular fuzzy number, their weights are 
calibrated respectively to show their relative importance by information entropy 
weight method; and the final risk assessment result is acquired by sorting the 
fault mode employing the fuzzy multi-criteria decision-making theory. An 
application case is studied in this paper to verify the effectiveness and 
feasibility of the proposed method, and the assessment process and result 
indicates its convenience for application and its suitableness for popularization. 

Keywords: radio block center, fuzzy multi-criteria decision-making, uncertain 
environment, risk assessment, entropy weight. 

1 Introduction 

Radio Block Center (RBC) is the key equipment of Chinese Train Control System level 
3 (CTCS-3) for train operation and has significant influence on train safety. The central 
processing system of RBC connects numerous external equipments (including OBU, 
computer based interlocking (CBI) equipment, temporary speed restriction server 
(TSRS), centralized traffic control (CTC) and centralized signal measuring (CSM) 
system, etc.) and makes them work coordinately [1-3], so its safety quality can be 
affected by various factors. The system failures of RBC could not be specified or 
identified between each other, because in some cases the same reason may cause 
different kind of failures and it is also possible that different reason can cause the same 
kind of failure to happen. Therefore, there are many uncertainties and fuzziness in the 
risk assessment process. At present, some related research has been done on risk 
assessment and its countermeasure for safety[4-7]. Aims at dealing with the flaws that 
discussed in the literature review above, in this paper, a novel risk assessment method is 
proposed based on fuzzy multi-criteria decision-making theory. 
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2 Fault Mode and Effects Analysis (FMEA) of RBC 

Table 1. FMEA of RBC system (MA: memory administration; CEM: common equipment 
module; SMA: Shared memory architecture; UEM: universal energy management; O: 
occurrence possibility; S: severity; D: detectability; M: maintainability) 

No. Fault modes 
Fault 

phenomenon
Fault reason 

Fault 
effects 

Solving Methods O S D M 

1 
Hardware fault 

and system 
resources error 

MA or CEM 
generating 

error 

CPU or memory 
error 

Train 
overspeed 
or overrun

Introducing 2 
out of 3 or 2 out 

of 2×2 safety 
platform in 

2 5 4 2 

2 Basic data error 
Railroad line 

data error 

Railroad line 
data source error 

or data 
generating error

Train 
overspeed 
or overrun

Testing data 
strictly 

according to the 
safety process 

1 4 4 2 

3 
Intra-system 

communication 
error 

SMA, CEM 
and UEM 

sending delay

Intra-system 
communication 

link or 
equipment 

failure 

Train 
overspeed 
or overrun

Introducing 
universal 

computing 
security or 

fail-safe security 
platform in 

2 4 3 3 

4 
Inter-system 

communication 
error 

Receiving 
information 
of external 
equipment 

error 

Communication 
Channel 

interference or 
external attack 

Train 
overspeed 
or overrun

Strictly 
according to the 

security 
communication 

protocol 

2 3 3 4 

5 
Inter-system 

communication 
failure 

The status of 
TSR and 

railway track 
approaching 

status 
changed 

External 
communication 

channel failure or 
equipment 

connection error

Train 
overspeed 
or overrun

Adding 
redundant 

communication 
channel or set 
operating rules 

3 3 2 4 

 
Fault Mode and Effects Analysis (FMEA) is a reliability analysis technique which 

comes from practice [8]. Based on the research result of paper [4], combined with a 
large amount of data including operating history, maintenance history, equipment fault 
history, and accident analysis history of urban metro system, intercity rail transit, 
maglev lines which serves as research basis, according to the expert experience and 
research summary, FMEA analysis has been done in this paper only considering the 
structure and function of RBS system, and the results is shown in Table 1. It should be 
pointed out that the risks caused by equipment failure like OBU or CBI are not been 
considered in this paper. 

In order to enhance the credibility and reliability of the assessment result, the value 
of indices for FMEA is divided into 5 levels and is shown in number 1, 2, 3, 4 and 5, the 
value for each index in Table 1 is set according to the expert experience. 
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3 Fuzzy Multi-criteria Based Risk Assessment 

3.1 Fuzzification of the Assessment Indices 

In order to reduce the effects from the uncertain factors in indices choosing, triangular 
fuzzy number is used to fuzzificate the 4 indices according to their characteristics. The 

triangular fuzzy number can be defined as [9]: if in real number field, a fuzzy set A  is 
a triangular fuzzy number, then its subordinate function can be written as:  

0,

,
( )

,

0,

A

x a

x a
a x m

m ax
b x

m x b
b m

x b

μ

<
 − ≤ <
 −=  − ≤ <
 −
 ≥

  (1)

 

 

Fig. 1. Triangular fuzzy number Fig. 2. The subordinate function for each level 

As shown in Fig. 1, the subordinate function is determined by a, b and m, which can 
be denoted by (a, b, m). According to the expression of subordinate function and the 
characteristics of 4 indices chosen for risk assessment, the subordinate function of the 
triangular fuzzy number which is used to fuzzificate each level for risk assessment of 
the 4 indices is shown in Fig. 2. It can be seen from the figure that the subordinate 
function for each level are as follows: level 1 - (0, 0.15, 0.3); level 2 - (0.3, 0.4, 0.5); 
level 3 - (0.4, 0.6, 0.8); level 4 - (0.7, 0.85, 1.0); level 5 - (0.9, 1.0, 1.0). 

3.2 Process of Risk Assessment 

Fuzzy multi-criteria decision-making theory [10-11] is formed by setting fuzzy ideal 
solution and fuzzy ill-ideal solution as reference datum. Provided that there are m fault 
modes, n assessment indices, and there are p experts in relevant fields when making the 
assessment, the assessment value can be expressed as matrix X, where Xij represents 
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the value of jth assessment index of the ith fault mode. The assessment steps can be 
deduced as follows: 

1) Calibrate the weights of each assessment indices 
In information theory, the concept of information entropy depicts the disorder of a 

system, it reflects the uncertainty of a certain system, the formula for calculating 
information entropy [12] is shown as follows: 

1

( ) ln
m

j ij ij
i

H p k p p
=

= −  , where 0ln0=0, 
1

/
m

ij ij ij
i

p x x
=

=  , k=1/lnm 

The weights of each assessment indices wj can be calculated by formula: 

1

(1 ( )) / (1 ( ))
n

j j j
i

w H p H p
=

= − − , j=1, 2, …, n (2)

2) Normalize fuzzy indices value matrix 

The xij discussed here is triangular fuzzy number, 


max max max

1ij ij ij
ij

ij ij ij

a b c
x

a b c

 
= ∧  
 

， ，  (3)

3) Build fuzzy weighted normalization matrix 

 
ij j ijr w x=  (4)

4) Find fuzzy ideal solution 
 +
V  and fuzzy ill-ideal solution 

 -
V  

   +

1 2( , ,..., )nV V V V= , where   { }1 2(max ), (min ) 1,...,j ij ijii
V r j J r j J i m= ∈ ∈ =   (5.1)

   -

1 2( , ,..., )nV v v v= , where   { }1 2(min ), (max ) 1,...,j ij iji i
V r j J r j J i m= ∈ ∈ =   (5.2)

In equation (5.1) and (5.2), J1 is indicator for benefits, J2 is indicator for costs. 

5) Calculate the Hamming Distance between 

ijLr

 and 


jLV
, 

ijRr

 and 


jRV
, 

ijLr

 

and 


jLv
, 

ijRr

 and 


jRv
 

 
 

 ( )

( , ) ( ) ( )
ij j

ij j

ij j r V
S r V

d r V x x dxμ μ
∪

= −    (6.1)

 
 

 ( )

( , ) ( ) ( )
ij j

ij j

ij j r v
S r v

d r v x x dxμ μ
∪

= −    (6.2)
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6) Calculate the Hamming Distance between the assessment object and the fuzzy 

ideal solution or fuzzy ill-ideal solution 

   
1

2 2

1

( [ ( , ) ( , )] )
n

i ijL jL ijR jR
j

d d r V d r V+

=

= +    (7.1)

   
1

2 2

1

( [ ( , ) ( , )] )
n

i ijL jL ijR jR
j

d d r v d r v−

=

= +    (7.2)

7) Specify the relative proximity 

/( )i i i id d d d− + −= + , 1,2,...,i n=   (8)

According to the value of relative proximity, the risk priority of fault modes can be 

acquired. 

4 Case Study 

In the assessment system discussed in this paper, the assessment result can be strongly 
affected by the weight of each assessment index, different weights of the indices would 
cause different assessment results. In this part, using the FMEA results of RBC system 
discussed above as data reference, a risk assessment of the fault modes in a certain 
example has been done by employing the assessment method in this paper based on 
fuzzy multi-criteria decision-making theory which calibrate the weights of indices by 
information entropy weight method. 

1) From the FMEA result shown in Table 1, an assessment matrix X can be formed 
by 4 risk assessment indices of 5 fault modes, which can be normalized as matrix D. 

2 5 4 2

1 4 4 2

2 4 4 3

2 3 3 4

3 3 2 4

X

 
 
 
 =
 
 
  

, 

0.2 0.263 0.250 0.133

0.1 0.211 0.250 0.133

0.2 0.211 0.188 0.200

0.2 0.158 0.188 0.267

0.3 0.158 0.125 0.267

D

 
 
 
 =
 
 
  

  

2) The weight of each assessment index can be calculated by formula (2), the results 

are shown in Table 2. 

Table 2. The information entropies and weights of assessment indices 

 
Occurrence 
Possibility  

Severity 
Detectabi

lity 
Maintainabili

ty 
Hj 0.967 0.807 0.982 0.752 

wj 0.033 0.392 0.037 0.504 
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3) According to formula (3), fuzzificate all the elements in assessment matrix X 

based on the subordinate function of all the assessment level shown in Fig. 2, and 

normalize the acquired fuzzy indices matrix. 



(0.38,0.67,1) (0.9,1,1) (0.7,1,1) (0.3,0.47,0.71)

(0,0.25,0.75) (0.7,0.85,1) (0.7,1,1) (0.3,0.47,0.71)

(0.38,0.67,1) (0.7,0.85,1) (0.4,0.71,1) (0.4,0.71,1)

(0.38,0.67,1) (0.4,0.6,0.89) (0.4,0.71,1) (0.7,0.85,1)

(0.

X =

5,1,1) (0.4,0.6,0.89) (0.4,0.47,0.71) (0.7,0.85,1)

 
 
 
 
 
 
  

  

4) According to formula (4), weight all the fuzzy indices in matrix X , thus a fuzzy 

weighted assessment matrix R  can be acquired. 



(0.013,0.022,0.033) (0.353,0.392,0.392) (0.026,0.037,0.037) (0.151,0.237,0.358)

(0.000,0.008,0.025) (0.274,0.333,0.392) (0.026,0.037,0.037) (0.151,0.237,0.358)

(0.013,0.022,0.033) (0.274,0.333,0.392) (0.015,0R = .026,0.037) (0.202,0.358,0.504)

(0.013,0.022,0.033) (0.157,0.235,0.349) (0.015,0.026,0.037) (0.353,0.429,0.504)

(0.017,0.033,0.033) (0.157,0.235,0.349) (0.015,0.017,0.026) (0.353,0.429,0.504)

 
 
 
 
 
 
    

5) According to formula (5.1) and (5.2), the fuzzy ideal solution and the fuzzy 

ill-ideal solution can be calculated. 

 [ ](0.017,0.033,0.033) (0.353,0.392,0.392) (0.026,0.037,0.037) (0.353,0.429,0.504)V
+

=
 [ ](0.000,0.008,0.025) (0.157,0.235,0.349) (0.015,0.017,0.026) (0.151,0.237,0.358)V

−
=  

6) According to formula (6.1) and (6.2), the Hamming Distance between ijLr  and 


jLV , ijRr  and jRV , ijLr  and jLv , ijRr  and jRv  can be calculated. 

7) Based on step 6), the Hamming Distance between the assessment object and the 
fuzzy ideal solution, the Hamming Distance between the assessment object and the 
fuzzy ill-ideal solution can be calculated according to formula (7.1) and (7.2) 
respectively: 

1d +

=0.366, 2d +

=0.38, 3d +

=0.209, 4d +

=0.277, 5d +

=0.279, 

1d −

=0.28, 2d −

=0.367, 3d −

=0.285, 4d −

=0.367, 5d −

=0.367. 

8) the relative proximity can be calculated according to formula (8): 
d1=0.433, d2=0.491, d3=0.577, d4=0.567, d5=0.568. 

9) It can be seen from the relative proximity results that the risk priority of the 5 

fault modes is: d3 > d5 > d4 > d2 > d1. 

5 Conclusion 

1) By a thorough study of the system risk assessment problem of RBC including Fault 
Mode and Effects Analysis (FMEA) in fuzzy uncertain environment, 4 indices 
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including occurrence possibility, severity, detectability and maintainability are chosen 
in this paper to depict the risk assessment. These 4 indices are research objects for risk 
assessment of RBC. The fuzzification of the 4 indices by triangular fuzzy number has 
eliminated the effects of the uncertain factors to certain extent; while the weight 
calibration for the 4 indices by information entropy weight method has effectively 
solved the low accuracy problem caused by treating each index in the same way. 

2) RBC has longer authorized distances for wireless communication and more 
complex methods for information exchanging, moreover, the value determination of 
assessment indices has strong fuzziness, so fuzzy mathematic analysis is an effective 
way to do the risk analysis of RBC, and worth to be popularized.  

3) Further study for the risk assessment of RBC system, such as changing fuzzy 
uncertainty into fuzzy randomness or fuzzy roughness, or considering the necessary 
condition of equipment maintenance, etc., these are the future work which require great 
effort to solve. 
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Abstract. This study is a productivity review on the literature gleaned from science 
citation index expanded (SCI-EXPANED) database on web of science, concerning 
learning research in knowledge transfer. The result indicates that the number of 
literature productions on this topic mainly distributes in recent years, reaching 
climax of 5 in 2010 and then followed by 2008. The main research development 
country is USA accounting for 27%. And from the analysis of institutions, HONG 
KONG UNIV SCI TECHNOL and UNIV OTTAWA rank parallel top one. As for 
source title, management science is in the first place. The related research can be 
classified into three branches, including effects of learning, approaches to 
knowledge transfer and modeling of knowledge transfer. 

Keywords: knowledge transfer, network, computer science, management, 
expert system. 

1 Introduction 

Learning and the acquisition of new knowledge are preconditions for learning, 
continuous improvement and when new tasks have to be carried out. High learning 
rates of employees can translate into lower costs and quality improvements, both 
highly relevant in competitive manufacturing environments. Although learning in an 
organization is stimulated by a number of factors, task understanding and skill 
development are the main components for learning a new task and improving task 
performance. While both are regarded as being relevant for learning a new task, for an 
in-depth analysis the components have to be disaggregated into their underlying 
mechanisms. 

The main objective of this paper is to analyze learning research in knowledge 
transfer on Science Citation Index Expanded (SCI-E) database from web of science. 
As a result the related work in this area can be thoroughly explored. The rest of this 
article is organized as follows: Section 2 surveys the related research in this topic. 
Section 3 briefly introduces research focuses of them. Last, we conclude our article 
in Section 4. 

2 Analyze Result of Learning Research in Knowledge Transfer 

Knowledge transfer has long occupied a prominent, if not always explicit, place in 
research on strategic management and corporate expansion. Deploying and extending 
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productive knowledge to new facilities is inherent in corporate growth. The speed and 
effectiveness of that process can determine ability of one firm to penetrate new 
markets, preempt and respond to rivals, and adapt to market changes. In sum, existing 
research from various perspectives underscores the importance of knowledge 
implementation and transfer to firm growth and performance. 

According to Science Citation Index Expanded and Social Sciences Citation Index 
Database in web of science, only 22 records were found in related discipline when 
“knowledge transfer” and “learning” as a combined search title.  

2.1 Country/Territory Analyze 

According to country/territory, analyze results can be shown as table 1. USA accounts 
for 27%, ranking in the top one, following that is GERMANY accounting for 22%.  

Table 1. Analyze Results of Country/Territory 

Country/Territory Record Count % of 22 
USA 6 27.273% 
GERMANY 5 22.727% 
CANADA 3 13.636% 
FRANCE 3 13.636% 
PEOPLES R.CHINA 3 13.636% 
ENGLAND 2 9.091% 

2.2 Publication Year 

Almost all the papers were published mainly in last ten years. As shown in table 2, 
there are 5 papers in publication year 2010, reaching climax. And accordingly 
citations in year 2010 reach more than 50, ranking top one as well.  

Table 2. Analyze Results of Publication Year 

Publication Year Record Count % of 22 
2010 5 22.727% 
2008 3 13.636% 
2000 2 9.091% 
2003 2 9.091% 
2009 2 9.091% 
2011 2 9.091% 
2012 2 9.091% 

2.3 Institutions 

As far as institutions are concerned, as shown in table 3, HONG KONG UNIV SCI 
TECHNOL and U UNIV OTTAWA rank parallel top one, accounting for 9% 
respectively. 



 Learning Research in Knowledge Transfer 69 

 

Table 3. Analyze Results of Institutions 

Institutions Record Count % of 22 
HONG KONG UNIV SCI TECHNOL 2 9.091% 
UNIV OTTAWA 2 9.091% 

2.4 Source Title 

There are three main sources, one is management science, and the other two is lecture 
notes in artificial intelligence and implementation science respectively. They are 
sources for one third of all papers, as shown in Table 4.  

Table 4. Analyze Results of Source title 

Source Titles Record Count % of 22 
MANAGEMENT SCIENCE 3 13.636% 
LECTURE NOTES IN ARTIFICAL 
INTELLIGENCE 

2 9.091% 

IMPLEMENTATION SCIENCE 2 9.091% 

3 Focuses of Learning Research in Knowledge Transfer 

3.1 Effects of Learning 

Knowledge Stickiness. Increased outsourcing yields less vertically-integrated firms, 
suppliers have to rely on different buyers and interdisciplinary teams for acquired and 
utilized knowledge to improve performance. However, knowledge transfer from 
buyers to suppliers is not always successful.  

Accordingly, Li Chia-Ying (2012) assesses perception of suppliers regarding how 
specific knowledge transfer stickiness influences their manufacturing capabilities 
based on the perspectives of the contextual aspects of learning capability and social 
embeddedness [1]. The results showed the influence of knowledge stickiness on 
manufacturing capability would be enhanced by the moderating variables of social 
embeddedness and learning capability. This study is expected to provide valuable 
information to both academics and practitioners in terms of designing appropriate 
integrative mechanisms for supplier performance improvement.  

Ranking Problem. Learning to rank employs machine learning techniques to 
automatically obtain the ranking model using a labeled training dataset. Much 
contribution has been made in developing advanced rank learning approaches. 
Motivated by the labeled data shortage in real world learning to rank applications, a 
challenging problem is addressed Chen Depin et al (2010) [7]. Starting from a heuristic 
method introduced in previous work, the knowledge transfer for learning to rank at 
feature level and instance level was theoretically studied with two promising methods 
proposed, respectively. In future work, the cross domain learning to rank problem was 
planned to further study under the scenario where the source and target domain data 
originally have different feature sets.  
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Implementation Performance. Although scholars from various disciplines recognize 
the potential impact of knowledge transfer, deployment, and implementation on 
organizational success and viability little attention has been devoted to how such 
effects manifest in the time it takes to make new facilities viable. This gap is filled by 
analyzing how competitive, firm, and technology characteristics combine to affect the 
time it takes firms to get their facilities fully operational [8].  

Prior Activities. Daghfous A (2004) provides more insight into the value and 
workings of firm knowledge and organizational learning by producing empirical 
evidence on the relationships between these activities and their benefits [10]. This 
study developed reliable and valid measures related to knowledge, learning activities, 
and especially learning benefits. Although the nature of this study is exploratory, the 
results obtained provide valuable prescriptions for more successful technology 
transfer projects.  

3.2 Approaches to Knowledge Transfer 

Reusing Structured Knowledge. The outcomes of Letmathe Peter et al (2012) have 
shown that the transfer of explicit knowledge in combination with autonomous 
learning and self-observation or with autonomous learning, self observation and 
additional outcome feedback is most beneficial with respect to manufacturing 
performance in terms of quality and assembly time when a new task is introduced [2]. 
This analysis has focused on a well-structured and semi-complex manufacturing task 
and revealed the benefits of self-observation in combination with explicit knowledge 
transfer. Research could prove whether these results also hold in a more complex 
setting. 

Transfer Learning. Transfer learning aims at solving exactly these types of 
problems, by learning in one task domain and applying the knowledge to another. An 
overview by Yang Qiang et al (2011) is given on three research works that transferred 
progressively more sophisticated structured knowledge from a source domain to a 
target domain to facilitate learning [3]. The conclusion is that structured knowledge 
transfer can be useful in a wide range of tasks ranging from data and model level 
transfer to procedural knowledge transfer, and that optimization method can be 
applied to extract and transfer deep structural knowledge between a variety of source 
and target problems. How to identify good source domains and to come up with a 
good quantitative measure of similarity between different domains at declarative and 
procedural levels of learning is the future research direction.   

Advice Using. Reinforcement learning is a continual learning process in which an 
agent navigates through an environment trying to earn rewards [5]. A novel technique 
is presented of extracting knowledge gained on one task and automatically 
transferring it to a related task to improve learning [9]. Key idea is that the models 
learned in an old task as a source of advice for a new task can be viewed. In future 
work, the sensitivity of algorithm to errors and omissions in mapping advice should 
be evaluated.  
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3.3 Models of Knowledge Transfer 

Structural Knowledge Transfer. An essential quality of a cognitive being is its 
ability to learn, that is, to gain new knowledge or skills as well as to improve existing 
knowledge or skills based on experience. The role of abstraction principles for 
knowledge transfer in agent control learning tasks is investigated by Bajoria Rekha et 
al (2011) [4]. The use of so-called structure space aspectualizable knowledge 
representations that explicate structural properties of the state space is proposed and a 
posteriori structure space aspectualization (APSST) as a method to extract generally 
sensible behavior from a learned policy was presented. This new policy can be used 
for knowledge transfer to support learning new tasks in different environments.  

Bridging Domains. Traditional supervised learning approaches for text classification 
require sufficient labeled instances in a problem domain in order to train a high 
quality model. However, it is not always easy or feasible to obtain new labeled data in 
a domain of interest. The lack of labeled data problem can seriously hurt classification 
performance in many real world applications. To solve this problem, transfer learning 
techniques, in particular domain adaptation techniques in transfer learning are 
introduced by capturing the shared knowledge from some related domains where 
labeled data are available, and use the knowledge to improve the performance of data 
mining tasks in a target domain. A novel transfer learning approach, called BIG 
(Bridging Information Gap) is designed by Xiang Evan Wei et al (2010) to effectively 
extract useful knowledge in a worldwide knowledge base [6]. Research work is 
planned to continue in the future by pursuing several avenues. 

Learning by Hiring. To investigate the conditions under which learning-by-hiring is 
more likely, Song J et al (2003) study the patenting activities of engineers who moved 
from United States (U.S.) firms to non-U.S. firms [11]. The results support the idea that 
domestic mobility and international mobility are similarly conducive to learning-by-
hiring.  

Learning Negotiation Skills. Review of the learning and training literature revealed 
four common methods for training people to be more effective negotiators: didactic 
learning, learning via information revelation, analogical learning, and observational 
learning. Each of these methods is tested experimentally in an experiential context 
and found that observational learning and analogical learning led to negotiated 
outcomes that were more favorable for both parties, compared to a baseline condition 
of learning through experience alone [12]. Interestingly, negotiators in the observation 
group showed the largest increase in performance, but the least ability to articulate the 
learning principles that helped them improve, suggesting that they had acquired tacit 
knowledge that they were unable to articulate. 

4 Conclusions 

Knowledge-based competition has magnified the importance of learning alliances as a 
fast and effective mechanism of capability development. The early literature on 
strategic alliances focused primarily on alliance structuring and outcomes. Starting in 
the late 1980s, more research attention has been directed to the processes of learning 
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and knowledge transfer, especially in the context of technology transfer, R&D 
collaboration, and strategic alliances. This growing attention, fueled by the global 
race for a sustainable competitive advantage through superior dynamic capabilities, 
has produced significant conceptual work and anecdotal evidence, but relatively few 
empirical studies. 
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Abstract. A post-filtering technique for enhancing acoustic echo cancelation 
(AEC) system is proposed in this paper, the proposed filter takes in the output 
of the conventional AEC system and estimates the percentage of the residual 
error, with respect to the reference signal. This percentage of residual error is 
terms as “leakage” and is used in adjusting adaptation step size and calculating 
the post-filter gain. The proposed technique improves the convergence speed 
and performance of the conventional AEC systems and is simple to 
implementation. 

Keywords: Post-filtering, AEC, DTD, FFT. 

1 Introduction 

Over the past years, hands-free communication has found increasing applications in 
areas such as videoconferencing systems and mobile phones. The acoustic coupling 
between the loudspeaker and the microphone at the near end will cause the far end 
speech to be transmitted back to the far end and form the acoustic echo. This will 
severely deteriorate the quality of communication. The cornerstone of a normal 
acoustic echo cancellation (AEC) system is the adaptive filter. Approaches combining 
echo cancellation and noise reduction have been proposed to achieve sufficient 
quality of the transmitted speech [1]. The realization of such a combined system is, 
however, difficult. The difficulties in cancelling acoustic echo are caused by high 
computational complexity and some influences such as background noise, near-end 
speech, and variations of the acoustic environment which disturb the adaptation of the 
echo canceller. In practice, especially in mobile hands-free applications where all 
these factors play a significant role, the residual echo remains at the output of an 
adaptive filter because of the constraint of finite filter length and background  
noise [2]. 

A perfect post-filtering technique should not alter the formant information and 
should attenuate null information in the speech spectrum in order to achieve noise 
reduction and hence produce better speech quality. The use of post-filters can 
significantly improve the performance of the echo canceller by suppressing the 
residual echo. Park et al. proposed a residual-echo cancellation scheme based on  
the autoregressive (AR) analysis [3] and [4]. Myllyla proposed a method to suppress 
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the residual echo by estimating the power spectral density of the echo [5]. However, 
these post-filters require much computational complexity for the step-by-step process 
on fullband signals. There are also several post-filters proposed for the frequency-
domain AEC (FAEC) algorithms [6] and [7]. In order to suppress the ambient noise as 
well, some post-filters combined the residual-echo suppression with the noise 
reduction were discussed [8] and [9]. Furthermore, psychoacoustic schemes [10] and 
comfort noise fill [11] were also adopted in FAEC’s post-filters to improve the 
comfortability of the results. 

It commonly happens in practice that as long as an adaptive filter is not perfectly 
adapted, the error signal always contains some information about the echo that is 
supposed to be canceled. The amount of echo is often referred to as “residual”. 
Moreover, the residual decreases when the filter weights misadjustment decreases (or 
as the filter converges). Therefore, a time-varying step size and gain control 
mechanism should be developed as supplement to further attenuate the residual. The 
main function of this proposed mechanism lies in the two aspects. 

1) Attenuate the residual caused by the misadjustment of the adaptive filter. 
2) Control the step size of the commonly used normalized least mean squares 

(NLMS) algorithm. 
The paper is organized as follows: In Section 1, the conventional post-filter 

structure is addressed briefly. In Section 2, an improved post-filter combined with 
background noise suppression is proposed for AEC system. In Section 4, some 
simulation results and discussions are given. The conclusion of this paper is drawn in 
Section 5. 

2 An Acoustic Echo Canceller with Post Filter 

The system performs acoustic residual echo cancellation with post filter. Fig.1 shows 
the scheme including the conventional double talk detector (DTD) based on 
normalized cross-correlation between far-end talker signal and microphone input 
signal, adaptive echo cancellation filter, and NR post filter. 
 

 
Fig. 1. The structure of an acoustic echo canceller with post filter 
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Referring to Fig.1, the adaptive echo cancellation filter creates a replica )(ˆ kd  of 

echo signal d(k). If this replica is identical with the original echo, the echo can be 
removed by simple subtraction from the near-end signal y(k): 

y(k) = s(k) + n(k) + d(k) (1)

Here, s(k) is the near-end talker signal and n(k) is ambient noise. The output of 

acoustic echo canceller or the error signal e(k) is used to adjust the coefficients )(ˆ kW  

of the adaptive filter so that the coefficients converge to a close representation of the 
echo path W(k): 

e(k) = s(k) + n(k) + d(k) - )(ˆ kd = s(k) + n(k) + r(k) (2)

where r(k) = d(k) - )(ˆ kd  indicates residual echo. 

In the experiments, we set the order of an adaptive FIR filter 256 and adopt 
normalized least mean square (NLMS) algorithm. The coefficients of the NLMS 

adaptive filter )(ˆ kW  are updated according to 

)()(
ˆ
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2
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110 −=   is a N×1 coefficient vector, X(k) = [x(k), 

x(k-1), …, x(k-N+1)]T is a N×1 excitation vector, 2ˆ Xσ is an estimated input power, μ is 

a constant controlling the convergence and γ is a stabilization factor. 
In practice, residual echo remains at the output of an echo canceller due to an error 

of the adaptive filter. Therefore noise reduction technique has been used for reducing 
the residual echo as well as ambient noise [12] and [13]. However, the post filters 
only based on noise reduction algorithms rarely reduce the residual echo, since the 
dominant characteristic of residual echo is also speech. Although the power of the 
residual echo is small, a voice activity detector (VAD) used in NR may fall into an 
error in determining residual echo as transmitting speech, which results in 
transmission of the residual echo to a far-end talker. 

3 Enhancing Acoustic Echo Cancelation System with Post 
Filter 

The system performs acoustic residual echo cancellation with post filter. Fig.2 shows 
the diagram of a conventional AEC system with the proposed post-filter block 
included. All the signals are processed within the frequency domain so the blocks of 
Fast Fourier Transform (FFT) and IFFT are omitted. X(k, l), Y(k, l), V(k, l), D(k, l) 
are the reference signal, output of the acoustic system (local room), noise signal and 

the microphone signal, respectively. ),( lkH  and ),(ˆ lkH  are the actual impulse 

response of the local room and the approximated one (weights of the adaptive filter). 
In all the above variables, k is the frequency index and lis the frame index. 
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Fig. 2. Block diagram of a frequency domain AEC system with proposed post-filter. Frame 
index l, frequency index k 

The first variable that the proposed post-filter calculates is the optimum step size 
that is used in LMS adaptive algorithm, given by 
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where ( )lkr ,2σ  and ( )lke ,2σ  are the energy of residual and filter output, 

respectively. The values of ( )lkr ,2σ  and ( )lke ,2σ  are estimated by using the 

introduction of the “leakage” ( )lk,η  factor which is defined as the ratio of the 

residual energy over the output of the adaptive filter. The estimated values of ( )lkr ,2σ  

and ( )lke ,2σ  are thus given by 
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Combining the above two equations, the optimum step size is given by 
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Moreover, the estimated leakage factor ( )lk,η̂  can be obtained by 
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where ( )lβ  is a smoothing factor and is given by 
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The quantities ( )lkP
Y

,ˆ  and ( )lkP
E

,ˆ   are also estimated by 
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where α is also a constant smoothing factor. The second variable that the proposed 
post-filter calculates is the gain ( )lkG ,  for further attenuating the residual, given by 

),(),( ˆ lkelkG rη−=  (14)

where γ is a predefined constant for controlling the attenuation level of the post-filter. 
The final output signal ( )lkE ,  is thus given by 

( ) ),(ˆ),(, lkElkGlkE =  (15)

Therefore, the operations that are carried out within the proposed post-filter block are 
summarized as follows. 

1) Get input signals ( )lkY ,ˆ  and ( )lkE ,ˆ  

2) Calculate ( )lkP
Y

,ˆ  and ( )lkP
E

,ˆ  using (12) and (13). 

3) Calculate ( )lkR
YE

,ˆˆ  and ( )lkR
YY

,ˆˆ  using (10) and (9). 

4) Calculate leakage factor ( )lk,η̂  using (8). 

5) Calculate optimum step size ( )lkout ,μ̂  using (7). 

6) Calculate filter gain ( )lkG ,  using (14). 

7) Calculate fitter output ( )lkE ,  using (15). 

The flowchart of the operations for the post-filter is depicted in Fig.4. It should be 
noted that this only shows the processing of frequency bin k. All the other frequency 
bins should be processed in the same way as shown in Fig.2 and Fig.4. In practice, the 
microphone signal d(n), reference signal x(n) should be first converted into frequency 
domain by using FFT and the error signal E(k, l) is then converted back into time 
domain by using IFFT. This is shown in Fig.3. 



78 Y. Wang 

 

 

Fig. 3. Block diagram of converting time domain signals into frequency domin 

 

Fig. 4. Block diagram of the proposed post-filter 

4 Simulation Experimental Results 

The AEC system in the following simulations uses the structure based on blocks of 
Fast Fourier Transform. The length of the prototype low-pass filter is 160. The 
sampling rate of the signal is set to be 8KHz. Since it is the post-filter we are 
investigating, we assume the double-talk detector to be ideal. This is easily achieved 
in simulations because the near-end speech can be added to the input separately. The 
normalized least mean square (NLMS) algorithm is implemented in the given 
structure, with the stepsize 0.3. To generate strong residual echo, the filter length in 
the band is limited at 20 taps, which can only provide a rough echo path model. We 
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compared the performance of the proposed system with that of the conventional AEC 
system, these results are represented in Fig.5 and Fig.6 show the waveforms of the 
related signals. 
 

 
Fig. 5. Waveforms of the related signals in the conventional AEC system 

 
Fig. 6. Waveforms of the related signals in the proposed AEC system with post-filtering 

Based on the results above, we can see that the proposed AEC system is the proper 
choice for reducing background noise and residual echo. 

5 Conclusion 

In this paper, we proposed a novel post-filtering for AEC systems. The post-filtering 
takes in the output of the conventional AEC system and estimates the percentage of 
the residual error, with respect to the reference signal. Compared with the 
conventional AEC system, the proposed post-filtering can effectively attenuate the 
residual echo and the background noise, while keeping the speech distortion and 
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musical noise at a low level. The simulation results show that the post-filtering 
achieve superior performance both in the speech quality and the robustness and are 
particularly effective when noise reduction is imperative. And the proposed post 
filters improve the convergence speed and performance of the conventional AEC 
systems and is simple to implementation. 
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Abstract. Packet loss may lead to serious degradation of video quality in 
network communication. Sometimes a router must drop quite a lot of packets to 
alleviate the congestion. This paper designs multiple dropping schemes for 
H.264 videos, considering varying packet loss rates. We perform packet 
dropping experiments for three video sequences. Experiment results show that 
both the packet type and the packet distribution have an impact on the video 
quality. Given higher packet loss rates, dropping a few B frames in a GOP 
results in less quality degradation than dropping packets randomly from all the 
B frames. 

Keywords: Objective Evaluation, Packet Dropping, Packet Loss Rate, PSNR, 
VQM. 

1 Introduction 

The video transmission is the main traffic sources in current networks. When sending 
compressed video across communication networks, packet losses may occur due to 
the congestion. Thus the decoder could not receive all the encoded video data because 
of the losses, video quality will degrade more or less. Actually many factors can 
affect the decoded video quality at the receiver, including channel loss characteristics, 
video encoder configurations, and error concealment methods of video decoders, etc. 

Considerable research has been done to explore how packet losses impact video 
quality. Traditional approaches of queue management assume that all packet losses 
affect quality equally and the traffic is not differentiated, so each packet is treated 
identically. But as for video resources, the impact on perceptual quality of each packet 
or frame may be quite different. S. Kanumuri and T.-L. Lin modeled packet loss 
visibility for MEPG-2 and H.264 videos based on subjective experiments [1, 2, 3, 4]. 
Using these kinds of models, the router can drop the least visible packets or frames to 
achieve the required bit reduction rates. The relation between PSNR and perceptual 
quality scores is considered in [5]. This work found that packet losses are visible 
when the PSNR drop is greater than a threshold, and the distance between dropped 
packets is crucial to perceptual quality. The above work considered the perceptual 
quality of a decoded video subjected to a single transmission loss (which can cause 
the loss of multiple consecutive frames).  
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In [6], the issue of temporal degradations in transmission of digital video is 
addressed. A psychophysical experiment is conducted to study the impact of jerkiness 
and jitter on perceived video quality. A methodology of subjective evaluation was 
proposed in [7], which assess the perceptual influence of frame freezes and blockiness 
in full length movies. Through the subjective experiments they found that usually 
frame freezes are less noticeable than blockiness. Our prior work [8, 9] focused on 
visual quality of video degraded by both packet losses and compression artifacts. We 
developed a network-based model for predicting the objective VQM quality scores so 
that video packet importance can be obtained. We validated this model by performing 
packet dropping experiments for multiple combinations of video streams at different 
bit rates. 

Now we are interested in another question: if a router must drop multiple packets 
and when packet loss rate (PLR) is high (for example: 10% to 30%), which packets or 
frames should be dropped to obtain better quality of video at the decoder side? In 
other words, with a packet loss visibility model mentioned above, we can probably 
conclude that a certain packet is less important than another in a GOP due to varying 
contents, and a packet from I or P frame is more important than that from B frame. 
But when a hundred B packets need to be dropped, which packets should we select? 
We randomly drop the packets from all B frames in the GOP or just drop one or two 
whole B frames in that GOP? Also when dropping whole frames, should we select the 
continuous ones or just randomly pick some of them? This paper gives a detailed 
experiment implementation for varying packet-dropping methods. By objective 
evaluation algorithms PSNR and VQM [10, 11], we examine the different influences 
on video quality of each dropping method for H.264 videos. 

This paper is organized as follows. In Section 2, objective quality evaluation 
methods PSNR and VQM are introduced. Section 3 describes the video sequences for 
the experiment and codec configurations, followed by the design of the packet dropping 
experiments. Section 4 presents simulation results at various target packet dropping rates.  
Section 5 concludes the paper. 

2 Methods of Objective Quality Evaluation 

As we all know, subjective assessment methods attempt to evaluate the perceived 
quality by asking viewers to score the quality of a series of test scenes, which have 
been a fundamental and reliable method to characterize video quality. However, the 
implementation of subjective evaluation is expensive and time-consuming, which 
brings a lot of attention to the research on objective evaluation metrics. Peak Signal-
to-Noise Ratio (PSNR) is widely used as a video quality metric or performance 
indicator. Typical values for the PSNR of lossy videos are between 20 and 50dB, 
where higher is better. For video transmission in a network, video quality at the 
receiver can be highly affected by packet losses. VQM is a standardized full-reference 
(FR) method of objectively measuring video quality. It has been adopted by the ANSI 
as a U.S. national standard and as international ITU Recommendations for closely 
predicting the subjective quality ratings. The General Model has objective parameters 



 Packet Dropping Schemes and Quality Evaluation 83 

 

for measuring the perceptual effects of a wide range of impairments such as blurring, 
block distortion, jerky/unnatural motion, noise (in both the luminance and 
chrominance channels), and error blocks. The values of VQM are usually in the range 
[0, 1], where 0 corresponds to best quality, and 1 is the worst quality. VQM may 
occasionally exceed one for video scenes that are extremely distorted [10].  

3 Sequences Coding and Packet Dropping Schemes 

3.1 Sequences Selection and Codec Configurations 

We used three original video sequences: news, foreman and coastguard which present 
fixed shot and camera motion. Each sequence is of 300 frames and encoded at 600 
kbps, which we assume there is no compression artifacts for the videos. As shown in 
Table1, the videos are compressed by the H.264 JM9.3 encoder in CIF resolution 
(352 by 288). The GOP structure is (IDR)BBPBBPBB⁄ with 15 frames per GOP. 
The first frame of each GOP is an IDR frame which prevents a packet loss in the 
previous GOP from propagating errors into the current GOP. Rather than using a 
fixed quantization parameter, we use the default rate control of the JM9.3 encoder. 
The values of the quantization parameter can vary from frame to frame. One packet 
consists of one horizontal row of macroblocks (MBs), so there are 18 packets in one 
frame (288/16). 

Table 1. Video coding configurations 

 Parameters 

Spatial resolution 352*288 

Bit rate 600kbps 
Duration (frames) 300 

Compression H.264 JM 
GOP length IDR BBP/15 
Frame rate 30 

Rate control on 

 
The lossy videos after packet dropping are decoded by FFMPEG [12], which uses 

the default error concealment algorithm. There are two kinds of algorithms 
corresponding to two different packet loss patterns: packet losses and frame losses. 
The error concealment for packet loss is as follows: for the MBs which are estimated 
to be intra coded, FFMPEG takes a weighted average of the uncorrupted neighboring 
blocks for error concealment, and for inter coded MBs, it performs bi-directional 
motion estimation to conceal the MBs. On the other hand, FFMPEG conceals whole 
frame losses using temporal frame interpolation. A lost B frame is concealed by 
temporal interpolation between the pixels of the previous and the future frames [11]. 
Once the packet dropping is performed for each GOP, the FFMPEG decoding and 
error concealment are run. 
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3.2 Packet Dropping Schemes  

We would like to see the influences on video quality of different frame types and 
different packet dropping methods. We design three high PLRs: 10%, 20%, and 30%. 
For each sequence, we drop packets within one GOP to obtain the three given PLRs. 
We do this for each GOP so that the impact on quality degradation of video content 
can be explored. 

3.2.1   The Influence of Frame Types 
Usually, the packet losses from I and P frames will lead to more subjective quality 
degradation than those from B frames because of the error propagation. We’d like to 
validate this phenomenon through objective evaluation. Given a lower PLR (5%), 
dropping packets from I, P and B frames separately within a GOP. We use a lower 
PLR because there is only one I frame in a GOP, the rate of packets from I frame is 
no more than 1/15. For each case, we randomly select the packets from that type of 
frame. For example, there is only one I frame in a GOP, so we randomly drop the 
packets from this frame until the PLR is obtained. But for B frame, there are 10 B 
frames in that GOP, thus we can select the packets from all the 10 B frames 
randomly. 

3.2.2 The Influence of Dropping Methods for B Frames 
Given the three PLRs (10%, 20% and 30%) we drop packets only from B frames, 
there are three dropping methods: 

a) Scatter 
We average the total number of packets need to be dropped by the number of B 
frames in a GOP, then for each B frame, the packets number is randomly generated. 
We denote this method as ‘scatter’. 

b) Focus-random 
We calculate the total number of packets for each PLR, then drop all the packets 
within one B frame. If the packets in the frame are not enough for the PLR, packets 
from a second B frame are selected. Here the frame number of each B frame is 
randomly generated in a GOP. We denote this method as ‘focus-random’ 

c) Focus-tail 
As the second method above, we drop whole B frames. Differently, the last B frame 
of the GOP is firstly selected, and then the second B from the last, the rest can be 
done similarly until the PLR is met. We denote this method as ‘focus-tail’. 

4 Experiment Results and Discussion 

There are 20 GOPs for each sequence, and packet dropping experiment is performed 
for GOP2 to GOP20. Based on the decoded videos and original videos, we can get a 
PSNR value and a VQM score for each GOP. Also we can average the quality scores 
over all GOPs for each sequence. 
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4.1 The Influences of Frame Types 

When PLR is 5%，the quality scores of  three sequence are obtained. Figure 1 gives 
the three PSNR values versus GOP number for video news. Figure 2 gives the three 
VQM scores versus GOP number. Both present the quality scores for packet dropping 
from I, P and B frames. We can see the PSNR values for B are much larger than those 
for P and I frames, while the VQM scores for B are clearly smaller than those for P 
and I frames. That means given a certain PLR, packet dropping from I frame results in 
much more seriously quality degradation than from P frames and B frames, as one 
would expect. Similar results can be obtained from the videos foreman and 
coastguard. Table 2 gives the average quality scores over all GOPs for all sequences. 

 

 

Fig. 1. PSNR values versus GOP number for video news 

 

 

Fig. 2. VQM scores versus GOP number for video news 
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Table 2. Average quality scores over all GOPs 

 PSNR VQM 

Frame type I P B I P B 

news 21.12 29.07 37.58 0.7439 0.3077 0.1498 

foreman 21.29 26.03 33.19 0.8016 0.4187 0.2207 

coastguard 19.33 25.20 30.45 0.8900 0.4627 0.3050 

4.2 The Influences of Dropping Methods for B Frames 

As discussed in section 3, for each of the three high PLRs, we adopt three methods to 
drop packets or frames. Figure 3 and 4 give the PSNR and VQM scores versus GOP 
number for the video news when PLR is 10%. It is evident that for some GOPs there 
are big differences of PSNR scores between ‘scatter’ dropping method and the other 
two for GOP7 and GOP17, same situation are the VQM scores in. It is because there 
are two scene changes in the background. As we concluded in former studies, larger 
motion or more content change will lead to more quality degradation when packet 
loss happens. Here by dropping packets focused on some B frames, we get better 
quality for that video. By PSNR from the figures, we can conclude that ‘focus-tail’ is 
better than ‘focus-random’, and both are better than ‘scatter’. But by VQM scores, we 
can see that both ‘focus’ methods are better than ‘scatter’, while there is no significant 
difference of quality scores between ‘focus-tail’ and ‘focus-random’ dropping 
methods. A main reason is that VQM considers the effects of temporal information 
besides the spatial artifacts, which can reflect the subjective perception of video 
quality more effectively.  

 

Fig. 3. PSNR values versus GOP number for news video (PLR=10%) 
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Fig. 4. VQM scores versus GOP number for news video (PLR=10%) 

   
(a)                                         (b)        

Fig. 5. Video news  (a) average PSNR values over all GOPs for three PLRs.  (b) average 
VQM scores over all GOPs for three PLRs. 

 

   
(a)                                          (b)        

Fig. 6. Video foreman   (a) average PSNR values over all GOPs for three PLRs.  (b) average 
VQM scores over all GOPs for three PLRs. 
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(a)                                          (b)      

Fig. 7. Video coastguard  (a) average PSNR values over all GOPs for three PLRs.  (b) 
average VQM scores over all GOPs for three PLRs. 

To present the results more directly, we calculate the average scores of PSNR and 
VQM over all GOPs for each PLR and each sequence, as shown in Figure 5 to 7. We 
can see that for all sequences, the quality scores of ‘focus-tail’ and ‘focus-
random’(blue and red lines) are better than those of ‘scatter’(green line). There is a 
siginificant improvement on both PSNR and VQM quality scores. But as far as the 
two focused dropping methods are concerned, there is only slight difference on 
quality socres between ‘focus-tail’ and ‘focus-random’. For video news, the former 
dropping method is better than the latter, but for foreman and coastguard, given some 
PLRs, ‘focus-random’ method outperforms. Therefore, considering both objective 
methods, we shouldn’t conclude which method is better because they are content-
dependent. Note that all the experiments are carried out on the basis of a single GOP, 
to avoid the impact of sequence length, we lengthened the unit of test sequence as 4 
GOPs. Similar results were obtained for all the test sequences. 

5 Conclusion 

By objective metrics PSNR and VQM, we studied the influences on video quality 
degradation of different frame types and packet dropping methods in this paper. 
Given a certain PLR, the packet loss of I or P frames will lead to much more 
degradation of quality than that of B frames. It is also shown that, at higher PLRs, 
dropping packets by focusing on a few B frames gives higher quality scores than by 
scattering in all the B frames randomly. Our findings indicate that not only the 
importance of each packet, but also the distribution of the packets should be 
considered when many packets need to be dropped. 
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Abstract. The basic idea of identifying the motion blurred direction using the 
directional derivative is that the original image be an isotropic first-order 
Markov random process. However, the real effect of this method is not always 
good. There are many reasons, of which the main is that a lot of pictures do not 
meet the physical premises. The shapes of objects and texture of pictures would 
be vulnerably influenced for identifying. In this paper, according to the image 
characteristics of the local variance, we extract multiple blocks and identify the 
motion directions of the blocks to identify the motion blurred direction. 
Experimental results show that our method not only improve the identification 
accuracy, but also reduce the amount of computation. 

Keywords: Motion Blur, Markov Process, Directional Derivative, Weighted 
Average Method, Blocked Statistics Method. 

1 Introduction 

The uniform linear motion blur motion blur and defocus blur have good "prior 
knowledge". So if we can identify the blurred parameters and obtain the point spread 
function (PSF), it can make the image restoration of this NP problem into P. The 
scope of this article is to identify the problem of linear motion blur direction. 

Previous studies have been proposed including a variety of methods to identify blur 
direction. These methods can be generally divided into two types, i.e., the transform 
domain algorithms [1-4] and the airspace algorithms [5-10]. Ref. [1] proposed the 
periodic zero values stripes in the Fourier spectrum to identify the blur direction, but 
this method is only applicable to uniform linear motion blurring, and also very 
sensitive to noise. Ref. [2] has proposed that the above method is sensitively affected 
by noise, and practical difference. Ref. [3] uses the amplitude spectrum of the 
gradient image to improve the accuracy of identification. Ref. [4] compares several 
different advantages and disadvantages of blur parametric methods, including the 
cepstrum method and the Radon transform method. Overall, the most significant 
drawback of the transform domain methods is that it is more sensitive to noise, while 
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the airspace algorithm has better resistance to noise. The "error-parameter analysis" 
given by Ref. [5] can identify the horizontal direction of the uniform linear blur and 
defocus blur point spread function. This method can improve resistance to noise, but 
the process is of computational complexity, and human judgment may cause some 
errors as well. Y. Yitzhaky et al. [6-8] use a 2×2 differential operator to identify the 
blur direction, but the scope is limited to -45 degree to 0 degree, and the accuracy is 
not high. Chen Qianrong et al. [9] use 3×3 differential operator to identify, which the 
angle range extends to -90 degrees to 90 degrees, and also the accuracy is improved. 
It should be a good physical idea, the original image power spectrum as for an 
isotropic first-order Markov random process, but does not achieve good results in 
practical application. Because a lot of don't meet the physical premises. Ref. [10] has 
given some improvement, but only the operator is changed. And the practical 
application is not good.  

In our view, to select some characteristics blocks can improve the accuracy and 
reduce computation. This paper will give why and how we select them. In addition, in 
order to further reduce the amount of calculation, we give two different steps to 
search the data. 

2 Directional Derivative Method 

2.1 Point Spread Function 

It can cause motion blurring in the relative movement between the object and the 

imaging system. As the exposure time is very short, the motion can be regarded as a 

uniform motion. So we have the blur length L=vt, where t is the exposure time and ν 
is the constant speed. θ is the angle along the horizontal direction.  
We have the point spread function (PSF)  
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From the above, we can get the point spread function h(x, y), if we know the blur 
direction θ and the blur length L. Under normal circumstances, seek first the blur 
direction and then the blur length. Once the blur direction is known, this two-
dimensional problem becomes one-dimensional problem. So the accuracy of 
identification of the blur direction is very important. 

2.2 3×3 Differential Multiplied Operator 

Usually the original image is a first order Markov isotropy in our method, that is the 
original image autocorrelation and power spectrum is isotropic. As motion blur  
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reduces the high frequency components in the image, the greater the departure of the 
direction is, the smaller it impacts. That denotes the loss of the high frequency 
components on the direction of motion is the most, and on this direction the image 
gray value is the smallest. Y Yitzhaky et al. [6-8] and Chen Qianrong et al. [9] use the 
same physical idea. But the former uses a 2×2 differential multiplier, while the latter 
uses a 3×3 differential multiplier, which can improves the accuracy of identification 
of the motion direction. 

Figure 1 shows the direction differential schematic, where we set a point g(i, j), the 
size of the blur image is M×N. g(i′, j′)is the point on the arc, where the radius is Δr, 
and the center point is g(i′, j′). Δr is the micro-element. The value of Δr can be 
flexibly selected, such as to take 1, 1.5 or 2 pixels, according to the movement type 
(uniform linear motion, acceleration, vibration and etc). ∂  is the direction of the 
differential, define the range [-π/2, π/2), ∂  is 0 on the horizontal direction and 

negative under the horizontal direction, non-negative above . We use bilinear 
interpolation to get the value of g(i′, j′), where i′, j′ satisfy the condition 
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So we get the image gray value on the direction ∂   
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Where ∂D  is the differential multiplier on the direction ∂ . 
















∂∂+∂−∂∂−∂

∂∂−∂+∂+−∂∂+∂−∂−−
=∂

000

cossin4sin2cossin4sin40

cossin4cos2sin21cossin4cos2sin421

D

 

(4)

Then get the gray sum of absolute 
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In the interval [-π/2, π/2), we can get the value of ∂ according to a certain step. Then 

find the value ∂  which makes the value of ∂Δ )( gI  minimum, and this ∂  is the 
motion blur direction. Use the similar methods, the other five regional operator 
derived results can also be calculated. 
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Fig. 1. Direction differential schematic Fig. 2. Weighted average method 

2.3 The Weighted Average Method Based on Directional Derivative 

There will be some local deviations during the identification. To average the random 
factors and to improve the accuracy, the weighted average method is proposed on the 
basis of the directional derivative. 

Shown in Figure 2, first to obtain the absolute value of the differential image gray 
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using several micro-element (Δr1, 
Δr2, Δr3, Δr4), then get the weighted summation 
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where w=[w1,w2,w3,w4]=[1,1,1,1]. And at last we get the differential curve  
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3 The Blocked Statistical Method Based on the Directional 
Derivative 

Usually the whole blur image should have the same PSF, but the identifications of the 
various parts are different. Figure 5 shows the identification of three parts of Camera. 
The identification of the whole image is 48 degrees, 46 degrees in Zone 1, Zone 2 and 
3 deviate large. The edge of the image contains important information in a blur image. 
We can get a good result if we select the strong edge region. 
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Fig. 3. Identification of three parts 

In most cases, due to the intricacies of the texture, the strong edge region is difficult 
to extract. To simplify it, we select some regions of large local variance. First 
calculate the local variance of the blur image, and then select some large variance 
points to determine the blocks. Specific process is as below: 

Step 1: De-noising pretreatment, if there is some noise, this step is necessary; 
Step 2: Calculate the local variance of the whole image, and sort the variances; 
Step 3: Randomly select several big ones, and then get the blocks of which the center 

points are the selected variance points; 
Step 4: Identify the blurred direction for every block using the weighted average 

method based on directional derivative; 
Step 5: Get the results and average them. 

4 Experimental Results and Analysis 

4.1 The Limitation of the Identification for the Whole Image Using 
Directional Derivative 

Motion blur can be seen as the superposition of the pixel gray, that is the process of 
pixel linear superposition on the blur direction. In visual performance, it is blur 
ghosting in some direction [11]. That the original image is regarded as “isotropic first-
order Markov process” has its limitations, because it is susceptible to the influence of 
the factors susceptible to the influence of the factors such as the shape and texture of 
the objects. We take the image Baboo, Camera and Lena as examples. The 
experimental results are shown in Table 1. 

It can be seen from the results, the weighted average method based on directional 
derivative can basically identify the blur direction of the image Baboo. The error of 
the identification of Lena is very large, followed by the image Camera. Analysis of 
the three images, the intensity change of Baboo is uniform, isotropic performance.  
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Table 1. Blur direction identification results of the images 

Blur length 
(/pixels) 

Blur direction 
(/degrees) 

Direction identification 
(/degrees) 

  (a) (b) (c) (d) (e) (f) (g) (h) 

10 -82 -81 -89 -89 -89 -85 -89 -84 -89 
-20 -65 -66 -68 -84 -68 -72 -86 -69 -84 
25 -36 -36 -37 -74 -38 -45 -70 -38 -40 
30 0 0 0 72 0 0 45 0 35 
32 
24 

45 
75 

45 
76 

48 
76 

54 
81 

45 
76 

48 
82 

50 
80 

45 
76 

52 
82 

 
 

    
(a) Baboo (b) Camera (c) Lena (d) Peppers 

  
(e) Woman 1 (f) Man (g) Airplane (h) Woman 2 

Fig. 4. Some experimental images 

Texture of Lena is complex, and a large range of gray change. Even in non-noise 
case, it cannot get accurate results. In Camera, there is a large black region, and the 
identification error of certain angles. That denotes object shapes can have some 
impacts on the identification. In Figure 4, (d), (e), (f), (g) and (h) are images of which 
the identification errors are large using weighted average method based on directional 
derivative for the whole image. Analysis of the experimental results can be drawn, 
and the shapes of the objects and the texture can affect the identification results. 

4.2 Comparison of Identification Accuracy 

Table 2 shows identification results of Lena and Camera and Baboo. Table 3 is the 
comparison of the errors. It can be seen from the two tables, our method can indeed 
improve the accuracy of the identification of blur direction. 
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Table 2. Results comparison of weighted average method based on directional derivative and 
our method (/degrees) 

Original 
orientation 

      Lena 
  Ref.[9]’s  Ours 

          Camera 
      Ref.[9]’s  Ours 

        Baboo 
   Ref.[9]’s   Ours  

-90 -89        -89     -89       -89 -89      -89 
-80 -89        -83     -89       -82 -80      -80 
-60 -85        -65     -64       -62 -60      -60 
-50 -64        -55     -54       -52 -50      -50 
-30 
-10 
0 
20 
35 
45 
55 
65 
75 
85 

-70        -35 
20         -4 
72         0 
36         22 
42         37 
54         46 
59         56 
81         68 
81         76 
89         87 

-36       -32 
-15       -8 
0         0 
23        21 
37        35 
48        46 
57        55 
68        66 
75        76 
89        86 

-30      -30 
-15      -10 
0        0 
22       20 
32       35 
45       45 
50       52 
60       62 
80       75 
89       85 

Table 3. Mean square error comparison of weighted average method based on directional 
derivative and our method (/degrees) 

Errors Lena 
Ref.[9]’s  Ours 

Camera 
Ref.[9]’s  Ours 

Baboo 
Ref.[9]’s  Ours 

Mean square error 25.35     3.32 4.13     1.41 3.11     0.94 
Average error 17.36     2.64 2.94     1.14 2.14     0.43 
Maximum error 72.00     6.00 9.00     2.00 5.00     3.00 
Minimum error 1.00      0.00 0.00     0.00 0.00     0.00 

4.3 Blur Direction Search Optimization 

In order to speed up the search time, step-by-step search is proposed. The first step is 
set 10 degrees, and the second step is set 1 degree. After the first step search, we 
choose the angle whose gray absolute value is the minimum. If the angle is -90 
degrees, the search interval is [-90, 90), otherwise the search interval is the angle 
around 10 degrees extension. So to maintain the necessary accuracy, we can reduce 
the time of the blind search greatly. 

5 Conclusion 

Experimental results show that texture and shapes of the objects will affect the results 
of the identifications. The identification using directional derivative for the whole 
image sometimes makes large errors. Blocked statistics method is proposed, and 
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usually our method can give a good result. In addition, step-by-step search is given to 
speed up the search time. In experiments, we find the results are not good in case of 
strong noise. We will focus on how to use directional derivative to accurately identify 
the blur direction in strong noise. 
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Abstract. Joint talent training is an important part of school-enterprise 
cooperation. The success of school-enterprise cooperation and cooperative 
strategy is closely related to the training cost of the school or the enterprise. 
This paper proposes a student-, school- and enterprise-based three-party 
cooperative game model to rationally quantify relevant parameters such as the 
training cost of the school and enterprise. Simulation of the three-party 
cooperative game model is also studied in the paper. Results of simulation will 
help the school and enterprise develop corresponding strategies. The model can 
also give a reasonable explanation on realities of school-enterprise coalition.  

Keywords: school-enterprise coalition, talent training, game, Shapley value, 
cooperation. 

1 Introduction 

School-enterprise cooperation is a new cooperation model created for the school and 
enterprise to realize resource sharing and mutual benefit. The school has 
advantageous talents to tackle key technological problems in scientific research and 
industrial upgrading. In addition, the school is also a cradle for talents with broad 
knowledge background, strong knowledge-update ability and innovative ideas. The 
enterprise is the innovation subject, i.e. the input subject, research subject, benefit 
distribution subject and risk and responsibility undertaking subject. Enterprises and 
universities have heterogeneous resource and capability as well as inter-organizational 
complementarity, allowing the creation of linkage between universities and 
enterprises and synergistic effect as well as effective innovation and integration. The 
combination of school and enterprise not only can bring their respective advantages 
into full play, but also can jointly train talents meeting social and market demand, 
making the school-enterprise model a win-win model for both the school and 
enterprise (society) [1]. Globally, “dual education system”, “sandwich placement”, 
“TAFE”, “industry-academic cooperation” and other models are common forms of 
school-enterprise cooperation. Meanwhile, with the development of demand 
characteristics and increased innovation risk, school-enterprise cooperation tends to 
be further strengthened and intensified. Talent training is an important joint program 
of school-enterprise cooperation. As the smallest unit of market economy, the 
enterprise regards profit and value as its ultimate goals and talents as the core 
competitiveness. Therefore, the enterprise must pay high attention to talent training. 
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On the other hand, the goal of a school is to train and provide talents. In particular, 
training of technical talents and skilled talents with innovation ability should be the 
prominent feature of a school. For both the school and student, firstly, school-
enterprise cooperation allows the school and student to make full use of education 
resources and environment inside and outside the school. Secondly, the student can 
combine knowledge learned in class with specific operation in actual working 
environment. Through front-line internship or placement, students can broaden their 
knowledge scope and have a good understanding of their future job as well as build 
comprehensive ability [3, 4]. Industry-academic cooperation and combination of 
working and learning bring obvious benefits to the school and student. Schools and 
enterprises have to pay costs for cooperation. However, on the whole, through 
coalition, schools and enterprises, and even the policy provider, the government can 
obtain high payoff, realizing win-win for the school, enterprise and society. 
Therefore, school-enterprise cooperation represents the maximization of cooperation 
and collective payoff. No matter what kind of cooperation model is adopted, school-
enterprise cooperation is an organization built for the purpose of mutual benefit.  

2 Cost Sharing-Based Cooperative Game Model  

Through cooperation to realize mutual complementarity, synergistic effect produced 
by the school and enterprise through cooperation is higher than the sum of values the 
two created for the society. Therefore, the cooperative game is a non-zero sum 
cooperative game. As for results of school-enterprise cooperation, cooperation should 
be regarded as the precondition or premise for distribution of cooperation payoff and 
each player should make joint efforts with other players or even competitors to strive 
for more payoff. Cooperative game generally can be divided into transferable utility 
game (utilities of players can be superposed) and non-transferable utility game 
(utilities do not have marginal payment nature). Cooperative game highlights 
collective rationality, efficiency, fairness and equality. Win-win is possible only under 
the framework of cooperative game which generally gains high efficiency and payoff. 
Considering the positive linear relation between cost and payoff under non-
cooperative game, the model is applicable to transferable utility. As cooperation 
lowers cost and increases total profit, a mathematical model is established to find a 
scheme for rational distribution of the profit increment within the coalition.  

2.1 Characteristic Function 

Player set mainly includes the school, enterprise and student. N= {1,2,……n}. We 

define v(S) as player’s coalition and S N⊆  can generate the maximum worth. Call 
( )v •  as a characteristic function and assume it has the following properties [6]:  

1) ( ) 0,v φ φ=  indicates an empty set.  

2) If R  and S  are two non-intersecting player subset, then  
( ) ( ) ( )v R S v R v S≥ +  
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From the assumption we can see that school-enterprise cooperative game is changed 
to characteristic function game with ,N v< >  as the model. In terms of value 

quantification, student’s biggest goal is to obtain corresponding innovation ability and 
skills. In terms of measurement, economic indicators such as credit hour and tuition 
can be quantified. Payoff obtained by the school can also be measured by the input 
cost of laboratory, teacher’s expense, credit hour and tuition of the school. Payoff 
obtained by the enterprise can be measured by work load and staff training cost. 
Different from the three-party game, the school should, under the premise that the 
budget for running a school is not exceeded, choose the maximum value for student as 
the optimal solution. Formula (2) can be changed to a cost sharing problem, i.e. the 
total cost of running two combined coalitions is lower than that of running two 
independent coalitions. Value will not be produced by a coalition which has no 

player. Formula 2 shows superadditivity. Assume ix  can represent payoff the player 

i  can get, then an n -dimension real vector consisting of payoffs of n  players is 

formed as 1 2( , ,..., )nx x x x= , which is called a characteristic vector. The following 

assumptions are satisfied:  

({ }) , ,iv i x i N S N≤ ∈ ⊆
 

(1)

( )i
i N

x v N
∈

=
 

(2)

( ) ,i
i N

v S x S N
∈

≤ ⊆
 

(3)

The above assumptions show the conditions of personal rationality, Pareto efficiency 
and collective rationality of game players [6]. It is easy to see that enterprise and 
school can be regarded as rational individual and can form a rational group.  

2.2 Parameter Quantification 

The skill a talent possesses is proportional to the input of credit hour. If a talent wants 
to acquire the same skill, a certain number of credit hour should be spent on learning. 

Assume the completed skill as skillA . Talent training cost paid by a school is reflected 
in credit hour, lecture fee and construction of a laboratory. Construction cost of the 
laboratory is one-time investment and the laboratory has a long service life, thus, 

construction cost of the laboratory can be regarded as a constant μ . Only course 
offering, credit hour, and lecture fee should be taken into consideration. To simplify 
the talent training cost, the cost of credit hour * lecture fee/credit hour can be assumed 

as *x pay . Therefore, talent training cost of a school is { } *v school x pay= . The 
main cost of the enterprise is the cost of skill training for new recruits such as skill 
training and internship. However, as the enterprise is not a professional educational 
organization, the cost of training is higher than that of the school. We can use m to 
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represent the cost increase coefficient of the school and enterprise, and the m is called 
multiplication factor. 0 1m≤ ≤ , without loss of generality, staff training cost of an 
enterprise should not be higher than twice of school training cost. 

{company} * * 1+m)v x pay= （ . Students can only require a few skills if they do 
not participate in these courses and choose self-learning which is assumed 

as { }v student β= . Assume that corresponding skills can be acquired under the 
premise that three parties exist. We can make the following assumptions that the 
payoff of talent standard jointly reached by three parties is 100 and the payoff (cost 
deducted) of school to reach such talent standard independently is 

( , ) 100 *v stu school x pay= − . While the payoff (cost deducted) of school to 
reach such talent standard independently 

is ( , ) 100 * *(1 )v stu company x pay m= − + . Independent enterprise, school and 
student produce no payoff. No payoff is produced by school-enterprise coalition if 
students do not participate in the coalition. Therefore, characteristic function of the 
three parties can be defined in this way. However, there are constraint conditions for 
such function, i.e. total credit hours should not be exceeded and the training cost of an 

enterprise should not be too high, which is 0 1m≤ ≤ . 

2.3 Calculation of Shapley Value  

According to Shapley theorem, there is an only value function 

{ }

( ) ( )( ( ) ( { }))i i
S N i i S

v S v S v S iϕ γ
⊆ ∈

= − −
 

(4)

i N∈ , where, 

( 1)!( )!
( )

!i

s n s
S

n
γ − −=

 
And corresponding characteristic function is 

[1,1,1] 100;x v= =  
=[1,0,1] =100- * *(1+m);x x x pay  
=[0,1,1] =0;x x  
=[1,1,0] =100- * ;x x x pay  
=[1,0,0] =0;x x  

 =[0,1,0] =0;x x  
=[0,0,1] =0;x x  

3 Simulation and Analysis of Cooperative Game Model  

We can see from Formula 1 and assumptions that the solution is in line with the 
Pareto optimal solution. Core configuration only exists when there is a big coalition 
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formed by all players [7]. Payoff of the coalition can be understood as the weighted 
evaluation of marginal contribution made by players to the coalition.  

Situation one: the training cost of an enterprise is * *(1+m)x pay =80, in which m 

changes within 0.1~0.9, and the following Shapley can be obtained.  

Table 1. m value and Shapley value 

m stu college company 

0.1 38.16667 33.16667 28.66667 

0.2 39.66667 34.66667 25.66667 

0.3 41.16667 36.16667 22.66667 

0.4 42.66667 37.66667 19.66667 

0.5 44.16667 39.16667 16.66667 

0.6 45.66667 40.66667 13.66667 

0.7 47.16667 42.16667 10.66667 

0.8 48.66667 43.66667 7.666667 

0.9 50.16667 45.16667 4.666667 

1 51.66667 46.66667 1.666667 

 
It can be seen that if the training cost of an enterprise is fixed, for the training cost 

of a school, which is
60

1 m+
, the payoff of a school increases with the increase of the 

multiplication factor. Payoff obtained by the student also increases accordingly, while 
the same obtained by the enterprise will decrease.  

From Fig. 1, we can see that if the enterprise trains its own staff, the payoff can be 
20 units. When the multiplication factor excesses 0.4, i.e. the training cost of the 
enterprise is more than 1.4 times of the teaching cost of the school, the payoff of the 
enterprise in school-enterprise coalition will be lower than 20 units, thus, the 
enterprise will not be enthusiastic in school-enterprise coalition. The optimal strategy 
of the enterprise is to reject the coalition or to keep a negative attitude and wait to be 
given a free ride by the school. Or the enterprise will recruit talents directly from a job 
fair and the cost will be lower than that of establishing cooperation with the school 
and training talents jointly. It is understandable that the enterprise makes such choice. 
The success of joint talent training through school-enterprise coalition depends on the 
condition that full attention is given to the interests of each party, in particular, the 
enterprise has discovered the value of such coalition so as to ensure the student 
obtains the optimal local payoff. Of course, it takes a long time and long-term 
investment to train skilled talents and not all enterprise can afford the cost. Although 
the school has to pay certain costs, it should actively promote school-enterprise 
cooperation to avoid negative attitude from the enterprise. 
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Fig. 1. Payoff trend of each party with different m values. Payoff obtained by the student and 
college will increase with the increase of the multiplication factor.  However, the enterprise’s 
payoff will decrease. 

 

 

Fig. 2. Payoff trend of each party with the change of training cost and fixed m value 

On the other hand, if the multiplication factor is fixed, for example, 
when 0.2m = , as training costs of the enterprise and school increases, the payoff 
obtained by school in the coalition will decrease, which is in line with the actual 
situation. If the enterprise increases the cost of staff training, the payoff shows no 
obvious increase (see the slope of company in the Fig. 2). The school will save more 
cost to accomplish the same goal. Under such circumstance, the enterprise will not 
actively take part in the coalition. The payoff obtained by the school is higher than 
that of the enterprise. Therefore, when the multiplication factor is fixed, the most 
reasonable cost paid by the enterprise in the coalition should not be higher than the 
product of training cost of the school multiplying multiplication factor, i.e. 

* * 1+m)x pay （ . 
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4 Conclusion 

In the course of school-enterprise cooperative game, the core of the game is 
cooperation rules and profit-sharing. Multiplication factor m of talent training cost 
variance of the enterprise and school is an important parameter which affects school-
enterprise cooperation. School-enterprise cooperation can be easily achieved if the 
difference of talent training cost of the school and enterprise is small. The small 
difference of talent training cost of the school and enterprise can also reflects equality 
between the school and enterprise. If the difference is large, the enterprise prefers to 
recruit mature talents instead of putting investment in talent training. Proper strategy 
and proportion of the three cooperative parties will encourage active participation in 
the cooperation. Although the school may pay a certain cost and be hitched by the 
enterprise, the school should take an active role in carrying out the cooperation in the 
course of the game. Otherwise, the school will gain nothing. The government should 
take the role of cooperative game designer and issue incentive policies so as to grant 
preferential treatment to enterprise which is willing to and actively takes part in 
school-enterprise cooperation when pursuing payoff maximization. The government 
should also improve public opinion and promote healthy development of social 
assessment.  
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Abstract. How to get the Internet public opinion timely and comprehensively is 
a key problem for local governments. The method of keyword matching lack of 
analysis and statistics on semantic, reduced the precision and recall. In this 
paper, the detection algorithm of semantic expansion is proposed by utilizing 
Integrated E-Government Thesaurus (Category Table) to construct domain 
ontology and through expanding the area knowledge. The experimental results 
show that the precision rate and recall rate of public opinion detection have all 
been improved obviously.  

Keywords: Internet public opinion, domain ontology, Thesaurus. 

1 Introduction 

With the sharp increase of the popularization and application of mobile terminals, 
such network media as blog, forum, micro-blog and instant messaging become the 
major media for netizens to express their own opinions and to communicate 
information. Internet public opinion consists of the opinions generated from the 
stimulation of all sorts of events, the integration of those knowledge, attitude, emotion 
and behavior disposition on the event of people who communicate it through internet, 
and the common opinion with certain influences and disposition[1].  

Through internet public opinion detection, governmental departments can promptly 
learn public feelings, integrate civil wisdoms, and timely discover the information that 
could lead to emergencies so as to make decision quickly and adopt corresponding 
measures to control and guide the development of the event and thus to reduce the 
social influences of this event. 

2 Related Work  

The target of Internet Public Opinion Detection (IPOD) is to discover the sensitive 
information, hotspot, new topics in designated public opinion sources, while follow 
up the topics and analyze the emotional disposition so as to convenient the 
government to master key information at first time to implement specialized work.  
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Currently, some scientific research institutes, colleges and universities and 
enterprises have developed some internet public opinion analysis methods and 
implemented systematic research and design work.  

The major systems include the analysis on the occurrence and change rules of 
internet public opinion based on automatically collected public opinion information 
with court system as the application background and the classified standard catalog of 
news information as the default public opinion theme[2].  

TRS[3] public opinion detection system adopts the analysis on similarity of content 
to discover new hot news, and then filters the hot information which is not concerned 
by users based on automatic classification; to the already known hot information, 
follow up it according to the thematic character and make analysis on communication 
paths; timely detect the sensitive information concerned by users and provide 
warnings for the negative information.  

In terms of analysis methods, [4]utilizing Chinese word segmentation technology to 
statistic the term frequency in internet information so as to discover hot information, 
[5]utilizing fuzzy reasoning to provide internet public opinion warning, [6]utilizing 
the theory and method of signal analysis to provide the internet public opinion 
warning model for emergency and [7]utilizing related technology for opinions mining 
to construct the original model of urban image internet detection system so as to 
identify the emotional disposition and evolution rule in comments. And then make 
primary research on the internet detection of city impression.  

The government usually hopes to get the related sensitive information released on 
those news websites, blogs and forums in their administrative regions. Although 
above mentioned systems and methods might be used for the IPOD of local 
governments, and some of them have been put into trial run, the precision and 
completeness of public opinion detection are to be improved.  

It mainly utilizes keyword matching method to retrieve whether the collected 
information contains designated sensitive word information in current systems. As 
netizens are free on expression, they might usually use different words to express the 
same concept (topic). For instance, the evaluation on Secretary of Municipal Party 
Committee might use such terms as “市委书记”, “×书记” or a name rather than 
adding regional restriction like “××市” to it. This kind of phenomenon of “default 
region” and “multi-word for one meaning” based on utilizing keyword matching 
method lack of analysis and statistics on semantic, so it reduced the precision and 
completeness of public opinion detection.   

Based on above problems, this paper constructed the Internet Public Opinion 
Detection System (IPODS), based on domain ontology according to governments’ 
realistic demands on IPOD by utilizing Integrated E-Government Thesaurus 
(Category Table) to construct domain ontology of public opinion detection and 
through expanding the area knowledge.  

3 Discovery of Public Opinion Based on Domain Ontology  

3.1 Construction of Domain Ontology Based on Thesaurus  

Domain Ontology refers to the conceptual model used for describing domain 
knowledge. It defines the basic terms and the relations that consist of vocabulary of 
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some certain domain, and then truly reflect the substantive characteristics of the 
object by combining these terms and relation definition[8].  

There are mainly three types of semantic relations between terms in domain 
ontology: synonyms, hypernym and hyponym. These semantic relations can solve the 
phenomenon of “one meaning multi words” and “default administrative region” in 
public opinion detection. The thesaurus is the Chinese phrase library with semantic 
relation. It shows the theme of some certain subjects and fields through integrating 
normalized words. Integrated E-Government Thesaurus (Category Table) 
[9]collected the words of all subjects in E-government field, and standardized them. 
And the effective category and non-official theme words (synonym) are confirmed. 
Therefore, the thesaurus can be utilized to construct the public opinion detection 
domain ontology and regular words and administrative region knowledge can be 
added according to realistic demands, such as local administrative region distribution, 
leaders name and institutions etc.  

When implementing specific construction, find the grade one and grade two 
categories from the Integrated E-Government Thesaurus (Category Table), and then 
extract the core hierarchy of conception type and analysis type. And then take subject 
word as the sample of category, and then confirm the synonymy among samples and 
the hierarchy relation between categories. And finally add in the regional information, 
like the terms including administrative region portion, administrative institute and 
leaders’ names as well as the corresponding hierarchy and semantic relation like 
synonymy, thus the needed domain ontology can be formed. The domain ontology 
will change with the change of demands. Therefore, the public opinion detection 
domain ontology shall be maintained and expanded, mainly including adding terms 
and confirming the relationship between terms.  

The system adopts protégé 4.02 to construct ontology, and then lead in the 
constructed ontology into database for storage after checking the consistency, so as to 
be used for discovering public opinion. A total of 17 class one categories are created 
with a total of more than 3800 subject words (exclude thesaurus). And the domain 
ontology maintenance tool is developed, and it can be added according to demands.  

3.2 Public Opinion Detection Based on Semantic Expansion  

The detection of internet public opinion refers to that with users setting up 
corresponding sensitive words, the system utilizes domain ontology to make semantic 
expansion on the words, and then return the information that satisfies searching 
conditions from the collected information to users. Here’s semantic expansion is to 
find the synonyms, hypernymy and hyponym of the words at its concept node from 
the domain ontology, and then respectively transfers it into OR and AND logical 
search. The definition of semantic expansion is as follows:  

W refers to word, O represents domain ontology, N means concept node. So 
to word W, if W matches the N in O, or W and N has child of relation, or W 
and N has equivalent relation, so W totally matches with the N in O; if there 
are many N, then matching conceptual set is formed. The formula is showed 
as follows:  
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C(W,O)={N1,N2,…,Nn}, (Ni∈O) 

According to above definitions, after finding the conceptual set of sensitive words W 
in domain ontology, turn hasChildOf relation to and relation, and turn equivalent 
relation to or relation, then the logical expression formula after semantic expansion 
can be acquired. Utilize this formula to make logic search in the collected information 
and then send the information that satisfies logic condition to users. The algorithm as 
follows:  

Input: sensitive word, domain ontology, and document set D  
Output: the document set T that satisfies conditions 
Step 1: Find W in O, if found, then record as N, or record as Q, and then 
turns to Step5;  
Step 2: Find words N1,N2,…,Nk that hasChildOf relation with N in O, the 
formula is Q1= (N1 or N2 or …Nk);  
Step 3: Find the words M1, M2,…, Mj that has equivalent relation with N in 
O, express it as Q2= (M1 or M2 or …M j);  
Step 4: Assemble W with Q1 and Q2 to form the inquiry formula Q=W and 
(N1 or N2 or …Nk) or (M1 or M2 or …Mj);  
Step 5: Utilize Q to make logic inquiry in D, and then return the documents 
that satisfy conditions to users according to time descending order.  

In order to improve the precision and timeliness of public opinion detection, the 
system first makes subject indexing and extraction of named entity on collected 
information, and then mainly matches from the indexed subject and named entity 
when making logical inquiry. Subject indexing adopts TF-IDF method [10], namely 
add domain ontology and network buzzword at Chinese participle stage. Meanwhile 
corresponding weighing is made to the positions of part of speech, term length and 
word. 5~20 subject words are confirmed for each information according to the length 
of the context, namely, at least 5 subject words for the information less than 100 
words, and then increase one subject word for the increase of every 100 words, until 
the subject words achieves 20.  

The named entity only extracts the regional name information by utilizing domain 
ontology according to the results after Chinese participle so as to mark the region 
described in the information. 

4 Analysis on Experiments and Results 

The system is realized by adopting J2EE. It can effectively detect those influential 
news websites, forums and blogs that are related to the administrative regions and 
concerned by local governments, quickly collect the information of these websites 
and analyze whether they contain any sensitive information concerned by 
government, and then form corresponding public opinion report. The system provides 
such functions as discovery of sensitive information, full text search, meta-search, 
information collection, public opinion journal and hot term statistics.    
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In order to verify the precision and completeness of public opinion detection, the 
precision rate and recall rate are adopted for measurement. Precision rate refers to the 
percentage of correct information in returned information while the recall rate means 
the percentage of correct information in all of the information related to this term. 
Meanwhile, F-measures are adopted to make evaluation on general performance. 
Over 2000 pages are collected in the experiment. To the 8 categories (many 
concerning terms are set in each category) concerned by users are compared by using 
the results of traditional keyword matching and semantic expansion respectively. The 
results are shown in the Table 1:  

Table 1. Statistics of Public Opinion Detection Performance 

Concerning  
Keywords  matching Semantic Expansion 

Precision 
Recall 
rate 

F-measures Precision Recall rate F-measures 

就业  81.82% 72.58% 76.92% 89.09% 79.03% 83.76% 

***1 92.86% 76.47% 83.87% 93.33% 82.35% 87.50% 

*** 100.00% 60.00% 75.00% 100.00% 80.00% 88.89% 

*** 90.91% 90.91% 90.91% 100.00% 100.00% 100.00% 

长虹  85.29% 76.32% 80.56% 85.29% 76.32% 80.56% 

九州  66.67% 66.67% 66.67% 83.33% 83.33% 83.33% 

三台县 83.33% 61.40% 70.71% 93.33% 73.68% 82.35% 

游仙区  83.33% 55.56% 66.67% 92.00% 85.19% 88.46% 
Average 
value 

85.53% 69.99% 76.41% 92.05% 82.49% 86.86% 

 
The statistical result shows that the precision rate and recall rate after adopting 

semantic expansion have been greatly improved, and the rates can achieve 100% to 
the names of people or institutes. This might because of that the name of people or 
institution formed logical search with the hypernym and hyponym of administrative 
region in domain ontology, so the precision rate is improved. The systematical 
average precision rate achieved 92.05%, average recall rate 82.49% and F-measures 
86.86% which could basically satisfy users’ demands. It can be shown that after 
utilizing domain ontology to make semantic expansion on concerning terms, the 
public opinion information concerned by users can be discovered more 
comprehensively and precisely. 

5 Conclusion 

Detection on internet public opinion has become the hot issue concerned by all levels 
of governmental departments. Fast information communication and the freedom of 

                                                           
1  The *** in the table refers to the names of people or institutes. 
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language expression by netizens have brought challenges to the timeliness and 
correctness of public opinion detection. Therefore, this paper effectively improved the 
precision rate of public opinion detection and basically satisfied users’ demands by 
utilizing the domain ontology of public opinion detection according to the demands of 
local governments on public opinion detection. At present, the system timely 
discovers related information only according to the terms set by users, but there are 
more tasks on the detection and analysis on internet public opinion, such as discovery 
of hotspot information, theme detection and follow-up and analysis on public opinion 
disposition etc.  

The next step of work shall be to further complete the public opinion detection 
ontology to improve the precision rate of public opinion detection, while implement 
in-depth public opinion analysis so as to provide more valuable information for local 
governments. 
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Abstract. Current problems in investment market are discussed and the classic 
artificial neural network is introduced. Then, it mainly introduces a security 
analysis model based on the artificial neural network, including how to choose 
neurons, calculate weights and make decision etc. Finally, a decision-making 
system based on the model is introduced. Some possible problems about the 
system and strategies on how to invest are also discussed. 

Keywords: Security Analysis, Artificial Neural Network. 

1 Introduction 

Investment is an issue that every one must face. Since everyone is unwilling to 
devalue your assets, you must invest and finance. According the rule of the currency 
issue, the total amount of money will grow larger steadily. Then it decides that 
inflation must be tendency in the long run. The monetary assets will be devalued 
ceaselessly. This point can be viewed by the tendency of gold price. 

The current investment markets include stock, future, interest, art and foreign 
exchange. People are more interested in stock and future markets. To grasp the rule of 
the market is to understand what the participators are. For example, there are four 
types of investor in the stock market: value investors, tendency investors, technique 
investors and ordinary investors. 

Value investors are that once they think the specific share is valuable to invest, 
they will hold it until they think it worthless or not worth to hold. These investors 
often have some vision better than anyone else and always earn the largest sum of 
money. 

Tendency investors are that once they think the share is in a good tendency, they 
will not sell the share that they hold until they think the tendency of share bad. When 
common market is not well, they may rest and do not participate the market. These 
investors always can earn money from the market. 

Technique investors often sell or buy according to the technique about specific 
share. Some of them maybe earn money, but most of them will lose money. 

The ordinary investors do not know anything about market well, so they lose 
money in the market frequently. 
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According to the statistic data, there is an proportion relation: 70：15：15. That is 
to say among 100 persons in stock market, about 70 persons will lose money, 15 
persons will not earn or lose money, only 15 persons can earn money[1]. Meanwhile, 
in future market, this relation should be 90：5：5. Since there is a leverage effect in 
future market, the risk is larger than that in stock market. How to success in the 
market? The value and tendency investment may be the best choices. If activities are 
allowed to a bull or bear market with the advantage of value and tendency investment, 
they will have favorable odds to success in the market.  

How to invest with the advantage of value and tendency？There are so many 
factors to affect market. How to evaluate these factors is the key to success. The paper 
introduces a tendency analysis model of investment market based on the artificial 
neural network. It can be used to find out the tendency of market and the valuable 
share, to support decision-making and supervise the investment behavior.  

Security analysis and speculation is not same. Do not put your whole money on 
investment. Investment is not gambling and its success depends on security 
analysis[2]. 

2 The Artificial Neural Network 

The classic artificial neural network is developing on the basis of modern 
neuroscience. It is the abstract mathematical model that reflects the structure and 
function of the human brain. Since 1943, American psychologist W. McCulloch and 
mathematician W. Pitts had given the abstract mathematical model of the formal 
neuron; the theory of the artificial neural network has been developed for 50 years. 
Especially in 1980s, it has made a big progress and become an interdiscipline among 
physics, mathematics, computer science and neuron-biology. It is applied in many 
fields, such as: pattern recognition, image processing, intelligence control, 
combinatorial optimization, financial forecast and application, communication, robot 
and expert system etc.  There are more than 40 types of models of neural network. The 
basic model and ways of the artificial neural network will be discussed.  

Fig 1 shows the basic neural model of the artificial neural network. It has three 
factors. 

 

Fig. 1. Three factors of a basic neural model 
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(1) A group of connection weight: intensity of connection can be expressed by weight. 
The positive value means active and negative value means constrain. 
(2) A cell to total can be used to calculate the sum about all input signals' weights 
(linear combination). 
(3) A nonlinear active function can be used to confine the output value in (0,1)[3]. 

3 An Investment Analysis Model 

An investment analysis model based on the artificial neural network can be defined: 

f (x1,x2,x3,…,xn) = 
=

n

i

iixw
1

 (1)

Above, wi is the weight of number i neuron and xi is the observed value for number i 
neuron. In principle, this analysis model has regulations as following:  

(1) 
=

n

i

iw
1

=1，且0≤wi≤1。                                   (2) 

(2) Number n+1 neuron can be allowed to add and assign weight: wn+1, In order to 
meet (2), all previous wi(1≤i≤n) must be replaced with (wi)' as (3). 

(wi)' = (1-wn+1)*wi (3)

(3) Number j (1≤i≤n) neuron can be allowed to delete, In order to meet (2), all other 
wi(1≤i ≤ n and i<> j) must be replaced with (wi)' as (4). 

(wi)' = (1+wi)*wj (4)

(4) Number j (1≤i≤n) neuron can be allowed to adjust. The new weight for Number j 
neuron is wj'.In order to meet (2), all other wi(1≤i ≤ n and i<> j) must be replaced with  
(wi)'. If  wi'>wi, then (wj)'= (1-(wi'-wi)) *wj; if wi'<wi, then (wj)'= (1+(wi-wi')) *wj.  
(5) xi is observed value, and confined in -100≤xi≤100.   
(6) f (x1,x2,x3,…,xn) is the value used to make decision and defined [-100,100]. It 
meets the demand (5) 

f (x1,x2,x3,…,xn) 

bull

balance

bear








−

−−
=

]100,5[

)5,5[

)5,100[

   (5)

When market is bull, investors can make money by buying shares and hold the shares 
until the market is bear.  

In this model, xi is observed value which is usually defined for the specific 
share by the specific user. wi is weight of number i neuron, which is defined by 
experts. Though the values of wi is same to everyone, the values of xi observed by 
each people may be difference. Then values of f (x1,x2,x3,…,xn) may be difference. 
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4 How to Define Neurons 

In author's opinion, there are three tendencies in investment market: long, medium, 
short. Investors can be aggressive when long tendency of the market is good.  Short 
tendency can be used to predict the specified share whose price will make a u-turn. 
Medium tendency can be used to predict the index of stock market which will change 
its direction. There is a famous saying in the market: If mansion will collapse, no eggs 
in it can be well preserved. If stock market index can be predicted, especially when 
stock market makes u-turn, investors can earn a large sum of money. 

By using investment analysis model based on the artificial neural network to make 
decision on investment, investors can avoid emotional behaviors, analysis the current 
market rationally, and then investment behaviors can be made regularly and 
scientifically. By using this model, tendency change about the investment market can 
be predicted. To some degree, this can make person successful. 

Taking stock market as example, the author supposes, all neurons in market can 
be divided two types: one is for common market, the other is for the specified share. 
Each type can be divided into three subtypes: long, medium and short tendencies. 
Among them, value investors can choose long tendency neurons, tendency investors 
can choose medium neurons, and technique investors can choose short tendency 
neurons. 

Long tendency neurons of share include: property features, whether the s price of 
product is controlled by state, year line, half-year line of Moving averages system etc. 
Among these, the meaning of observed value about the ‘property features’ are 
following: whether property can be duplicated or not (e.g.: famous scenery site, 
celebrated brand), whose observed value is 80 means that the company has a good 
earning power and never be challenged in the future; 30 means that the future may be 
good but may be challenged to some extent; 0 or below means confined or restricted in 
the future), etc. 

Medium tendency neurons for share include: book value per share, earning power 
per share, comparability etc. Among these, the meaning and observed values about the 
comparability are following: One share has higher comparability means that comparing 
with other shares in the same fields, this share has lower price, higher earning power or 
other material can be publicized. Thus, this share may be valuable to invest. The 
highest observed value for this is 80, medium is 20, common is 0, below common is -
20, the lowest is -50, etc. 

Short tendency neurons for share include: active degree, hot degree, K-line 
indicator. Among these, the meaning and observed values about the active degree are 
that whether the share has experienced of huge fluctuation in price, reaches its' limit-
up, has a large trading volume recently.  The observed value can be given more than 
50 if the share reaches the limit-up or has huge price amplitude recently. In general, the 
shares in highway and steel sections are the most inactive; on the other hand, the shares 
in nonferrous metals or security company are the most active. The observed value for 
this neuron can be defined: active, 60; common, 0; inactive, -60. 

There are about 55 neurons being used in the model. More neurons and their 
meaning will be discussed in author other paper. 
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5 Construction and Evaluation 

Using the analysis model, the investment decision-making system is constructed. In 
order to use wi simply, wi' is used to replace with wi. The meaning of wi' is the 

importance degree of the neuron and its value is between 0 and 1, then wi'=
=

n

j

j

i

w

w

1

. 

The system gave the evaluation of the market share price of China Shenhua Energy 
Company Limited whose stock number is 601088 from May to June in 2011. The 
long, medium, short tendency lines are shown in the system as following:  

 

Fig. 2. Evaluation of 601088  

Relatively the long tendency line changes a little, meanwhile, short tendency line 
changes huge. During this period, the market price of 601088 steadily went up from 
the lowest 26 Yuan to the highest 32.5Yuan. Due to the time, the author can not trace 
the price tendency of 601088 in half or year until the paper was published. 

6 Conclusion 

Using the analysis model, the investment decision-making system is constructed. In 
Just as the beginning of the paper, investment and financing will be the issues that 
everyone must face. However, Investment is also taken a big risk.  So, investor must 
be prudent. They prefer to miss the chance rather than do it wrongly. How to invest 
reasonable and properly? The paper gave some strategies which can be used as 
references. 

When market is in bull market, the 30 percent of personal assets can be used in 
value investment. In principle,   the shares can be chosen if the related companies 
have predominant influence in its industry, they can control their products' price, their 
developing field is supported by the state policy, they have something for speculation, 
their future earning powers are high, and the current market prices are far less from 
the top prices. In short their intrinsic values are good. When investors choose shares, 
they must pay more attention where the long tendency is upward. 
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When market is in bull market, the 40 percent of personal assets can be used in 
tendency investment, in which, 60 percent can be for fixed investment after tendency 
for common market is worthy for investment. That is to say, there must some features 
show that the common market will be upward in the future. The other assets can be 
used for earning short-term interest. When tendency for the common market changes, 
state policy must be paid more attention, shares that have good earning powers and 
future prospects must be hold steadily.  When ratio of earning money is more than 20 
percent, the 30 percent shares for tendency investment can be sold for cash. 

The 30 percent of personal assets can be saved at bank or for other purpose. 
If market is bear, investors can take rest. 
By using the methods of the neural artificial network, factors which can affect the 

market can be used as every neuron, and then weight is assigned. This weight is the 
impact degrees for the market. Then, the total result can reflect the tendency of the 
market. That can be used as a reference for investor and the emotional behavior for 
investment can be avoided and regularized. During this process, how to choose the 
neurons and how to assign the weight and observed value are very important. The first 
two can be defined by the experts. In fact, they are matter of successful application. 

The neurons discussed in the paper are chosen in the bull market, if investors want 
to earn money in the bear market, some similar methods can be used. The models for 
the future or interest market can also be constructed. 
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Abstract. There are two prospective goals for this research, firstly, bring in 
society network analytic technique to research the communication mode of the 
management science’s researcher community. Secondly, describe the citation 
network’s variation of management science journal. Using social network 
analyses on the citation network—measures of centrality, multivariate 
measures, position in the network—an examination of a management science 
community was discussed by promulgating the two-period citation modes’ 
variation to describe the management science’s evolution and maturity. Results 
show that the exchange of knowledge of management science journals in the 
network density increases and community was more direct and open. The 
subject tends to cross in the field of fusion. The network has maintained relative 
stability, but it also has some obvious changes. These journals can be 
considered to be the "invisible college" that has core members.  

Keywords: journal citation, social network analysis, centrality, visualization. 

1 Introduction 

Management science is an interdisciplinary science which aims at revealing and 
applying the basic laws of various management activities, which combines natural 
science, engineering science, technology science and social science, is an integrative 
decussate science.  

To see from world wide, the management science has undergone hundred years of 
developmental history. In China, as an academic subject, management science got 
development after the Reform and Opening-up. Especially in 1997, The Academic 
Degrees Committee of the State Council and the Council Education Committee 
published Academic Subjects and Disciplines Catalogue for Doctor & Master Degree 
Grant and Master Education, which independently takes the management science as 
an academic subject, by utilizing mathematical tool and combining basic theories 
such as economic science and behavior science, etc.. 
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The destination of this paper’s research is to track and describe China management 
science knowledge’s evolution. In order to get a better realization to the evolution 
features of management science’s research fields, it is selected to research the 
management science journals’ citation network. The journals’ citation networks can 
reflect the management science knowledge’s resource, fluxion and extension [1].  

There are two prospective goals for this research, firstly, bring in society network 
analytic technique to research the communication mode of the management science’s 
researcher community. Secondly, describe the citation network’s variation of 
management science journal. By promulgating the two-period citation modes’ 
variation to describe the management science’s evolution and maturity.  

2 Methods and Data 

2.1 Methods 

The main method for this research is the society network analytic technique with 
journal cited material as basis.  

The citation analysis is a science measurement method [2] for researching science 
documents’ citation relation. In academic subjects, the science documents’ mutual 
connections express in the documents’ mutual citation, we usually call the mutual 
citation relation as citation network, the science documents’ mutual citation is a 
presentation of science development rule, and it reflects science knowledge’s 
accumulation, continuity and succession.  

Society network analysis is a demonstration research method with relation as basic 
unit [3], mainly analysis the relation data. “Society network” means society activists 
and the aggregation of their relations. That is to say, a society network is an 
aggregation which is composed with many points and lines between the points. Points 
can be individuals, units, companies, cities and countries, etc. The relation types are 
multiple, which can be the relations of friends, foreign trades, science cooperation or 
journals’ citation and cited-by, etc. the society network analysis method has got 
extensive application in many science fields such as society science, psychology and 
management science, etc. This paper mainly analyzes the information communication 
networks in and out of the management science journals, to promulgate knowledge’s 
transmission feature among members, is also beneficial for getting a better realization 
to the science communication mode. The society network analysis is also beneficial 
for getting a better realization to the academic subjects’ relations. This analysis 
method also gets application in science research management field, such as analyzing 
the science research’s cooperative relationship network [4], [5].   

Citation analysis only provides basic data for analyzing academic subject’s 
development, while society network analysis can utilize citation data to promulgate 
citation network’s structure feature, and the combination of both can be a powerful 
analysis tool.  
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2.2 Data Source 

The management science journals’ sample selection is the precondition for analysis. 
In China, management science has developed for more than twenty years, has shown 
the emerging academic subject’s feature of rapid increased document quantity. 
However, comparing with the other academic subjects, management science is still a 
developing subject, has not formed any critical journal groups [6] which get common 
view in the this academic science for now, even the relatively important journals also 
don’t have unified standard and realization, expresses in the management 
departments/faculties list different critical journals for postgraduate education. 
Several important internal document data bases transplant management science into 
their academic subject ranges, respectively select out critical journals for management 
science. After eliminating the repeated journals, we select 18 kinds of management 
science journals with high impact factor (IF), these journal cover each field of 
Chinese management science, and own extensive representativeness in respective 
management science field. 

Utilizing the document data base to search and establish a citation data matrix for 
the management science journals. For now, the domestic document data bases which 
possess citation search function respectively are: China National Knowledge 
Infrastructure (CNKI), Chinese Sciences Citation Database(CSCD), Chinese Social 
Science Citation Information (CSSCI) and Chinese Science and Technology Paper 
and Citation Database (CSTPCD), etc. Through comparison, this paper selects CNKI 
as statistics resource, and utilizes the journal citation search function of this data 
base’s systematic reference document, to search out the citation data for these 18 
kinds of journals.  

In order to research the management science’s evolution, we select a long enough 
periods to research, i.e. from 1996 to 2006; the long period can guarantee to 
promulgate the variation features of academic communication mode for management 
science. For eliminating the other factors’ influence, the data are separated into two 
periods, respectively are 1996-2000 and 2002-2006. Five-year period like this can 
much clearly show the journals’ citation relation.  

Search out the cite and cited-by data for the 18 kinds of journals through on-line 
handling, form two 18×18 citation matrixes which are non-symmetrical and with 
directed relation, in order to conveniently utilize the society network analysis tool, at 
the same time, to eliminate the unbalancedness of the journals’ citation data, 
according to different network features, we can transform the multi-value matrix into 
adjacent, normalized or symmetrical matrix. The normalized matrix taken use by this 
paper is with row normalization, the symmetrical normalization utilizes the cosine 
function of included angle to take similarity measure and give normalization to the 
matrix. X and Y are respectively two vectors for matrix, the calculating formula is:  
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The value is between 0 and 1. The bigger the cosine values become, means the 
citation modes of these journals are much closer, it is opposite in the contrary 
situation.  
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The journal citation matrix shows the citation and cited-by data among different 
journals, and presents the citation relation network among different journals, forms a 
culminating point and brim network in the citation relation network, the culminating 
point is those journals, brims present the journals’ citation relations, in this way, we 
can form a journal citation relation network with directed multi-value relation, in this 
network, we can take individual or integral network analysis, through the integral 
network analysis we can promulgate this network’s structure feature, such as the 
network’s centrality, cohesive subgroups, block-models structure, etc, a series of 
quantized features.  

By throwing the original and the normalized matrixes into the society network 
analysis software UCINET [7], we get the following result analysis with the 
software’s calculation result as basis. 

3 Result Analysis 

In the data matrixes of the two periods, diagonal data presents journal self-citing 
frequency, because each journal publishes different quantity of papers every year, it is 
unfair to compare the journals’ self-citing data. We take the ratio of self-citing 
frequency and the quantity of papers published by each journal every 5 years as 
journal’s self-citing index, by comparison, we can see the journal’s self-citing ratio 
level. High ratio means this journal’s paper adoption has continuity, the front and the 
back publications connect well, gradually forms and maintains its own academic style 
and feature, also explains the journal’s team in this field is in stable development 
stage, but also means the specialized fields of the papers published by this journal are 
narrow, the relative independence (encapsulation) is high, the capability (openness) to 
absorb the achievements of the other fields is low, in the meanwhile, means its 
influence to the other fields is small, without high position in science field.  

From the two periods’ comparison to see, the self-citation ratio of all the journals in 
the second period is higher than that in the first period, explains all journals are 
strengthening to keep their academic style and feature. From the comparison of the 
journals’ sequencing in the two periods to see, the journals’ self-citation frequency 
occurs huge variation. In the first period, the self-citation frequency of FEM, NBR 
and CIE is low, while that of SETP, SSTI and CSS is high; in the second period, the 
self-citation frequency of FEM, CSS and IEM is low, while that of MSC, CJMS and 
AR is high. 

In the society network analysis, the relation totality which actually exists in the 
network divided by the theoretical maximum possible relation totality [8] is equal to 
the integral density of the two-value relation network. Give two-value treatment to the 
journals’ citation relations in the two periods, in the network, for any two journals that 
exist citation relation, the code is 1. For the journals which don’t exist citation 
relation, the code is 0; we can get a contiguous matrix in this way. The density of 
journals’ citation relation network is 0.5686 in 1996-2000, while that is 0.8627 in 
2002-2006. The integral density of the second period is bigger than that of the first 
period, this explains that, the mutual citation relations of the 18 kinds of management 
science journals in the second period is bigger than that in the first period, the 
extension and fluxion of the journal’s knowledge is more extensive, the academic 
subjects’ fields are tending to mergence.  
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Utilizing Quadratic Assignment Procedure (QAP) theory, which is a method used 
to compare the similarity of each lattice value in the two matrixes, we can calculate 
the relevance modulus in the two matrixes. The calculation result of the original data 
matrixes in the two periods shows the relevance modulus is 0.755. The journals’ 
citation networks of the two periods keep relative stability, in the mean while, also 
occur some obvious variations.   

3.1 Centrality  

To the relation network, estimate its centrality is an effective method to depict society 
activist’s “power”. In the relation network, if an activist directly connects with the 
other activists in its local environment, the measured centrality is called as local 
centrality. Measure the centrality of the directed relation network, find each point has 
two local centrality, one is corresponding to the Indegree, and the other one is 
corresponding to Outdegree. In the journal citation network, indegree is the local 
network centrality which is formed by a journal cites the other journals, while 
outdegree is the local network centrality which is formed by a journal cited by the 
other journals. The results are listed in the table 2.  

From the table 2 we can see that, both the standard indegree and centrality of the 
journals’ networks in the two periods are bigger than the standard outdegree and 
centrality, this shows that, the journals’ cite and cited-by relations have huge 
asymmetry. The closer the centrality approaches to 100%, explains the network owns 
more central tendency, the result shows the central tendency of the citation network in 
the second period is bigger than that of the first period. From the integral comparison 
to see, the integral centrality of the citation relation network is relative big. 

Table 1. The indegree & outdegree of journals’ citation networks 

 1996-2000 2002-2006
Journal Indegree Outdegree Indegree Outdegree 
CSS 0.447 1.476 0.688 1.099 
CJMS 0.439 0.615 0.408 0.823 
CIE 0.830 0.121 0.557 0.616 
RDM 0.349 0.532 0.500 0.725 
JSE 0.586 0.328 0.661 0.373 
SETP 0.326 1.199 0.588 0.825 
FEM 0.696 0.289 0.838 0.033 
SR 0.360 0.186 0.492 0.159 
SSTI 0.045 0.090 0.175 0.144 
NBR 0.250 0.384 0.663 0.408 
CD 0.328 0.120 0.285 0.196 
SRM 0.553 0.805 0.689 1.047 
SSS 0.517 0.382 0.499 1.014 
AR 0.197 0.065 0.269 0.232 
MW 0.587 0.370 0.694 0.560 
MSC 0.674 0.649 0.619 0.536 
IEEM 0.699 0.569 0.799 0.589 
IEM 0.421 0.123 0.423 0.468 
Centrality 18.2% 6.6% 15.2% 8.0% 

 
To observe journals’ local centrality, the diversity between indegree and outdegree 

is bigger than zero means the journal’s cited-by centrality is bigger than its cite 
centrality, contrast if the diversity value is smaller than zero. In the first period, CSS 
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and SETP have comparatively stronger centrality, in the second period, SSS and CSS 
have comparatively stronger centrality. The integral diversity comparison of the two 
periods shows, the network centrality of FEM and MSC becomes much smaller 
(respectively from -0.439 to -0.805, from 0.264 to -0.210), while the centrality of 
CJMS and SSS become much bigger (respectively from 0.070 to 0.415, from -0.098 
to 0.515), the influence of SETP is declining (respectively from 1.029 to 0.411, from 
0.873 to 0.237). From the journals’ indegree diversity comparison of two periods to 
see, the diversity of NBR and SETP is becoming bigger, while that of CIE and MSC 
is becoming smaller. From the journals’ outdegree diversity comparison of two 
periods to see, the diversity of SSS and CIE is becoming bigger, while that of CSS 
and SETP is becoming smaller.  

3.2 Network Role Position 

According to the cosine value of journal’s citation vector, draw a journal citation 
network chart. Thereby realize the similarity of journals’ knowledge communication 
modes, the line’s size corresponds with journals’ similarity, the rougher is the line, the 
more similar is the connected journals’ citation mode, and the stronger is the 
similarity of journals’ fields or specialized subjects. Visualization can much directly 
realize the similarities and dissimilarities of the knowledge communication of 
management science journals. Fig. 3 and 4 give visualization results.  

The lines in the citation network chart are only visualization expression of the 
journal citation mode’s similarity, when different journal groups which cluster 
according to research fields appear in the network, it is difficult to identify the journal 
groups only from the lines’ size, at this time, we need to take “simplify” to the 
complex network.  
 

 
Fig. 1. Journal’s citation network in 1996 -
2000  

Fig. 2. Journal’s citation network in 2002-
2006 

 
The block-models in the society network analysis can sort the network activists 

according to Structural Equivalence, which is a method to research the network 
position mode and a descriptive quantitative analysis to society roles [8]. In the 
journal citation network, the structural equivalence can be used to measure to what an 
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extent one or more kinds of journals play the same role or perform the same function. 
Structural Equivalence journals take mutual citations with the other journals of the 
same role. Although sometimes two journals don’t mutually cite another journal, they 
still play the same role in the network, but the roles played by the journal members 
maybe multiple and in variation. The Concor program in the Ucinet software is 
according to the structural equivalence method to identify all points. Through 
transplanting journal citation network data, we can identify which journals are playing 
the same roles. According to the strict equivalence standard, we can divide the points 
into four blocks, and the results of the two periods are listed in table 2. 

Table 2. The papartion of citation networks 

 1996-2000 2002-2006
Zone 1 AR, CIE, MW, NBR, CSS, SR AR, CIE, MW, NBR, FEM, CSS, SR 
Zone 2 SSTI, CJMS, SSS, RDM SSTI, CJMS, SSS, RDM
Zone 3 MSC, FEM, IEM MSC, SRM, IEEM
Zone 4 SRM, JSE, SETP, CD, IEEM JSE, SETP, CD

 
To see from the overall, although the journals of the two periods are both divided 

into 4 zones, except the journals in the second area keep constant, the journal 
formation of the rest areas occur some variation. There are 6 kinds of basic journals in 
the first area, respectively are AR, CIE, MW, NBR, CSS and SR. In the second 
period, the FEM joins into the first area, the journals in this area mainly research 
macroscopic management and policy; There are 4 kinds of basic journals in the 
second area, respectively are SSTI, SRM, SSS and RDM, mainly take technology 
management research; the basic journal in the third area is MSC, in the second period, 
CJMS and IEEM joined in, this group mainly research management science in a 
narrow sense; the basic journals in the forth area are JSE, SETP, CD, mainly research 
system engineering, the CJMS and IEEM of the first period also belong to this area, 
which are divided into the third area in the second period.   

Through visual direct analysis and quantitative role partition, we can see the 
citation role and function of the management science journals keep stability on the 
whole, but occurred some variation. 

4 Conclusion and Discussion 

By transplant society network analysis methods – centrality, subgroup structure and 
block-models – to research the management science’s citation network, we 
successfully accomplish the analysis goal of this paper. Firstly, various society 
network analysis methods respectively promulgate and describe the knowledge 
citation network features of the management science community; secondly, the 
promulgated features of the network structure is beneficial to build a management 
science communication system.  

As a whole, along with time changes, the knowledge communication density of 
management science journals is increasing, the knowledge communication among 
journals become more and more direct and open, the academic branch fields are 
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tending to mergence. The journals’ whole citation and cited-by scale of the two 
periods keep relative stability and with some variation. Many researches show that, 
the network’s centric position is very important for accepting and diffusing 
information. China Soft Science Magazine and MSC lie in the network’s center, play 
important roles in the knowledge communication network. Journal’s cluster and 
partition also show that, the journal’s citation exists “invisible college”, i.e. exists 
journal community. Their critical members exist in all communities.   
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Abstract. Although the FP-Growth association-rule mining algorithm is more 
efficient than the Apriori algorithm, it has two disadvantages. The first is that the 
FP-tree can become too large to be created in memory; the second is the serial 
processing approach used. In this paper, a kind of parallel association-rule 
mining algorithm has been proposed. It does not need to create an overall 
FP-tree, and it can distribute data mining tasks over several computing nodes to 
achieve parallel processing. This approach will greatly improve efficiency and 
processing ability when used for mining association rules and is suitable for 
association-rule mining on massive data sets. 

Keywords: Data mining, Association rules, Frequent pattern, FP-tree, Parallel 
algorithm. 

1 Introduction 

Association rules were first proposed by Agrawal in 1993 [1] and are an important data 
mining research topic. The Apriori algorithm was proposed in 1994 by Agrawal and 
Srikant as an original algorithm for mining Boolean-type association rules [2]. Many 
improved algorithms have been derived from the Apriori algorithm. However, all 
Apriori-like algorithms have the following deficiencies [3]: (1) they must spend a large 
amount of time processing a large number of candidate item sets, and (2) they must 
repeatedly scan the database to match candidate item sets to find frequent patterns. To 
avoid the deficiencies of the Apriori-like algorithms, the FP-growth algorithm was 
proposed by Han et al. [3] for mining association rules. Research has shown that the 
FP-growth algorithm is approximately one order of magnitude faster than the Apriori 
algorithm. 

In recent years, along with the digitalization of society, massive data applications 
have become more and more prevalent. Although the FP-growth algorithm is more 
effective than Apriori, it is still unsuitable for performing association-rule mining tasks 
on massive data sets. The reasons for this are that the FP-growth algorithm performs 
serial processing and that the FP-tree may become too large to be created in memory. 

Association-rule mining problems based on applications of distributed data 
structures have made apparent the practical need for a distributed data mining 
algorithm to avoid the transmission of large amounts of data in networks. 
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To achieve parallel association-rule mining or association-rule mining on distributed 
data structures, approaches reported in the literature include data division [4], 
multithreaded memory-sharing parallel algorithms [5-6], and division of the overall 
FP-tree into small FP-trees for parallel processing once the overall FP-tree has been 
obtained [7]. Reference [8] suggested that in the FP-growth algorithm, the processes of 
mining every conditional-pattern base are independent, and therefore frequent pattern 
mining of every conditional-pattern base can be regarded as an independent subtask, 
and the whole task of frequent pattern mining can be divided into a set of subtasks 
which can be assigned to different nodes of a computer cluster.  

This paper proposes an improved algorithm based on the FP-growth algorithm. The 
algorithm is designed to operate in a distributed application data framework, does not 
need to create an overall FP-tree, and uses parallel processing in all its principal steps. 

2 Description of the Problem 

Let I={i1,i2,…,in} be the set of all items, and let transaction T be a set composed of 

several items from I, T ⊆ I. Each transaction has a unique Tid identifier.  

Let D be a global database composed of multiple local databases, D=
=

m

j
jd

1
, 

where 
jd ( mj ,...2,1= ) are distributed in different storage nodes 

jM . 

Let jC  (j=1,2…p) be a group of computing nodes with powerful calculation 

capabilities. In a physical sense, a storage node and a computing node can completely 
coincide, partially overlap, or be completely distinct.  

The algorithm will attempt to make full use of the computing nodes jC  (j = 1, 

2... p) to discover the frequent patterns as quickly as possible from the overall 
transaction database D to obtain association rules.  

3 Algorithm Description 

(1) For each storage node jM : obtain the count of all items in jd .  

(2) In the central computing node: collect and sum the counts of all the items in 

each jd  to obtain the count of all items in the overall database D. Order the items in 

descending order. Delete items for which the count is less than the specified minimum 
count supported. The result is the overall 1-item frequent set L. 

(3) In the central computing node: to distribute the frequent pattern mining task 
over many computing nodes by items to realize parallel processing in the following 
step, the central computing node needs to assign a computing node to every item in L 
and to add its assigned results to L. Finally, L is obtained as shown in Table 1.  
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Table 1. Overall 1-item frequency set and computing node assignment results 

Item Count Computing node 

… … … 
i2 3510 C3 
i5 2580 C4 
i9 2500 C5 
… … … 

 
The central computing node distributes L over all storage nodes. 

Many strategies are available to assign a computing node to each item. The 
simplest way is to assign computing nodes to items by their count order. For example:  

Items are designated as 1,...,n according to their count in descending order. The 
number of computing nodes is j, and the nodes in turn are called C1,…,Cj. Assign 
computing node Ci+1 for item n when n mod j = i. 

(4) For each storage node jM : process every transaction in 6 according to the 

overall 1-item frequent set L. The main steps of the procedure are: 

① Filter out the items that are not in L. 

② Order the rest of the items by descending count order in L. 

③ Add the transactions to the local FP-tree.  

After this step, there can be several local FP-trees and several local header tables 
that are bound by the overall 1-item frequency set L.  

(5) For each storage node jM : according to the additional computing-node 

assign information in L, send the items in the local header tables with their 
conditional-pattern base in the local FP-trees to their corresponding computing nodes. 

(6) For each computing node jC : aggregate the conditional-pattern base group 

by item and perform frequent pattern mining. If the conditional-pattern base of an 
item is very large, it is possible to invoke this algorithm recursively to disaggregate 
the frequent-pattern mining task for this item to make it suitable for parallel 
processing. 

(7) For each computing node jC : send the frequent patterns to the central 

computing node, which summarizes them and generates the overall association rule 
set. 

4 Discussion 

In step (3), more than one strategy is available to assign a computing node to every 
item in L, for example, static distribution which reduces communication overhead and 
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is suitable for remote distributed computing. If communications are readily available, 
a dynamic distribution strategy can be used. One item is initially assigned to every 
computing node, beginning from the end of the overall 1-frequency set L. After a 
computing node has finished its task, it is assigned another, as yet unassigned item 
from the end of L. 

5 Test Results 

The computer configuration used for the experiment was the following: CPU: Intel 
Celeron D Processor 3.456 GHz, RAM: 1GB, OS: Microsoft Windows XP 
Professional. 

The data used for the experiment are found in the T10I4D100K data set 
(http://fimi.ua.ac.be/data/T10I4D100K.dat). The data file is 3.93 MB in size and 
contains 100,000 transactions. The minimum serial number of the items is 0, and the 
maximum serial number is 999. The number of items which actually appear in all 
transactions is 871. This means that there are 29 items which do not appear in all 
transactions. The total number of times that an item appears in a transactions is 
1,010,221, and the average length of a transaction is 10.1. 

To simulate parallel processing, at each parallel step of the algorithm, the task was 
disaggregated into several subtasks. Then all the subtasks were executed on a single 
computer, the maximum processing time of all subtasks was taken to be the execution 
time of this step, and the execution times for all steps were added together to obtain 
the total execution time of the algorithm. 

The minimum support value was set to 1%, which means that the minimum 
support count was 1000. Test results from the algorithm are shown in Fig. 1. 

 

Fig. 1. Test results 

6 Conclusions 

The proposed algorithm is based on a distributed application data framework and does 
not need to create an overall FP-tree. This can avoid the problem that the overall 



 A Parallel Association-Rule Mining Algorithm 129 

 

FP-tree may become too large to be created in RAM. The algorithm uses parallel 
processing in all its principal steps. It can greatly improve the efficiency and processing 
ability of the association-rule mining algorithm. It is suitable for association-rule 
mining on massive data sets which the traditional FP-growth algorithm cannot handle. 

Experiments have shown that this algorithm is faster than the FP-growth algorithm 
for association-rule mining on problems at the same data scale. Because it does not 
need an overall FP-tree, this algorithm can deal with larger data sets than the FP-growth 
algorithm. 
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Abstract. Parallel algorithm in parallel program design has close relationship 
with problem type to be solved. Correct utilization of problem type can 
effectively improve parallelism of program. The paper proposed parallel 
programming selection algorithm based on problem domain. It models and 
matches program structure to find appropriate parallel program design method. 
The practical application example of proposed algorithm was provided to 
illustrate it can effectively improve working efficiency of parallel program. The 
performance analysis result also shows that the method can adequately give full 
play of parallel nature of program. 

Keywords: Problem Domain, Classification, Parallel Decision-making, 
Speedup. 

1 Introduction 

With the era of multi-core CPU, many emerging computer application fields have 
brought out higher requirements on computing performance of computers [1, 2]. It is 
difficult for traditional serial programs to meet needs of high performance 
computation. In addition, the potential execution of multi-core CPU has also some 
inadequacies. Therefore, it has become real needs to transform and design new 
parallel programs. 

The popular parallel program design schema includes parallelization method based 
on task decomposition, parallelization method based on data decomposition as well as 
that based on data flow decomposition and etc. Each parallel algorithm has its own 
appropriate problem domain [3, 4]. In case of parallel code generation, the 
programmer mainly complete it depend on personnel experience or system with 
parallel compilation functions. The process is often certain blindness, namely if 
programmer or complier system has not select appropriate parallel strategies, it will 
lead to parallel program cannot achieve higher improvement in efficiency, even occur 
error. Therefore, it is the premise of play parallel program efficiency by classify 
problem domain, analyze features of different domain and design appropriate parallel 
programming strategy of different domain. The paper proposed parallel programming 
selection algorithm based on problem domain. It models and matches program 
structure to find appropriate parallel program design method. The paper is organized 
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as follows: section 2 introduces several common classification methods of problem 
domain; section 3 gives parallel program design algorithm based on problem domain; 
section 4 performs performance analysis on parallel program design algorithm; 
section 5 concludes our work. 

2 Common Problem Domain Classifications and Related 
Definition 

2.1 Related Definitions 

Definition 1: Define program structure as P(C, D), where C is control module set of 
program P and D is data set of P. The p is used to represent sub-task of P. 

Definition 2: Set program control module as C(I, O, L). Where, I is input of module 
C; L is sentence set of C and O is output of C. The c(i, o, l) is used to represent 
control module of sub-task p.  

Definition 3: 1 2 1 2 1 2( , )p p c c d d∪ = ∪ ∪ , 1 2 1 2 1 2( , )p p c c d d∩ = ∩ ∩ . 

In order to simply representation, the paper uses 1 1c o⋅  to show output o1 of 

control structure c1. In this way, 1 1 1p c l⋅ ⋅  is the sentence set l1 in the control unit c1 

of sub-task p1. 

2.2 Common Problem Classification 

(1) Transaction independent problem domain 
Set n is an arbitrary natural number. There are 

1 2 3, , , , np p p p  belong to P, when 

1 2 3 np p p p P∪ ∪ ∪ ∪ =  and 1 1 1 2 2 2 n n np c l p c l p c l ϕ⋅ ⋅ ∩ ⋅ ⋅ ∩ ∩ ⋅ ⋅ = , the 

program P is transaction independent problem domain. 
The task to be completed of transaction independent problem domain can be 

divided into independent sub-tasks. The data to be processed by each sub-task is 
same, but operations on these data are varying from each other. 

(2) Data independent problem domain 
Set n is an arbitrary natural number. There are 1 2 3, , , , np p p p  belong to P, 

when 1 1 2 2 n np d p d p d P D⋅ ∪ ⋅ ∪ ⋅ = ⋅ , 1 1 2 2 n np d p d p d ϕ⋅ ∩ ⋅ ∩ ⋅ =  and 

1 1 1 2 2 2 n n np c l p c l p c l⋅ ⋅ = ⋅ ⋅ = = ⋅ ⋅ , the program P is data independent problem 

domain. 
The task to be completed of data independent problem domain can be divided into 

several different sub-tasks. The data to be processed by each sub-task is quite 
different, but operations of which are identical. 

(3) Transaction associated or data associated problem domain 
Assume m, n, o are arbitrary natural numbers and m n< , o n< . There is 

1 2 3, , , , np p p p  belongs to P, it meet mp P∀ ∈ , op P∃ ∈  and 
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m m m o o op c i p c i⋅ ⋅ = ⋅ ⋅ , the program P is transaction associated or data associated 

problem domain. Where, pm and po are component of a data flow. 
The task to be completed of transaction associated or data associated problem 

domain can be divided into associated bus-tasks. The input and output among sub-
tasks are depending on each other. The associated transactions constitute an integral 
data flow. 

2.3 Conclusion of Common Problem Domain 

(1) The transaction independent problem domain matches parallel algorithm based on 
task decomposition. Each independent sub-task cannot be executed in parallel. It 
needs to carry out synchronization operation on common data. 

(2) Data independent problem domain matches parallel algorithm based on data 
decomposition. Each independent sub-task can execute in parallel. 

(3) Transaction associated or data associated problem domain matches parallel 
algorithm based on data flow decomposition. Each independent sub- task cannot be 
executed in parallel. 

(4) Problem domain of other types uses non-parallel algorithms. 

3 Parallel Programming Design Algorithm Based on Problem 
Domain 

3.1 Main Idea 

As different problem domain has different parallel strategy, the algorithm firstly 
models program structure according to representation method in the definition using 
set data structure. Utilizing above four conclusions, the sentence-level parallel 
solution can be arrived by sub-task division, problem matching and algorithm 
recursive. 

3.2 Algorithm Description 

Step 1: Establish structural mode P(C, D) of program p. Number each sentence in the 
program. The sentence set constitutes set L of control module C and all data 
constitutes set D. 

Step 2: Divide program into several sub-tasks 1 2 3, , , , np p p p  based on logical 

function. 
Step 3: Construct program structure model P(c, d) of each sub-task. 
Step 4: Detect control module and data module of each sub-task, and then 

determine which problem domain of the relationship between it and other modules. 
Step 5: Utilizing former mentioned four conclusion, we can obtain parallel 

algorithms matching to each sub-task and sub-task level parallel solution. 
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Step 6: Repeat Step 1 to Step 6 on each sub-task till sentence level parallel solution 
was determined. 

3.3 Algorithm Application Example 

Parallel program design algorithm based on problem domain can be used to transform 
existing serial program, or to design new program solution. Matrix operations are 
problem objects to be solved in the parallel program. The iterative sentence is also 
usually used as optimization processing object [3]. In the next, the program example 
is used to illustrate how to perform assignment and operation with the algorithm to 
conduct parallel operation. The code segmentation is as follows: 

/*Save value of matrix A with three-dimensional array and assign value to array 
a[3][3]*/ 

1

(1)( 0; 3; )

(2)( 0; 3; )

[ ][ ] [ ][ ];

for i i i

p for j j j

A i j inputA i j

= < + +
 = < + +
 =

 

/*Save value of matrix B with three-dimensional array and assign value to array 
b[3][3]*/ 

2

(3)( 0; 3; )

(4)( 0; 3; )

[ ][ ] [ ][ ];

for m m m

p for n n n

B m n inputB m n

= < + +
 = < + +
 =

 

/* Multiplication operation between matrix A and B*/ 

3

( 0; 3; ) (5)

( 0; 3; ) (6)

[ ][ ] [ ][0] [0][ ]

[ ][1] [1][ ] [ ][2] [2][ ];

for p p p

for q q q
p

output p q A p B q

A p B q A p B q

= < + +
 = < + +
 = +
 +


 

 

Construct mathematical model for the whole above code segment and mark it with 
P(C, D), Where C is {{inputA inputB}, {output}, {(1) (2) (3) (4) (5) (6)}}, D is 
{inputA, inputB, output, i, j, m, n, p, q}.  

Based on logical functions of program, the code segment can be divided into three 
sub-tasks, namely assign value to matrix A and matrix B as well as conduct 
multiplication operation on A and B, which is respectively marked by p1, p2 and p3.  

Construct structural model of each sub-task: 

1({{ },{ [3][3]},{(1),(2)}},{ , , , [3][3]})p inputA A i j inputA A  

1({{ },{ [3][3],{(3),(4)}},{ , , , [3][3]})p inputB B m n inputB B  

1({{ [3][3], [3][3]},{ },{(5), (6)}},{ , , [3][3], [3][3], })p A B output p q A B output  

Based on problem domain concept and four conclusions, detect the problem domain 
and corresponding parallel program of p1, p2 and p3 as well as other two sub-tasks. 
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The p1 and p2 are data independent problems, so p1 and p2 cannot compute in parallel. 
The p1 and p3 as well as p2 and p3 are data or transaction associated problem, so p1 and 
p2 cannot compute with p3 in parallel. We can only firstly compute p1, p2, and then 
compute p3.  

For the sub-task p1, p2 and p3, build model with same method and examine problem 
type among sentences, so as to obtain execution program in parallel. The sentence (1) 
and (2) in p1 belong to data independent problem domain, so (1) and (2) can execute 
in parallel. Similarly, (3) (4) in p2 and (5) (6) in p3 can be executed in parallel. In 
summary, the parallel solution firstly perform (1)-(4) in parallel. After completion, the 
(5) and (6) will be executed. 

4 Performance Analysis 

After parallel transform on the program with proposed algorithm, the program 
performance can be improved. A complete program in the algorithm is divided into 
several different sub-tasks. The parallel execution of these sub-tasks improves 
efficiency. As long as the processor number meets requirements of parallel execution, 
the efficiency will improve significantly. Here, the concept of speedup is used to 
quantitatively analyze on performance improvement in the detection. 

Based on modified Amdahl, the speedup=
1

(1 ) / ( )s s n H n+ − +
. 

Where, s is the proportion of serial program in the total sentences; n is the number of 
processors; H(n) is system overhead in case of parallel execution of program [5-7]. 
When n → ∞ , the speedup can reach maximum 1/s. Therefore, the key to improve 
performance is to decrease proportion of serial part in program. In the above example, 
as (1)-(4) can be executed in parallel and (5) (6) can also be executed in parallel. The 
proportion of serial program occupies 2/27. As the parallel code itself has certain 
system overhead, its speedup may be less than 27/2. It is visible that majority 
sentences of program has been parallelized, which play fully parallelism of program. 

5 Conclusion 

The parallel program design algorithm based on problem domain models program 
structure on problem to be solved and determines problem type that function modules 
belongs to, so as to complete decision-making on parallel algorithm. In order to 
implement algorithm, the set data structure is used to establish program structure 
model. It can clearly reflect relationship in program structure and help for determining 
problem domain type. The example application shows that the algorithm can design 
parallel program with high parallelism and improves algorithm performance. It taps 
the potential of multi-core processors in high performance computing. The downside 
is that the algorithm can only make a sentence-level parallel program decision-
making, but not perform detail operation into depth. Therefore, the parallelization 
inside sentence can be further improved to improve program design efficiency, which 
is our focus in the future. 
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Abstract. The ZB (trillion GB) scales of data produced globally each year, 
making the distributed data storage become a trend. Research and application 
on Hadoop which is the most representative open source distributed file system 
is increasing. However, Hadoop is not suitable for handling massive small files, 
this paper presents a metadata-aware storage architecture for massive small 
files, taking full advantage of the metadata of file, merging the small files into 
Sequence File by the classification algorithm of merge module, and the efficient 
indexing mechanism be introduced, make a good solution to the problem about 
the bottleneck of NameNode memory. Taking MP3 files as an example, the ex-
periments show that the architecture can obtain good results.  

Keywords. Hadoop, metadata aware, small files, storage architecture, MP3. 

1 Introduction 

According to the report from IDC, the amount of data produced from all over the 
word in 2010 is 1.2ZB（1ZB=1 trillion GB）,and in 2011there will be 1.8ZB[1]. Jim 
Gray, the winner of Turing Award, put forward an experiential law: In networks envi-
ronment, every 18 months, the number of data produced equals to all the data counted 
together before. Until now the growth in data rates is true about this law. Traditional 
methods for data storage and handling are increasingly hard to handle the massive 
data, so the distributed storage becomes inevitable. The two most representative of 
them is the distributed data storage (GFS/BigTable) [2] and management architecture 
(Map-Reduce) from Google, and the open source Hadoop architecture. 

Hadoop is a software architecture that can manage the massive data distributive, by 
a reliable, high-efficient, scalable way. Hadoop contains multiple components, and 
Hadoop Distributed File System (HDFS) is the most basic one. HDFS is high fault-
tolerance, designed to deploy on low-cost hardware, providing extremely high data 
throughput and suitable for those with large data set of applications [3].                

Essentially, HDFS is a kind of streaming block the file system. It is First designed 
to handle big files (the file size is usually above hundreds of MB). When tackle with 
small ones, it will bring some problems. Small file means those whose file size small-
er than HDFS block (64MB default). This kind of files will bring serious problems to 
Hadoop’s expansibility and performance. First of all, too many small files will impact 
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on the use of NameNode RAM and DataNode RAM [4]. In HDFS, every block, file 
or catalog are store as objects, every object occupies 150 byte. 

If there are 10,000,000 small files, every file occupy one block, it will take almost 
2G. That means we store ten million small files, the NameNode needs 20GB RAM. 
The RAM of NameNode will seriously restrict the cluster’s extensibility. Secondly, 
the speed of visiting massive small files is far slower than some of big files. Visiting 
massive small files need jump from one DataNode to another. It also affects the sys-
tem’s performance. Finally, the speed of dealing with massive small files is slower 
than dealing with the same size of big files. Every small file takes place a slot, and the 
start of task will cost a lot of time, so far as to spend most of time on start and release 
the task. If the small file is too many, it also need many times of interacting with Na-
meNode, which will enhance the load of NameNode and add many times of seeking 
and jumping between DataNode.  

But in daily-use files, small files take a great percentage, such as Word docs, Po-
werPoint, MP3 and so on. These kinds of files are smaller than 64M (HDFS block 
default). At present, there are seldom researches aiming at the management of small 
files. [5] use HAR to realize the combination of small files to improve the metadata 
storage ability. [6] and [7] propose a storage mechanism adapt to WebGIS and PPT 
files, improving the storage and access efficiency of small files. Above all, they all 
focus on special field of application, usually aiming at specific files and could not be 
used universally.  

This text brings up a kind of metadata-aware small files storage architecture on 
Hadoop, fully using the information included in the file itself. Through the prepro-
cessing module, using classify-algorithm, the strong relative files are merged to the 
Sequence File[8]. This method reduces the number of files in the HDFS; Meanwhile, 
it brings into a high efficient extended first level index mechanism, which can locate 
the small files in the Sequence File and its offset; Moreover, Using the metadata man-
agement module, the meta-information can be indexed and manage centrally and 
could support all kinds of application scenarios; At last, take MP3 file for example, 
confirm this architecture is effective. 

2 The Overview of Storage Architecture 

We can see from figure 1, this architecture expands the traditional HDFS. Besides the 
traditional HFDS NameNode and DataNode, it brings in the extended first class index 
and metadata node. It could store richer meta-data and provide stronger support on 
applications. 

2.1 File Write 

After the preprocessing of small files, except writing the merged SequenceFile into 
HDFS file system, It also writes the relation between small files and serial files into 
the extended first class index. Meanwhile, it will write richer metadata (Like the 
ID3V1 of MP3 File) into metadata node. 
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Fig. 1. The storage architecture 

2.2 File Access 

When visiting a small file, firstly it will find the name of SequenceFile in extended 
first class index and the offset position of this small file. And then, it uses HDFS me-
tadata to search the information of the SequenceFile. Client read the corresponding 
small file from the offset position. Meanwhile it puts the extended first class index 
and metadata into Cache for future using. 

3 Module Design  

3.1 Merge Module 

The file accesses of users usually have local characteristics, namely they are consider-
able relevance. According to these characteristics, we can use the classify algorithm 
to deal with all kinds of files. The common algorithm is show as follow:  
 

Step 1. Read the meta-information and put it into metadata node; 
Step 2. According to the file type, use the relevant module to conduct and merge 

to a SequenceFile; 
Step 3. Record the classify results in metadata node; 
Step 4. Store the relevance between small files and SequenceFile into the ex-

tended first class index; 

3.2 Index Module 

The module saves the information as [the small file name, the sequence file path@ 
offset position] in NameNode and uses the same mechanism as metadata, initially 
loads into NameNode RAM. Meanwhile, the client use the cache mechanism to store 
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the files index that read before in order to search quickly and reduce the communicat-
ing times with the NameNode. There into, the sequence file path starts directly from 
the root directory of HDFS, using 6 characters as the auto incremented generated file 
names(every character can use a-z0-9, 2,100,000,000 files all together). The average 
length of small file name is 10 characters, the initial position use  36 notations（ the 
max number system by Java default supported）, occupying 6 byte totally. So every 
small file needs 23(10+6+1+6) byte to store this index and 2G RAM can store one 
hundred million files.  

3.3 Metadata Manage Module 

Due to the metadata in traditional way of Hadoop NameNode is mainly for file manage-
ment,  cannot deal with richer metadata. That is why the metadata manage module is 
worth bringing into the system to index and manage all metadata intensively. The meta-
data manage module extends the NameNode, using Key-Value document database 
CouchDB[9]. And considering the performance, Memcache[10] is used as cache. Based 
on these ample metadata, it can provide strong support to upper level applications. The 
structure of metadata is[File name, Position, meta-information]; As to MP3 file, the 
structure is [File name, Position, Song name, Artist, Album, Year, Genre]. 

4 Simulation 

4.1 Experimental Environment 

The experimental platform is Hadoop cluster including five IBM X3200M3 PC-server 
，every node have  quad-core intel Xeon X3430 CPU ,2.4GHz,4G RAM，2T SATA 
hard disk. The OS is 64 bit CentOS 5.5（kernel version:2.6.18）, Hadoop version is 
0.20.2，JDK version is 1.6.0。 

In the five server, one as  NameNode. three as DataNode. The last one is metadata 
Node. 

As MP3 is the de facto standard in the digital music era, there are amount of MP3 
files and the need of access by users is more and more rapidly (top100.cn includes 
4000,000 MP3 files[11]). This paper chooses MP3 files to test. During testing, there 
are 100,000 MP3 files and we simulate the condition of 100 concurrent users access. 

4.2 MP3 Metadata 

This paper uses the ID3V1 information as the metadata. The ID3V1 has a simple 
structure, storing at the end of MP3 files and containing the information of title, artist, 
album etc.[12] The structure is showing as follow: 

 typedef struct tagID3V1{   
char Header[3];  
char Title[30];      
char Artist[30];   
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char Album[30];      
char Year[4];   
char Comment[28];   
char reserve;   
char track;;  
char Genre;     
} ID3V1; 

The album is the major way of release to modern music, It usually contains 3-15 
songs together and about 12-74 minute of time. The size of MP3 files contained in 
one album are commonly smaller than 64M(HDFS default).This paper use the classi-
fy algorithm as follow: 

Step 1. Put all the metadata of MP3 (IDV3)into metadata Node; 
Step 2. Read the files belonged to the same album and merge it as a Sequence File. 

Record the classify information in storage and store its correlations as the the extended 
first class index; 

Step 3. Classify all files which could not be classified at Step 2 by artist and put the 
same class MP3 files together as a Sequence File. Record the classify information in 
storage and store its correlations as the extended first class index; 

Step 4. Classify all files which could not be classified at Step 3 by year and put the 
same class MP3 files together as a Sequence File. Record the classify information in 
storage and store its correlations as the the extended first class index;  

Step 5. Classify all files which could not be classified at Step 2,3,4 by name order; 

4.3 Experimental Results 

4.3.1   Traditional Way 
Puting 100,000 MP3 songs directly into Hadoop, the occupation of NameNode RAM 
is show in figure 2: 

 

Fig. 2. The occupation of NameNode RAM 

Reading the <Baby> and <Up> in the same album orderly, the time is needed shows 
in figure 3: 
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Fig. 3. The time cost in traditional way of file access 

4.3.2  New Approach 
Using the architecture this paper brings, The occupation of NamNode RAM com-

pared with the traditional way is showed in figure 4: 

  
Fig. 4. The NameNode RAM occupation 

As can be seen from figure 4, using the way this paper proposed, there is a notable 
decrease in NameNode RAM usage. This also means Hadoop can manage more files 
in the same hardware configuration.  

Reading the <Baby> and <Up> in the same album orderly, these two song are 
merge to the same SequenceFile throgh preprocessing. The time of five times reading 
shows in figure 5:  

 

  
Fig. 5. The time cost of reading files after improvement 

Comparing with the traditional way, the time cost is show in figure 6: 
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Fig. 6. The average time consuming contrast with the traditional way 

As showed in the figure 6, used new approach, the performance will not be af-
fected by including the the extended first class index. And belonging to the  same 
SequenceFile, the operating system puts  the file in cache. So when visiting it the 
second time, the performance will have a significant improvement. 

5 Conclusion 

In this paper, it makes full use of the rich meta information contained by the file itself 
and brings in a kind of metadata-aware small files storage architecture on Hadoop. 
This architecture includes three main parts, the  merge module, first index module 
and metadata manage module; Through the use of classify algorithm in merge mod-
ule, it merge the relevant files into the Sequence File, sharply reducing the number of 
files in HDFS. Verified through practice, this method can be a very good solution to 
the NameNode RAM bottleneck of dealing with small files on Hadoop. This paper 
mainly discusses the classify algorithm of MP3 files, the algorithms of other file type 
need further research.  
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Abstract. In this paper, the "isomorphism" of the e-government and  
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opinion is given for the harmonious development of the electronic government 
affairs and the electronic commerce. 
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1 Introduction 

1.1 Electronic Government Affairs 

The Meaning of the Electronic Government Affairs 
E-government is a procedure in which the government uses the advanced electronic 
information technology (computer, network, telephone, mobile phone, and digital 
television) to realize the government affairs information digitization, governmental 
affairs opening-up, office efficiency, service network, etc. The electronic government 
is that the government agencies use modern network communication and computer 
technology for internal and external management and service function   by the 
optimized integration and reorganization. On the principle of possibility and 
efficiency this will provide the public and the government itself with high efficiency,  
high quality and honesty a set of management and service. 

Components of Electronic Government Affairs 
Generally speaking, the electronic government affairs consist of three parts: The first 
is the electronization and networking of the internal office functions of the 
government sector; The second is to obtain access to real-time communication of 
information sharing between different government sectors via network; The third is an 
outward manifestation of government department, which is based on the efficiency of 
the first and second part, and the validity conditions of information’s exchange. 
Therefore, an efficient e-government system should be the organic combination of 
these three parts [1] . 
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Electronic-Government Applications 
The application of electronic government affairs have the following five aspects: The 
first is the opening of government affairs. Governments will publish a mass of 
government information to the public through the government website. The second is 
to provide online services. The third is to realize the resources sharing. Governments 
at all levels, to the mass provide government owned public databases of information 
resources for the public, so as to realize the bonus use of public information 
resources. The forth is the internal office electronic. The meeting notice, information 
communication, policy propaganda, regulations promulgation, the survey and so on, 
Can all be handled by E-mail in order to accelerate the flow of information[2]. The 
fifth is to provide security. 

1.2 Electronic Commerce 

The Meaning of Electronic Commerce 
The Electronic Commerce, which is abbreviated to EC, contains two aspects: one is 
the electronic platform, the other is business activities. 

E-commerce refers to realizing the kinds of business activities using of simple, 
rapid, low cost of electronic communication. To give a simple example, you trade 
with clients by email or fax which seems to be regarded as electronic commerce; 
However, the electronic commerce is to finished mainly by EDI (electronic data 
interchange) and Internet. However with the growing sophistication of Internet 
technology, the essential development of electronic commerce is based on Internet 
technology[3]. So electronic commerce is also referred to as "IC (Internet 
Commerce). 

The Components of Electronic Commerce’s 
E-commerce includes four parts: The first is the enterprise and the consumer (public) 
between the electronic between enterprises and t trading consumer (public) (B2C); 
The second is the electronic trading between enterprising (B2B); The third is the 
electronic trading between the enterprise and the government (B2G), for example  the 
government procurement; The fourth is the electronic trading between consumers 
(C2C). 

The Essence of Electronic Commerce 
Therefore, three conditions are required which are: website construction, to realize the 
electronic commerce, the corresponding enterprise management and information work 
flow based, work flow. 

2 Relationship between the Electronic Government Affairs and 
Electronic Commerce  

First of all, e-government and e-commerce develop greatly based on computer 
network technology . So e-government and e-commerce development depends on the 
degree of the corresponding information technology directly, especially on the 
standards. 
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Second, the openness of the network will in inevitably bring about potential 
troubles of the theft of information. So it is the precondition to solve the relations 
between information sharing and confidentiality and integrity,  between the openness 
and the protection of privacy, between interconnectivity and local segregation, which 
is to realize safe electronic government, electronic commerce[4]. 

2.1 The Close Relationship between the Electronic Government Affairs and 
the Electronic Commerce 

Government informationalization is the premise of developing electronic government 
affairs and enterprise informationalization is the premise of developing electronic 
commerce. E-government is a electronized and networked management activities, in 
which the government supervises and serves its internal departments, related 
government agencies, and the public .Similarly, the electronic commerce is a 
electronized and networked business activities for the enterprises and its related ones, 
, government agencies and the average consumers (the public) ,etc. 

Therefore, the intersection of e-government and e-commerce is the government and 
the enterprise information interface. The development of electronic government 
affairs cannot be proceeded smoothly without the support of the electronic commerce, 
and vice versa. So e-government and e-commerce are complementary with each  
other. 

2.2 Relations of Electronic Government Affairs and Electronic Commerce 

Isomorphism of electronic government affairs and electronic commerce in support 
system are reflected as follows: 

The Isomorphism of Government Affairs Process Reengineering (GPR) and 
Business Process Reengineering (BPR) 
In order to work better in the information society and the market economy conditions, 
enterprise will make the business process recombinated and updated, which is 
business process reengineering; Similarly, in order to use information technology to 
raise work efficiency and social service level , the government will also make the 
traditional government administrative management and service process recombinated 
and rehabilitated, which is government affairs process reengineering. 

The Isomorphism of Government Resources Planning (GRP) and Enterprise 
Resource Planning (ERP) 
In order to improve the market competitive power, enterprise is supposed to achieve 
the configuration optimization of all internal and external resources available, to 
speed up the reaction to the market, which is the enterprise resources planning; 
Similarly, in order to save the operation cost and improve its management efficiency, 
the government also needs to consider how to optimize the allocation of resources, 
which is the government resources planning. 
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The Isomorphism of Government Relationship Management (GRM) and 
Customer Relationship Management (CRM) 
In order to attract customers, retain customers, continuously upgrade customers in 
market sales, and provide personalized service, enterprise is supposed to use 
information technology for the maintenance, management and renewal of relationship 
between the customers of enterprise, which is our customer relationship management; 
Although the government and the enterprise actually differ in many ways, the 
government's important function of society is to manage society and provide public 
services. The government is to establish a good government image, and use 
information technology to improve the ability to manage society and serve the public, 
which is the government relationship management. 

The Isomorphism of Government Supply Chain Management (GSCM) and 
Enterprise Supply Chain Management (ESCM) 
In order to effectively meet customers’ demand, enterprise will unite the upstream and 
downstream firms as the partners, and at the same time, they will use information 
technology to complete the purchase of raw material and fuel, and the management of 
product supply. The process is the enterprise supply chain management. Though it is 
not necessary to act like enterprise,  the government,  as an entity unit, is bound to 
purchase materials to meet the requirements of the normal operation of the 
government department , such as office equipment, fuel, electricity, etc, and achieve 
informationalization management of the material purchasing , which is government 
supply chain management. In addition, if we take the government document flow as a 
special form of supply chain, means of enterprise supply chain management can be 
accommodated to the government of business process management. 

The Isomorphism of Enterprise Information Portal (EIP) and the Government 
Information Portal (GIP) 
In order to facilitate the interactive information exchange with the outside world, and 
quickly get outside information and improve the efficiency of the enterprises, the 
enterprises will establish the enterprise information web portal, which is the enterprise 
information portal; similarly, in order to facilitate the interactive information 
exchange with the outside world, and quickly get outside information and improve its 
efficiency, the government will build the government affairs portal, which  is the 
government information portal. 

The Isomorphism of Business Cooperation (CC) and Collaborative Government 
Affairs (CG) 
In order to realize a win-win situation in market competition, the related enterprises 
will use information technology for interactive communication, collaborative 
development of electronic commerce, which is business cooperation. Because the 
enterprise or individual should deal with different government departments, 
traditionally they should have to deal with these departments one after another. Now 
since the government can use information technology to develop collaborative work, 
the enterprise or individual will only fill in an electronic form in a web portal, and 
then the rest will be done by relevant government departments. This can not only 
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improve the work efficiency, but also can reduce the cost of the enterprise or 
individual, which is collaborative government affairs. So the collaborative commerce 
is the growing trend of electronic commerce. Similarly, collaborative government 
affairs is the growing trend of electronic government affairs. 

3 The Promoting Function of Electronic Government Affairs to 
Electronic Commerce 

It depends not only on the market economy, but also the promotion of the 
government. To get the electronic commerce into a higher level. And the important 
measure is developing electronic government, which is reflected as follows: the 
government online purchase will induce the enterprise informationalization, present 
the demonstration effect, and promote the development of the BtoB; The development 
of the electronic government affairs can promote the development of BtoG, BtoC; 
The formal network market can drive the electronic commerce development; 
Enterprise's supervisory function to the electronic government affairs; The enterprise 
service role in electronic government affairs; Guarantee and promotion of enterprise 
electronic commerce to the electronic government affairs . 

4 The Coordinated Development of the Electronic Government 
Affairs and the Electronic Commerce 

In the coordination development of e-government and e-commerce, the major 
contradiction is on the side of government and the various functional departments. 
The government and its departments should continuously study the new development 
of the electronic commerce and foresee the developing trend in the future, so as to 
make prompt improvement and update the services provide by electronic government 
affairs and related to enterprises . In this way electronic government affairs can 
provide faster, better and more convenient service for enterprises. 

For example, when the merchants of electronic commerce have trouble in applying 
for a business license, in tax, and in other dispute with businessmen or customers, the 
government should make use of  the electronic government affairs for electronic 
business enterprise to provide convenience to business license issuing, for tax 
department to collect tax online in a more reasonable, convenient and initiative way, 
and for the justice department to provide enterprise with easy legal assistance with the 
help of network platform, etc. These are all the important subjects the government 
probes into. 

5 Conclusions 

To sum up, from application perspectives, the government and the enterprise are two 
kinds of disparate organization, which have completely different application, The 
government management and enterprise management have essential difference. One 
is public management, while the other is business management. But they both have 
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the commonness of certain significance in an abstract system, that is, a hierarchical 
organization structure, thus the "isomorphism" system relationship is brought about. 
This commonness provides theoretical possibility for ERP or other enterprise 
management software to translate into electronic government affairs. This is the latest 
trend of international electronic government affairs. 
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Abstract. In wireless sensor networks, such regular topology patterns as 
Square, Hexagon and Triangle can fully cover the area, provide accurate posi-
tioning for abnormal event, and achieve better network performance than ran-
dom topology. In this paper, we survey related works to explore the deployment 
efficiency and network performance under such cases as full sensing coverage, 
k-coverage and l-connectivity. By summarizing the conclusions on the perfor-
mance index of Area Per Node, we provide guidelines for network deployment, 
and propose several directions for further research.  

Keywords: wireless sensor networks, regular topology, coverage, connectivity. 

1 Introduction 

The deployment pattern for wireless sensor networks is vital to network performance 
and lifetime. An optimal topology can cover the area to be monitored effectively, and 
achieve decreased latency and energy consumption, together with improved through-
put and fault-tolerance. The topologies can be divided into such 2 categories as ran-
dom topology and regular topology, and the later can be divided further into such 
patterns as Triangle, Square, Hexagon and Combined Pattern. The random topology is 
applicable in scenarios where there is no strict constraint on the coverage, and can be 
achieved by on-spot manual or robotic deployment and random airdropping deploy-
ment. On the other hand, by on-spot manual or robotic deployment, regular topology 
can provide full coverage, accurate positioning and better network connectivity.  

Current works explore the deployment model and network performance for regular 
topologies from the perspectives of communication connectivity and sensing coverage. 
This paper gives a survey on the methods and conclusions in these works. We analyze 
the index of Area Per Node for typical regular topology patterns from the critical situa-
tion to the general situation, including such cases as full coverage, k-coverage and l-
connectivity. We also propose new directions to be studied further. 

2 Performance Indices of Network Deployment Efficiency 

The indices of network deployment efficiency include l-connectivity, k-coverage, 
Sensing Strength Factor dmm [1], and Area Per Node (APN for short) [2,3,4], together 
with some network performance indices such as average path length, packet delivery 
ratio, energy consumption and transmission rate. l-connectivity denotes the number of 



 On the Deployment of Wireless Sensor Networks with Regular Topology Patterns 151 

 

direct communication links to adjacent nodes for a node, and is dominated by the 
shape of pattern cell and the communication radius rc. With enough rc, the connectivi-
ty for Square, Triangle and Hexagon are 4, 6 and 3 respectively. k-coverage denotes 
the number of sensor nodes that can monitor a specified point, and is dominated by 
the sensing radius rs. Generally we assume all nodes are homogeneous with identical 
rc and rs. 

Given the Euclidean distance Ed(si,y) from the monitored point y to the sensor 
node si in area A, miniEd(si,y) means the distance from y to the shortest sensor node. 
dmm denotes the distance at which each point in A can be covered by at least one sen-
sor node, i.e.  

),(minmax ysEdd iiAymm ∈=      (1)

As a full-scale index for connectivity and coverage, APN has been studied extensive-
ly. The higher it is, the higher the deployment efficiency is. APN denotes the average 
contribution of a node to the network deployment, and is defined in (2).  

pnp
p NNAAPN /=  (2)

In (2), Ap stands for the area of the pattern cell, Np stands for the number of nodes in a 
pattern cell, and Nn stands for the number of pattern cells that a node is concerned with. 
For example, given the length a of a side for square, we have Ap=a2. A Square consists 
of 4 nodes, so Np=4. And a node is concerned with 4 cells, so Nn=4. 

3 Deployment Efficiency of Regular Topologies for Full 
Coverage  

3.1 Description of Area Per Node 

The case of full coverage means every point in the area can be covered by at least one 
node. In Fig.1, the critical coverage state means rs can barely reach the central point in 
the cell, i.e., the farthest point to the sensor node, and (APN)s denotes the Area Per 
Node for critical coverage state. In Fig.1, this area is enclosed by dashed lines. For 
Square, Triangle and Hexagon, their (APN)s are described in (3), (4) and (5) respective-
ly [2,5]. 

22)( ss
s rAPN =   (3)

 

 

Fig. 1. Coverage state of critical sensing for regular topology 
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2/33)( 2
ss

t rAPN =  (4)

4/33)( 2
ss

h rAPN =  (5)

In Fig.2, the critical connectivity state means rc can barely cover the adjacent sensor 
nodes in the cell, and (APN)c denotes the Area Per Node for critical connectivity state. 
For Square, Triangle and Hexagon, the (APN)c are described in (6), (7) and (8) respec-
tively [2,5,6]. 

 

Fig. 2. Coverage state of critical communication for regular topology 

2)( cc
s rAPN =  (6)

2/3)( 2
cc

t rAPN =   (7)

4/33)( 2
cc

h rAPN =   (8)

With the same rs, we have s
tAPN )( > s

sAPN )( > s
hAPN )( . And with the same rc, 

we have c
hAPN )( > c

sAPN )( > c
tAPN )( .When the network is at the critical connec-

tivity state and critical coverage state simultaneously, we have sc rr =  for Hexagon, 

sc rr 2=  for Square, and sc rr 3=  for Triangle. 
At the general state, rc and rs are alterable. Combining the cases of coverage and 

connectivity, we get the APN for each pattern at the general state as follows [4] 

),2min( 22
cs

s rrAPN =  (9)

)2/3,2/33min( 22
cs

t rrAPN =  (10)

)4/33,4/33min( 22
cs

h rrAPN =    (11)

3.2 The Optimal Deployment Strategy for Full Coverage 

In the optimal state for full coverage, an appropriate rc is provided for critical connec-
tivity and an appropriate rs is provided for critical coverage. In [4], the optimal pattern 
with maximum APN is studied. First, a new pattern named Rhombus is proposed. 
With identical rc and rs1<rs2<rs3, four sensor nodes A, B, C, and D are deployed at 
different positions for the 3 patterns in Fig.3. O is the critical sensing point and  
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θ = ∠BAD = 2arccos(rc/(2rs)). At the left of Fig.3 is pattern Triangle with θ=π/3, at 
the right of Fig.3 is pattern Square with θ=π/2, and at the middle of Fig.3 is pattern 
Rhombus with π/3<θ<π/2. In Rhombus, there is no direct communication link be-

tween B and D, and O is closer to diagonal BD when 3/2 << sc rr . So its APN is 

22232 2/4sin scscc
r rrrrrAPN −== θ   (12)

 

Fig. 3. Evolution from Triangle to Square with Rhombus 

Let rc/rs be the variable ranging within 0 and 2, we plot the curves for (9), (10), (11) 
and (12) in Fig.4. It is observed that each pattern achieves the maximum APN among 

the 4 patterns at different range of rc/rs. When sh APNAPN = ,  the first transition 

threshold for the pattern with maximum APN comes at Th1= 2/34/33 75.0= . 

When rs APNAPN = , the second transition threshold comes at Th2= 2 . When 
tr APNAPN = , the third transition threshold comes at Th3= 3 . Finally, the optimal 

deployment strategy is reduced to (13) . 
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4 Deployment Efficiency of Regular Topologies for k-Coverage 

In such application scenarios as multi-dimensional object tracking, the object is to be 
located by several sensors, this leads to the problem of k-coverage. If a point is cov-
ered by k nodes, then it is k-covered. [3] explores this problem for pattern Square in 
Fig. 5. Because of the symmetry of the area, the conclusions for the shadow region 
near node 5 are also applicable for the whole area. 

 
Fig. 5. The analytical model for k-coverage problem 

Let the distance between adjacent nodes in horizontal or vertical direction be rc. 
The method is to find out the range of rc/rs to achieve k-coverage, so that all points in 
the shadow region are covered by k sensor nodes, and some points in the shadow 
region are not covered by k+1 sensor nodes. For Square, the conclusions on 2, 3, and 
4-coverage are shown below. 

1/5/2,)( 2
2 ≤≤= scss
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5/23/0,25/18)( 2
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s rrrAPN  (16)

And for Hexagon and Triangle, the conclusions are shown below. 
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5 Deployment Efficiency of Regular Topologies for  
l-Connectivity 

In some application scenarios not only full coverage is needed, but also l-connectivity 
is expected for better reliability and efficiency in communication. As the transient 
pattern from Hexagon (Fig. 6(a)) to Square (Fig. 6(c)), the Diamond [7] in Fig. 6(b) is 
a 4-connectivity quasi-Hexagon pattern with rc1>rc2>rc3 and rs1>rs2>rs3. From Fig. 6(a) 
to Fig. 6(c), the lengths of OA and OD do not change, while E, F, B, and C are ap-
proaching the horizontal line at O. So, in Fig. 6(b) O can connect to B, C, E and F 
directly, but not to A and D, for |OA| and |OD| are both longer than rc2. The Diamond 
is superior to Square with larger Area Per Node (APNd for short). And it is superior to 
Hexagon in that the connectivity drops from 6 in Hexagon to 4 to restrain communi-
cation interference. 

 

Fig. 6. Pattern evolution (a) Hexagon; (b) Diamond; (c) Square 

The APNd at O is the area enclosed by the solid lines. Let the distance from O to 
line EF be L, then APNd = L*|FE|. Assume φ=∠EOF, then cosφ/2=|FO|/(2|OG|)= 
rc/(2rs), so |FE|=2rcsin(φ/2) and L=rccos(φ/2), further we have 

3/2,)2/(4 2223 ≤≤−= scscsc
d rrrrrrAPN     (22)

More detailed works [8] design patterns for 3-connectivity and 5-connectivity at vari-
ous rc/rs. Based on Hexagon, the authors set the link state of ON/OFF according to 
different strategies, and develop various combined patterns in Fig. 7. 

 
(a) 3-conncetivity (b) 5-connectivety 

Fig. 7. Combined patterns for l-connectivity. (The solid lines are compulsory links, and the 
dash lines are optional links)  
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6 Network Performance Analyses on the Regular Topology 
Models 

For prolonging network lifetime, [9] gives the quantitative description of energy con-
sumption by nodes with different distance to Sink node, and makes performance 
comparison among 3 forwarding strategies, including hop by hop forwarding, for-
warding with equal distance deployment and forwarding with logarithmic increasing 
distance deployment. The last strategy illustrated in Fig.8 can achieve longer network 
lifetime with the idea of "identical configuration and different distance". Another 
method for prolonging network lifetime [10] adopts the idea of "identical distance and 
different configuration". So the nearer to Sink node, the more backup nodes and ener-
gy are available.  

 

Fig. 8. Forwarding with logarithmic increasing distance deployment 

 

Fig. 9. The variation of network throughput with network scale for different pattern 

As for the transmission capability, related works explore such performance indic-
es as packets delivery ratio, path availability and transmission rate. [10] gives the 
quantitative model of packets delivery ratio for random walk routing in Square, and 
argues that random walk routing is superior in energy saving and load balance to 
shortest path routing and flood routing. By the analysis on SNR, [11] gives the quan-
titative description of packet delivery ratio for Square, Hexagon and Triangle. And 
the simulation results show that Hexagon achieves the optimal packets delivery ratio 
with the minimum communication interference, while the packets delivery ratio for 
Triangle is the lowest. Based on ALOHA protocol, [12] studies the quantitative de-
scription of path availability for Square, Hexagon and Triangle. The results from  
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simulation experiments show that the nodes in Triangle have smaller probability of 
being isolated with 6-connectivity. There are less broken links because of shorter 
average path length in Triangle, so the average route lifetime is longer. However, the 
3-connectivity in Hexagon leads to less communication interference, higher SNR and 
better connectivity. Aiming at maximizing network throughput, [13] describes the 
optimal transmission rate for Triangle, Square and Hexagon respectively. The simula-
tion results in Fig. 9 show that when the networks scale, i.e. the number of hops, in-
creases, Triangle, Square and Hexagon can provide the maximal throughput in turn.  

7 Conclusions  

The above research works have proposed the optimal deployment patterns for various 
rc/rs. And it is observed that node connectivity has obvious impact on network per-
formance. There is less interference in Hexagon with smaller connectivity, and Trian-
gle is more efficient in communication with higher connectivity.  

More attention may be paid to such aspects as the features of new combined pat-
terns, topology fault-tolerance and evolution, and such parameters as rc and rs should 
be taken into consideration for achieving optimal communication performance. 
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Abstract. The influence of trust on the adoption of B2B international e-commerce 
by Chinese firms was empirically investigated by a questionnaire survey of 
Chinese international trade professionals. The major findings are that, first, for both 
the risky and non-risky components of e-commerce, trust only affects the adoption 
of some, but not all, of them. This contrasts with the current assumption that trust 
only impacts the adoption of the risky components of e-commerce. Secondly, there 
are also statistically significant relationships among the various components of e-
commerce, both within each type and between them. 

Keywords: Trust, International Electronic Commerce, International Trade, 
Risky Components of E-Commerce, Non-Risky Components of E-Commerce. 

1 Introduction 

The adoption and success of electronic commerce depend heavily on trust [e.g., 1, 2-
4]. Low trust between trading partners in B2B e-commerce can result in a number of 
risk types including relational risks, performance risks, opportunistic behavior, 
uncertainty, and conflict, each of which impacts, to varying degrees, e-commerce 
adoption [5]. In addition, it is argued that not all aspects of e-commerce are affected 
by trust. This is because trust is relevant only in risky situations [6]. Therefore it 
should be expected that only the risky components of e-commerce is affected by trust. 
On the other hand, trust should not influence its non-risky components. This is, to 
some extent, supported by empirical evidence [7]. 

On the other hand, the assumption that the non-risky components of e-commerce 
are not related to trust needs further empirical testing. The purpose of this paper, 
therefore, is to study if and how trust influences the adoption of the non-risky 
components of e-commerce, and how they are related to its risky components. 
Specifically, this study extends the author’s previous research work [7] by empirically 
investigating these relationships in the context of international e-commerce adoption 
by Chinese businesses. 
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2 Literature Review and Hypotheses 

Not all aspects of international e-commerce are affected by trust [6]. And trust is 
relevant only in risky situations. As a result, international e-commerce should be 
decomposed into components based on whether or not risk is involved.  

Electronic commerce is “the sharing of business information, maintaining business 
relationships, and conducting business transactions by means of telecommunications 
networks”, including both inter-organizational relationships and transactions and 
intra-organizational processes that support these activities [8]. Therefore e-commerce 
comprises both inter-organizational and intra-organizational activities, and it includes 
not only online transactions but also other activities, such as information sharing and 
maintaining business relationships, that will eventually lead to online and/or offline 
transactions.  

It is apparent that the risky and non-risky components of e-commerce are closely 
intertwined both theoretically and practically. It would not be possible, and it does not 
even make sense, to separate the risky components of e-commerce from their non-
risky counterparts. Therefore it is the basic premise of this study that first, the risky 
and non-risky components of e-commerce are related, and second, risk influences the 
adoption of both types of components. 

Empirically, [9] devised a five-component measurement framework for e-
commerce in general, which includes e-mail, homepage, obtaining market research 
information, gathering customer information, and buying and selling online. Of these, 
only buying and selling online involves risk. In this study, buying and selling online is 
further broken into online contracting and online payment, because the types of trust 
that influence these two components are proposed to be different [6, 10]. It is self-
evident that online contracting and online payment are the core components of 
international e-commerce. Therefore a complete international electronic commerce 
transaction includes both the peripheral (non-risky) components of e-mail, homepage, 
obtaining research information, gathering customer information, and the core (risky) 
components of online contracting and online payment. 

Trust is generally defined as one party believing that the other party in a 
transaction is capable of and willing to carry out the promises it has made with regard 
to the transaction [11, 12]. It can be further broken into party trust and control trust. 
Party trust refers to believing in the other party of a transaction in its ability and 
willingness to carry out its obligations, while control trust is concerned with 
confidence in the controlling mechanism ensuring satisfactory performance of a 
transaction [6, 10].  

There are objective and subjective reasons for both party trust and control trust. 
Objective reasons for trust are the relevant social indicators [6, 10], or cue-based 
factors [13]. They can create objective trust in e-commerce in general. In B2C e-
commerce, Web assurance measures [14] such as third-party privacy seals, privacy 
statements, third-party security seals, and security features [15] also enhance user 
trust in e-commerce sites. Therefore it can be argued that this relationship should also 
hold for the risky components of B2B international e-commerce. 
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Hypothesis 1. The adoption of both risky and non-risky components of international 
e-commerce is directly related to the creation of objective trust. 

Subjective trust reasons include personal experience, understanding, and 
communality [6, 10]. Personal experience refers to a party’s past experience with a 
transaction partner or control procedure. Apparently it can also be argued that it 
influences the adoption of the risky components of international e-commerce. It can 
be argued that positive experience in international e-commerce with a certain partner 
will not only reinforce e-commerce relationship with this partner, but also encourage 
e-commerce adoption in trading with other partners in general. In other words, the 
influence of this type of experience can be hypothesized at the general level of 
international e-commerce adoption. 

Hypothesis 2. The adoption of both the risky and non-risky components of 
international e-commerce is directly related to positive past experience in 
international e-commerce. 

Understanding trust refers to one trusting a transaction partner because he or she 
understands the goals, capabilities, etc., of this partner, or one trusting a control 
procedures because he or she understands how it works. Communality trust, on the 
other hand, is created when one trusts a transaction party or a control procedure 
because other members of the community also trust it [6, 10]. Apparently these two 
types of trust should influence the adoption of e-commerce 

Hypothesis 3. The adoption of both risky and non-risky components of international 
e-commerce is directly related to the creation of both communality trust and 
understanding trust. 

It should be self-evident that the adoption of the non-risky components of e-
commerce should lead to that of their risky counterparts. This is because the former 
lay the foundation for the adoption of the latter. For example, gathering customer 
information can logically lead to conducting e-commerce with this customer.  

Hypothesis 4. The adoption of the risky components of international e-commerce is 
directly related to that of their non-risky counterparts. 

3 Methodology 

To test the hypotheses, a questionnaire was designed and sent out to professionals 
who are directly engaged in international trade in Chinese companies. The 
questionnaire consists of four parts. The first two parts are intended to gather 
demographic information of the businesses the respondents represent, where they 
were asked to indicate company size (as measured by the number of employees) and 
business type (international trade only vs. international trade + manufacturing). 
Respondents were asked to indicate their company size on an ordinal scale of 1 
through 5: 1 (employing 1-5 people), 2 (6-20), 3 (21-50), 4 (51-200), and 5 (>200).  

The third part of the questionnaire measures the respondents’ e-commerce adoption 
by asking them to indicate the components of international e-commerce that their 
companies use in international trade. Here the measures were adapted from [9]. As 
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discussed in the previous section, these include the non-risky components of e-mail, 
homepage, obtaining research information, gathering customer information (changed 
to ‘finding trade leads’ after pilot testing), and the risky components of online 
contracting and online payment. These measures, which transcend the corporate 
interface with the external environment, match [8]’s theoretical definition well. This 
part is a multiple-response question where the respondent could check any 
combination of the six items, depending on his or her firm’s actual situation. These 
items are treated as dichotomous, i.e., the answer to which is either “yes (coded ‘2’)” 
or “no (coded ‘1’)”.  

The last part includes questions designed to gauge the level of various types of 
trust that the respondents have with regard to conducting international e-commerce. 
This is accomplished by measuring respondents’ rating of antecedents of trust on a 
Likert scale of 1-5, with 1 representing ‘strongly disagree’ and 5 ‘strong agree’. 
Respondents were asked to rate statements designed to measure antecedents of the 
various types of trust.  

The questionnaire was pilot tested, based on which two revisions were made. First, 
“gathering customer information” [9] was changed to “finding trade leads”. Second, a 
note was added to part 4 that ‘international e-commerce’ in the statements refers to 
accomplishing a complete international e-commerce transaction, i.e., from 
researching customer information and finding trade leads online to contracting and 
paying online. 

The revised questionnaire was then emailed to international trade professionals 
who are alumni of three major Chinese universities. They were asked either to print 
out the questionnaire, answer the questions, and send it back via mail or fax, or to 
complete the questionnaire electronically, save it, and email it back. A total of 349 
copies of the questionnaire was emailed out, from which 140 completed copies were 
received, with 5 in hard copy, and the rest via email. Of these 135 are usable. The 
collected data were then coded and entered into a Microsoft Excel file and analyzed 
with SPSS.  

For the sake of parsimony in displaying the statistical information in the next 
section, the following variable names are used: Homepage (homepage), Email 
(email), Trade Leads (finding trade leads), Research Info (obtaining research 
information), Online Contracting (international online contracting), Online Pay 
(international online payment), Understanding (understanding trust), Communality 
(communality trust), Objective (objective trust), Experience (trust based on 
experience in international e-commerce). 

4 Results and Discussion 

4.1 Characteristics of the Sample 

As Table 1 shows, the respondent firms are relatively well distributed in terms of size 
and business type. It should be noted that international-trade-only firms are generally 
smaller in size than their international-trade + manufacturing cohorts, as is reflected in 
the fact that the median size for the former is in the 6-20 employees range, while that 
for the latter 51-200. This pattern reflects reality well in China, because for the same 
volume of trade, a trade-only firm would need to hire fewer people than its trading + 
manufacturing counterpart. 
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Table 1. Demographic Information of Respondent Firms 

Business Type  

Company Size (Number of Employees) 

1-5 6-20 21-50 51-200 > 200 Subtotal 

Freq. % Freq. %  Freq. %  Freq. %  Freq. %  Freq. %  

Int’l Trade 
Int’l Trade + Mfg
Subtotal 

10 

3 

13 

7.4% 

2.2% 

9.6% 

16 

10 

26 

11.9%

7.4% 

19.3%

9 

12 

21 

6.7% 

8.9% 

15.6%

13 

21 

34 

9.6% 

15.6%

25.2%

3 

38 

41 

2.2% 

28.1%

30.4%

51 

84 

135 

37.8% 

62.2% 

100% 

 

4.2 Hypothesis Testing 

Hypotheses 1-3 are concerned with the relationship between the different types of 
trust and international e-commerce components, while Hypothesis 4 states the 
relationship between its risky and non-risky components. For Hypotheses 1-3 
independent-samples t tests were run on Objective, Experience, Communality, and 
Understanding together, with the various components of IEC each as a grouping 
variable in turn. 

As Table 2 shows, the four types of antecedents of trust, i.e., Objective, 
Experience-IEC, Communality, and Understanding, all significantly influence group 
membership for Trade Leads and Online Contracting, with two-tailed t tests being 
significant (p < 0.05) for all. In addition, objective trust and experience trust affect 
Email, but this relationship is only significant at p < 0.10. 

The different t test results for the various e-commerce components with regard to 
trust types suggest that there may be important relationships among the components 
themselves. Testing Hypothesis 4 answers this question. For this purpose, crosstab 
was run for pairs within the various e-commerce components. The results are shown 
in Table 3. 

It can be seen that among the non-risky components, Trade Leads is significantly 
related to the other three components. In addition, only Trade Leads is significantly 
related to Online Contract, which is risky, while none of the other three are. The two 
risky components are also significantly related. Therefore, the relationship among the 
components of e-commerce can be depicted as Figure 1. 

4.3 Discussion 

Overall, there is strong empirical evidence that trust plays an important role in e-
commerce adoption [16]. This study adds to knowledge by specifically focusing on 
the impact of trust on international electronic commerce adoption by Chinese 
international trade firms. Results indicate that trust not only affects the adoption of 
one of the risky components of e-commerce, it also influences that of the non-risky 
ones. Therefore the relationship between trust and e-commerce adoption is not as 
simple as asserted by [6, 10]. 
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Table 2. Independent Samples T Test Results 

  Levene's Test for
Equality of Var. 

t-test for Equality of Means 

t df 
Sig. (2-
tailed) 

Mean 
Diff. 

Std. 
Error 
Diff. 

95% Confidence 
Interval of Diff. 

F Sig. Lower Upper 

Email(a) 
Objective 
Experience 
Communality 
Understanding 

 
0.826 
1.481 
0.114 
1.012 

 
0.365 
0.225 
0.736 
0.316 

  
-1.678 
-1.736 
-1.492 
-1.292

 
133 
133 
133 
133 

 
0.096 
0.085 
0.138 
0.198 

 
-0.907 
-0.880 
-0.868 
-0.822 

 
0.541 
0.507 
0.582 
0.636 

 
-1.976 
-1.882 
-2.019 
-2.079 

 
0.162  
0.123  
0.283  
0.436 

Homepage(a) 
Objective 
Experience 
Communality 
Understanding 

 
2.242 
2.821 
1.009 
0.019 

 
0.137 
0.095 
0.317 
0.890 

 
1.128 
-0.638 
-1.270 
-1.611

 
133 
133 
133 
133 

 
0.262 
0.524 
0.206 
0.109 

 
0.414 
-0.221 
-0.501 
-0.690 

 
0.368 
0.346 
0.394 
0.428 

 
-0.313 
-0.905 
-1.280 
-1.537 

 
1.141  
0.463  
0.279  
0.157 

Research Info(a) 
Objective 
Experience 
Communality 
Understanding 

 
0.572 
0.068 
0.047 
3.010 

 
0.451 
0.795 
0.829 
0.085 

 
-1.678 
-1.736 
-1.492 
-1.292

 
133 
133 
133 
133 

 
0.296 
0.177 
0.301 
0.505 

 
-0.260 
-0.314 
-0.276 
-0.194 

 
0.247 
0.231 
0.266 
0.290 

 
-0.749 
-0.772 
-0.801 
-0.768 

 
0.230  
0.144  
0.250  
0.380 

Trade Leads 
Objective(b) 
Experience (b) 
Communality(a) 
Understanding(a) 

 
4.924 
7.331 
0.830 
1.628 

 
0.028 
0.008 
0.364 
0.204 

 
-3.032 
-3.453 
-2.689 
-3.433

 
61.763 
59.753

133 
133 

 
0.004 
0.001 
0.008 
0.001 

 
-0.782 
-0.839 
-0.693 
-0.950 

 
0.258 
0.243 
0.258 
0.277 

 
-1.297 
-1.326 
-1.203 
-1.497 

 
-0.266 
-0.353 
-0.183 
-0.403 

Online Contracting(a) 
Objective(a) 
Experience (a) 
Communality(b) 
Understanding(b) 

 
1.988 
6.983 
4.041 
6.658 

 
0.161 
0.009 
0.046 
0.011 

 
3.461 
5.775 
5.447 
4.397 

 
133 

117.501
116.471
121.474

 
0.001 
0.000 
0.000 
0.000 

 
0.833 
1.352 
1.035 
0.903 

 
0.241 
0.234 
0.190 
0.205 

 
0.357 
0.888 
0.659 
0.497 

 
1.310 
1.815 
1.411 
1.310 

Online Payment(a) 
Objective 
Experience 
Communality 
Understanding 

 
0.494 
1.553 
0.202 
0.526 

 
0.483 
0.215 
0.654 
0.469 

 
-0.974
0.908 
0.868 
0.211 

 
133 
133 
133 
133 

 
0.332 
0.365 
0.387 
0.834 

 
-0.235 
0.239 
0.183 
0.047 

 
0.241 
0.263 
0.211 
0.225 

 
-0.711 
-0.281 
-0.234 
-0.398 

 
0.242 
0.759 
0.600 
0.493 

a. Because Levene's test is not significant, only t statistics when assuming equal variances between the 
groups are shown. 

b. Because Levene's test is significant, only t statistics when not assuming equal variances between the 
groups are shown.  

Table 3. Crosstab Results (Chi-Square Test) 

 Homepage Research Info Trade Leads Online Contract Online Pay 

Email 0.605 0.499 0.063** 0.306 0.985 
Homepage  0.978 0.003* 0.222 0.977 
Research Info  0.006* 0.129 0.166 
Trade Leads  0.003* 0.282 
Online Contract  0.002* 

* Significant at the 0.05 level. 

** Significant at the 0.10 level. 
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Fig. 1. Proposed Relationships among E-Commerce Components 

5 Conclusion 

The issue of trust in influencing the adoption of e-commerce has been primarily 
focused on its B2C type [e.g., 17, 18-22]. There has also been research on trust in 
C2C e-commerce [e.g., 23, 24]. Less attention has been given to B2B e-commerce 
[e.g., 25], especially international B2B e-commerce. However, it is important to study 
trust and international e-commerce adoption because the Internet does stimulate 
international trade [26, 27].  

This study represents an attempt to empirically investigate the trust issue in this 
area in the context of Chinese firms engaged in international trade. As such, its 
theoretical contributions are primarily as follows. First of all, trust affects the 
adoption of some, but not all, of both the risky and non-risky components of e-
commerce. Secondly, there are significant relationships among the various 
components of e-commerce, both between, and within, the two groups of components. 
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Abstract. Government Process Reengineering (GPR) is the kernel of electronic 
government, but it has high risk. A framework for Government Process 
Management (GPM) in the integration stage of electronic government is 
presented in this paper. According to the characteristics of the integration stage, 
role and activity combined process model are built based on Petri nets. Then the 
correctness, performance and optimization of Petri net based model are 
analyzed. For applying the GPM framework and the process modeling and 
analysis method, a real example of statistics process modeling and 
reengineering is illustrated finally. 

Keywords: government process management, integration stage, electronic 
government, process modeling and analysis, Petri net. 

1 Introduction 

Technological changes have always catalyzed organizational changes. Electronic 
government (e-gov) is the use of information technology (especially Internet) to 
support government operations, engage citizens, and provide government services [1]. 
Government is the largest information holder and information technology user in the 
society. Since the 1990’s, electronic government has been developing quickly in 
developed counties and been paid attention to more and more by all over the world. 
Electronic government can be divided into four stages: initiation, interaction, 
transaction and integration [2]. In general, Chinese electronic government is in the 
interaction stage and preparing for the transaction stage. In the interaction stage, 
publics can have simple interaction with government such as sending e-mails or 
participating in discussion boards. In the transaction stage, publics can be provided 
full benefits from transactions over the Internet, such as purchasing licenses and 
permits, paying for taxes and fees. 

Some advanced cities (such as Beijing and Shanghai) and departments (such as 
Ministry of Commerce) are now entering integration stage. In the integration stage, 
publics can be provided with one-stop services, i.e., services across the agencies and 
departments of government are integrated. It can be further divided into vertical and 
horizontal integration phases. Vertical integration is integration of government 
departments and organizations that operate the same or related systems at different 
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organizational levels. Horizontal integration is integration of government services for 
different functions. 

Traditional government processes, which lead to low efficiency and coordination 
difficulty, cannot adapt to electronic government environment, especially in the 
integration stage. Government Process Reengineering (GPR), the thought of which 
comes from Business Process Reengineering (BPR), is the kernel of electronic 
government [3]. BPR has to be revolutionary to business, and that changes have to be 
radical in order to produce any desirable results. However, business history indicates 
that 70 percent of BPR projects failed. Due to powerful inertia and particularity of 
government, GPR has even more risks than BPR. 

 Based on the notion of Business Process Management (BPM) [4], this paper 
presents Government Process Management (GPM) to substitute for GPR, which can 
not only improve government performance and satisfy public’s growing needs 
through end-to-end process excellence, but also reduce the risk greatly. A theoretical 
framework for GPM in the integration stage of e-gov is first presented. The process 
modeling and analysis method based on Petri nets is then detailed. Finally, a real 
example of process modeling and reengineering illustrated by Petri net is given. 

2 Theoretical Framework for GPM in the Integration Stage 

2.1 Hierarchy of GPM 

Processes are designed normatively according to their current status in GPM. Only 
processes with major defects need to be reengineered. Hence we should first define 
different hierarchies of GPM to handle with processes in different situations. Here 
three hierarchies are defined. 

• Process monitoring (the lowest level): monitoring processes to make them more 
efficient. 

• Process improvement (the middle level): improving processes by finding out 
hidden problems to reduce losses and costs. 

• Process reengineering (the highest level): reengineering processes which can no 
longer adapt to practical needs to make significant and radical changes.  

Process reengineering has a great impact on government and takes much more time 
and resources than process improvement and monitoring. Therefore it should be 
considered carefully and implemented cautiously to reduce the risk. 

2.2 Framework for GPM in the Integration Stage of E-gov 

In the integration stage, model for both internal and external processes should be built 
to analyze and evaluate performance of current processes in detail to decide which 
hierarchy each core process should go into. Organizational change is often necessary 
at the same time with process reengineering. Figure 1 shows the framework for GPM 
in the integration stage of e-gov. 
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Fig. 1. Framework for GPM in the integration stage of e-gov 

3 Process Modeling and Analysis in the Integration Stage 

3.1 Comparative Analysis of Process Modeling Methods 

The common process modeling methods and techniques include flow chart (FC), role 
activity diagram (RAD), IDEF suite, event-driven process chain (EPC), Petri nets, etc. 
Table l compares these different methods and techniques. 

Table 1. Performance of different process modeling methods 

 FC RAD IDEF EPC Petri 

Process characteristics functional functional functional 
cross-

functional 
cross-

functional 
Abstract mechanism no no yes no yes 
Understand-ability good ok ok ok ok 
Computerized capacity good good good weak good 
Process Reengineering weak weak weak potential potential 
Dynamics yes no no yes yes 

 
According to the comparative analysis, Petri net would be the best solution for the 

government process modeling and analysis. It can be used for both activity-based 
model and role-based model. As to the integration stage of electronic government, 
combined process model should be built due to the different organizations and roles 
involved. 

3.2 Role and Activity Combined Process Model Elements 

Traditional process modeling methods and techniques are primarily designed around 
activities lack of considering different actors involved in the process. The concept of 
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role is best defined by Biddle and Thomas in 1979 as "those behaviors characteristic 
of one or more persons within a context". From the view of organizational structure, a 
role is represented by an organization unit, such as a team or a department. In a 
process, a role is an active, relatively independent and abstract unit which includes 
elements like activities, resources and states. Roles are connected through information 
which is the premise of an event. An activity is triggered by an event, and then the 
state of a role is changed. A role can be in different status at different time. Processes 
are essentially the collection of roles, while activities and their logical relationship are 
only external manifestation of roles and their coordination. 

• Role includes a set of activities to accomplish a specific task. Driven by the 
modeling objectives, roles can be defined and classified by functional departments, 
administrative positions, professional positions, persons, and abstract working 
concepts. In a government process, roles may be publics, departments, etc. 

• Activity represents the collection of responsibilities and rights of each role. An 
activity describes a step pushing a process forward. The staring point, the ending 
point and the reason of triggering should be understood before an activity is 
defined. 

• Coordination happens when a set of activities are created between two or more 
roles. Coordination is a necessary element constituting a process. Information is 
transmitted between roles directly or indirectly through coordination. It changes 
the status of roles. 

3.3 Process Modeling Steps Based on Petri Nets 

Petri nets are a class of modeling tools, which were originated by Petri. They have a 
well-defined mathematical foundation and an easy-to-understand graphical feature. 
Moreover, variation of the model can be carried out using Petri net analysis 
techniques. Petri nets are widely studied [5] and successfully applied, especially for 
modeling and analyzing of discrete event dynamic systems whose behavior is 
characterized by parallelism and synchronization.  

A Petri net is a directed graph consisting of three structural components: places, 
transitions, and arcs. Places, which are drawn as circles, represent possible states or 
conditions of the system. Transitions, which are shown by bars or boxes, describe 
events that may modify system states. The relationship between places and transitions 
are represented by a set of arcs, which are the only connectors between a place and a 
transition in either direction. The dynamic behavior of a system can be represented 
using tokens, which graphically appear as black dots in places. 

The role and activity combined process modeling steps based on Petri nets are as 
follows: 

• Analyzing the different roles in the process and the activities in each role and the 
coordination between roles. 

• Defining the state collection P, the event collection T and the relationship between 
them for each role. 
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• Matching the states of roles with places, the events of roles with transitions in Petri 
nets. 

• Defining the coordination between different roles and connecting correlative 
transitions according to the sequence of information transmission. 

• Determining the initial state of the model and the number of tokens in places. 
• Simplifying the model for further analysis. 

3.4 Process Model Analysis and Optimization 

Process model analysis includes qualitative analysis and quantitative analysis. 

• Qualitative analysis: checking the correctness of process and proving the model is 
valid. Qualitative analysis concentrates on properties such as deadlock freeness, 
absence of overflow, and the presence of certain mutual exclusion of wherever 
shared resources are used. The analysis can be conducted by using the business 
process modeling software tools, such as ExSpect. 

• Quantitative analysis: calculating performance, responsiveness and resource 
utilization indices. Time and cost analyses are very important to find the current 
status of process to decide whether it should be improved or reengineered. Some 
extensions of Petri nets in which the notion of time is considered, for example, 
generalized stochastic Petri net (GSPN), are suitable for such analysis.  

• Optimization: improving or reengineering process according to optimization rules, 
such as splitting, deleting or merging some elements of the model. 

4 Statistics Process Modeling and Reengineering 

Beijing Municipal Bureau of Statistics is now in the transaction stage and entering the 
vertical integration stage [6]. In order to provide publics with full benefits from 
transactions (especially statistics data collection) over the Internet, Beijing Municipal 
Bureau of Statics has been implementing statistics process reengineering in several 
recent years. 

4.1 Process Modeling Based on Petri Nets 

Beijing Municipal Bureau of Statistics has city-level institutions and subordinate 
district/county-level institutions and street/town-level institutions. In the institutions 
for each level, departments are divided based on statistics by national economy 
industry (such as manufacturing industry, construction industry, wholesale and retail 
industry) or by profession (such as investment, price, labor wage). Each department 
was relatively independent and accomplished its own tasks of data collection, data 
organization, data analysis, and data publication. Each survey object might face 
different departments or even institutions of different levels. The primary statistics 
process model before reengineering is shown in figure 2.  
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Fig. 2. Primary statistics process model before reengineering 

The figure is divided into two different levels: the higher level and the lower level. 
If the higher level is city-level, the lower level is district/county-level, while if the 
higher level is district/county-level, the lower level is street/town-level. The 
coordination between the two levels include: the higher level collects data from 
survey objects of lower level; the lower level submits summarized data to the higher 
level; the higher level publishes statistics product to publics of lower level. 

4.2 Process Analysis and Evaluation 

Although each level and each department had their own autonomy in collecting and 
processing data, this kind of diverse way of primary statistics process had brought 
following problems:  

• Survey objects had great difficulties in reporting data to different departments or 
even different institutions of each level since their reporting ways, reporting 
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periods and data formats were usually different. This often increased unnecessary 
and extra burden to the survey objects. 

• It was hard for different departments to exchange and summarize statistics data 
since these data had different structures and format standards. Although statistics 
institutions had large amount of data resources, these resources could not be 
utilized fully and shared widely. 

• Diverse way often leads to management confusion. It was nearly impossible to 
unify behaviors of workers from different departments and levels. The phenomena 
of data missing and data inconsistency occurred frequently, which reduces data 
quality greatly. 

The Petri net-based model is proved to be valid and the time and cost efficiency is 
relatively low. 

4.3 Process Reengineering 

In order to solve the above problems, the primary statistics process has been 
reengineered (as shown in figure 3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Primary statistics process model after reengineering 

A unified working platform has been built in Beijing Municipal Bureau of 
Statistics under electronic government environment. Survey objects report all 
statistics data through this platform directly. The data are then processed by industry 
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functions of data integration, data analysis and data publication based on powerful 
data resources. 

Statistics institutions of different levels and different departments work on this 
platform by the limit of different operational functions. Meta data standard is 
designed and utilized in the platform, which unifies data format for each level and 
each department. 

4.4 Organizational Change 

Instead of accomplishing their own tasks of data collection, data organization, data 
analysis and data publication, city-level, district/county-level, and street/town-level 
institutions perform the function of supervision in the new process. They take the 
responsibility of ensuring the timeliness, accuracy and completeness of statistics data 
from the corresponding level.  

• Street/town-level institutions: query, verify, evaluate and accept data collected 
from street/town-level survey objects. 

• District/county-level institutions: query, verify, evaluate and accept data collected 
from district/county-level survey objects; supervise the quality of data from 
street/town-level; guide the work of street/town-level statistics institutions. 

• City-level institutions: query, verify, evaluate and accept data collected from city-
level survey objects; supervise the quality of data from district/county-level; guide 
the work of district/county-level statistics institutions. 
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Abstract. Vertical Industrial B2B transaction market, especially raw materials 
vertical B2B transaction market, takes an important role in the Chinese 
circulation market. Based on economic theories and the current situation of 
Chinese vertical B2B transaction market, this essay firstly selects 3 
representative market operators as case samples, secondly carries out multi-case 
analysis and comparison, finally concludes the common development laws of 
Chinese vertical B2B transaction market, which form information service to 
transaction service, then to resources integration of other  value-adding service.  

Keywords: vertical industry, B2B transaction market, development, case 
analysis. 

1 Introduction 

B2B Electronic Marketplaces is a typical electronic platform intermediary agent based 
on internet technology, which allows many buyers and sellers exchange goods or 
service information, trading on line and get value-adding service (Hadaya p, 2006) [1]. 
Applied to B2B Electronic Marketplace, which is also called electronic intermediary, 
electronic market maker, electronic business hub, etc., it shows an increasing trend 
(Hazra. J., 2004) [2] 

 Because of the lack of external environment and internal regulation for vertical 
industrial B2B transaction market in China, several severe problems occurred in the 
development of it recently, such as, manipulating price, misusing of clients’ funds, 
gambling between clients and exchanges. These problems make the society worry 
about the development of spot EMarketplace. These problems are because of the 
lopsided development caused by the limited profit model.  

This essay firstly lists relevant theories of vertical (raw materials) industrial B2B 
transaction market by literature review; secondly, analysis the vertical industrial B2B 
transaction market in China, especially businesses characteristics and profit models of 
raw material industry by using multi-case analysis method; finally, concluding the 
development trend of vertical industrial B2B transaction market in China by comparing 
analysis method so that give suggestions for vertical industrial B2B transaction 
market’s healthy development. 
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2 Theories and Methods  

Any economic phenomenon’s appearance and rising will stimulate the application of 
existing economic theories to explain and understand it; this is also the driving force for 
the development of the economic theory. We try to analysis vertical industrial B2B 
transaction market by economics and electronic business platform theory.  

2.1 Economics Theory 

Economic theory especially market circulation and trade theory is the theoretical basis 
of analyzing vertical industrial B2B transaction market. 

Transaction cost.  It is the expenses that are needed to get accurate market 
information, the negotiation and regular contract costs. In other words, the transaction 
costs includes information searching costs, negotiation costs, contracting costs, 
monitoring of compliance costs and potential breach of contract costs （Ronald H. 
coase, 1937 ） [3]Vertical industrial B2B transaction market’s establishment, 
development and formation of the market coordinate system are because it saves costs. 

George Joseph Stigler (1961)[4]pointed out that, under incomplete information, the 
price will be affected by the price distribution and customers’ searching costs, as a 
result, the actual price of the same goods may be different. While under the complete 
information, the prices deviation of the same goods will be nearly zero. By releasing all 
sorts of trading information by the various media, vertical industrial B2B transaction 
market is tiring to provide complete information and reduce trade organizations’ losses 
caused by the information asymmetry. 

Value chain theory. Poter(1985)[5]pointed out the concept of value chain and 
thought that the profitability of a company depends on whether it can get the value it 
created for the buyers or protect the value from being stolen. Hoh B，Eriksson K, 
Johansson J( 1999) [6]the business net, which depends on each other, formed a chain of 
causation, this is important for improving the creating of value. 

2.2 EMarketplace Theory 

Vertical industrial B2B transaction market is based on internet technology, which 
allows many buyers and sellers exchange goods or service information, trading on line 
and get value-adding service. （Hadaya,p，2006）[1]Applied to vertical industrial B2B 
transaction market, which are so called electronic intermediary, electronic market 
maker, electronic business hub, etc., it shows an increasing trend（Hazra. J.,2004）
[2]The details of relevant theories can be explained from many aspects, such as 
classification, intermediary system, trade system and risk control, etc.  

1 Intermediary system. Bakos（1998)[9] treated electronic business platform as an 
agent which can finds price information for market, facilitates trading, provide 
regulatory framework and provide virtual trading spaces on the internet through 
electronic methods. 
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2 Trading system. Electronic business platform create values in two ways: gathered 
mechanism and matched mechanism. The gather function brings many traders to a 
virtual platform and reduces cost by offering one-stop services. The matched 
mechanism works well in following conditions: (1) goods can be traded without check; 
(2) trading volume is much greater than trading costs;(3) traders can use the dynamic 
pricing mechanism smoothly; (4) companies eliminate the effect of crest and trough of 
demand by purchasing; (5) logistics can be achieved by third party; (6) the demand and 
the price keep changing. 

3 Risk control. Saeed and Leith(2003) describe risks in three dimensions: trading 
risks, safety risks and privacy risks. Safety risks and privacy risks are characteristics of 
electronic market. Safety risks are caused by the lose of data and certification. The 
privacy risks includes improper data collection and unauthorized information 
publication.  

4 Electronic trading market price discovery. Liu Xiaoxue and Wang 
Shennan(2009)’s research showed that electronic market and forward market have 
relationships of competition and complementation, the connected price signals formed 
by these two markets formed a long-term balance with spot price, and the balance 
affects and explains spot price a lot. This can be done by neither future price nor 
forward price[10].  

To sum up, the appearance and development of vertical industrial B2B transaction 
market in China has theoretical basis and primary empirical analysis support; in fact, 
problems like risk control and trading mechanism of vertical industrial B2B transaction 
market in China also proved theories mentioned above. 

2.3 Hypothesis 

In 2008, Chinese E-commerce B2B electronic business operators have a revenue scale 
of 5.54 billion yuan, increased by 34.1%.Iresearch consulting company forecast that 
this number will increase to 15.23 billion yuan [11](figure 1).  YIGUAN International 
(2008) published the "Chinese vertical B2B market special series report 2008 - raw 
materials industry" shows that, vertical B2B of raw material occupied 12.4% of civil 
vertical B2B. However, when look from income scale, vertical B2B of raw material 
have total revenue of 190 million, occupied 51% of whole vertical B2B market. 
Vertical B2B of raw material market is the most developed and active market. Vertical 
B2B of raw material will have a market scale of 1.05 billion, occupied 50.4% in 
2011[12]. 

Based on theories and empirical researches above, considering the current 
conditions and development trend of Chinese vertical industry B2B market, we 
proposed following hyphenise: 

Hypothesis 1: vertical industrial B2B transaction market shows the development 
trend of B2B electronic transactions. Every market's survival and development must be 
in a certain market conditions, having connection or extension with market operator’s 
original business, therefore, vertical industrial B2B transaction market has different 
business models and profit models at this stage. 
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Hypothesis 2: the development of profit model of vertical industrial B2B transaction 
market is from provide information mainly to provide transition services, to the final 
applications of e-commerce integration. 

3 Researches Design 

3.1 Research Sample 

In order to study vertical industrial B2B transaction market, we choose typical raw 
material industry enterprise: my steel, Lange and Treasure Island. They represent the 
most influential Chinese steel information service and transaction service providers, 
typical representatives of steel traders and steel warehouse transaction. 

3.2 Data 

Evidences of case study are from documents, files, interviews, observations, 
participated observation and physical evidences. (Yin R K.1994)[14]. We collected 
data from various ways. Firstly, search internet and companies’ websites. Secondly, 
quote scholars papers and third party’s investigation results. Thirdly, communicate 
with manager and get data provided by the company. 

4 Case Study 

4.1 Lange Group Company (www.lgmi.com) 

Lange started and benefited from professional steel market information provider. It has 
lots of steel manufactures and merchant partners, which provide base for its further 
development. 

4.1.1  Case Description 
4.1.1.1 Information Service and Its Profit Model 
(1) Information service model 
Lange steel net provides steel market information, economic news, market analysis 
forecast, and network technology for steel industry enterprises, In Beijing and other 
cities, the prices from Lange steel net is widely used as a unit price guideline for the 
settlement of the steel’s traders. Market research. Lange steel net’s information 
research center issues “the monthly report ", "research report", "the market forecast 
report", "China’s steel industry's annual report", "the market research and advisory", 
"Lange steel index" and "Lange steel circulation industry the purchasing managers' 
index (LGSC-PMI)" ,etc.Value-added service. Lange steel net uses the text messages 
and daily mail business, which can send steel information to the customers in time and 
make customers master market information. 
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(2) Profit model 
Network service income includes advertising, searching and web service fees, etc. 
according to the location and size of webs, advertisements fees are calculated. Lgsou 
provides services like recommendation of purchasers, searching the tops and instantly 
negotiation. It also offers web construction service and charge service fees. Lange 
provides virtual space for customer and charge rent fees.  

4.1.1.2   Transaction Service and Profit Model 
(1) Transaction service 
Interim and forward transaction based on spot, uses Internet and E-commerce 
technology; takes advantage of electronic trading software based on highly specialized 
and normalized electronic trading platform, contracting parties trade on the electronic 
contracts of standardized steel products within contract time, the bank supervise the 
funds transference and the delivery is accomplished by the storage-logistics system. 
Spot transaction. Lange improved the marketing efficiency, lowered the cost and 
created values for manufacturers; dealers and customers by using computers and 
internet technology to connect every stage begin from accomplishment of producing 
until steel arrived at customers’ hands. It includes JingMai sales, invite bidding and 
shopping. 

(2) Profit model  
Transaction fees. This includes fees caused by the signing, transfer, and delivery of 
electronic contracts, etc. Dealers pay the charges according to the trading volume and 
the charging standard released by market. Financial service charge. Lange steel net 
cooperates with domestic commercial banks, services for enterprise financing, 
connects bank capital and enterprise logistics, provides financing service for the 
general trading enterprise and solves the problems of financing and guarantee. 

4.1.2   Case Interpretation 
After 2008, lots of speculations occurred in many steel electronic markets, which led to 
shrinking of the market and investors’ quit, most market daily turnover declined to 10 
million tons. 95% traders of lange are professional traders without any speculations; 
price movements are stable and reflect the spot market trends, market management are 
standardized, however, Lange showed an increase. Until Dec 2009, average daily 
trading volume has reached 16.8 million tons. Since interim forward transaction started 
in 2006, its market share increased from 1.1% Dec 2006 to 10% . 

4.2 Treasure Island (Beijing) Network Technology Co, Ltd (www.315.com.cn) 

Comparing with Lange’s strong information services, Treasure island (Beijing) 
network technology Co, Ltd provides a new trading model named “hard credit” which 
provides guarantee for credit mechanism of bulk stock EMarketplace. 

4.2.1   Case Description 
(1) Warehouse receipt trading model 
Except for providing products information for dealers, Treasure Island’s main trading 
service feature is warehouse receipt trading model. Sellers stay in the system and input 
present sales price, the buyer choose what they want. After buyers chose their goods, 
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they transfer money to Treasure Island as commission and monitor the money through 
trading funds bank supervision system. Then, sellers send goods, logistics change the 
goods into warehouse receipt and buyer receive the goods.  

(2)Profit model 
The Treasure Island provides a pyramid services and inverted pyramid profit model: 
the lower level is the membership fees for providing industry information; the middle 
level is the commission from trading; the upper level is the services fees for providing 
all the services mentioned above. 

4.2.2   Case Interpretation 
Treasure Island’s income includes information fees, advertising fees, commissions and 
financing fees for supply chain. Commissions and financing fees for supply chain 
occupied 80% of total income. Treasure Island provides steady base for its further 
development by offering “hard credit”. Creation of trading mechanism propels 
expansion of trading scale. It perfectly explained relevant economic theories and 
electronic trading platforms theory. 

4.3 My Steel Net (www.mysteel.com) 

My steel net (short for steel net) is a Chinese vertical industrial B2B e-platform, which 
have the largest number of visitors of China iron and relative industries’ business 
information, most web site users, and longest site visits time. 

4.3.1   Case Description 
Steel net was originally based on a third-party trading platform for the steel industry, 
but in 2000 when the Internet bubble burst, it transferred to the service information. 
Then, it sat up a research group consisting of professionals, to analysis the price of 
information which was simply collected and then formed research reports. Its specific 
business and profit model are as follows: 

(1) membership. Steel net members are divided into grand A, grand B, and column 
the three tapes of membership, membership fee are 5000 Yuan / year, 3,000 Yuan/ year 
and 1,500 Yuan / year respectively. Besides information services, its e-commerce also 
takes membership, primarily provides business service of supply, purchase, search, and 
so on to clients.  

(2) “Soso steel”. In 2007 steel net uses information service network and its 
network platform, launched the steel industry search engine - "Soso steel”, which then 
upgraded to an e-commerce network which used the network membership only for 
sellers, while needed to pay 1500 Yuan per year to become a member and then in order 
to release their own product information. 

(3)The value-added information. Steel net also has incomes from e-commerce, 
research reports, publications and exhibition and other aspects. Form research and 
consulting business, steel net charges customers in consulting fees per year. steel net 
takes the advantages of their members to hold various professional conferences and 
exhibition using time to time, then to obtain value-added services. 
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4.3.2   Case Interpretation 
Steel net is from the initial fail idea of electronic trading platform to provide 
information services, and then to be further developed into a comprehensive 
e-commerce trading platform, its development process reflects our B2B e-commerce 
platform, in particular, the development of vertical B2B e-trading platform’s course 
and stages. Overall, although the steel net’s service charge commissions grows faster, 
but its relatively simple revenue model, "member + advertising" , continues to occupy 
more than 80% of its revenue. 

5 The Results and Discussion 

Based on economic theories and electronic trading platforms theory, considering lange, 
Treasure Island and my steel net. By analyzing Lange, Treasure Island, and my steel net 
the three cases, we draw the following conclusions: 

(1) The survival and development of vertical industry B2B transaction market 
must be based on the existing advantage of the market operator For example, steel net 
and Lange have the advantage of information service, and Treasure Island with an 
innovative "hard credit" trading system advantages, then the electronic trading market 
has a certain latecomer advantage. Therefore, in the future, vertical industry B2B 
transaction market’s competition is mainly bound to market segments, and not only to 
realize the depth of their service development, but also will reflect the diversification of 
business model and profit model . This also confirms the hypothesis 1. 

(2) Vertical industry B2B transaction market follows a developing model which is 
form information services to transaction services and to financial and other value-added 
services. For example, steel net and Lange develop from information to transactions, 
and Treasure Island develops from transaction to information and financial services, 
both ends of the extension. If the first-generation electronic market mainly based on 
information services or transaction services, then the second-generation electronic 
market will emphasize the gradual integration of e-commerce applications, and it will 
gradually integrate information flow, logistics and cash flow into a service platform. 
This supports prosthesis 2. 

Therefore, integration resources of raw materials electronic trading market are the 
mature development stage of B2B e-market vertical industry, which can provide 
customers a full range of e-commerce solutions and integrate resource in every aspect 
of trade. Integration resources of raw materials electronic trading market is the future 
tendency of vertical industry B2B. 
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Abstract. Though the research in personalized recommendation systems has 
become widespread for recent years, IEEE Internet Computing points out that 
current system can not meet the real large-scale e-commerce demands, and has 
some weakness such as low precision and slow reaction. We have proposed a 
structure of personalized recommendation system based on case intelligence, 
which originates from human experience learning, and can facilitate to integrate 
various artificial intelligence components. Addressing on user case retrieval 
problem, the paper uses constructive and understandable multi-layer feed-
forward neural networks (MFNN), and employs covering algorithm to decrease 
the complexity of ANN algorithm. Testing from the two different domains, our 
experimental results indicate that the integrated method is feasible for the 
processing of vast and high dimensional data, and can improve the 
recommendation quality and support the users effectively. The paper finally 
signifies that the better performance mainly comes from the reliable 
constructing MFNN 

Keywords: MFNN, recommendation system, massive content, case 
intelligence, retrieval efficiency. 

1 Introduction 

Websites have shown amazing growth in geometric progression and become an 
important means to obtain information [1].How to perform such efficient access to the 
information they need is difficult issues they must face, therefore various network 
applications are emerging in today's society to deal with so many problems, of which 
the search engine is the most common tool for supporting people search, such as 
Yahoo, Google, and Baidu etc. Intelligent web tools have been used to help users 
search, locate and manage web documents. High level of web intelligent tools to 
generate user model learning, and can use the model of reasoning. 

The biggest challenge most web sites face is lack of content, people are obliged in 
searching for their need information from the huge data-ocean. The statistics report 
from ACM symposium for e-commerce [2], indicates that the current e-commerce 
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recommendation system can not meet the large-scale e-commerce applications, and it 
has poor real-time problem accompany with the problem of weak quality in accuracy, 
e-commerce technologies and recommendation systems have gained a relatively big 
progress [3], but how to acquire the information in time people need from the mass 
merchandise has become increasingly difficult. 

Reviewing the development of personalized recommendation system may be 
helpful to understand these problems [4]. Collaborative filtering is the most successful 
technology in recommendation systems at present, and there are many large sites 
using this technology for the user to provide more intelligent content from the entire 
world [5]. Both the User-based Collaborative Filtering and Item-based Collaborative 
Filtering are based on this basic principle: the relevance of user behavior and choice. 
The user's behavior choices here refers to download, purchase, evaluation, and so can 
explicitly or implicitly reflect the behavior of user preferences.  

Many Artificial Intelligence tools are developed to construct recommendation 
system [6,7]. For example, the system uses data mining and other artificial 
intelligence technology, can analyze the collected data, obtain the behavior in e-
commerce, and generate interests in the products for consumers to lead the 
consumer’s purchase. Thus, how to use data effectively to improve the quality of 
recommendation and the performance of e-commerce recommendation system are 
central and difficult problems of the recommendation system. 

In particular, the key problem is that the processing of massive user data [8]. 
Because of the recommended system is a data priority, the more accumulation of data, 
and the higher accuracy of recommendation. While the accumulation of the real user 
behavior data up to millions or even billions, how to suggest a valid recommend 
within a reasonable time is the greatest technical challenge for the recommendation 
system [9]. As we know that the user’s behavior data must be changed in the 
websites, so the user data should be dynamic, that is exactly the same with case 
intelligence as we have described in the paper[10,11]. Recommendation system uses 
low level analogy reasoning, which is an important cognitive model of human sense. 
The “low level” means simple analogy, which is not inferring in different domain 
data. Focusing on such problems, the paper suggests a MFNN model in case-
intelligent recommender to deal with user’s data bases, which are huge and dynamic. 

2 MFNN and System Model 

Artificial neural network (ANN) is massively parallel distributed neurons which are 
connected for the calculation components, and it has the natural relationship with 
CBR. Recently, several successful theories have been put forward to integrate ANN 
into the CBR system and covering all the application aspects of it with the ANN 
components. 

2.1 MFNN 

Learning ability is one of the most important and most impressive features of ANN 
[12]. With the development of ANN, learning algorithm of ANN has a very important 
position. Each ANN model proposed are corresponding with its learning algorithms 



 Personalized Recommendation System on Massive Content Processing 185 

 

[13], though some models can have a variety of algorithms, and some algorithms may 
be used for a variety of models. Current ANN model is widely used with the 
numerous algorithms. 

In MFNN, each neuron in every layers is a processor which is used to complete a 
simple information processing; a set of weights are used to connect every layer, each 
connection weights are used to store a certain Information, also providing information 
channel. It has proved that 3-layer networks can realize any given function for 
approximate accuracy, thus it can be used to solve the nonlinear classification 
problem. 

MFNN can be a digraph as input a vector x, then through the networks to get an 
output vector y, it can be used as a feedforward networks to complete the mapping x 
to y of a converter. MFNN has many models and algorithms, such as back-
propagation (BP) network, radial basis function network (RBF), simulated annealing 
algorithm and their ameliorated algorithms.  

MFNN has a lot of various improved algorithms, and has achieved many 
significant results as we have seen. After investigating the behavior of MFNN for 
case retrieval, the weaknesses such as having lower speed and local extreme value, 
are inherent in those algorithms, thus cannot be conquered thoroughly. For example, 
RBF recognizes and classifies samples dependence on their non-linear distance 
through projecting them to a multi dimensional space. Although RBF is a good 
similarity detector, it can hardly deal with huge user data in a reasonable time.  

However, the current algorithm can not achieve satisfactory level. All of these 
changes are the networks become more complex (or performance function is more 
complex, such as linear becomes nonlinear, etc.; or structures become more complex), 
hopes to increase the complexity of the network to improve network Learning to 
improve learning speed. But so many changes cannot give the network design 
problems before finding a satisfactory outcome. 

2.2 Multi-Layer Covering Algorithms 

Multi-Layer covering algorithm is a constructive method for ANN, which is based on 
the geometrical representation McCulloch-Pitts neural model to build a three-layer 
model of weight and threshold neural networks [14]. This belongs to MFNN. The 
networks construct its layer-structure by means of input training data for itself. 
Firstly, Covering Algorithm assumes that each input vectors x  of an n-dimension 

can be projected on a bounded set of a certain hyper-sphere nS of a (n+l)-
dimensional space (define the sphere radii is R), It is no doubt that the transformation 
must be achieved to the aim through widening the vector’s dimension. 

By this way of dimension expansion and space projection, the Domain Covering 
for the similar users in the user library will be well achieved and together with the 
selective information filtering. Besides, the acquired Covering Domains can be used 
as the input of the MFNN for case matching and the retrieval efficiency will been 
significantly enhanced. 

The design stage of neural networks can be described as follows: each weight, 
threshold marked as )3,2,1)((),( =iiiW θ . 
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The network adds a hidden layer to make the neuron weights increase linearly and 
decrease the complexity of the algorithm, in contrast, the original three-layer neural 
networks makes the neuron weights increase with index.  

The personalized recommendation system that we proposed based on case 
intelligence mainly construct by three parts: input module, recommendation methods 
and output module, as shown in paper [5], and the MFNN module as we have 
described before is added as retrieve process.  

The details of the components in our personalized recommendation system can be 
also seen in paper [5], which is not described. We care only about the MFNN 
component prepared for case matching-the similar user group, and the implementation 
process of personalized recommendation for the same with common recommendation 
system also not mentioned. 

3 Experiments and Review 

The next two experiments are designed for validating our system from the two 
directions, the one is from real world data, and the other is simulation for huge data. 

3.1 Validation 

The experimental data is downloaded from DELL technical support center, the total is 
1,800 Emails from the service forum. Each Email is treated as a user-case, and we 
adapt the existing classification in our experiment as criteria from the forum, that is 
12 classes according to their hardware involving: 

Firstly, each Email is pretreated for stop-word processing and low-frequency-word 
processing, removing stop-words and low-frequency-words including in title and 
content, 3,420 words are extracted as the characteristic attributes through statistics to 
the training sets.  

Secondly, each Email is expressed to text-feature vector, and becomes original 
user-case. 

Finally, calculating the distinguished degrees of the word ( )Di w , as the follows:  

0
( )

0
2 *

j i
j i

N i
N j

N jD i w

N i

≠
≠


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The largest 50 words sorted by ( )Di w  are extracted as feature attributes for class i , 
and each user-case are projected in feature attribute. Macro-averaging is used to 

calculate all classes’ means F score− :  
2 * *recall precision

F score
recall precision

− =
+  

Table 1. Experimental results in web-text  

Item Aaverage F-score(%) Aaverage retrieval Time(s) 
KNN 62.3 42 
OURS 86.3 0.3 

 
Compared with classic KNN algorithm, our MFNN for case retrieval performs 
perfect, as it is shown in table 1. 

3.2 Experiment in Vast Data 

The first experiment shows the improved MFNN and its algorithm is reliable for its 
recommendation precision also with outlook speed, thus we decide to design the 
subsequent experiment to validate it for large-scale data. The data of “forest cover 
type” is downloaded from UCI repository and its main information describes as 
follow: 

The actual forest cover type for a given observation (30 x 30 meter cell) is 
determined from US Forest Service (USFS) Region 2 Resource Information System 
(RIS) data. Independent variables were derived from data originally obtained from US 
Geological Survey (USGS) and USFS data. Data is in raw form (not scaled) and 
contains binary (0 or 1) columns of data for qualitative independent variables 
(wilderness areas and soil types). Number of instances (observations) 581012; 
Number of Attribute: 54 ( 12 measures, 10 quantitative variables, 4 binary wilderness 
areas and 40 binary soil type variables); Number of Class: 7; Missing Attribute: none. 

We can see that the forest data are spare matrix with huge records. In the 
experiment, each record is regarded as a user case, to decrease the interference in the 
pretreatment of the real world. The simulation starts from 2,000 to 100,000 user cases, 
and the user cases are randomly selected. On account of the huge along with the high 
dimensional data, the KNN algorithm is shut down for directly dealing with the 
massive records, the results are only recorded for our MFNN. 

In order to simulate the real E-commerce demands, we design the various amounts 
of samples, which are ranged from 2,000 to 100,000, and adapt 10-fold cross-
validation methods to decrease the inferring of samples. Some are omitted in table 2 
because of the limitation of the table length, but they are both described in fig 1. 

Table 2. Main experimental results in Forest Covertype  

Records 5000 10000 20000 40000 50000 100000 
F-score(%) 63.1 79.2 82.9 82.4 81.6 83.2 
Time(s) 9.8 40.7 125.7 259.5 319.8 698.3 
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From the table 2, we can find out that the F-score in each group is gradually 
increasing, which is exactly according with human’s understanding of the real world. 
For example, while the amount of user cases is 2,000, the F-score is 68.3%; when the 
amounts of user cases reaches 100,000, the F-score is 82.9; when it reaches 100,000, 
F-score becomes 83.2%. 

 

Fig. 1. The improved system performance 

As the Fig 1 indicates, we can find that the running time is unacceptable, if we only 
mention the total time for this system, such in 10,000 user cases, the system needs to 
run 40.7s, but 698.3s (more than 11 minutes)in 100,000. In our MFNN model, the 
retrieval time includes 2 stages, the first spends on training the user cases, and the 
second spends on recommending the proper case. The first costs too many time 
(which can be run in the backstage), and few time in the second. Thus, the actual time 
user waiting for is from 0.21ms to 2.49ms corresponding with the training set. For 
another words, gaining the similar user case costs only 0.2ms to 2.5ms according with 
the total records from 2,000 to 100,000. 

3.3 Analysis and Outlook 

Many researches have found that learning from the huge amounts of data is more 
difficult while the amounts increasing, thus many papers validate their methods only 
in a limited range, as we do in the first experiment. From the second experiment, we 
know that user’s behavior is gathered into a library, and can be trained for pretreated 
step. This means the retrieval time the user costs is too few, when a person use the 
recommendation system, the system pulls out the recommendation in time, as if it 
suggests online result. 

Any algorithm shall engage with certain characters of the neural network, which is 
selected as one of the purpose and should be taken care of. After investigating the 
current artificial neural networks together with their learning methods, and mastering 
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the learning course from overall viewpoint, covering algorithm is constructive neural 
networks. Our improved algorithm can construct the networks based on knowledge of 
all the samples given, including the design of the networks’ structure and all the 
parameters.  

It is a significant leap to study constructive neural networks, which is capable of 
large-scale problem solving. The study begins with the MP neuron model from the 
view of geometry, and traces into covering algorithm from forward propagation 
algorithm (compared with BP), the former algorithm of constructive neural networks. 
Because the weights and thresholds of each neuron is computing by the “distance” 
between the samples selected optimization, they are able to ensure that the network 
executes under “optimal” fault tolerance in some sense. 

Suppose that n represents the scale of the samples, m for the dimension of the 

samples, and then the complexity of the covering algorithm is
2( )n mΟ : the maximum 

of total calculation is
2n m, if each covering circle covers k  records, then the total 

calculation is
2 /n m k . 

No doubt local minimum does not exist in the algorithm, and the algorithm 
execution does not require multiple scans of the samples or repeated calculation 
iterations, thus it has the advantages of short learning time. Just like the two 
experiments shown that the improved method can perform well in various conditions. 
The success rate is increased along with the growing of the user library, though some 
F-scores are not very satisfied, which caused by the limitation of amount of user 
cases. As we know that a fewer user cases may lead to the generalized ability 
problem, and our future work is about how to reduce the difference in our experiment. 

4 Conclusion 

How to deal with the problems of the huge data and weak reaction in personalized 
recommendation system while it is running in real internet conditions is different 
question to researches. User behaviors are important for recommendation system, 
which are stored in the user data library; they are increasing while the recommender is 
running. Huge amounts of user behaviors with high dimensions are hardly dealt with 
in common ANN algorithms, moreover they are dynamic. So the paper proposes the 
improved method based on Multi-layer Feedforward Neural Network to solve these 
problems. The sequent investigations indicate that it has clear system structure, 
feasible component combination, easy integration and construction. Our experimental 
results suggests that it is suitable for the large-scale and high dimensional data 
processing, can overcome the problems of the excessive iteration as well as the low 
performing rate, so the MFNN approaches’ practical application in the personalized 
recommendation system has been guaranteed. 
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Abstract. With the blooming of personal communication, more and more 
people have to process irksome spam calls. However, conventional approaches 
can hardly gain satisfactory effect when spammers change their phone number 
or ID randomly. In this paper, we proposed a text-independent speaker 
recognition algorithm to identify spammer for large population scenario. Firstly, 
we discover that the codebooks from same person’s different speeches are 
similar. Secondly, we design a vector quantization based CodeBook Filtering 
algorithm. The experiment results show that our algorithm could achieve a 
speed-up factor of 30.8:1 with an identification accuracy of 94.98%.  

Keywords: Voice spam, speaker identification, vector quantization (VQ), text-
independent. 

1 Introduction 

Recent years, personal communication continues to blossom in an exciting way. 
However, when it brings us convenience, it also provides simpler way to spammer to 
broadcast voice spam. Refer to our investigation, there are about 95.1% of the people 
had received spam calls and nearly 50% of the people would receive at least one spam 
call each day. It’s believed that voice spam presents blooming tendency. 

To against voice spam, there are a lot of approaches like VSD[1], PGM[2], 
SEAL[3], COD[4], Tetsuya[5], Bai[6], etc. have been developed. Nevertheless, all of 
these techniques are constructed over an assumption that the communication system 
could uniquely identify each end user. Hence, they can hardly gain satisfactory effect 
when spammers change their phone number or ID constantly. To avoid such disaster, 
we provide a novel approach to identify spammer through text-independent speaker 
identification in this paper. 

According to the previous studying of voice spam [7], it is real-time and its call 
length is shorter, generally. Further, maybe there are a large number of spammers. 
Against voice spam by text-independent speaker identification, there are still some 
problems need to resolve: 1) use shorter speech to train and test; 2) gain higher speed-
up factor in large scale population. 

Text-independent speaker identification is a traditional hot topic. At premier stage, 
researchers paid more attention to decrease the error rate [8-11]. However, they could 
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hardly be applied directly more or less because these methods would consume 
unbearable computational resources. In the next stage, many methods have been 
proposed for speeding up the identification process. Generally, there are THREE main 
approaches:  

1) Simpler likelihood calculation: The main idea is to reduce the complexity of 
each likelihood calculation. McLaughlin [12] improved the time complexity through 
removing the redundancy of GMM model and compressing the model size. Pellom 
[13] reorder the feature vectors so that they could prune the worst scoring speakers 
using a beam search technique. Auckenthaler [14] proposed GMM hash model, in 
which there is a shortlist of indices for each Gaussian component to speed up 
identification. The larger shortlist wins higher accuracy, and smaller shortlist receives 
higher speed-up factor. 

2) Hierarchical model: This method provides hierarchical speaker model to 
accelerate computation. Beigi [15] proposes a hierarchical structuring of the speaker 
by merging closest GMMs. When identifying, it uses KNN-liked algorithm to search 
K best speakers and then compares detailed in them. Sun [16] using the ISODATA 
algorithm to cluster all speakers. When identification, the first step is to determine the 
speaker belong to which group, and then do conventional method to complete 
identification. Pan [17] provides another hierarchical method which computes two 
models in different size. They pruned out worst candidates by smaller CodeBook and 
do fine matching by larger CodeBook. 

3) Speaker pruning: Kinnunen [18] proposes Static Pruning, Hierarchical Pruning, 
Adaptive Pruning and Confidence-Based Pruning to prune out K worst speakers. 
Aronowitz [19] provides a Top-N pruning exploits the property of GMM using 
approximated cross entropy (ACE).  

In this paper, we focus on designing an efficient algorithm to index the special 
speaker. Think about GMM based algorithms need more speech data to train and test, 
in this paper, we study VQ based speaker recognition and provide follows 
contribution: 1) We discover models from different speech of same speaker are closed 
enough even speech length is very short. Hence, we can avoid large computation of 
the distance between the unknown speaker’s feature vectors and the models of the 
speakers stored in the database. 2) We provide a codebook model based multistage 
filtering algorithm to reduce the scale of candidates within a large number of 
spammers. 3) We design a ratio nearest filtering algorithm to adapt each speaker. 
This paper is organized as follows. In Section 2, we describe the original idea and 
presents detailed description of the approach. The experimental setup and test results 
are given in section 3. Finally, we draw a conclusion in section 4. 

2 CodeBook Filtering 

2.1 Basic Idea 

According to the conventional VQ based speaker identification, the core elemetns are 
MFCC [20] or LPCC [21] feature vaectors, CB (CodeBook), and distance metric.  
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Currently, lots of research uses distance to denote the distortion between known 
speakers’ CB C={c1, …, cM} and unknown speaker’s feature vectors X={x1, …, xT} 
which is computed as the average quantization distortion [8] 

2

1

1
( , )

j

T

avg c C i j
i

D X C min x c
T ∈

=

= −  (1)

where M is dimension of CB. This method causes higher time complexity.  

Propositions 1  The codebooks from same person’s different speeches are 
similar. 
No matter which piece of a speaker’s speech is selected as training speech, it always 
gains minimal distortion between the CB and feature vectors. Therefore, we believe 
that the CBs which from a speaker’s different speech are closed enough in distance. 
That is to say, we can compute the distance between two CBs to judge whether they 
are from the same person. However, it’s difficult to sort vectors in a CB so that we 
cannot compute the distance between two CBs simply row by row. It seems that we 
have to evaluate the distortion of two CBs in conventional method. While, it’s 
possible to simplify such evaluation because the distance bwtween two vectors is 
determined by vectors’ Euclid norm and its’ included angle. 

Fig.1 shows that Euclid norms of 50 same speaker’s different CBs are very closed. 
Refer to above analysis, we propose a Euclid norm based speaker filtering algorithm. 
Further, we utilize the nearest neighbor search method about high dimensional vector 
to obtain fewer candidate speakers with smaller distance which computed by (1). The 
block diagram of our approach is shown in Fig. 2. 

The following notations will be used. 

 
Ci CB of speaker i 
Ct CB of test speech 
N size of the speaker database 
CD indices of the candidate speakers 
RN ratio of Norm Filtering 
RD ratio of Distance Filtering 
CNi CB norm of speaker i 

2.2 Norm Filtering (NF) 

The idea is to filter most unlikely speakers by CB norm in a simple way. Think about 
maybe there are a large number of speakers in DB, we create a T-Tree for speakers’ 
CB norm. RN is the dominated parameter of NF, and it determines the accuracy and 
speed-up factor of NF. To protect accuracy of identification, we initialize RN refer to 
the distribution of all speakers’ CB norm.  
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Fig. 1. Norm of training and testing speeches’ codebook 

 

Fig. 2. Block diagram of codebook filtering 

Algorithm 1. Norm Filtering (NF) 

Initialization: 
    CD := {1, 2, …, N}; 
    Initialize RN; 
    Calculate CNi for all Ci and create T-Tree for all  
CNi; 
Filtering: 
    Calculate Ct according to test speech and it’s CNt; 
    Search candidate speakers by T-Tree with the scope of 
[CNt *(1-RN), CNt *(1+RN)]; 
    update CD according to search result; 
Decision: 
    target := mini{D(X, Ci)|i•CD}. 

2.3 Distance Filtering (DF) 

Besides the norms of CBs from same speaker’s different speech are closed, their 
average included angle is very small. Think about the time complexity of included 
angle and distance between 2 vectors are similar, we use its distance to do further 
filtering. Based the result of NF, we make further efforts to filter unlikely speaker by 
average distance between two CBs. RD is also the control parameter of DF like RN. 
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Algorithm 2. Distance Filtering (DF) 

Initialization: 
    CD := {1, 2, …, N}; 
    Initialize RD; 
Filtering: 
    Calculate Ct according to test speech; 
    Compute Davg(Ct, Ci) for all i•CD, and min Davg; 
    FOR all i•CD 
        IF Davg(Ct, Ci) > RD*min Davg  
            Filter out speaker i; 
        END; 
    END; 
Decision: 
    target := mini{D(X, Ci)|i•CD}. 

3 Experiments and Results 

3.1 Experiment Environment 

1） Speech Database 
Our speech database is a collection of address from 499 speakers. The speech is 
recorded from the Internet video which mostly are the Chinese CCTV’s “100 forum”. 
Each person records nine pieces of speech from the same address, one speech is about 
12s (silence removed) for training and others are about 1s~8s (silence removed) for 
testing. 

2） Feature Modeling 
We use the standard MFCC as the feature. Before computing MFCC vectors, a 

speech need pass a pre-emphasize filter, enframe and multiply with Hamming 
window. The 0th cepstral coefficient is abort and the codebook is generated by the 
LBG clustering algorithm [22]. 

We report two performance results: accuracy of identification and speed-up factor. 
The average identification time counts speech processing, MFCC, LBG clustering, 
filtering algorithm and decision among all speakers. 

Table 1. Parameters of feature model 

Parameter Value 
re-sampling 8 kHz, 16bit 
pre-emphasis 0.9375 
length of frame 32 ms 
shift of frame 16 ms 
window Hamming 
triangular filter 25 
MFCC dimension 13MFCC + 13△MFCC 
size of codebook 32 
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3） Experiment Environment 
Our experiments are based on a simulation testbed we have developed. MFCC is 

computed by Matlab VoiceBox[23], and LBG and filtering algorithm are developed 
by C++ on Visual Studio 2008 express. All experiments were carried out on a 
computer of DELL Dimension E521 which has a 2.0GHz CPU and 2.0GB memory. 
The operating system is Windows XP sp3. Each experiment was run in single thread. 

3.2 Test Results 

The speaker identification accuracy for the baseline system was found to be 96.8%. 
Refer to the result from Fig. 3 (a), we can find that the accuracy of identification does 
not decline significantly when CodeBook Filtering has been implemented. At the best 
result, the ID rate of our approach still achieves 94.98%. Fig. 3 (a) also shows that our 
method can obtain satisfactory EER even if the test speech is 3~5s. 

Fig. 3 (b) presents the relationship of accuracy and speed-up factor of our proposal 
when test speech is 5~8s. According to the result, at the best accuracy, speed-up 
factor is about 10~20. On the contrary, speed-up factor can reach 65 as the highest 
value. The accuracy still remains 55.9%. It shows that CodeBook Filtering can work 
well and be competent at voice spam filtering. 

 

Fig. 3. (a)Accuracy of baseline system versus CodeBook Filtering’s; (b) speed-up factor versus 
accuracy; (c) Ratio worst versus Top-N using testing speech when the length of test speech is 
8s. (d)Accuracy of spam detection with vary percentage of real spammers when test speech is 
5s length. 
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By contrast to Top-N pruning which implemented in Kinnunen [20] and Aronowitz 
[21], we provide ratio worst filtering. The contrast results contained in Fig. 3 (c) show 
that ratio worst filtering is more suitable for CodeBook Filtering because RN and RA 
are adapted to application environment. 

Based the former research about spam filtering, we applied the algorithm into 
ADVS [24] and examined the effect of CodeBook Filtering. In this experiment, the 
basic testbed is referred to ADVS. We think about total number of real users is 499 
which contained in speaker DB. We assume that each real spammer owns TWENTY 
different IDs or phone numbers. Furthermore, spammers would change their ID or 
phone number randomly. In addition, we think about all users (including spammer) 
are contained in a same domain. The rest parameters are referred to ADVS. 

According to the results contained in Fig. 3 (d), the accuracy of spam detection will 
decrease sharply when the percentage of real spammers grows and the spammers 
change their ID or phone number randomly. However, the filter could work normally 
when our algorithm applied. Of course, the accuracy of spam detection meets a few 
decreasing because the accuracy of speaker identification cannot reach 100%. 

4 Conclusion 

To assure that ADVS could detect voice spam accuracy even if spammers own 
several IDs or phone numbers, we have presented an algorithm for efficient and 
accurate speaker recognition, in this paper. The algorithm is based on VQ and the 
basic theory that the codebooks from same person’s different speeches are similar. By 
using our corpus, a speed-up factor of 30.8:1 was achieved with little degradation in 
the identification accuracy and absolute identification time is about 1.81s. In addition, 
we applied our schema within ADVS and the simulation results show that it could 
help ADVS to recognize spammer who owns multi dummy identities. The experiment 
results prove that our approach could be applied for large population scenario. 
 
Acknowledgment. This work was supported by the National Natural Science 
Foundation of China (NSFC) under grant No. 61001070. 
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Abstract. By the analysis of network security access authentication technology 
in universities, this paper proposes the solution to security access authentication 
based on IPoE in the face of the reality of the outrunning of IPv4 addresses and 
general popularizing of IPv6 in universities. Having been implemented in 
Ningbo Institute of Technology, Zhejiang University, this scheme can meet the 
security access requirements for IPv4 /IPv6 dual-stack campus network of high-
ly-dense users. Finally it discusses some extended application of the scheme in 
the practical situations.  

Keywords: IPv6, CNGI, 802.1x, PPPoE, IPoE, DHCPv6.  

1 Introduction  

Since it was developed, Internet has been completely blended into people's life, work 
and study. Educational informatization in universities cannot do without the support 
of the Internet. Along with the outrunning of the IPv4 addresses, many Chinese uni-
versities have used IPv6 addresses and have one after another switched onto Cernet2, 
the demonstrating network of CNGI. On the other hand, the government requires 
more for the protection level of information security recently, which demands more 
for the network security for universities since its main users are the most creative 
undergraduates.  

2 Traditional Security Access Authentication Technology and 
Its Problems 

The network security access authentication for universities at present are mainly the 
following three: PPPoE, Web + Portal and 802.1 x. PPPoE (Point to Point Protocol 
over Ethernet) appeared early with its distinctive applications. Its technical standards, 
RFC2516, were defined in 1999. Since then it was widely used by telecom operators, 
as the currently popular broadband access way ADSL, takes this agreement[1]. This 
agreement requires clients to install the client software. Web Portal is used as one of 
the authentication mechanism of Web pages, which limits the users to pages by portal 
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server, as the users’ visit to any page will be switched to a specific portal page, which 
can only be solved by the users as they enter their user name and password before 
they can log onto the page. Its advantage is the users do not need to install a special 
client authentication before they login[2]. And 802.1x protocol is a bi-layer protocol, 
which gets through its user authentication by the control of the open/close to the port 
of the switch. It has its advantage as it distributes its user authentication into the 
switches, which eases the pressure of dense authentication, whereas it is disadvanta-
geous as each manufacturer adds a lot of private properties in the realization of their 
802.1x agreement, which makes each manufacturer rely on their respective switches 
for their authentication. In addition, the users also need to install the client software. 
Below are characteristics of the three ways of authentication: 

Table 1. Traditional Security Access Authentications  

Authentication way PPPOE WEB/PORTAL 802.1x 

Level of standardization  RFC2516 Private Private 

Cost of packaging  high Low Low 

Mode of access control By users By ports By users 

Support of access to terminal poor powerful poor 

Dependency to equipment low Low high 

Connectivity to users powerful poor powerful 

Support to multi-users  poor powerful powerful 

Isolation to virus powerful Poor poor 

 
From table 1, it can be seen that these three access authentications have their own 

characteristics. However, with the increasing development of the Internet, on one 
hand IPv4 addresses have been used up, and on the other hand, the next generation of 
Internet based on IPv6 grows popularly. Thus, a lot of universities and colleges have 
realized IPv4 /IPv6 dual-stack campus network. More generally, along with the ad-
vancement of fusion of three nets, mobile network and content network develop 
quickly as laptops, smart phones, tablet computers and IP TV enter into people's life. 
All requires that they have convenient access to the Internet. Obviously, the three 
traditional authentications can't meet the needs of Internet access as the ways based on 
the client dial-up cannot adapt to the various mobile terminal or sub-terminals while 
the traditional Web Portal cannot meet the increasingly demanding information secu-
rity requirement of cell and flexibility in control of security accounts. This leads to the 
authentication way combined with PPPoE and Web Portal with their respective  
merits. 
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3 IPoE Working Principle  

IPoE technology is a new way of access authentication recommended by the DSL 
BBS named WT-146. Based on DHCP protocol, it switches into RADIUS authentica-
tion messages to realize authentication and control of access for the users[3]. For the 
access to the user s’ MAC address and other information of devices and ports, one can 
move forward the mechanism of the requiring access information by inserting DHCP 
Option 82 in the access equipments to replace the embedded PPPoE dial-up software 
in the user’s terminals, thus the user terminals continue to maintain its original gene-
rality and flexibility to provide necessary guarantee of carrying on the evolution of 
multi-business of IP network. Its working principles as follows: 
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Fig. 1. Dynamic DHCP based IP session creation and authorization 

1) The User PC sends a DHCP Discover message 

2) The Access-Node forwards the message in the upstream direction to the IP 
edge, the available network supports DHCPv4 expansion option-option 60, 
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61 and 82 ,which IPv4 authentication needs ,while IPv6oE supports 
DHCPv4 expansion option-option 16,1 and 18[4]. The IP edge device de-
tects that the DHCP Discover represents a new user sessions and creates an 
IP session context for this user (without knowing the IP address of the User). 
The IP edge device sends  

a. The RADIUS access-request message could contain in the user-
name field the information derived from DHCPv4 option 82 or 
DHCPv6 option 18 (for example, agent-circuit-id, or agent-remote-
id, or source MAC address, or a combination there-of). The IP Edge 
may use a local rule to derive a Radius username/password dynami-
cally (e.g. in case the RADIUS server doesn’t support authenticat-
ing via Line information). 

3) Following a successful authorization on a Radius database, the Radius server 
responds to the IP edge device with an access-accept message, and passes 
any relevant service parameters for this subscriber IP session. 

4) The IP edge device receives the access-accept message. The IP session is au-
thorized, with session accounting commencing. The user service policy is 
applied to the IP session.  

5) The IP Edge forwards the DHCP-Discovery message to the DHCP server.  
b. The IP Edge can include AAA-related RADIUS attributes in the 

DHCP message [RFC 4014] if desired. 
6) The DHCP server, receives the message and upon finding the IP address 

scope, responds with a DHCP Offer to the IP edge device. 

7) The IP edge device receives the DHCP Offer message, and relays it to the 
DHCP client. The IP edge device associates the offered IP address to the ses-
sion  

c. Depending on if the IP Edge acts as a DHCP Relay or a DHCP 
proxy, it might change the DHCP Offer packet before it is for-
warded to the DHCP Client. 

8) The client replies with a DHCP request message (possibly directly to the 
DHCP server) 

9) The IP edge device forwards the DHCP REQUEST message in the upstream 
direction to the DHCP server.  

10) The DHCP server replies to the request with a DHCP Ack   

11) The IP edge device detects the DHCP ACK and associates the configuration 
parameter (e.g. IP, lease) to the session, forwards DHCP ACK to the DHCP 
client and starts keep-alive. 

12) The IP edge device sends Accounting Start to RADIUS Server for session 
start. 

13) The accounting start. 
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4 The Solution 

Ningbo Institute of University, Zhejiang University is a full-time university of more 
than 10000 undergraduates. Due to the socialized logistics, the network for the stu-
dents’ apartment has been fully operating by telecom through PPPoE, which first of 
all has been separated in the long run with the administrative and didactical network 
as they are not connected. And secondly, as one needs to dial up to log onto the inter-
net by PPPoE, he needs to install dialing software at the terminal, it also which se-
verely limits the more and more wireless mobile terminal access needs. Thirdly, the 
coexisting bi-webs also results in not only chaotic accounts of users but also safety 
hazard of information. Under such circumstances, in March, 2012, the apartments 
were purchased back by the university under the guidance of Ningbo municipal gov-
ernment, hoping that the networks in the living zone and the teaching area be unified, 
thus serving teaching and research better for all the faculties and learners. In order to 
solve the above problems, the security authentication of IPoE was mainly adopted, 
whose principles as follows:  

  
Fig. 2. Security authentication flow chart 

4.1 Design Approaches 

1) Simple and Flexible Flat Frame 
The traditional network is made of three layers: the core, the assembly and the access. 
This implies an application needs to be realized by supporting sub-applications more 
than one. To be worse, as it demands too much of the functions of the equipment at 
the edge; it does not perform both with the users and equipment. In addition, it leads 
to the decrease of stability and reliability of the campus network equipment (especial-
ly the edged ones), thus, there is more and more pressure for the management and 
maintenance.  
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The flat frame simply divides the network into the core and the access layers, 
which is advantageous as it can be controlled centrally and extended conveniently. 
This is achieved as the most powerful and multi-functioned core equipment offers the 
service of control and management However, the gathering/access devices is func-
tioned with their basic capabilities.  This design can not only reduce the investment 
of the project as its operating cost greatly decreases, but also makes it easier to extend 
and manage with the network framework.  

2) Refined Management  
IPoE security authentication model can realize the effective separation between not 
only uses but also sessions. To start with, it helps to avoid the interference and influ-
ence between each other as it can segment and isolate. Secondly, all of the informa-
tion concerning the users, including the user account, the MAC address, the IP ad-
dress, the access location, the access method, the access time and the recognition and 
records of the serving behavior can be tracked and audited. In the third place, based 
on the identity of the users by controlling their accessible resources and occupying 
network bandwidth, it can be segmented and controlled. Finally, the refined manage-
ment of the application of the network helps to perfect recognition and control of the 
flow, thus guaranteeing the load bearing of the significant applications in the perspec-
tive of security, bandwidth and reliability, that is, it makes it be able to be identified 
and guaranteed.  

3) Expanded and Accessible Structure  
Based on its flat frame, IPoE can quite conveniently expand the network or its appli-
cations as it is relatively independent of its control layer and it does not rely on the 
access layer. In addition, due to its use of Web Portal, it can satisfy all the need of 
access to the Internet by various mobile terminals at its maximum[5].  

4.2 Security Characteristics 

1) Prevention of DHCP Attack  
The implementation of the scheme needs to be supported by DHCPv4 and DHCPv6. 
Although IPv6 supports Stateless DHCP, this approach can achieve better refined 
control of user access, whereas the traditional DHCP is vulnerable to be attacked by 
flood and fake DHCP server. The solution is to first limit the MAC address for port 
learning through binding of the MAC addresses and the Port to control the possible 
flood, and then manually set the normal port connected by DHCP server as the trusta-
ble server to prevent the deceiving DHCP server in into the network[6].  

2) Prevention of ARP Attack 
ARP deception is a common virus attack to the Internet as it uses the inherent design-
ing vulnerability, namely the host actively send ARP response to refresh ARP tables 
of other hosts. the host which receives free ARP attacks without checking whether it 
is the security hole from its legitimate IP address .  Such attacks can also use 
IP/MAC address table set by DHCP Snooping to dynamically detect ARP data pack-
ets; or it can use the binding information of DHCP Snooping  to control and discard 
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the unmatched IP/MAC address , at the same time it can effectively prevent the attack 
similar with ARP deception by vlan isolation technology of QinQ[7] .  

3) Terminal Management of IPoE Session  
The characteristics of DHCP agreement implies a DHCP server will not timely re-
lease and recycle the IP address of the user as the session ends. To solve the security 
problem, WT-146 of DSL BBS requires that as IPOE Session ends, it must support 
Logout, Force, Arp Ping or BFD to realize the release of IP address in time.  

5 Conclusion 

IPoE security access authentication technology can effectively solve the security 
access authentication for universities which face IPv4/IPv6 dual-stack network. 
What’s more, it can flexibly expand its network and its applications at the demands of 
its users, thus conveniently meeting the demands of logging at all kinds of terminals 
at the maximum. In practice, in order to unify the various operators in the living zone 
in Ningbo Institute of Technology, Zhejiang University, the technical frame provides 
a unified, open and fair operating interface , thus it on one hand helps to unify the 
teaching activities, and on the other hand ends the chaotic situation of managing by 
many operators. Last but not the least, in the implementation of the scheme based on 
IPv6oE, it takes Dibbler to fulfill its perfect support of Windows XP to DHCPv6 as 
the former doesn't know the current situation of DHCPv6.  
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Abstract. A new scheme of information encryption is presented in this paper, 
which employs Chen’s chaos to construct the random mask of the virtual 
optical imaging system instead of randomly generated by computer. The 
generation of random mask, the procedures of encryption and decryption are 
described in detail. Numerical simulations prove that the constructed random 
mask is uniformly distributed and the encryption algorithm is effective. The 
experimental results also demonstrate that the proposed encryption algorithm 
has advantages of large key space and high key sensitivities. 

Keywords: Chaos, Virtual optical imaging System, Encryption/decryption. 

1 Introduction 

As an important supplement and Promotion to traditional security techniques, optical 
information encryption technique is progressing rapidly in recent years. Various kinds 
of optical encryption schemes have been proposed and implemented during the past 
decade [1-4], which involves many applications such as intellectual properties 
protection; secrete military communication, data/image encryption, etc. There are 
good reasons to consider using optical information processing to protecting data and 
images. For example, every pixel of a two-dimensional image can be both relayed and 
processed at the same time by the optical encrypting system. So, when there is a large 
volume of information to be processed, it can be transmitted rapidly. Besides the 
advantage of parallel processing, optical encrypting system has multiple-keys such as 
wavelength, and spatial frequency, to increase security level. Any unauthorized party 
would be very difficult to decode the information without having the correct multiple-
keys. In [3], an enhanced scheme to virtual optical imaging system (EVOIS) was 
proposed by introducing a random mask. With the random mask, we can obviously 
improve the security of the system. However, the random mask and the original 
information should be the same size, therefore, the key size and the overhead of 
passing keys greatly increased. 
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In the last decades, Chaos based encryption algorithms have attracted interests of 
many researchers [5-8]. Most of the given image encryption algorithms adopt the 
methods of shuffling the positions and changing the grey values of image pixel based 
on the random sequences from all kinds of chaos system [6,7]. These work all have 
been motivated by the chaotic properties, i.e. highly sensitive to initial values, 
pseudorandom property and unpredictability. These Features are very consistent with 
the random mask of the optical information encryption system. 

In this paper, a novel image encryption scheme is suggested. In order to reduce the 
volume of the keys, we use chen’s chaos system [5] to generate the random mask of 
EVOIS. We simulate the proposed algorithm and analyze the sensitivity of the keys. 
The rest of this paper is organized as follows. Section 2 presents the proposed 
algorithm. Section 3 describes some simulation outcomes, some security analysis are 
given in Section 4.Finally, Section 5 concludes the paper. 

2 The Proposed Encryption Algorithm 

2.1 An Enhanced Scheme to Virtual Optical Imaging Technique (EVOIS) [3] 

In EVOIS, which is schematically shown in Fig. 2, we suppose that both information 
plane and random mask are “illuminated” with the same coherent light wave with 
virtual wavelength λ . Under the Fresnel approximation, the propagation of virtual 
light wave between the information plane and front plane of the lens can be described 
with a Fresnel diffraction transformation. The Fresnel diffraction patterns of 
information plane and random mask will interfere each other at front plane of imaging 
lens to form an interference gram. The interference gram is further converted by lens 
transmission function to back plane of the lens. The complex amplitude distribution at 
back plane of imaging lens is taken as encrypted data, and it will be sent as an 
ordinary digital file through a communication channel safely.  

The complex amplitude distribution on the information plane, front plane of the 
lens, back plane of the lens and the image plane are denoted by 0 0 0( , )U x y , 1( , )LU ξ η , 

2 ( , )LU ξ η and ( , )i i iU x y respectively. Under a virtual environment, the imaging process 

mentioned earlier can be simulated with a computer in a digital domain. In the case of 
propagating from information plane to front plane of the imaging lens, 0 0 0( , )U x y  are 

sampled to N N× discrete points with steps 0 0,x yΔ Δ along the coordinates. 

0x and 0y are replaced by 0k xΔ and 0l yΔ .Similarly, ,ξ ηΔ Δ is the sample steps of the 

front plane of the lens, and m ξΔ , n ηΔ are used to replace ξ and η .  Here, 
, , ,k l m n are integers from 0 to N-1.  
We can get the discrete Fresnel diffraction (DFD) transformation and express it as 

following equation: 

[ ]1 0 0( , ) ( , ), ,LU m n DFD U k l dλ=  (1)

where 
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From the numerical formulation point of view, we use discrete Fourier transformation 
to represent discrete Fresnel diffraction transformation in Eq. (2) .This means that the 
standard algorithms for a fast Fourier transformation (FFT) can be applied to simplify 
the calculation.Furthermore, the transmission function of imaging lens should also be 
rewritten in its discrete form in order to carry out the numerical simulation. 
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k
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= − Δ + Δ 
 

 (3)

where , 0,1,..., 1.m n N= − k is the wave number, and f is the focal length of the lens. 

2.2 Chen’s Chaotic System 

Chen’s system can be described by the following non-linear differential equations [5]: 
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( )

x a y x

y c a x xz cy

z xy bz

= −
 = − − +
 = −





    (4)

-40
-20

0
20

40

-50

0

50
0

20

40

60

xy

z

-30 -20 -10 0 10 20 30
-30

-20

-10

0

10

20

30

x

y

-30 -20 -10 0 10 20 30
0

10

20

30

40

50

x

z

-30 -20 -10 0 10 20 30
0

10

20

30

40

50

y

z

 

Fig. 1. Phase portraits of chen’ s chaotic system for ( , , ) (35,3,28)a b c = , 0 0 0( , , ) ( 10,0,37)x y z = −  
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Where, , ,x y z  are the state variables, and , ,a b c are three system parameters. 

When 35, 3, [20,28.4]a b c= = ∈ , the system is chaotic. The parameter  in front of the 

state variable y  leads to abundant dynamic characters of the new system. Therefore, 
the dynamical property of the Chen’s chaotic system is more complicated than the 
famous Lorenz chaotic system. This feature is very useful in secure communications. 
The chaos attractors are shown in Fig.1 

In our scheme, three discrete variables of the Chen’s chaotic system are adopted to 
form the random mask. 

Step 1:  Iterate the Chen’s chaotic system for 0N times by fourth order Rounge-

Kutta algorithm with step length 0.001h = . 
Step 2:  For each iteration, we can get three values ,i ix y and iz . These decimal 

values are preprocessed first as follows 
14mod(( ( ) ( ( ))) 10 ,256)i i ix abs x floor abs x= − ×    (5)

Where ( )abs x returns the absolute value of x . ( )floor x rounds the elements of x  to 
the nearest integers less than or equal to x . mod( , )x y returns the remainder after 
division. Obviously, [0,255]ix ∈ , and we preprocess iy and iz as the same way.  

Step 3:  For each iteration, generate ix  by the following formula: 

mod( ,3)i ix x= .     (6)

According to ix , we select the corresponding group to form the random mask from 

Table 1. 

Table 1. Different combination of state variables of chen’ s chaotic system 

ix  Combination of state variables 
ixC  

0 ( , )i ix y

1 ( , )i iy z

2 ( , )i iz x

 
Without loss of generality, we assume the dimension of the plain-image is M N× , 

and then we need a random mask of the same dimension. The element 
( 1,2,..., )iU i M N= × of the random can be defined according to the following formula 

1
2 ( 1) 1

2
2 ( 1) 2

i

i

i x

i x

U C

U C

× − +

× − +

 =


=
 (7)

Where 1,2,...i = represent the i th iteration of the chen’s chaotic system, 

and 1 2,
i ix xC C represents the fist and second state variables of combination 

ixC .The 

process will not end until the set { }1 2, ,... M NU U U ×  is all formed. At last, we get the 
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random mask rmU  , which is a matrix of M rows and N columns, by reshape the set 

{ }1 2, ,... M NU U U × . 

2.3 Information Encryption with EVOIS Based on Chen’s Chaos 

In our algorithm, we use the above matrix rmU as the random mask of EVOIS . By 

utilizing the special characteristics of chaotic systems, we can both increase the 
security and effectively reduce the size of the keys. Fig.2 is the block diagram of 
the proposed image encryption algorithm. 
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Fig.2. Block diagram of the image encryption 

1. The encryption algorithm  
The encryption process can be described as the following equation: 

[ ] [ ]{ } ( )2 0 0( , ) ( , ); , ( , ); , , ;L rmU m n DFD U k l d DFD U k l d t m n fλ λ= + ×    (8)

2. Decryption algorithm 
The decryption process is to compute the complex amplitude distribution on the 
image plane ( iU ) based on the enciphered data and correct keys. The lens law, 

01 1 1d d f+ = , reveals that distance between the image plane and back plane of 

the lens，labeled with id , is not a independent parameter and determined by key 

parameters 0d and f . The definite steps of the decryption algorithm are as follows: 

0 0( , ) [ ' ( , ), , ( , )]i iU m n DFD U k l d d fλ=      (9)

Where 

0 2' ( , ) ( , ) [ ( , ), , ] ( , , )L rmU m n U m n DFD U k l d t m n fλ= − ×     (10)

At last, we can recover the original information U0 by reversing iU . 
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3 Numerical Simulation 

Experimental analysis of the proposed encryption algorithm in this paper has been 
done in Matlab2010. We choose the gray “Lena” with size 512 512×  as original 
image and the multiple keys is set up as follows: 0 0 0 028, 0, 1, 0, 0.1,c x y z d= = = = =   

0.01, 0.025, 623 9d f eλ= = = − . Effectiveness of encryption and decryption algorithms 
are shown in Fig.3 and Fig.4. 
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Fig. 2. Random mask generated from Chen’s chaos systems 
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(f) Histogram of the decrypted image

 

Fig. 3. Result of image encryption and decryption 

Fig.3.shows Chen’s chaos systems can generate a random mask, which is like the 
uniformly distributed noise. The original image ‘Lena’, the encrypted image of it and 
the decrypted image with correct keys are shown in Fig.4 (a), Fig.4 (b) and Fig4(c) 
respectively. The corresponding histograms of them are shown in Fig.4 (d), (e) and 
(f). We can see from Fig.4 (b) that encrypted image has completely hidden the 
original image and could not see the outline of it. Histogram of the decrypted image, 
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shown in Fig.4 (d), is more flat than original image, which mean that the algorithm 
can prevent statistical attacks. Fig.4 (c) gives a perfect retrieve of the original image. 
Overall, experimental results demonstrate that the proposed encryption algorithm is 
effective. 

4 Security Analysis 

We carry out the security analysis of our proposed algorithm from key sensitivity and 
the size of key space.  

There are eight keys 0 0 0 0( , , , , , , , )c x y z d d fλ in our algorithm. The sensitivity about 

the keys 0( , , , )d d fλ  of virtue optical imaging systems has been analyzed detailed in 

[3]. Here, we focus on the random mask we proposed based on Chen’s chaos system. 
Several key sensitivity tests about 0 0 0( , , , )c x y z are performed in Fig.5. 

(a) (b)

(c) (d)

 

Fig. 4. Decryption result with different initial values 

Fig.5 (a) is the decrypted image when key 0x is with a discrepancy of 1510− , at the 

condition of other seven keys are correct. Fig.5 (b) is the decrypted image with a 
discrepancy of 1610− on 0x .The other two initial value 0y and 0z have the similar 

precision with 0x . Fig.5(c) and Fig.5 (d) are decrypted image with the same keys that 

used in encryption algorithm except parameter c of Chen’s chaos system, which is 
with discrepancy of 1410− and 1510− respective. So, it is easy to see the encryption 
algorithm is very sensitive to the keys of random mask, and a very small change of 
the key will lead to the wrong decryption result.  
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In our algorithm, the parameter c and initial values of Chen’s chaos system are 
used as secret keys. According to the above sensitivity test, the system parameter 
c has the precision of 1410− , and the three initial values have the precision of 

1510− each. Therefore the key space size reach 14 15 15 14 19210 10 10 10 2× × × ≈ , without 
counting the keys 0( , , , )d d fλ .This is sufficient to resist all kinds of brute-force 

attacks. 

5 Conclusions 

In this paper, a novel encryption algorithm with virtual optical imaging system is 
proposed, which uses Chen’s chaos system to generate the random mask. Some 
security analyses are given to certificate the sensitivities of parameters. We found the 
multiple keys are sensitive and security level is significantly increased when Chen’s 
chaos system is introduced to produce the random mask. Our scheme may have some 
potential application in image encryption and information transmission based on 
Internet. 
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Abstract. In 2009 Moxie Marlinspike proposed a new Man-in-the-
Middle (MitM) attack on secure socket layer (SSL) called SSLStrip at-
tack at Black Hat DC, which is a serious threat to Web users. Some
solutions have been proposed in literature. However, until now there is
no practical countermeasure to resist on such attack. In this paper, we
propose a new scheme to defend against SSLStrip attack by improving
the previous secure cookie protocols and using proxy pattern and reverse
proxy pattern. It implements a secure LAN guaranteed proxy in client-
side, a secure server guaranteed proxy in server-side and a cookie au-
thentication mechanism to provide the following security services: source
authentication, integrity control and defending SSLStrip attack.

Keywords: Secure Cookie, Integrity, HMAC, MitM, SSLStrip, Proxy
Pattern.

1 Introduction

As one of the most important and wildly used network protocols, HTTP has
attracted much attention of computer science researchers. HTTP itself is not a
dependable and secure protocol, so it needs security measures of some auxiliary.
Secure Socket Layer is used as a countermeasure to protect the security and de-
pendability of http connection currently. However, a new MitM attack–SSLStrip
attack launched a new challenge to it. This attack makes SSL vulnerable. Nick
Nikiforakis et al. [1] presented a method to avoid a SSLStrip attack while using
browser’s history information. A scheme with cue information is proposed by
Shin et al. [2], which rely on web user’s active exploration. Nevertheless, those
suggestions only indicate ways to avoid a SSLStrip attack and not how to ac-
tively stop it. Cookie is a technical means to keep the HTTP connection state,
and it also can be used to save user’s information, such as identification number
ID, password, visited pages, residence time, ways of shopping on the Web and
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the times of accessing to the Web. When users re-link the Web server, browser
will read the cookie information and send it to the Web site. Cookie can even
check whether the HTTP connection is secure or not. So cookie can be utilized
to defend against SSLStrip attack.

In this paper, we point out the drawbacks of the state-of-the-art cookie proto-
cols. Also, we present a new secure cookie protocol and a new topology structure
between client and server to solve the drawbacks of previous secure cookie pro-
tocols especially to defend SSLStrip.

The rest of the paper is organized as follows: In section 2, the SSLStrip attack
[3] is explained and analyzed in detail. We track the previous important secure
cookie protocols, then point out their main weaknesses briefly in section 3. In
section 4, we propose a new scheme, containing two aspects. One is our secure
cookie protocol, and the other is secure LAN guaranteed proxy and secure server
guaranteed proxy. Section 5 gives an experiment and a performance analysis. In
section 6, we analyze the security of our new scheme. Conclusion and future
work are discussed in section 7.

2 SSLStrip Attack

SSLStrip attack was first proposed by Moxie Marlinspike [3] at Black Hat DC in
2009 and eventually culminated in the release of a tool known as SSLStrip. At a
high level, SSLStrip allows an adversaries to insert themselves in the middle of a
valid SSL connection [3]. The user believes that they have a true SSL connection
established, while the adversary has the ability to view the user’s Web traffic
in clear-text. SSLStrip attack is based on the behaviors of Internet users. Most
Internet users enter a URL directly in address box, rarely adding protocol types
in front of the URL. Although the connection should be on SSL, they don’t
type ’https://’ in front of the URL. This behavior results in the establishment of
secure connection needs jumping from unsecure connection (port 80) to secure
connection (port 443). The jumping has two forms: user’s active jumping and
user’s passive jumping. When user type ’www.google.com.hk’, a Web page will
be returned. From this page’s html source code, we find that the ’Sign in’ button
corresponds to a HTTPS hyperlink. It will jump to a secure connection (port
443) when users click this button. When users enter ’mail.google.com’ in the
browser’s address box, the server will return a redirect packet which could jump
to secure connection.

The whole process can be summarized into two stages. In the first stage,
SSLStrip records and stores URLs whose protocol type is changed from HTTPS
to HTTP, as shown in sequence 1-4 of Fig.1. In the second stage, SSLStrip
decides to use clear-text communication or cipher-text communication depend-
ing on the result of matching client request URL and SSLStrip stored URL. If
matched, SSLStrip uses cipher-text communication; otherwise, it uses clear-text
communication, as shown in sequence 5-8 of Fig.1.
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Fig. 1. The attack process of SSLStrip as MitM between client and server

3 Previous Secure Cookie Mechanism

In this section, we track the previous important secure cookie protocols, then
point out their main weaknesses briefly.

Fu et al. [4] proposed a Web authentication mechanism that mainly uses se-
cure cookie as authentication token. While Web server makes use of HMAC [5] to
encrypt cookie and transmit it to client. They used cookie to store the authen-
tication token with client. This mechanism can defend some kinds of attacks.
However, it has the following three weaknesses: it does not have a mechanism
for providing high-level confidentiality; it is vulnerable to cookie re-play attacks;
and its mechanism for defending against volume attacks is inefficient and non-
scalable. To improve these weaknesses, Liu et al. [6] proposed a secure cookie
protocol. The process for verifying a cookie created using Alex’s protocol is
shown as follow. Note that if FALSE is returned, the cookie is deemed invalid
and the client must login in again using his username and password.

Step 1. Compare the cookie’s expiration time and the server’s current time.
If the cookie has expired, then return FALSE.

Step 2. Compute the encryption key: k=HMACsk(username‖expires).
Step 3. Decrypt the encrypted data using k.
Step 4. Compute HMACk(username‖expires‖data‖session-key), and com-

pare it with the keyed-hash message authentication code of the
cookie. If they match, then return TRUE; otherwise return FALSE.

Pujolle et al. [7] proposed a secure cookie mechanism that implements an in-
termediary reverse Proxy patterns. They modified the grammatical definition of
the cookie header based on EBNF form. In Guy’s mechanism, in order to guar-
antee the integrity of cookie sent to server, the server must store every cookie
since cookie has clear-text cookie-av used only to store data field. Furthermore,
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Fig. 2. MitM hijack cookie procedure

because of complete clear-text cookie information, this mechanism has no con-
fidentiality about cookie. Again, the above secure cookie protocols have to use
both secure cookie and SSL to ensure secure communication between client and
server. However, there is no SSL upon most occasions. In section 2, we have
discussed this in detail. In Guy’s mechanism, server must store every cookie.
Obviously, it has no confidentiality about cookie data and also it cannot de-
fend SSLStrip attack. Although Alex’s secure cookie protocol has improved Fu’s
cookie protocol and dealt with those three weaknesses, it also has weaknesses.
Its cookie integrity is relying on using SSL. Also, it is vulnerable to SSLStrip
attack. Furthermore, if this secure protocol is not implemented on SSL, the in-
tegrity of Cookie and Set-Cookie is lost. An adversary between client and server
as a MitM, changes the Set-Cookie from server and meanwhile records the orig-
inal Set-Cookie [3]. And then the adversary sends it to client. When client sends
Cookie to the server, the MitM modifies the cookie according to original Set-
Cookie which is recorded. This process is shown in Fig.2.

4 Our Scheme

Our scheme contains a secure cookie protocol and a new topology structure
using proxy pattern an reverse proxy pattern. The secure cookie protocol is
implemented between client and server. The secure cookie protocol is shown in
Table 2. Recall that HMACk=HMACk(username‖expires‖data‖CID‖SN), sk
denotes the secret key server proxy, k=HMACsk(username‖expires), ks denotes
the private key of SSGP for signature, SN denotes secure note of cookie. SN is
either Secure or Unsecure. ESN=Sigks(h(SN ‖ CID)). CID is a random digit
generated for each new cookie. If the value of SN is Secure, the connection is
on SSL protocol and vice versa. The client browser will not upload cookie to the
server as a request if the value is Secure and the protocol type of request URL
is not HTTPS. The server will not return a login web page. So, the client must
send a request again. It is worth mentioning that SN and ESN are mandatory
fields in our secure cookie protocol.

The topology structure mainly contains secure LAN guaranteed proxy (SLGP)
and secure server guaranteed proxy (SSGP), as shown in Fig.3. It is clear to see
that SLGP and SSGP are implemented on the gateway of client LAN and server



218 S. Zhao et al.

Table 1. Notation

Symbol Description

‖ String concatenation operation
H(•) Hash function
Ekey(M) Encrypt M using key key
Sigkey(M) Sign M using key key
HMACkey(M) Keyed-hash message authentication code of M with key key

Table 2. Our secure cookie protocol

Set-cookie Header

username expires Ek(data) SN CID ESN HMACk

Cookie Header

username expires Ek(data) SN HMACk

Ethernet, respectively. To facilitate research, we assume that the LAN of clients
is a secure LAN. It means that there are no such attacks as arp spoofing attack.
That can guarantee the absolute security of the client LAN. On client-side, the
data from outside of the Secure LAN is sent to SLGP. After processing, the data
is sent to the gateway of the LAN again. On server-side, the data from inside
and outside of server Ethernet is sent to SSGP. After processing, the data is
sent to the gateway of the Ethernet again. The duty of the SLGP is to check
the integrity of essential attributes of Set-Cookie from server. The duty of the
SSGP is to reconstruct Set-Cookie from Web servers and check the integrity
and validity of cookie from client. If the data itself is cipher-text, SLGP will
do nothing. From Figure 4, the operating mechanism of our scheme can be
summarized as follows.

Step 1. Client sends request to server.
Step 2. SSGP receives cookie and checks its integrity and validity. Then,

send it to server.

Client

Client

Client

SLGP

Internet

SSGP

Secure LAN

Web Server

Fig. 3. The topology of our scheme
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Fig. 4. The mechanism of our scheme

Step 3. Server receives the request data and generates a Set-Cookie. Then
send it to SSGP.

Step 4. SSGP reconstructs the Set-Cookie. Then send the modified Set-
Cookie to client-side again.

Step 5. SLGP receives Set-Cookie and verifies the signature ESN . If the
signature is not valid, drop the packet.

Step 6. SLGP send the Set-Cookie to client. The client receives the Set-
Cookie and stores it in disk or RAM.

Step 7. The client sends request again with a new cookie.
Step 8. Goto Step 2.

In the above mechanism, SLGP should check whether Set-Cookie has SN or
not. If not, SLGP drops this response packet. SLGP apply public key of SSGP
to SN as a signature verification key verifies ESN as the message signed with
the corresponding private key ks if the value of field SN is Unsecure. If the
signature is not valid, drop the response packet.

SSGP reconstruct the Set-Cookie when servicing a request. The process of re-
construction is like this: calculate k=HMACsk(username‖expires) using the se-
cret key sk of the proxy. Then calculate HMACk using key k. Compute ESN us-
ing key ks. Encrypt data using key k. Once those are done, add ESN , HMACk,
SN to Set-Cookie. Replace data with Ek(data) in Set-Cookie. SSGP should
check the integrity and validity of cookie when receiving a request with cookie.
A series of options of SSGP is to compute HMACsk(username‖expires), and
consider it as key k to compute HMACk. Then compare it with the keyed-hash
message authentication code of the cookie. If they match, send clear cookie to
servers; otherwise, drop this request. If the data is encrypted, then decrypt it.
The cookie sent to server includes only clear-text of username, expires and data.

Our scheme is composed of a secure cookie protocol, a SLGP and a SSGP. In
order to achieve enough security, all the components of our secure scheme are
inseparable.

5 Experiment and Performance Analysis

Using our scheme, five groups of experiment are conducted separately. In client-
side, we use IE, FireFox, Oprea, Safari and Chrome as Web browser successively.
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In addition, we implement SLGP in client-side and SSGP in testing server-side
meanwhile implementing SSLStrip attack as a MitM. The result of our scheme
defending against SSLStrip attack is shown in Table 4. It can be seen from Table
4 that our scheme defend against SSLStrip attack successfully in the browser of
IE, FireFox, Oprea, Safari and Chrome. Our scheme adds two times HAMC

Table 3. Cost of relevant cryptographic operations(ms)

Cryptographic operation Modular exponentiation(|n|=1024 ,|e|=32) Hash(SHA-1)

Time 0.273 0.026

computing and one time verifying signature option, compared with traditional
cookie protocol. HAMC computing is a hash computation and verifying sig-
nature option is a modular exponentiation operation. Cost of relevant crypto-
graphic operations is shown in table 3. The extra time of our scheme is two
times hash consuming and one time modular exponentiation operation consum-
ing. In the interaction of protocol process, our scheme add none extra time data
transmission compared with traditional cookie protocol. So, total extra cost of
our scheme is 0.325ms according to our experiment. Although our scheme spent
some extra time, our scheme improve the security of network interaction which
uses HTTPS.

Table 4. Evaluation of our scheme against SSLStrip attack

Browser IE FireFox Opera Safari Chrome

Success YES YES YES YES YES

6 Security Analysis

In this section we present an informal analysis of the security properties of our
new scheme, including the following five services: authentication, integrity, and
anti-SSLStrip attack in detail.

Authentication: A secure cookie protocol should allow the server to verify that
the client has been authenticated within a certain time period [6]. Moreover, any
client should not be able to forge a valid cookie. In our scheme, the server can get
the cookie from client, in which every field is the initial value by using detection
of SSGP. So the server can authenticate the client exactly. Obviously, the Set-
Cookie reconstructed by SSGP is hardly to forge. Above all, the server can verify
the validity of the client easily and accurately.

Integrity: Our scheme uses secure cookie protocol, SLGP and SSGP to ensure
the integrity of both essential part of Set-Cookie and Cookie. If adversaries
modify the Cookie from client, the SSGP will encrypt the Cookie domains with
HMAC, and compare it with keyed-hash message authentication code of Cookie.
If they are matched, it states that the Cookie is modified. Then the server will
not service the request. If adversaries modify the field SN of Set-Cookie from
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server or delete this Set-Cookie fields, SLGP will firstly check the integrity of
domain items, verify signature ESN . If there are any abnormal evidences, SLGP
will drop whole response packet.

Anti-SSLStrip: The core of SSLStrip attack is to make users cannot recognize
what the connection should be. It should be HTTP or HTTPS. Nevertheless,
our secure cookie protocol has mandatory fields: SN and ESN . In our scheme,
SLGP will check these fields. So the client will know what the connection should
be originally. For this reason, our scheme can defend SSLStrip attack.

7 Conclusions

Our contributions in this paper are threefold. First, we discover the drawbacks of
state-of-the-art cookie protocols. Second, we optimize the secure cookie protocol
of Alex and present a new secure cookie protocol. Third, we present a new topol-
ogy structure between client and server combined with the new secure cookie
protocol to solve the drawbacks of previous secure cookie protocols especially to
defend SSLStrip attack. However, due to the serious harm of SSLStrip attack,
the cost of resisting this attack is inevitably high. It is not very easy to deploy
reflected in our scheme. Our scheme also requires the security of client LAN.
Our further work will focus on improving the deploy-ability of our scheme and
reducing security requirement of client LAN.
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Abstract. Cryptosystems based on the hardness of lattice problems are 
becoming more and more popular in the research community. These kind of 
crypto schemes have many potential advantages: their resistance so far to 
cryptanalysis by quantum algorithms, their asymptotic efficiency and 
conceptual simplicity, and the guarantee that their random instances are as hard 
as the hardness of lattice problems in worst case. In this paper, we propose an 
ID-based signature scheme using lattices and then make some discussion on its 
extensions. The constructions use lattice basis delegation with fixed-dimension 
technique for extracting users’ secret key, and the security can be reduced to the 
small integer solution problem (SIS) problem in the random oracle model.  

Keywords: Lattices, ID-Based signature, Blind signature, provable secure. 

1 Introduction 

ID-based public key cryptography (ID-PKC) was first proposed by Shamir[1] to 
simplify key management procedure of traditional certificate-based PKI. In ID-PKC, 
an entity's public key is directly derived from certain aspects of its identity, such as an 
IP address or an e-mail address associated with a user. Private keys are generated for 
entities by a trusted third party called a private key generator (PKG). The direct 
derivation of public keys in ID-PKC eliminates the need for certificates and some of 
the problems associated with them. 

Due to the contribution of Boneh and Franklin[2], many constructions[3] of ID-
PKC has been proposed based on groups with a bilinear pairing. Recently, lattices 
have emerged as a powerful mathematical platform on which to build a rich variety of 
cryptographic primitives. Starting from the work of Ajtai[4], many new constructions 
with lattices have been proposed, such as one-way functions and hash functions[4], 
trapdoor functions[5], public-key encryption schemes[6], fully homomorphic 
encryption schemes[7], and even an array of ID-based encryption schemes[8-10]. 
Lattice-based schemes are attractive due to many potential advantages: their 
asymptotic efficiency and conceptual simplicity; their resistance so far to 
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cryptanalysis by quantum algorithms (as opposed to schemes based on factoring or 
discrete log); and the guarantee that their random instances are as hard as the hardness 
of lattice problems in worst case. X. Boyen[11] said that “all those factors conspire to 
make lattices a prime choice, if not the primary one yet, for mathematical crypto 
design looking out into the future.”  

In this paper, we propose an ID-based signature scheme using lattices and then 
make some discussion on its extensions. The schemes use lattice basis delegation with 
fixed-dimension technique for extracting users’ secret key, and hence achieve short 
secret-keys and short signatures. The schemes are unforgeable and hold blindness (for 
blind version) based on the hardness of small integer solution (SIS) problem of 
lattices in the random oracle model. Using the similar technique in [10,14] , it can 
also be modified to obtain a version secure in the standard model. 

The rest of this paper is organized as follows: In Section 2, we recall some 
preliminary works. In Section 3 and 4, we describe the details of our new schemes 
and their security proofs. Finally, we conclude in Section 5. 

2 Preliminaries 

2.1 Identity Based Signatures 

Recall that an ID-based signature scheme consists of four polynomial-time 
algorithms[12]: Setup, Extract, Sign, and Verify. The Setup algorithm generates public 
system parameters and a secret master kye. The Extract algorithm uses the master 
key to extract a private key corresponding to a given identity. The Sign 
algorithm signs messages with a user’s private key and the Verify algorithm verifies 
signatures using the identity.  

The general notion of security of an ID-based signature scheme is existential 
unforgeability on adaptively chosen message and chosen identity attacks (EUF-ID-
ACMA). We say that an ID-based signature scheme is EUF-ID-ACMA secure if no 
polynomial time adversary A has a non-negligible advantage against a challenger C in 
the following game: 

1. C runs Setup algorithm of the scheme and gives the system parameters to A . 
2. A issues the following query as he wants:  

(a) Hash function query. C computers the value of the hash function for the 
requested input and sends the value to A. 

(b) Extract query. Given an identity id , C returns the private key corresponding 
to id  which is obtained by running Extract algorithm. 

(c) Sign query. Given an identity id  and a message m, C returns a signature 
which is obtained by running Sign algorithm. 

3. A outputs ),,( *** σmid , where *σ  is a signature of identity *id  for message 
*m , such that *id and ),( ** mid  are not equal to the inputs of any query to Extract 

and Sign, respectively. A wins the game if *σ  is a valid signature of *m  for *id . 
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With ID-based signature, a lot of extent primitives have also proposed, such as ID-
based blind signatures, ID-based ring signatures, and so on. For example, ID-based 
blind signature scheme[13] can be considered as the combination of a general blind 
signature scheme and an ID-based one. It uses an interactive protocol between signer 
and user instead of the Sign algorithm. It allows the user to get a signature of a 
message in a way that the signer learns neither the message nor the resulting 
signature. Besides the unforgeability, the security of an ID-based blind signature 
scheme also requires the blindness property. 

2.2 Lattices and Sampling 

Definition 1. Given n  linearly independent vectors m
n Rbbb ∈,...,, 21 , the lattice Λ  

generated by them is denoted ),...,,( 21 nbbbL  and define as:  


=

∈=
m

i
iiin ZxbxbbbL

1
21 }|{),...,,(  

The vectors nbbb ,...,, 21 are called the basic of the lattice. Let },...,,{ 21 nbbbB = , we 

let B
~

 denote its Gram-Scahmidt orthogonalization of the vectors nbbb ,...,, 21  taken 

in that order, and we let |||| S  denote the length of the longest vector in B for the 

Euclidean norm. 

Definition 2. For q  prime and mn
qZA ×∈  and n

qZu ∈ , define: 

}mod0|{)( qeAZeA m
q =⋅∈=Λ⊥  

}mod|{)( queAZeA mu
q =⋅∈=Λ  

Ajtai [4] and later Alwen and Peikert[14] showed how to sample an essentially 

uniform matrix mn
qZA ×∈  with an associated basis AT  of )(Aq

⊥Λ  with low Gram-

Scahmidt norm.  

Propositon 1 [15]. For any prime 2≥q  and qnm log5≥ , there exists a 

probabilistic polynomial-time algorithm TrapGen( nq, ) that outputs a pair mn
qZA ×∈  

and AT  such that A is statistically close to uniform and AT  is a basis for )(Aq
⊥Λ  

with length )log(||
~

|| mmTL A ω≤=  with all but )1(ω−n  probability. 

We further we review Gaussian functions used in lattice based cryptographic 
constructions. 

Definition 3. Let m  be a positive integer and mR∈Λ  be a m  dimensional lattice. 

For any vector mRc ∈  and any positive parameter 0>∈ Rσ , we define: 

)/||||exp()( 22
, σπρσ cxxc −−=  and  Λ∈

=Λ
x cc x)()( ,, σσ ρρ  

The discrete Gaussian distribution over Λ  with center c  and parameter σ  is 
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For notational convenience, 0,,σρΛ  and 0,,σΛD  are abbreviated as σρ  and σ,ΛD . 

Gentry et.al. [5] showed an poly-time algorithm SampleDom( σ,A ) to sample an 

x  from distribution 
σ,mZ

D  for which the distribution of qxA mod⋅  is uniform over 

n
qZ . They also construct the following algorithm for sampling from the didcrete 

Gaussian cD ,,σΛ , given a basis AT  for the m-dimensional lattice )(Aq
⊥Λ  with 

)log(||
~

|| mTA ωσ ≥ .  

SamplePre( σ,,, uTA A ): On input a matrix mn
qZA ×∈  with ‘short’ trapdoor basis AT  

for )(Aq
⊥Λ , a target image n

qZu ∈  and a Gaussian parameter )log(||
~

|| mTA ωσ ≥ , 

outputs a sample m
qZe ∈  from a distribution that is within negligible statistical 

distance of 
σ),( Au

q
D

Λ
. 

Agrawal et.al [10] proposed a simple delegation mechanism that does not increase 

the dimension. A matrix mmZR ×∈  is said qZ -invertible if qR mod  is invertible as 

a matrix in mm
qZ × . The mechanism makes use of qZ -invertible matrices with all the 

columns are “small” or “low norm”. Let )log(log mqnR ωσ ⋅= , we let mmD ×  

denote the distribution on matrices in mmZ ×  defined as m

Z R
mD )(

,σ
 conditioned on 

the resulting matrix being qZ -invertible. Agrawal et.al show an algorithm: 

BasisDel ( σ,,, ATRA ): On input a matrix mn
qZA ×∈  with ‘short’ trapdoor basis AT  

for )(Aq
⊥Λ , a qZ -invertible matrices mmZR ×∈  sampled from mmD × , a parameter 

0>∈ Rσ , outputs a random basis BT  of )(Bq
⊥Λ  where mn

qZRAB ×− ∈⋅= 1 , and with 

overwhelming probability )(log||
~

||/||
~

|| 2/3 mmTT RAB ωσ≤ . 

For the security proofs of our scheme, we also introduce some more poly-time 
algorithms: 

SampleR( n1 )[10]: On input a security parameter n1 , the algorithm samples a matrice 
mmZR ×∈  from a distribution that is statistically close to mmD × . 

SampleRwithBasis(A)[10]: On input a random rank n matrix mn
qZA ×∈ , the algorithm 

outputs a matrix mmZR ×∈  sampled from mmD ×  along with a short basis for 

)( 1−⊥Λ ARq .  

Security of our constructions reduces to the small integer solution problem (SIS) 
problem. We describe it as follows. 
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Definition 4. The small integer solution SIS problem (in the Euclidean norm) is as 

follows: given an integer q , a matrix mn
qZA ×∈ , and a real β , find a nonzero integer 

vector mZe ∈  such that qeA mod0=⋅  and β≤2|||| e .  

For security parameter n , we let β,,mqSIS  denote the ensemble over instances 

))(,),( nAnq β , where mn
qZA ×∈ is uniformly random. Micciancio and Regev [16] 

showed that for any poly-bounded β,m  and for any prime )log( nnq ωβ ⋅≥ , the 

average-case problem β,,mqSIS  is as hard as approximating the SIVP problem in the 

worst case within a factor )(
~

nO ⋅β . 

3 The ID-Based Signature Scheme from Lattices 

3.1 Construction 

Let mn,  be positive integers, q be prime, with 2≥q  and qnm log5≥ .  

 )1( nSetup : On input a security parameter n , invoke TrapGen(q,n) to generate 

a uniformly random matrix mn
qZA ×∈  along with a short basis AT for )(Aq

⊥Λ , 

and output the public parameters APP = and master key ATMK = . 

 ),,( ATidPPExtract : To extract a decryption key corresponding to the identity 
*}1,0{∈id  using the master secret AT . 

1. Compute mm
id ZidHR ×∈= )(1 , 1−⋅= idid RAF .  

2. Generate ),,,( sTRABasisDelT Aid ←  to obtain a short random basis for 

)( idq F⊥Λ , where s  is a parameters for Gaussian sampling.  

3. Output the identity based private key idT  

 ),( mTSign id : For input a message m , compute nRmHh ∈← )(2 , 

),(Pr hTeSample id←δ , and output δ  as the signature. 

 ),(,,( δmidPPVerify : Let )(1 idHRid = , mn
qidid ZRAF ×− ∈⋅= 1 . If nD∈δ  and 

)(mod mhashqFid =δ , accept. Else, reject. 

The scheme's correctness is obvious. It can be seen as an identity-based Full-Domain 
Hash (FDH) scheme. And it is easy to translate into a probabilistic identity-based 
FDH scheme by appending “salt” for each signature. 

3.2 Proof of Security 

Proposition 2. In the random oracle mode, suppose there is an polynomial-time 
adversary F that can break the existential unforgeability of the signature scheme with 
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probability ε , then we can construct a polynomial-time algorithm S that can solve 

the 
msmq

ISIS
,,

 with probability 2

11
)1( HH QQ −ε , where 

1HQ  denotes the number 

of queries that F can query to the random oracle (.)1H .  

Proof: With the adversary F , we construct the algorithm S as follows:  

1. For input an instance )2,,( msZAq mn
q

×∈ , S samples a random matrices 

mmDR ×~*  by running )1(* mSampleRR ← , and gives the system parameters 
*

0 RAA ⋅=  to F . 

2. S selects a random integer ],1[
1

*
HQQ ∈ , and answers queries of F as follows: 

-- (.)1H  query: For the Q _th query input *}1,0{∈id , if this is query number 
*Q , S defines *

1 )( RidH =  and return )(1 idH . Otherwise, S runs 

)(AhBasisSampleRwit to obtain a random mmDR ×~  and a short basis BT  for 

qRAB mod1
0

−= , saves the tuple ),,,( BTBRid  in listH _1  for future use, and 

returns RidH =)(1 . 

-- (.)2H  query: For input *}1,0{∈m , S chooses a random 
sZm mDe

.
← by 

running the algorithm )1( nSampleDom , returns n
qjm ZqAey ∈= mod  and 

stores ),,( mm yem  in the listH _2  for future use. 

-- (.)Extract  query: For input *}1,0{∈id , if *
1 )( RidH = , S aborts and fails. 

Otherwise, S retrieves the saved tuple ),,,( BTBRid  from the listH _1  (w.l.o.g., we 

can assume that an extraction query on id  is preceded by a (.)1H  query with id ). 

By construction qRAB mod1
0

−= , and BT  is a short Basis for )(Bq
⊥Λ . Return BT  

as the secret key to the adversary. 

-- (.)Sign  query: For input identity *}1,0{∈id  and message *}1,0{∈m , it can 

be assumed, without loss of generality, that F has made (.)2H  query on m  and 

(.)1H query on id . If *
1 )( RidH = , S retrieves the tuple ),,( mm yem  in the 

listH _2  and returns me . Otherwise, S retrieves the saved tuple ),,,( BTBRid  from 

the listH _1 , runs the algorithm ),,(Pr' mBm yBTeSamplee ←  and returns 'me  as 

the reply.  

3. When F outputs a valid forgery ),,( *** σmid  such that *id and ),( ** mid  are 

not equal to the inputs of any query to (.)Extract  and (.)Sign . If **
1 )( RidH = , S 

looks up ),( ** em  in listH _2 . Then qeAmHA mod)( *** ⋅==⋅σ , and 

qeA mod0)( ** =−σ . With the min-entropy property, ** e≠σ  with overwhelming 

probability expect with negligible )(log2 nω− , hence S can output ** e−σ  as the 
solution for the 

msmq
ISIS

,,
 instance. 
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Because *Q  is chosen randomly in 1 and 
1HQ , S does not aborts in the simulation 

of (.)Extract  with probability 
1

/11 HQ− . At setp3, the probability of 
**

1 )( RidH = is 
1

/1 HQ . So we conclude the probability that S solves the 
msmq

ISIS
,,

 

instance is 
2

1

1
)1(

H

H

Q

Q −ε
. 

4 Extension 

With ID-based signature, we can construct some extension schemes. In this section, 
we propose an ID-based blind signature scheme. Blind signature plays an important 
role in many applications such as electronic payment and electronic voting. The 
Setup , Extract , Verify  algorithms are the same as that in the above scheme.  

 
Blind signature issuing protocol: 
Suppose that m  is the message to be signed. The protocol is shown in Fig. 1. 

 
Fig. 1. The blind signature issuing protocol 

--(Blinding) The User randomly chooses m
qZe ∈ , compute eFu id ⋅= , 

umHh += )(2 , and sends h  to the signer.  

--(Signing) The signer sends back ),(Pr hTeSample id=δ . 

--(Unblinding) The user computes e−= δδ ' , and outputs 'δ  as the blind 
signature of the message m . 

The verification of the signature is justified by the following equations: 

)(mod)(mod' 2 mHuhqeFqF idid =−=−= δδ  

The above scheme holds unforgeability with the proof almost identitcal the prior one. 
The blindness can be proved in the full version of this paper. 

Proposition 3. The proposed scheme holds blindness. 
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5 Conclusion 

Lattice-based cryptosystems are becoming an increasingly popular in the research 
community. In this paper, we propose an ID-based signature scheme and its blind 
version using lattices. The schemes use lattice basis delegation with fixed-dimension 
technique for extracting users’ secret key, and hence achieve short secret-keys and 
short signatures. The security of our constructions can be reduced to the small integer 
solution problem (SIS) problem in the random oracle model. 
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Abstract. Attribute-Based Encryption (ABE) scheme is an epidemic and 
emerging computing paradigm currently and has a broad application in the area 
of fine-grained access control. Combining with NAXOS transformation, we 
proposed a strongly secure Attribute-based Authenticated key exchange 
protocol, whose security proof is under the gap Bilinear Diffie-Hellman 
assumption in the Attribute-Based eCK(ABeCK) model．We also use group 
signature to achieve traceability of the user.  

Keywords: ABE, NAXOS, ABeCK, traceability. 

1 Introduction 

Authenticated Key Exchange (AKE) plays an important role in the field of secure 
communications. In an open network environment, AKE protocol enables two parties, 
Alice (A) and Bob (B), to establish a shared session key over an insecure channel. 
Later, the session key can be used to ensure data confidentiality and integrity between 
A and B using efficient symmetric encryptions and message authentication codes. To 
achieve authentication, traditional public key AKE protocol must know two parties’ 
identities, however, in a distributed environment such as an epidemic and emerging 
cloud computing, the reveal of identities will affect users’ privacy.  Attribute-Based 
AKE (ABAKE) can hide the identity information of the individual, which allows 
users to achieve mutual authentication and establish a session secret key by their 
attributes and some fine-grained access control policy. 

As a prototype of ABAKE, Ateniese et al.[1] proposed a secret handshakes scheme 
with dynamic and fuzzy matching, which allows two members of the same group to 
secretly authenticate to each other and agree on a shared key for further 
communication. Wang et al. [2] proposed simple variants of ABAKE. In their 
protocols, attributes are regarded as identification strings, and their protocols are in 
fact a kind of ID-based AKE rather than ABAKE. Gorantla et al. [3] proposed 
attribute-based group AKE protocol, whose protocol is generically constructed with a 
attribute-based KEM, and allows users access control based on the users’ attributes 
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and security is proved in a security model based on the Bellare Rogaway (BR) model 
[4],which is not allowed the reveal of EphemeralKey. Birkett and Stebila [5] 
demonstrated how to realize a secure predicate-based key exchange protocol by 
combining any secure predicate-based signature scheme with the basic Diffie-
Hellman key exchange protocol. They prove security of their protocol without 
random oracles in a security model based on the BR model. 

The BR model does not capture this property to resistant to leakage of ephemeral 
secret keys. Leakage of ephemeral secret keys will occur due to various factors, for 
example, a pseudorandom generator implemented in the system is poor, and the 
ephemeral secret key itself is leaked by physical attacks such as side channel attacks. 
Thus, if we consider such cases, resistance to leakage of ephemeral secret keys is 
important for AKE protocols and the extended Canetti-Krawzcyk (eCK) security 
model [6], which captures leakage of ephemeral secret keys, is used for security 
proofs of some recent AKE protocols. To prove the security in the eCK model, it is 
known that the NAXOS technique [6] is effective. The NAXOS technique involves 
that each user applies a hash function to the static and ephemeral secret keys and 
computes an ephemeral public key by using the output of the hash function as the 
exponent of the ephemeral public key. An adversary cannot know the output of the 
function as long as the adversary cannot obtain the static secret key even if the 
ephemeral secret key is leaked.  

Yoneyama[7] presented a two-party attribute-based authenticated key exchange 
scheme secure in the the eCK model, and proved the security of their scheme under 
the gap Bilinear Diffie-Hellman assumption. The recent research was completed by 
Fujioka et al [8]. They proposed two strongly secure Predicate-Based Authenticated 
Key Exchange protocols secure in the proposed predicate-based eCK security model. 

However, all of the protocols above do not consider traceability. In our work, we 
use group signature to achieve traceability of the user. Assuming under the 
environment of University of Electronic Science and Technology (UESTC), there are 
Mathematics(Math) workgroup and Computer Science (CS) workgroup. Alice 

associated with attributes Aγ  from Math want to establish a session key between 

someone from CS with access control policy Aδ  without exposing her own identity. 

At the same time someone from CS associated with attributes Bγ  (maybe Bob) can 

also develop an access control policy Bδ at the premise of that Bob does not know the 

identity of Alice. When there is a dispute, such as Alice would like to know the 
identity who establishes the session key with her, she can seek the help of the CS 
Workgroup administrator, and then trace the identity of Bob.  
 
Related Work 
Attribute-Based Encryption: ABE was first introduced by Sahai and Waters [9] in the 
context of a generalization of IBE called Fuzzy IBE, which is an ABE that allows 
only single threshold access structures. Later, two flavors of ABE were proposed: 
key-policy ABE, where a ciphertext is associated to a list of attributes, and a secret 
key is associated to a policy for decryption; and ciphertext-policy ABE, where secret 



 Strongly Secure Attribute-Based Authenticated Key Exchange with Traceability 233 

 

keys are associated to a list of attributes The first construction of KP-ABE which 
allows any monotone access structures was provided by Goyal et al. [10]. After then, 
Bethencourt, Sahai, and Waters [11] proposed the first CP-ABE scheme, but the 
security of their scheme was only proved in the generic group model. Ostrovsky, 
Sahai, and Waters subsequently extended both schemes to support any non monotone 
structures[12]. Cheung and Newport [13] proposed a CP-ABE scheme that allows 
only AND gate which could be proved in the standard model, while Goyal et al. [14] 
proposed a bounded CP-ABE scheme which allows only a priori bounded size of 
gates. Waters [15] proposed the first fully expressive CP-ABE in the standard model.  
 
Group Signature: Group signatures, introduced by Chaum and Heyst [16], provide 
anonymity for signers. Any member of the group can sign messages, but the resulting 
signature keeps the identity of the signer secret. Often there is a third party that can 
undo the signature anonymity (trace) using a special trapdoor. Boneh et al.[17] 
construct a short group signature scheme. Signatures in their scheme are approxi-
mately the size of a standard RSA signature with the same security. Security of their 
group signature is based on the strong Diffie-Hellman assumption and Decision 
Linear assumption. 

 
Organization of the paper: In section 2, we review the concepts of preliminaries. 
We introduce the definition and secure model of ABAKE in section 3. Then we 
introduce our ABAKE scheme in section 4 and give its security analysis in section 5. 
Finally, we conclude our work. 

2 Preliminaries 

We give a brief review on the property of pairings and some candidate hard problems 
from pairings that will be used later. 

2.1 Bilinear Map 

Let G1 and G2 be cyclic groups of prime order p with the multiplicative group action 

and g is a generator of G1. Let 1 1 2:e G G G× →  be a map with the following 

properties: 

1.Bilinearity: ( , ) ( , )a b abe g g e g g= for ∀ a,b∈Zp
* 

2. Non-degeneracy: e( g, g) ≠1. 
3.Computability: There is an efficient algorithm to compute e( u, v) for all u, v∈G1. 

2.2 Gap Bilinear Diffie-Hellman Assumption 

Letκ be the security parameter and G be a cyclic group of a prime order p with a 

generator g and TG be a cyclic group of the prime order p with a generator Tg . Let e 
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: TG G G× →  be a bilinear map. We say that , TG G  are bilinear groups with the 

pairing e.The gap Bilinear Diffie-Hellman problem is as follows. We define the BDH 

function BDH : 3
TG G→  as BDH ( ) ( ), , , ,

abca b cg g g e g g g= , and the DBDH 

predicate DBDH: { }4 0,1G → as a function which takes an input 

( )( ), , , ,
da b cg g g e g g  and returns 1 if abc d= mod p and 0 otherwise. An 

adversary A  is given input , ,a b cg g g Gα β γ= = = ∈  selected uniformly 

random and oracle access to DBDH ( ), , ,⋅ ⋅ ⋅ ⋅ oracle, and tries to compute 

BDH ( ), ,α β γ .For adversary A , we define advantage  

( ) ( ) ( ) ( ) ( ), , ,Pr , , , , , , , ,GBDHGBDHAdv A G A g BDHα β γ α β γ α β γ⋅ ⋅ ⋅ ⋅ = ∈ = 
, where the probability is taken over the choices of , ,a b cg g g and the random tape 

of A . 
 

Definition 1 (Gap Bilinear Diffie-Hellman Assumption). We say that the GBDH 

assumption in G  holds if for all polynomial-time adversary A , the advantage 

( )GBDHAdv A  is negligible in security parameterκ . 

3 Security Model 

In this section, we referred an eCK security model for the ABAKE. We use the eCK 
model from [7]. 

4 Proposed ABAKE Protocol 

In this section, we describe the proposed ABAKE protocol.  

Setup: Let k be the security parameter and G,GT be bilinear groups with pairing e : 
G×G→GT of order k-bit prime p with generators g, gT respectively. Let 

*:{0,1} {0,1}kH → and ' *:{0,1} pH Z→  be cryptographic hash functions 

modeled as random oracles. And let ,i sΔ  for pi Z∈ , a set S of elements in pZ be 

the Lagrange coefficient such that , ,i s j S j i

x j

i j∈ ≠

−Δ =
−∏ . 

Key Generation: The key generator (algorithm) randomly selects a master secret key 

pz Z∈  and{ }i p i Ut Z ∈∈ for each attribute. Also, the key generator publishes the 
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master public key z
T TZ g G= ∈  and{ }it

i i UT g ∈= . At the same time, we use group 

signature scheme to the workgroup referred to Section 1. A group signature private 
key will be assigned to each member from different workgroup as well as group 
public key is given in accordance with literature [17]. For example user Alice from 

the Math group, we will set a private key Alicesk , Bob from CS group will obtain a 

private key Bobsk for signature. We can make use of group signature to achieve 

authentication and traceability. 

Key Extraction: For a given access tree Aγ of user UA, the key extractor (algorithm) 

computes the static secret key ( ){ }
Au u LD γ∈  by choosing a polynomial qu for each 

node u in A as follows: 
First, the key extractor lets the degree of the polynomial qu to be du = ku −1. For the 

root node ur, (0)
ruq z= and other

rud points of
ruq are randomly chosen from pZ . 

Thus, 
ruq is fixed and other

r ru uc d− points are determined. For any other node u, 

set (0) ( ( '))u uq q indes u= , where u’ is the parent node of u and other du points of qu 

are randomly chosen from Zp. Polynomials of all nodes are recursively determined 
with this procedure. Next, the key extractor computes a secret value for each leaf 

node u as

(0)u

i

q

t
uD g= , where i=att(u). Finally, the key extractor returns the set 

( ){ }
Au u LD γ∈ of the above secret values as the static secret key. The static secret key 

( ){ }
Bu u LD γ∈ for an access tree Bγ of user UB is derived from the same procedure. 

Key Exchange: In the following description, user UA is the session initiator and user 
UB is the session responder.  

1. First, UA determines a set Aδ ⊂U of attributes in which he hopes Aδ satisfies the 

access tree Bγ of UB. UA randomly chooses an ephemeral private key  px Z∈ .Then, 

UA computes '
( )({ } , )

Au u Lx H D xγ∈= , and the ephemeral public key xX g= and 

{ }
A

x
i iT δ∈ .UA sends M1={X,{ }

A

x
i iT δ∈ , Aδ } and 1( )

AskSign M to UB.  

2. Upon receiving M1={ X,{ }
A

x
i iT δ∈ , Aδ } and 1( )

AskSign M , firstly UB use the 

group public key from UA to verify whether the signature is correct or not. If it’s not 

correct, it will abort. Otherwise, UB determines a set of attributes Bδ in which he 

hopes Bδ satisfies the access tree Aγ of UA. UB randomly chooses an ephemeral private 

key  py Z∈ . Then, UB computes '
( )({ } , )

Bu u Ly H D yγ∈= , and the ephemeral 
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public key yY g= and { }
B

y
i iT δ∈ .UB sends M2={Y, { }

B

y
i iT δ∈ , Bδ }and 

2( )
BskSign M  to UA. 

UB computes the shared secrets as follows: First, for ach leaf node u in Bγ , UB 

computes

(0)

(0)( , ) ( , ) ( , )
u

i i u

q

t xt xqx
u ie D T e g g e g g= = where ( )i att u= , if 

( ) Aatt u δ∈ . Next, for each non-leaf node u in Bγ , set Su={uc|uc is a child node of u 

s.t. 
(0)

( , ) uc
xq

e g g obtained.}. 

If '
u uS k≥ ,UB lets '

uS S⊂ ,s.t. u uS k= and computes 

, (0)(0) (0)( ( , ) ) ( , )
i Suuc u

c u

xq xq

u S

e g g e g g
Δ

∈

=∏ ,where ( )ci index u= . This computation 

validly works by using polynomial interpolation. On the output of the root 

node ru of Bγ , UB obtains (0)( , ) ( , )rxq xze g g e g g=  if Aδ satisfies the access 

tree Bγ . 

Then, UB sets the shared secrets 1 2 3( , ) , ,xz y ye g g Z Xσ σ σ= = =  and the 

session key 1 2 3 1 2( , , , , )K H M Mσ σ σ= . UB completes the session with session 

key K. 

3. Upon receiving M2={Y  ,{ }
B

y
i iT δ∈  , Bδ  }and 2( )

BskSign M , firstly UA use the 

group public key from UB to verify whether the signature is correct or not. If it’s not 

correct, it will abort. Otherwise, if Bδ satisfies the access tree Aγ , UA obtains 
(0)( , ) uyqe g g  and computes the shared secrets similarly as the step 2. UA 

computes 1 2 3, ( , ) ,x yz xZ e g g Yσ σ σ= = = , UA completes the session with session 

key 1 2 3 1 2( , , , , )K H M Mσ σ σ= .   

The protocol runs between UA and UB. Its description is given in Figure 1. 

 

 

Fig. 1. Strongly Secure Attribute-based Authenticated Key Exchange with traceability 

 

UA UB 

M2={ yY g=  ,{ }
B

y
i iT δ∈  , and Bδ }, 2( )

BskSign M  

M1={ xX g= ,{ }
A

x
i iT δ∈  , and Aδ }, 1( )

AskSign M  
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5 Security Analysis 

In this section, we discuss the security proof of the protocol. We obtain Fig.2 by 
making some modification of the Fig.1. We can find that the first two pass messages 
can be viewed as an ABAKE with non traceability. The last two pass messages can be 
viewed as a group signature. So we obtain the following theorem: 

Theorem 1: If G is a group, where the gap BDH assumption holds and H and H’ are 
random oracles, the proposed attribute-based AKE protocol is selective-condition 
secure in the Attribute-based eCK model described in Sect. 3. 

The proof is similar as the literature [8], if necessary, please refer to literature [8] 

Theorem 2: Suppose the construction of group signature scheme [17] is secure and 
traceable, then we have provided a secure Attribute-based Authenticated Key 
Exchange with traceability. 

 

 

Fig. 2. Some modification of the Fig.1 

6 Comparison and Conclusion 

Comparison of the proposed protocols with existing Attribute-based AKE protocols is 
summarized in the Table 1. We compared the round complexity, security model, 
assumption and traceability among the protocols. 

Table 1. Comparison with the existing Attribute-based AKE protocols 

Protocol Round complexity Security model assumption traceability 
BS[5] Three pass BR PB-signature no 
FSY[8] Two pass eCK Gap BDH no 
Our protocol Two pass eCK Gap BDH yes 

 
Combining with NAXOS transformation, we proposed a strongly secure 

Attribute-based Authenticated key exchange protocol, whose security proof is under 
the gap Bilinear Diffie-Hellman assumption in the Attribute-Based eCK(ABeCK) 
model．We also use group signature to achieve traceability of the user. 

UA 
UB 

M2={ yY g=  ,{ }
B

y
i iT δ∈  , and Bδ } 

1( )
AskSign M  

2( )
BskSign M  

M1={ xX g= ,{ }
A

x
i iT δ∈  , and Aδ } 
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Abstract. This paper proposes a new public key signature scheme based on 
multivariate polynomials over a finite field with characteristic 2. This scheme 
has a very simple internal transformation, allowing for efficient signature 
generation and verification. The security of the scheme is analyzed in detail. 
The result indicates that the new signature scheme can withstand all known 
attacks effectively. 

Keywords: public key cryptography, polynomials, mapping, attack, finite field. 

1 Introduction 

Multivariate public key cryptosystems (MPKC) are asymmetric primitives based on 
hard computational problems involving multivariate polynomials. In the last twenty 
years, multivariate public key cryptosystems have increasingly been seen by some as 
a possible alternative to number theoretic-based cryptosystems such as RSA and 
elliptic curve schemes, and are considered viable options for post-quantum 
cryptography. This constructions rely on the proven theorem that solving a set of 
multivariate polynomial equations over a finite field is, in general, an NP-hard 
problem [1]. 

In 1988, Matsumoto and Imai [2] presented the C* scheme with multivariate 
polynomials. This scheme was based on the idea of “hiding” a monomial by two 
invertible affine maps. However, Patarin [3] indicated the C* scheme was insecure. 
Then Patarin [4] presented the new scheme HFE. The Hidden Field Equation (HFE) 
cryptosystem is a family of cryptosystem based on a more complicated hidden 
function over an extension field. The practical cryptanalysis of HFE scheme was 
provided by Faugère and Joux [5]. In 1998, Patarin et al. [6] proposed the C*− scheme 
with the minus method. The SFLASH scheme [7] is the C*− scheme with specific 
parameters, which was selected in 2003 by the NESSIE European Consortium as one 
of the three recommended public key signature schemes [8]. In 2007, Dubois et al. [9, 
10] developed the differential attack and applied the method to attack the SFLASH 
scheme practically. In 2008, Ding et al. [11] proposed the projected C*− scheme. 
Although the projected C*− scheme is a simple modification of the C*− scheme, it can 
resist the differential attack efficiently. 
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In this paper, we presents a new public key signature scheme based on multivariate 
polynomials over a finite field with characteristic 2. The internal mapping is very 
simple over an extension field. We analyze the security of the new signature scheme 
in detail. The result shows that the signature scheme can not only withstand the 
Linearization Equations attack [3], Rank attack [12], XL&Gröbner basis attacks [13, 
14] and Kipnis-Shamir attack [15], but also the differential attack [9, 10]. 

In section 2, we propose the new multivariate public key signature scheme. In 
section 3, we discuss the basic cryptanalytic property of the internal transformation. 
In section 4, we introduce the security analysis of the signature scheme in detail. 
Section 5 is the conclusion of this paper. 

2 The New Signature Scheme 

Let k be a small finite field of 2 elements. Let K be an n-degree extension of the finite 
field k with characteristic two, and [ ] ( ( ))K k x f x= , where ( )f x  is any irreducible 
polynomial of degree n over finite field k, i.e., GF(2)k = , GF(2 )nK = . 

Let φ :K→kn be the standard k-linear isomorphism between K and kn given by 

1
0 1 1 0 1 1( ... ) ( , ,..., )n

n na a x a x a a aφ −
− −+ + + = . 

Define the internal transformation F:K→K by 

2 3( )F X X
θ +=  

where n=2θ+1, (17, 2 3) 1θ + = . We can know that F is an invertible mapping, if t is 
an integer such that (2 3) 1mod (2 1)nt θ + ≡ − , then F−1 is simply 1( ) tF X X− = . 

Let r and s be two integers between 0 and n. Let T−:kn→kn-r be the projection of 
invertible affine mapping T:kn→kn on the last r coordinates and U−:kn-s→kn be the 
restriction of invertible affine mapping U:kn→kn on the last s coordinates. Then we 
will have a new map P:kn-s→kn-r defined by 

1 1

1
1

1

( ,..., ) = ( ,..., )

( ,..., )

( ,..., ) .

n s n s

n s

n r

P x x T F U x x

T F U x x

f f

φ φ

− −
− −

− − −
−

−

=
=

 
     

2.1 Key Generation 

The Public Keys 

1) The field k including its additive and multiplicative structure; 
2) The n−r polynomials: 1 1,..., [ ,..., ]− −∈n r n sf f k x x . 

The Private Keys 
The private keys include two invertible affine mappings U and T. 
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2.2 Signature Generation 

The document is 1( ,..., )−
−= n rY y y , a vector in kn-r. A user first chooses r random 

elements 1,...,− +n r ny y , which are appended to Y− to produce 1( ,..., )= nY y y  in kn. 
Then the user recovers 1( ,..., )= nm x x  by inverting T, F and U. If the m has its last s 
coordinates to 0, then its first n−s coordinates are a valid signature for Y−. Otherwise, 
the user discards the m and tries with another random 1,...,− +n r ny y . When r>s, the 
process ends with probability 1 and costs on average 2s  inversions of F. 

2.3 Signature Verification 

A signature (Y−, m) can be checked by computing ( )Y P m− = , which is extremely fast 
since it only involves the evaluation of a small number of cubic equations over the 
small finite field GF(2)k = . 

In order to the security and efficiency, the new signature scheme with the 
following parameter choices will be viable: 55, 111, 33n rθ = = =  and 3s = . 

3 The Cryptanalytic Property of the Internal Transformation 

We first recall the definition of APN function [16]. The APN function opposes then 
an optimum resistance to differential cryptanalysis. 

For any 0 nA k≠ ∈ , GF(2)k = , the differential of the function F:kn→kn is as 
follow: 

( ) ( ) ( )AD F X F X A F X= + − . 

Definition 3.1. Let F be a function from kn into kn. For any A and B in kn, we denote 

( , ) #{ , ( ) ( ) }nA B X k F X A F X Bδ = ∈ + − =  

where #E is the cardinality of any set E. Then, we have 

, , 0
max #{ , ( ) ( ) } 2

n

n
F

A B k A
X k F X A F X Bδ

∈ ≠
= ∈ + − = =

 

and the functions for which equality holds are said to be almost perfect nonlinear 
(APN). 
 

The property of APN function can be easily found as follows. 

Proposition 3.2. Let F be any function over kn. Then, F is APN if and only if, for any 
nonzero nA k∈ , the set { ( ) | }n

AD F X X k∈  has cardinality 12n− . 
 

Then we review the Lemma 3.3 as follows.  

Lemma 3.3. [17] Let GF(2 )nK = , where n=2θ+1, then 

12 1 3( )q X X X X
θ + += + +  

is a permutation over K. 
From the Lemma 3.3, the Theorem 3.4 can be found as follows. 
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Theorem 3.4. The function 2 3( )F X X
θ +=  is a APN function, where n=2θ+1, 

(17, 2 3) 1θ + = . 

Proof. Let 2 3l θ= +  

( ) ( ) ( ) [( 1) ( ) ]l l l
A

X X
D F X F X A F X A

A A
= + − = + −  

Define XY A= , then 

2 2( ) [( 1) ] [ )( ( 1) 1]l l l l
AD F X A Y Y A X X X X

θ
= + − = + + + +  

we denote 
2 ) 1]( ) [ (l

AD F X A q X X
θ

+ +=  

Since 2X X
θ

+  is a 2-1 mapping, and ( )q X  is a permutation polynomial, then 

( )AD F X  is a 2-1 mapping over K. Hence 2 3( )F X X
θ +=  is a APN function. 

 

From the Theorem 3.4, The internal transformation 2 3( )F X X
θ +=  has the APN 

property. 

4 Security Analysis 

In this section, we analyze the security of the signature scheme in detail. 

4.1 Linearization Equations Attack 

Linearization Equations attack was proposed by Patarin [3] in 1995. In the new 
scheme, it can be noted that Patarin’s bilinear equations also exist between 

1 2( , ,..., )n sx x x −  and 1 2( , ,..., )n rf f f − . Since 

2 3( )Y F X X
θ += =  

If we multiply both sides by XY, we then have 

2

2 2 4

2 2 2

XY X Y

XY X Y

θ

θ

+

+

=

=
 

or equivalently, 
22 2 2 0XY X Y

θ +− =  

Then we can find the Linearization Equations from the public key polynomials as 
follows. 

0ijk i j k ij i j ij i j i i i ia x x f b x x c x f d x e f g+ + + + + =      

where , , , , , GF(2)ijk ij ij i ia b c d e g k∈ = . It is easy to see that the Linearization 

Equations is quadratic. We can not solve the a system of Linearization Equations. 
Therefore, the new scheme can resist the Linearization Equations attack effectively. 
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4.2 Rank Attack 

The Low Rank attack is to find a large kernel shared by a small subset of the space 
spanned by the public key matrices. The converse, to find a small kernel shared by a 
many linear combinations of the public key matrices, may be called a High Rank 
attack. It happens when a variable appears in too few internal transformation 
equations. 

The High Rank attack has a complexity of 2 3O(q ( 6))u un n+  [12], where u is 

every variable appears in at least u internal transformation equations, n is the variable 
number of internal transformation equations, q  is the number of elements of finite 

field K. When 1u = , 111q 2=  and 1n = , the complexity of the High Rank attack is at 

least 111O(2 ) , so the new scheme can resist the High Rank attack. The Low Rank 

attack has a complexity of 3(q )
m

r
nO m

 
    [12], where m is the number of internal 

transformation equations, n is the variable number, r is minimum rank, q  is the 

number of elements of finite field K. When 111q=2 , 1m n= =  and 1r =  or 2, if 

1r = , the complexity of the Low Rank attack is at least 111O(2 ) ; if 2r = , the 

complexity of the Low Rank attack is at least 222O(2 ) . Therefore, the new scheme 

can also resist the Low Rank attack. 

4.3 XL&Gröbner Attacks 

This attack uses the general method of solving a system of multivariate polynomial 
equations, for example using the Grobner basis method, including the Buchberger 
algorithm, its improvements (such as 4F  [14] and 5F  [18]), the XL algorithm [13], 

and so on. Currently XL algorithm has also been widely discussed but 4F  is seen to 

be more efficient [19]. When GF(2)k =  is a two element field, the complexity of the 

attack is 0.87O(2 )n  [20], where n is the number of the variable in the multivariate 

equations. When 111 3 108n = − = , the complexity is at least 94O(2 ) , hence the new 

scheme can also resist the XL&Gröbner attacks effectively. 

4.4 Kipnis-Shamir Attack 

The key idea of Kipnis-Shamir attack [15] is to transform the map P into a map 
1 Pφ φ−   , in order to use the underlying algebraic structure over the extension field. 

Then we can see a large kernel shared by a many linear combinations of the public 
key matrices. In fact, it is a Low Rank attack problem. The key to success of the 
Kipnis-Shamir attack mainly depends on 

11 1 1( ) ( ) ( )T P F Uφ φ φ φ φ φ−−− − −−=       
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But according to the form of T− in the new scheme, T−−1 does not exist, so the new 
scheme can resist the Kipnis-Shamir attack. 

4.5 Differential Attack 

The quadratic differential of the internal transformation F  is as follow: 

,

2 3 2 3 2 3 2 3

( ) ( ( ) ( ))

( ) ( ) ( ) ( )

( ) ( ) ( )

B A BDF X DF F X A F X

F X A B F X B F X A F X

X A B X B X A X
θ θ θ θ+ + + +

= + −
= + + − + − + +

= + + − + − + +

 

Since 

2 1 2 2 2 1 2 2 2 2 2 2 1 2 1 2 2 2 1

( ) ( ))F X A F X

X A A X XA AX X A A X A
θ θ θ θ θ θ θ+ + + + + + + +

+ −

= + + + + + +
 

we can see that 

,

2 2 2 2 2 2 2 2 2 1 2 2 1 2 2 1

( )

( ) ( ) ( )

B ADF X

X A B A B X A B AB A B A B
θ θ θ θ θ θ θ+ + + + + += + + + + + + +

 

In 2008, Ding et al. [11] found that the internal large field K was restricted to a purely 
linear subspace and the symmetry exploited by the differential attack did no longer 
exist. Based on this important result, they proposed the projected C*− scheme. In the 
new scheme, we also adopt the project method. By the analysis above, we can know 
that the new scheme can resist the differential attack. 

5 Conclusion 

In this paper, we applies the minus method and project method to present a 
multivariate public key signature scheme over a finite field with characteristic 2. We 
discuss the basic cryptanalytic property of the internal mapping. The security of the 
new signature scheme is investigated in detail. The result shows that the signature 
scheme can withstand the known attacks efficiently. 
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Abstract. The design of secure remote user authentication schemes for
mobile devices in Cloud Computing is still an open and quite challenging
problem, though many such schemes have been published lately.
Recently, Chen et al. pointed out that Yang and Chang’s ID-based au-
thentication scheme based on elliptic curve cryptography (ECC) is vulner-
able to various attacks, and then presented an improved password based
authentication scheme using ECC to overcome the drawbacks. Based on
heuristic security analysis, Chen et al. claimed that their scheme is more
secure and can withstand all related attacks. In this paper, however, we
show that Chen et al.’s scheme cannot achieve the claimed security goals
and report its flaws: (1) It is vulnerable to offline password guessing attack;
(2) It fails to preserve user anonymity; (3) It is prone to key compromise
impersonation attack; (4) It suffers from the clock synchronization prob-
lem. The cryptanalysis demonstrates that the scheme under study is unfit
for practical use in Cloud Computing environment.

Keywords: Dynamic ID, Authentication protocol, Elliptic curve cryp-
tography, Cryptanalysis, Cloud Computing.

1 Introduction

With the advent of the Cloud Computing era, various services are provided on
cloud to allow mobile users to manage their businesses, store data and use cloud
services without investing in new infrastructure. Generally, the cloud infrastruc-
ture provides various kinds of services in a distributed environment, while sharing
resources and the storage of data in a remote data center. Without knowledge
of, expertise in, or control over the cloud infrastructure, mobile users can access
data or request services anytime and anywhere, and thus it is of great concern
to protect the users and the systems’ privacy and security from malicious ad-
versaries [16]. Accordingly, user authentication becomes an important security
mechanism for remote systems to assure the legitimacy of the communication
participants by acquisition of corroborative evidence.

In 2009, Yang and Chang [15] presented an identity-based remote user au-
thentication scheme for mobile users based on ECC. Although the Yang-Chang’s
scheme preserves advantages of both the elliptic curve and identity-based cryp-
tosystems, and is efficient than most of the previous schemes, in 2011, Islam et

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 246–253, 2012.
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al. [6] showed that the Yang-Chang’s scheme suffers from clock synchronization
problem, known session-specific temporary information attack, no provision of
user anonymity and forward secrecy. Almost at the same time, Chen et al. [3] also
identified two other security flaws, i.e. insider attack and impersonation attack,
in Yang-Chang’s scheme. To remedy these security flaws, Chen et al. further
proposed an advanced password based authentication scheme using ECC. The
authors claimed that their improved scheme provides mutual authentication and
is free from all known cryptographic attacks, such as replay attack, imperson-
ation attack and known session-specific temporary information attack, and is
suitable for Cloud Computing environment.

In this paper, however, we will show that, although Chen et al.’s scheme is
superior to the previous solutions for implementation on mobile devices, we find
their scheme cannot achieve the claimed security: their scheme is vulnerable
to offline password guessing attack, and key compromise impersonation attack,
and suffers from clock synchronization problem. In addition, their scheme fails
to preserve user anonymity, which is an important objective in their scheme.

The remainder of this paper is organized as follows: in Section 2, we review
Chen et al.’s scheme. Section 3 describes the weaknesses of Chen et al.’s scheme.
Section 4 concludes the paper.

2 Review of Chen et al.’s Scheme

In this section, we examine the identity-based remote user authentication scheme
for mobile users based on ECC proposed by Chen et al. [3] in 2011. Chen et al.’s
scheme, summarized in Fig.1, consists of three phases: the system initializa-
tion phase, the registration phase, the authentication and session key agreement
phase. For ease of presentation, we employ some intuitive abbreviations and no-
tations listed in Table 1. We will follow the original notations in Chen et al.’s
scheme as closely as possible.

Table 1. Notations

Symbol Description

UA the user A
S remote server
IDA identity of user UA

⊕ the bitwise XOR operation
‖ the string concatenation operation
h(·) collision free one-way hash function
qs secret key of remote server S
O the point at infinity
P base point of the elliptic curve group of order n such that n ·P = O
Qs public key of remote server S, where Qs = qs · P
A → B : M message M is transferred through a common channel from A to B
A ⇒ B : M message M is transferred through a secure channel from A to B
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2.1 The System Initialization Phase

Before the system begins, server S performs as follows:

Step S1. S chooses an elliptic curve equation EP (a, b) with order n.
Step S2. Selects a base point P with the order n over EP (a, b), where n is a

large number for the security considerations. And then, S computes
its private/public key pair (qs, Qs) where QS = qs · P

Step S3. Chooses three one-way hash functions H1(·), H2(·) and H3(·), where
H1(·) : {0, 1} → Gp, H2(·) : {0, 1} → Z∗

P and H3(·) : {0, 1} → Z∗
P ,

where Gp denotes a cyclic addition group of P .
Step S4. Stores qs as a private key and publishes message {Ep(a, b), P,H1(·),

H2(·), H3(·), Qs}.

User registration phase:
Choose IDA , PWA
Choose a random number b

Smart card
Store b into smart card

Authentication phase:

Compute

Compute
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Fig. 1. Chen et al.’s remote authentication scheme for Cloud Computing
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2.2 The Registration Phase

The registration phase involves the following operations:

Step R1. UA chooses his/her IDA and passwordPWA and generates a random
number b for calculating PWB = h(PWA ⊕ b). Then, UA submits
IDA and PWB to the server S.

Step R2. S computes KIDA = qs · H1(IDA) ∈ Gp, where KIDA is UA’s au-
thentication key.

Step R3. S computes BA = h(IDA ⊕ PWB) and WA = h(PWB‖IDA) ⊕
KIDA.

Step R4. S stores 〈BA,WA, h(·), H1(.), H2(.), H3(.), xs〉 on a smart and sends
the smart card to UA over a secure channel (Here xs is a secret key
shared with users).

Step R5. Upon UA receiving the smart card, UA stores the random num-
ber b in the smart card. Note that now the smart card contains
{BA,WA, h(·), b,H1(.), H2(.), H3(.), xs}.

Step R6. UA enters his/her IDA and PWA to verify whether BA = h(IDA ⊕
h(PWA ⊕ b)). If it is hold, UA accepts the smart card.

2.3 Mutual Authentication with Key Agreement Phase

When UA wants to login to S, the following operations will be performed:

Step V1. UA inserts the smart card into the card reader and enters his/her
IDA and PWA.

Step V2. Smart card calculates PWB = h(pwA⊕b) and B′
A = h(IDA⊕PWB)

and checks whether B′
A = BA. If it holds, smart card calculates

Q = h(PWB‖IDA) and KIDA = WA ⊕Q.
Step V3. After UA obtaining his/her authentication key KIDA, UA (actually

the smart cardchooses a random point RA = (xA, yA) ∈ EP (a,b),
where xA and yA are x and y coordinating point of RA.

Step V4. UA computes t1 = H2(T1), MA = RA+ t1×KIDA and RA = xA×P
at the timestamp T1.

Step V5. UA computes AIDA = IDA⊕h(xs‖T1) to obtain an anonymous ID.
Step V6. UA sends message m1 = {T1, AIDA , MA, RA} to S.
Step V7. After receiving m1, S performs the following operations to obtain

QIDA = (xQ, yQ) and R′
A = (x′

A, y
′
A) of UA as follows:

IDA = AIDA ⊕ h(xs‖T1);
QIDA = H1(IDA);
t1 = H2(T1);
R′

A = MA − qs × t1 ×QIDA.

Step V8. S verifies whether RA = x′
A × P . If it holds, UA is authenticated by

S.
Step V9. S chooses a random point RS = (xS , yS) ∈ Ep(a, b).
Step V10. S computes t2 = H2(T2),MS = RS + t2 × qS × QIDA , session key

k = H3(xQ, xA, xS) and Mk = (k + xS)× P at the timestamp T2.
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Step V11. S sends message m2 = 〈T2,MS ,Mk〉 to UA.
Step V12. After receivingm2,UA performs the following computations to obtain

QIDA = (xQ, yQ) and R′
s = (x′

s, y
′
s) of S:

QIDA = H1(IDA);
t2 = H2(T2);
R′

S = MS − t2 ×KIDA.
Step V13. UA computes k′ = H3(xQ, xA, x

′
S) and M ′

k = (k′ + x′
s) · P to verify

whether M ′
k = Mk. If it holds, S is authenticated by UA.

Finally, UA and S empoly k as a session key for securing subsequent data com-
munications.

3 Cryptanalysis of Chen et al.’s Scheme

With superior properties over other related schemes and a long list of argu-
ments of security features that their scheme possesses presented, Chen et al.’s
scheme seems desirable at first glance. However, their security arguments are
still specific-attack-scenario-based and without some degree of rigorousness, and
thus it is not fully convincing. We find that Chen et al.’s scheme still fails to
serve its purposes and demonstrate its security flaws in the following.

3.1 Offline Password Guessing Attack

Although tamper resistant smart card is assumed in many authentication
schemes, but such an assumption is difficult and undesirable in practice. Many re-
searchers have pointed out that the secret information stored in a smartcard can
be breached by analyzing the leaked information [9] or by monitoring the power
consumption [7,10]. In 2006, Yang et al. [14] pointed out that, previous schemes
based on the tamper resistance assumption of the smart card are vulnerable to
various types of attacks, such as user impersonation attacks, server masquerad-
ing attacks, and offline password guessing attacks, etc., once an adversary has
obtained the secret information stored in a user’s smart card and/or just some
intermediate computational results in the smart card. Since then, researchers in
this area began to pay attention to this issue and admired schemes based on
non-tamper resistance assumption of the smart card is proposed, typical exam-
ples include [8, 12, 13]. Hence, in the following, we assume that the secret data
stored in the smart card could be extracted out once the smart card is somehow
obtained (stolen or picked up) by the adversary A. Note that this assumption is
widely assumed in the security analysis of such schemes [8, 11, 12, 14].

What’s more, in Chen et al.’s scheme, a user is allowed to choose her own
password at will during the registration phase; the user usually tends to select
a password, e.g., his home phone number or birthday, which can be easily re-
membered for his convenience. Hence, these easy-to-remember passwords, called
weak passwords, have low entropy and thus are potentially vulnerable to offline
password guessing attack.
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Let us consider the following scenarios. In case the legitimate user UA’s smart
card is in the possession of an adversary A and the parameters stored in it, like
BA,WA, b and xs, is revealed. Once the login request message m1 = {T1, AIDA

, MA, RA} during any authentication process is intercepted by A, an offline
password guessing attack can be launched as follows:

Step 1. Computes the identity of UA as IDA = AIDA ⊕ h(xs ‖ T1), where
AIDA, T1 is intercepted and xs is revealed from the smart card;

Step 2. Guesses the value of PWA to be PW ∗
A from a dictionary space D;

Step 3. Computes PWB∗ = h(PW ∗
A ⊕ b), as b is revealed from the smart

card;
Step 4. Computes B∗

A = h(IDA ⊕ PWB∗);
Step 5. Verifies the correctness of PW ∗

A by checking if the computed B∗
A is

equal to the revealed BA;
Step 6. Repeats Step 1, 2, 3, 4 and 5 of this procedure until the correct value

of PWA is found.

As the size of the password dictionary, i.e. |D|, is very limited in practice, the
above attack procedure can be completed in polynomial time. After guessing
the correct value of PWA, A can compute the valid authentication key KIDA =
WA⊕h(PWB ‖ IDA) = WA⊕h(h(PWA⊕b) ‖ IDA). With the correctKIDA , A
can impersonate UA to send a valid login request message {T1, AIDA, MA, RA}
to the service provider server S, and successfully masquerade as a legitimate
user Ui to server S.

3.2 No Provision of User Anonymity

Let us consider the following scenarios. A malicious privileged user A having
his own smart card or stolen card can gather information xs from the obtained
smart card as stated in Section 3.1, while xs is shared among all the users. Then,
A can compute IDA corresponding to any user UA as follows:

Step 1. Eavesdrops and intercepts a login request message {T1, AIDC ,
MC , RC} of any user, without loss of generality, assume it is UC ,
from the public communication channel;

Step 2. Computes IDC = AIDC ⊕ h(xs ‖ T1), where xs is revealed from the
smart card and AIDC , T1 is intercepted from the public channel as
stated in Step 1;

It is obvious to see that user anonymity will be breached once the parameter xs is
extracted out. Hence, Chen et al.’s scheme fails to preserve user anonymity, which
is the most essential security feature a dynamic identity-based authentication
scheme is designed to support.

3.3 Key Compromise Impersonation Attack

Suppose the long-term secret key qs of the server S is leaked out by accident or in-
tentionally stolen by the adversary A. Without loss of generality, we assume one
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of UA’s previous login requests, say {T1, AIDA , MA, RA}, is intercepted by A.
Once the value of qs is obtained, with the intercepted {T1, AIDA , MA, RA}, A
can impersonate the legitimate user Ui since then through the following method:

Step 1. Guesses the value of IDA to be ID∗
A from a dictionary space DID;

Step 2. Computes k∗IDA
= qs ·H1(ID

∗
A);

Step 3. Computes t1 = H2(T1);
Step 4. Computes R∗

A = MA − t1 × k∗IDA
= (x∗

A, y
∗
A);

Step 5. Computes R
∗
A = x∗

A × P ;

Step 6. Verifies the correctness of ID∗
A by checking if the computed R

∗
A is

equal to the intercepted RA;
Step 7. Repeats Step 1, 2, 3, 4, 5 and 6 of this procedure until the correct

value of IDA is found;
Step 8. Computes KIDA = qs ·H1(IDA).

As the size of the identity dictionary, i.e. |DID|, is often more limited than
the password dictionary size |D| in practice, the above attack procedure can be
completed in polynomial time. After guessing the correct value of KIDA , A can
impersonate UA since then. Hence, Chen et al.’s scheme cannot withstand key
compromise impersonation attack.

3.4 Clock Synchronization Problem

It is widely accepted that, remote user authentication schemes employing times-
tamp may still suffer from replay attacks as the transmission delay is unpre-
dictable in real networks [5]. In addition, clock synchronization is difficult and
expensive in existing network environment, especially in wireless networks [4]
and distributed networks [1]. Hence, these schemes employing timestamp mech-
anism to resist replay attacks is not suitable for mobile applications [2, 6]. In
Chen et al.’s scheme, this principle is violated.

4 Conclusion

In this paper, we have shown that Chen et al.’s scheme suffers from the offline
password guessing, no provision of user anonymity and key compromise imper-
sonation attack. In addition, their scheme suffers from the clock synchronization
problem. In conclusion, Although Chen et al.’s scheme possesses many attrac-
tive features, it, in fact, does not provide all of the security properties that they
claimed and only radical revisions of the protocol can possibly eliminate the
identified pitfalls.
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Abstract. This paper analyzes the security requirements and problems with 
which active nodes are confronted, and proposes a general security management 
subsystem in Active Network NodeOS. The subsystem implements through 
four functions: resource management, hop-by-hop authentication, credential 
management and security policy management. Resource management avoids 
excessive use of resources by constraining the maximum available resource 
quantity of each application. Hop-by-hop authentication is realized by adding 
hop-by-hop integrity option to ANEP header, which accomplishes the previous 
hop authentication and the hop-by-hop integrity checking. The function of 
credential management is to obtain the credential, authenticate the validity of 
the credential, and make origin authentication and end-to-end integrity checking 
by using the principal’s public key carried in the credential. Security policy 
management is realized by embedding a reformed KeyNote Trust Management 
system into NodeOS kernel to complete access control to node resource. 

Keywords: Active network, NodeOS, Security management, Trust management. 

1 Introduction 

Active network appears as a new type network architecture. It is first advanced by the 
DARPA active networks research community. An active network consists of a set of 
nodes (not all of which need to be “active”), each active node is a router or switch, 
with the ability of dealing with active packets. Active packets are packets carrying 
codes in active networks, the codes are executed when active packets arrive at an 
active node. The execution may change the forwarding path of active packets, cause 
new packets to be sent or change the state of the node’s environment. Active network 
is the ultimate method to solve the restrictive problems of network development 
because of its ability to introduce customized new services flexibly and quickly.  

The active packets coming from network can change the state of an active node, 
which makes the security problems of active network very serious; obviously, if the 
security is not guaranteed, the network is of no practical use. Many researchers did a 
lot of studies on this. At present, the relatively important studies on active networks 
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are as the following: The DARPA active networks research community advanced a 
security architecture for active network [2], and accordingly to this, implemented an 
active network secure prototype SANTS [3]. SANTS paid particular emphasis on the 
introduction of traditional technology of authentication, authorization and encryption, 
and provided protection to active network on EE. Janos [4] is also a Java-orientated 
active network prototype to provide protection to active network on EE, mainly 
supported by the security system of Java 2 to provide protection. The common defect 
of the two prototypes is NodeOS itself lacks precaution mechanism, which requires 
higher security of EE; and moreover, once the attack rounds EE, the defense line of 
the system will be completely destroyed. Actually, the security system of a 
hierarchical structure should be built up from the bottom to the top. So, SANE [5] 
proposed a method to build up a reliable system, which guarantees a node starts 
running in a safe state, and the node runs in the safe state all along by the dynamic 
integrity checking during the operation of the system. SANE ensures the security of 
the system by safe programming language, and a type safe language PLAN is 
specifically defined, but the defect of the system is of no generality. AMP [6] is 
another NodeOS providing protection on operation system level; it implements the 
interface of NodeOS needed to be protected by individual trust server, and calls the 
protected operation by PRC across the address space. The defect of AMP is PRC 
calling may result in frequent switch of the context, and greatly influences the system 
performance.   

The main task of this paper is to analyze the security requirements of active nodes 
to design and realize a general security management system of active network. The 
system is to establish security system of active networks on NodeOS layer, this 
system provides self-protection on operation system layer, and provides powerful 
security support for EE and AA. This system has no special security requirements for 
EE that runs in NodeOS and it possesses generality because this system does not rely 
on some special technology (e.g. the language of type safe and namespaces restriction 
or hardware). 

2 Security Requirements Analysis of Active Networks 

According to the active network architecture[1] advanced by DARPA , the 
functionality of the active network node is divided into the Node Operating System 
(NodeOS), the Execution Environments (EEs), and the Active Applications (AAs). 
The general organization of these components is shown in figure 1. The NodeOS is 
responsible for the allocation and scheduling of resources, one or more of the EE 
running on it, each EE defines and realizes an active application programming model, 
and AA programming implements customized service of users. 
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Fig. 1. Active network architecture 

The active network provides a platform on which network services can be 
experimented with, developed, and deployed; at the same time provides a new way 
for networks, Quality of Service (QoS) and reliable multicast. But so far active 
networks have not been widely implemented and applied; the main reason is, in 
addition to encounter resistance and difficulties while reconstructing traditional 
intermediate nodes, its safety has not yet been solved. Because active networks allow 
users programming intermediate nodes of networks, and the execution of the active 
code which arrived at the active node needs to access the resource of the node, it 
makes the security facing a greater threat.  

The entities which are related to the security in active networks include NodeOS, 
EE, AA and the end user, with the first three running at the active node. NodeOS, EE 
and AA are mainly concerned with the Legitimacy of the resource usage, the 
availability of the service and the integrity of the state in their own field, while the 
end user cares for the authenticity, integrity and confidentiality [2]. As far as each 
entity is concerned, security threat could probably come from all other entities, 
therefore every entity needs to take some measures to protect its own security. 

For each active node, the main security threat comes from the foreign codes. The 
malicious code can make the node fail to provide the normal service by using the 
resource of the node excessively or modifying the state of the node without 
authorization, and the access of the malicious code to the confidential data in the node 
can probably result in data disclosure. Attackers may directly produce active packets 
carrying malicious code, or add malicious code after intercepting the active packet, 
even may also replay attacks with “old” active packets.  

In general, the security of active networks includes two aspects, one is the security 
of the active nodes, and the other is the security of the active packets. The security of 
the active nodes is how to ensure that the resource of the nodes and the service will 
not be accessed without authorization or will not be damaged; the security of the 
active packets is how to ensure that the active packets will not be illegitimately 
changed while transmitting. 
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3 Design of Security Management System 

The effective methods to deal with the security threat mentioned above are resource 
usage limit, access control and validity checking of packets. By prescribing the 
maximum available resource quantity of each application and suspending running 
application when the resource usage is over-limited, resource usage limit can avoid 
excessive use of resources. Access control mechanism requires granting certain 
authority to each visitor in advance, checking its authority when a visitor makes 
access requests, and making decision whether or not to allow this access. This avoids 
the illegitimate access of the resources and data. Through source authentication and 
integrity checking, validity checking of packets ensures that only legitimate packets 
can be processed by nodes, which can exclude some malicious packets to some 
degree.  

Resource access needs to get the authorization in advance. A principal in security 
architecture is an entity (e.g. the owner of the active application) that can be 
authorized; the authority to access resource is granted to the acceptable principal by 
the owner of the resource. It is impracticable to grant authority to the principal 
directly when there are a large number of principals or the exact principle was not 
known in advance. In such a case, we need to introduce an intermedium between the 
principal and the authority; generally the intermedium is a set of security attributes. 
The owner only grants authority to the attributes, and the principal inherits the 
authority from the attributes. Here, attributes set and mapping the attributes to  
the authority make up the access policy of application. The policy is established by 
the principals of application, but the system must provide the necessary policy 
management mechanism. 

When a method is called, the principle should declare its attributes because the 
authority is bound up with the attributes. In order to prove the attributes that the 
principal declared are true, the principal needs carrying a certificate that was issued 
by the certificate authority of the third party; this certificate is also called the 
credential in networks. The credential binds the principal, the principal’s attributes 
and the principal’s public keys together, attaching the signature issued by the 
certificate authority. Active packets usually carry more than one credentials and use 
different credential in different secure domain, because active packets will traverse 
multiple secure domains during the transmission and each secure domain requires 
different secure attributes. Generally the active packet only carries index or location 
of the credentials on the purpose of decreasing the cost of the active packet; and the 
credentials are saved in the distributed, global accessible Certificate Authority Center, 
which can be got back by the relevant nodes when needed. Therefore, the system 
must provide the needed management functionalities for the credentials, which must 
include automatic acquisition, buffering, authentication, and so on. 

The frame structure of NodeOS’s security management system that we designed is 
shown in Figure 2. It is made up of four modules: resource management, hop-by-hop 
authentication of packets, credential management and security policy management. 
Resource management can solve the security problem of resource using in NodeOS 
by resource admission control, resource allocation and adaptation, resource usage 
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monitoring and policing. Hop-by-hop authentication delivers the unmodified packets 
that come from the legitimate previous hop to credential management. Credential 
management gets the credential back from the local buffer or distributed certificate 
system, authenticates the validity of the credential, and then checks the end-to-end 
integrity by using the public key carried in the credential. Security policy 
management is responsible for management of policy database, and computes the 
access authority of the principal according to the system’s security policy, the 
principal’s credential and the action request. 

 

 

Fig. 2. Active network NodeOS security management system 

4 Implementation of Security Management System 

In the following part, we are going to discuss the implementation methods of the 
above four modules in NodeOS’s security management system. 

4.1 Resource Management in NodeOS 

The main duty of active nodes is to store, compute and forward packets, and this need 
consume multiple resources such as CPU, memory and bandwidth. Five resource 
abstractions, which are defined in NodeOS interface specification, are used to 
encapsulate resources of nodes — they are thread pools, memory pools, channels, 
files and domains. The first four respectively encapsulate the resources of computing, 
memory, communication and permanent storage of the system; and domains 
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congregate and allocate these resources. Domain, a resource container, which includes 
all needed resources for dealing with a specific packet stream, is a main abstract 
structure of the system used to account, control admission and allocation. The concept 
of domain best illustrates resource management ideas which take the packets stream 
as the center, and this is the key difference between NodeOS and traditional OS. 

The minimal granularity of resource allocation is domain, and in order to manage 
resources on a higher level, domains are generally organized as cluster. Cluster has its 
hierarchical structure; a higher level management implements its macro-control of 
resource through controlling the hierarchical structure of cluster and resources 
allocation proportion of each cluster. The basic principle of resource allocation is 
“fairness”, that is to say, resource allocation must be in conformity with the 
distributing characteristics of the node business flow. Hierarchical structure and 
resources allocation rate of cluster are problems to be studied in resource allocation 
strategy. 

For each AA executed on a node, NodeOS establishes a domain and allocates 
needed resources, which are mainly CPU, memory and bandwidth. After confirmed 
needed resources for AA, whether AA can obtain these resources or not, it is 
determined by admission control checking. Resource distribution strategies prescribe 
resources that each cluster can obtain, and NodeOS must guarantee the proper 
implementation of these strategies. Therefore, NodeOS needs to control the admission 
of the request of each establishing domain, viz., to check whether the establishment of 
the domain will violate resource allocation strategies for resource allocation rules of 
each cluster, only the domains which do not violate the resource allocation strategies 
can be established. 

As the resource requirements can not be accurately evaluated and some resource 
requirements of application may vary according to the march of time, the adjustment 
of the resource allocation limit to the domains should be allowed. For this, NodeOS 
must track and monitor each domain’s resource usage, assess the tendency of its 
variation, and determine whether and how to make adjustment. To ensure the 
implementation of the resource allocation strategies, resource usage control is also 
needed, viz., to limit the application’s excessive use of resources. The security of 
NodeOS’s resource usage is realized by the strategies and methods which are used to 
monitor, adjust and control the resource usage. The implementation of resource 
management in the security management system won’t be discussed in details in this 
paper. 

4.2 Packets Validity Checking 

Packets validity checking includes two parts, source authentication and integrity 
checking.  Because, while traveling through a number of nodes from source to 
destination, the active packets may be modified legitimately in these nodes, or be 
modified illegitimately by the attackers, this makes the packets integrity checking 
complicated. On the one hand, permission of the active packets modification by the 
intermediate nodes means the nodes need to ensure the source authentication and 
integrity checking hop-by-hop, which guarantees the previous node modification is 
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completely delivered to the next node. On the other hand, not all of the content of the 
packet is permitted to be modified, which means there is the need of end-to-end 
integrity checking to guarantee the impermissible modification (namely the invariable 
parts of the active packet, such as static code and data) unable to be modified. 
Besides, attackers can probably falsify an active packet by a counterfeit identification; 
so, the identification of the active packets’ sender needs to be identified by the nodes. 
It is now clear that the packets source authentication must include origin 
authentication and previous hop authentication; the former ensures whether the 
packets originated from one declared principal, the latter makes sure whether the 
packets come from the declared previous node. Integrity checking includes two parts 
as well — end-to-end integrity checking and hop-by-hop integrity checking, the 
former checks whether the invariable parts of the active packet was modified after 
sent from the origin source, the latter checks whether the packet was modified after 
sent from the previous node(mainly in relation to the variable parts of the active 
packet). 

1) Hop-by-hop Authentication  
Hop-by-hop authentication is responsible for checking the validity of active packets 
which come from the previous active node(probably passing some common nodes); it 
includes the previous hop authentication and the hop-by-hop integrity checking. 
Because the digital signature has dual functions of making certain of sender’s identity 
and ensuring the integrity of messages, both source authentication and integrity 
checking of packets can be accomplished by digital signature. Taking the operating 
efficiency into account, we introduce the digital signature based on symmetric key. 

IETF Active Networks Group proposed an Active Network Encapsulation Protocol 
(ANEP) [7] to ensure the interoperability and the effective use of the existing 
network. This Protocol defined the encapsulation method of active packets while 
transmitting in the network, mainly defined the form of ANEP header. The option 
field in ANEP header is the critical point that ANEP supports multiprotocol. One can 
introduce a new protocol easily through defining a new option type and adding it to 
ANEP header. Hop-by-hop authentication is realized just by adding hop-by-hop 
integrity option to ANEP header; this option is the last option in ANEP header, the 
format is shown in figure 3. 

 

Fig. 3. Hop-by-hop integrity option 
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Keyed Message Digest is the digital signature of packets, which is produced by the 
previous active node that signs the parts of the packet except the hop-by-hop integrity 
option; the receiver judges whether the integrity is damaged through signature 
certification. We choose HMAC as the signature algorithm. HMAC is a signature 
algorithm based on the key, which computes a secure hash representation of packets 
according to the specific key and the hash algorithm. In this system, we have each 
pair of neighboring nodes use one symmetric key; and we can choose one of the 
following hash algorithms — SHA1, MD2, MD4, MD5 or RIPEMD-160. 

The utmost problem of using symmetric key is generation, maintenance and 
transportation, but these tasks are usually done by the application layer, and NodeOS 
does not participate in. So we only maintain a key table which consisting of 
neighboring nodes, and the content of the key table is generated and maintained by 
the upper- layer protocol (e.g. key exchange protocol). Key table takes the 
neighboring node’s ID as the index, and the node’s ID, which is an unsigned number 
generated by node’s address and other useful information, is used to uniquely identify 
a node,  and Key Identifier in hop-by-hop integrity option corresponds to the node’s 
ID. Each item in the key table stores the key and hash algorithms which are used to 
signature while communicating the node and the corresponding neighboring node; the 
table also stores the largest Sequence Number used by the node and the neighboring 
node while communicating. 

When one node sends the active packet to the next hop: (1) consult the key table by 
using the next hop node’s ID; (2) compute the digital signature of the packet by using 
the key and the hash algorithms listed in the table, and then add 1 to the latest 
Sequence Number; (3) insert the node’s ID, the Sequence Number of the packet and 
the digital signature to the corresponding domain of the hop-by-hop integrity option, 
and send it to the next hop. 

When one node gets the active packet from the previous hop: (1) use Key Identifier 
in the hop-by-hop integrity option as the index to consult the key table; (2) examine 
the Sequence Number of the packet; and if the Sequence Number of the packet is less 
than the Sequence Number listed in the table, discard the packet (because it means 
this packet is obsolete); (3) compute the digital signature of the packet by using the 
key and the hash algorithms listed in the table, and then compare it with the HMAC 
identification number carried in the packet; discard the packet if it does not conform 
to the identification number; (4)update the Sequence Number in the table as the 
received Sequence Number of the packet; (5) remove the hop-by-hop integrity option 
and deliver the active packet to the credential management. 

2) Credential Management 
Credential management obtains the credential according to the credential index or 
address carried by the active packets, authenticates the validity of the credential, then 
makes origin authentication and end-to-end integrity checking by using the principal’s 
public key carried in the credential.  

The credential must carry enough information besides the security attributes to 
identify the principal, so we select X.509v3 [8] certificate as the credential. X.509 is a 
general certificate standard; the extended domain it provided can be used to store the 
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extended information such as the security attributes. The most important information 
carried in the certificate is the public key of the principal and the algorithm needed by 
the principal to signature. The certificate is usually stored in a distributed certificate 
directory for obtaining. We select DNSSEC (DNS Security Extension) as the 
distributed certificate directory, taking security and interoperability of the existing 
network into consideration. DNSSEC provides secure DNS services, and the 
certificate is stored in DNS as a kind of resource. Credential management implements 
the interface with DNSSEC, gets the certificate from DNSSEC, and authenticates it. 

The active packet may carry more than one credentials, and each credential needs 
to be authenticate individually; in addition, the end-to-end signature may cover 
different areas of the active packets when using different credentials, so we need to 
check the end-to-end integrity again for each credential. Because the end-to-end 
signature is only used for the invariable area of the active packet, so we need to divide 
the payload of the active packet into variable area and invariable area; moreover, the 
active packet may also carry online security policy. A typical active packet includes 
Static Payload, Dynamic Payload, Credential-Authenticator Tuples, Online Policy and 
Hop-by-Hop Integrity, and they all appear as options of ANEP header. Credential-
Authenticator Tuples option consists of a list of Credential-Authenticator Tuples; 
each tuple includes three parts: the information of the credential (including the 
credential ID, storage position and obtaining methods), coverage areas of the end-to-
end signature and Authenticator. 

When the active packets are passed to credential management after the hop-by-hop 
integrity check, credential management checks the validity of the credential carried in 
the packets one by one. To each Credential-Authenticator Tuples:(1) Search the 
appropriate credential according to credential ID from the local buffers, and if it is not 
existing in the local buffers, call DNSSEC Client Application Program to get it back 
from the distributed certificate directory according to the position of the credential 
and the obtaining method, then certificate its signature, discard the credentials that 
failed to be certificated; (2) Extract the public key and the signature algorithms of the 
principals from the credentials, authenticate the end-to-end signature validity 
according to the areas that the signature covers, and discard the credentials that failed 
to be certificated; (3) Extract the security attributes carried in the credentials and 
online security policy carried in the active packets; (4) Store it at local if the 
credential is obtained by remote access. Because the end-to-end signature has dual 
functions of identity authentication and integrity checking, origin authentication and 
end-to-end integrity checking are actually accomplished by the above process. 

5 Conclusion 

This paper analyzes the security requirements and problems with which active nodes 
are confronted, discusses the thoughts to solve these problems based on authorization; 
and proposes a security management system of active networks which includes 
security policy management, credential management and hop-by-hop authentication 
of packets, providing functions of policy database management and policy 
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computation, acquisition and authentication of credential,. hop-by-hop validity 
checking of packets and so on; thus provides authorization management and access 
control services for the nodes’ security. 

The security system provides protection on NodeOS layer, which provides the 
most effective protection to the nodes, simplifies the security design of the upper 
layer, improves the operational efficiency of system, and permits EE of any trusts 
running on NodeOS because there are no specific requirements of EE security in such 
NodeOS. In addition, The security system possesses generality because it does not 
rely on some special technology. 
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Abstract. Recently, cloud computing is the fundamental change happening in 
the field of Information Technology. In SaaS (software as a service) model, 
both applications software and databases will be deployed to the centralized 
large data centers, where the management of the data and services may not be 
fully trustworthy. Many storage systems rely on replicas to increase the 
availability and durability of data, but secure replicas storage brings about many 
new security challenges. In this paper, based on multi-tenancy data-sharing 
storage model, we propose an integrity verification scheme which allows a third 
party auditor (TPA) to verify the integrity of multiple replicas stored in clouds 
through random sampling and periodic verification. In particular, via the 
double-layer authenticating construction, we achieve the isolation of different 
tenants’ replicas and dynamic data operations. Extensive performance analysis 
about sampling in different conditions shows correctness of the proposed 
scheme in this paper.  

Keywords: Cloud Computing, SaaS, Integrity Verification, Multiple Replicas, 
Storage Security. 

1 Introduction 

Cloud computing is a promising service platform that provides the services and 
resources for users. SaaS, as an application of cloud computing, is a new software 
delivery model. Because its economy, high expansibility can release the heavy 
pressure of IT infrastructure management and maintenance, more and more 
enterprises are attracted by its advantages. In order to ensure the availability and 
durability of data, replication becomes a fundamental principle in cloud storage 
environments, so users can access other replicas to meet availability goals when a 
replica fails.  
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However, storing multiple replicas in clouds brings about many new security 
challenges. One of the biggest concerns with cloud data storage is that of replicas 
integrity verification at untrusted servers. For example, some service providers might 
neglect to keep or deliberately delete rarely accessed replica data which belong to an 
ordinary tenant in order to save storage space for profits. In addition, the storage 
service provider, which experiences Byzantine failures occasionally, may decide to 
hide the errors from the tenants instead of maintaining data timely for the benefit of 
their own. Although users can’t discover the data errors obviously during accessing 
the replica, it has seriously broken the service level agreement (SLA) and affected the 
availability of data. Tenants have the rights to verify the integrity of their replicas to 
maintain their own interests. What is more serious is that the disrupted data could 
spread to other replicas when consistency updating between replica data.  

Considering the above situation, the core of the problem can be generalized as how to 
find an efficient way to perform integrity verifications. In order to solve this problem, 
many schemes are proposed under different systems and security models [1, 2, 3, 4, 5, 6, 
7]. Nowadays, in Database-as-a-Service model, these methods focus on the signature-
based, challenge-response methods and probability-based approaches [8, 9, 10, 11, 12, 
13]. Ateniese et al. [10] introduced the notion called Proof of Data Possession (PDP) 
which allowed a cloud client to verify the integrity of its data outsourced to the cloud in a 
very efficient way. Juels and Kaliski [9] introduced the notion called Proof of 
Retrievability (POR) which offered an extra property that the client can actually recover 
the data outsourced to the cloud. Halevi et al. [7] proposed the notion called Proof of 
Ownership (POW) as well as concrete constructions. Reference [8] defined Multiple-File 
Remote Data Checking (MF-RDC), an RDC model suitable for the special data update 
model of cloud storage, and MF-RDC checks the intactness of a dynamic file group 
consisting of a growing number of static files. 

Based on multi-tenancy data-sharing storage model, it is well believed that the 
isolation of different tenants’ replicas and supporting of data dynamics can be of vital 
importance to the integrity verification of multiple replicas but the articles in this field 
are rare. In view of these features of cloud data storage, in this paper we propose a 
periodic sampling approach to verify the replicas. In contract with whole checking, 
random sampling checking greatly reduces the workload of verification while still 
achieve an effective detection of misbehavior. In this way, the verification activities 
are efficiently scheduled in a verification period. Therefore, this method can detect 
the exceptions in time, and reduce the sampling numbers in each checking. For 
improving the efficiency of Integrity verification, we propose the double-layer 
authenticating construction which can support the isolation of different tenants during 
verifying replicas and data error localization.  

Our contribution can be summarized as follows: (1) We propose the double-layer 
authenticating construction which can achieve the data share and the isolation of 
different tenants with the help of effective constructions such as MHT (Merkle Hash 
Tree) and MABTree (the masked authenticating B+-tree); (2) We propose an efficient 
approach based on random sampling and periodic verification for improving the 
performance of verifying the replicas; (3) We support data error localization and 
dynamic data operations; (4) Extensive security and performance analysis based on a 
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proof-of-concept prototype about sampling in different conditions evaluate the 
feasibility and viability of our proposed scheme in this paper. 

The rest of the paper is organized as follows. Section 2 overviews related works. In 
section 3, we describe the system model. Then, we provide the detailed description of 
our integrity verification scheme and process in section 4. In section 5 we propose 
performance analysis and show the correctness of our scheme. Finally, we conclude 
in section 6. 

2 Related Works 

Recently, many approaches were proposed to assure cloud data storage integrity [1, 2, 
3, 4, 5, 6, 7]. Reference [1] constructed an elegant verification scheme for public 
verifiability and dynamic data operations, and improved the POR model by 
manipulating the classic Merkle Hash Tree (MHT) construction for block tag 
authentication. Reference [2] proposed an effective and flexible distributed schema 
which achieved the integration of storage correctness insurance and data error 
localization and supported efficient dynamic operations on data blocks by utilizing the 
homomorphic token with distributed verification of erasure-coded data. Reference [3] 
introduced HAIL, a high-availability and integrity layer, which was a distributed 
cryptographic system that allows a set of servers to prove to a client that a stored file 
is intact and retrievable. Reference [4] proposed an efficient approach based on 
probabilistic query and periodic verification for improving the performance of audit 
services. Reference [7] introduced the notion of proofs-of-ownership, which lets a 
client efficiently prove to a server that that the client holds a file, rather than just some 
short information about it. However, these approaches just consider the data integrity 
for file storage, which is not inefficient for SaaS model where software and databases 
are both deployed at service provider’s platform.  

Reference [11] proposed a provably-secure scheme that allowed a client that stores 
t replicas of a file in a storage system to verify through multiple-replica provable data 
possession (MR-PDP). The scheme used a constant amount of metadata for any 
number of replicas and new replicas may be created dynamically without pre-
processing the file again. Reference [8] proposed constructions of two efficient MF-
RDC schemes which checked the intactness of a dynamic file group consisting of a 
growing number of static files. However, all these methods are not available directly 
for SaaS model. 

Reference [12] proposed a new integrity checking scheme using the masked 
authenticating B+-tree (MABTree) as the underlying data structure, which reduced 
both the computational overhead in the integrity check process and the verification 
time of the query results. This scheme could be used in our paper. Reference [5, 6] 
defined data integrity concept for SaaS data storage security. Basing on the meta-data 
driven data storage model and data chunking technology, SaaS data integrity 
verification can be realized based on the integrity verification of data chunks. It can 
be seen that while existing schemes are proposed to aiming at providing integrity 
verification under different data storage systems, based on multi-tenancy data-sharing 
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storage model, multiple replica integrity verification has not been fully addressed. 
How to achieve a secure and efficient design to solve this problem remains an open 
challenging task in clouds.  

3 System Model  

As shown in Fig.1, our architecture for cloud data storage defines three different 
entities as follows: Tenant: an entity, which has large data to be stored in clouds and 
relies on the cloud for data maintenance and computation, owns multiple users; Cloud 
Server Provider (CSP): an entity, which provides data storage service and has 
significant storage space and computation resources to maintain tenants’ data; Third 
Party Auditor (TPA): a TPA, which has expertise and capabilities that tenants do not 
have, is trusted to manage or monitor stored data on behalf of the tenants upon 
request. In this paper we assume that the service platform (SP) is trustworthy. 

 

Fig. 1. Cloud data storage architecture 

 

Fig. 2. Replicas management model in clouds 
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Based on multi-tenancy data-sharing storage model, multi tenants share the 
common data structure as illustrated in Fig.2. First, the data is partitioned horizontally 
according to tenants’ ID. All of the application data of a tenant is concentrated in the 
same partition and generated a collection of replicas. Then, based on replica 
placement strategy, replicas are placed into different nodes. We propose the 
hypothesis: A tenant’s total amount of data is no greater than the capacity of a single 
data node, any of replicas cannot be divided and stored into different data nodes, and 
a data node can hold replicas of hundreds of tenants. We don’t consider the problem 
about how to place replicas for the present. 

4 Our Integrity Verification Scheme 

4.1 Double-Layer Authenticating Construction 

As an improvement of the existing masked authenticating B+-tree (MABTree) 
methods [12], we proposed a double-layer authenticating construction including total 
layer and tenant layer. As illustrated in Fig.3, in total layer, common computational 
information is extracted from the MABTree and is stored in a mask vector. The 
MABTree is equivalent to be a general index tree where each leaf node represents a 
server node storing replicas of multi tenants. Each integrity check value of the leaf 
node is the root of the corresponding Tenant Tree of tenant layer. In tenant layer, each 
tenant corresponds to a Tenant Tree, a MHT [13], where each leaf node is the hash 
value of a tuple. In the verification process, we first verify the correctness of integrity 
check value of the special tenant in total layer. Then, in tenant layer we verify the 
correctness of the sampling tuples. The following are related definitions and 
descriptions about the double-layer authenticating construction. 

 

Fig. 3. Double-layer authenticating construction 
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Definition 1: The masked authenticating B+-tree. Let MABTree = (Root, INode, 
LNode, Nmask). Root denotes the root node, INode is a set of internal nodes, LNode 
is a set of leaf nodes, Nmask is the node mask used to calculate the node check 
values.  

Definition 2: Let LNode = (T1, V1, T2, V2, …, Tn, Vn), Ti is a pointer to the Tenant 
Tree, Vi is the check value of the Tenant Tree which Ti is pointing to. Let INode = 
(K1, V1, K2, V2, …, Kn, Vn), Ki is the pointer to the i-th child node, Vi is the check 
value of the i-th child node which Ki is pointing to. N is the degree of MABTree. Let 
Nmask = (A1, A2, …, An), it is a n-dimensional prime vector, Ai is a randomly 
selected prime. 

Definition 3: Compute the check value Vr of leaf nodes via the following equation 
(1), h(tr) is the root of the Tenant Tree which Tr is pointing to in tenant layer, where 
1≤ r≤ n. ௥ܸ ൌ ݄ሺݐ௥ሻ (1)

Definition 4: Compute the check value of internal nodes. Let N= ∏ Ai
n
i=1 , 

Ni= N Ai⁄ = ∏ Aj
n
j=1,j≠i , Nixi≡1 mod Ai, xi is the multiplicative inverse of modulo Ai. 

Ni and Ai are coprime numbers, so inverse xi must exist. The check value Vd is 
computed by the following equation (2).  ௗܸ ؠ ∑ ݄ሺܦ. ௜ܸሻ ൈ ௜ܰ ൈ ௜௡௜ୀଵݕ ݀݋݉ ܰ  (2)

According to the Chinese Remainder Theorem, Vd is the unique solution of 
congruence equation (2). D.Vi is the i-th check value of node D where Vu is stored, 
where 1≤ d≤ n.  ௗܸ ؠ ݄ሺܦ. ௜ܸሻ ݀݋݉ ௜ (3)ܣ

Definition 5: The Tenant Tree. A Merkle Hash Tree (MHT), a well-studied 
authentication structure, corresponds to a tenant Ti. It is constructed as a binary tree 
where the leaves in the MHT are the hashes of tuples. Each non-leaf node stores a 
hash value, which is generated by its child nodes values after being connected and 
transformed by a one-way hash function. With this method of calculating the non-leaf 
nodes, the root node Ri is generated as a check value Vi of the leaf node of MABTree. 

We hypothesize that parameters r1, r2, r3, r4 denote four tuples of tenant Tp, h is a 
one-way hash function, h(tp) is the root node of MHT, h(a)，h(b)，h(r1)，h(r2), 
h(r3)，h(r4) denotes hash values of other nodes, as shown in Fig.3, a= h(r1) || h(r2),  
b= h(r3) || h(r4)，tp= h(a) || h(b).  

In our double-layer authenticating construction, by avoiding mass exponential 
computation, the scheme reduces both the computational overhead in the integrity 
verification process and the verification time of the query results. More importantly, 
we don’t need access other check values in the same node in the process of checking 
or updating a certain check value, so that we achieve the isolation of different tenants 
during verifying replicas. Also, we can locate error tuple through the MHT 
construction in tenant layer.  
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4.2   Integrity Verification Process 

There are n tenants, T1, T2, …, Tn, tenant Ti generates and stores multi replicas, on t 
servers, S1, S2, …, St. Ni denotes the replica number of tenant Ti, Fr denotes the 
replica stored in server Sr, where 1≤i≤ n, 1≤ r≤ t, 1≤ Ni≤ t.  

4.2.1   Notations and Algorithms  
--KeyGen(1k): This probabilistic algorithm is run by the tenant. It takes a security 
parameter k as input, and returns public key pk and private key sk. 
--SigGen(sk): This algorithm is run by the third party auditor in SP. It takes as input 
private key sk and the root R of MABTree, and outputs the signature sigsk(H(R)).  
--ProofGen(chal): TPA generates a random challenge chal and challenges CSP. It 
takes as input chal and outputs a data integrity proof P for the tuples specified by 
chal. 
--ProofVerify(P, chal, pk): This algorithm can be run by either the tenant or the third 
party auditor upon receipt of the proof P. It takes as input the public key pk, the 
challenge chal, and the proof P, and outputs true if the integrity of replica is verified 
as correct, or false otherwise.   
--Update(update): It takes as input a data operation request update from the tenant 
and outputs an updated tuple, updated Tenant Tree and MABTree and a new proof P’. 
--UpdateVerify (pk, update, P’): This algorithm is run by the TPA. It takes as input 
public key pk, an operation request update, and the proof P’ from CSP. If the 
verification successes, it outputs a signature sigsk(H(R’)) for the new root R’, or false 
otherwise. 

4.2.2   Setup Phase 
Firstly, the tenant’s public key and private key are generated by invoking KeyGen(1k). 
The tenant Ti chooses a random α ՚ Ժ୮  and computes ߛ ՚ ݃ఈ , the secret key is ݇ݏ ൌ ሺߙሻ and the public key is ݇݌ ൌ ሺγሻ. Then, based on replica placement strategy, 
tenant Ti sends its Ni replicas to Ni serves and deletes them from its local storage, 
while a root R based on the double-layer authenticating construction of MABTree and 
Tenant Tree is generated. The specific calculation method depends on the above 
definitions. Next, TAP signs the root R under the private key ߙ  : ሺ ܪሺܴሻሻఈ ՜݃݅ݏ௦௞ሺܪሺܴሻሻ and sends the signature into clouds. 

4.2.3   Integrity Verification Phase 
As illustrated in Fig.4(a), the verifier (TPA or the tenant Ti) can verify the integrity of 
multiple replicas stored in clouds by challenging a serve Sr or all serves which stores 
replicas in parallel. This is an interactive proof protocol between CSP and TPA. TPA 
generates the message chal for Sr includes c (the number of challenged tuples), k (a 
set which determines the positions of the challenged tuples), and sends the chal (c,k) 
to the server Sr. Upon receiving the responses from the prover, TPA first authenticates 
the root R and special check value Vi of leaf node of MABTree that is the root Ri of 
corresponding Tenant Tree, and then checks the correctness of sampling tuples. 
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In the total layer, the verifier authenticates the root R of MABTree by checking ݁൫݃݅ݏ௦௞ሺܪሺܴሻ，݃ሻ൯ ൌ ݁ሺܪሺܴሻ ݃ ఈሻ . If the authentication fails, the verifier returns 
false. Otherwise the verifier authenticates special check value Vi of leaf node of 
MABTree. The verification process is shown from the bottom to top in MABTree. 

(1) Find the check value Vi of leaf nodes and verify the equation (1). 
(2) Let D be the leaf node which stores check value Vi, let F be the parent node of 

D, the check value Vd of F corresponds to node D. Verify the equation (3). 
(3) If node F where the check value Vd stores is the root node, the authentication is  

successful. Otherwise, verify the check values until the root node. If any equation 
fails, then return false. 

 

Fig. 4. Integrity verification process 

If the signature verification or any equation fails, then returns false. Otherwise, 
check the correctness of sampling tuples in tenant layer.  

In tenant layer, the verification process is also shown from the bottom to top in 
MHT. Verify the hash value of sampling tuples until the root node of the Tenant Tree. 
If the hash value of the root is equal to the verified hሺt୧ሻ  in total layer, the 
verification successes and return true, otherwise false.  

4.2.4   Update Phase 
As illustrated in Fig.4(c), suppose the tenant Ti wants to modify the i-th tuple r to r’. 
The tenant Ti generates an update request message ܽݐܽ݀݌ݑ ൌ  ሺܯ, ݅,  Ԣሻ and sends toݎ
cloud servers, where M denotes the modification operation. Upon receiving the 
request, CSP replaces the tuple r with r’ and H(r) with H(r’) in the Tenant Tree 
construction, and generates the new root R’ in MABTree and a new proof P’ by 
running Update(update). After receiving the new proof P’ for this operation, TAP 
first authenticates R by checking ݁൫݃݅ݏ௦௞ሺܪሺܴሻ，݃ሻ൯ ൌ ݁ሺܪሺܴሻ ݃ ఈሻ , and special 
check value Vi of leaf node of MABTree that is the root Ri of corresponding Tenant 
Tree. If it is not true, output false, otherwise output true. Then TAP signs the new root 
R’ by sigsk(H(R’)) and sends it into clouds. 

R’ if succeed.

R’
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In update MABTree phase, update check value Vr of leaf node D via the following 
equation (4). h(tr’) is new root of the corresponding Tenant Tree. Let F be the father 
node of D, updating check value Vd via the following equation (5). Update the check 
value until the root of MABTree. After finishing the update, the new check value still 
meet the verification equation. Node mask has been computed in constructing the 
MABTree, so don’t need to compute it in update phase. More importantly, don’t need 
to access other tenants’ data when update a tenant’ date, that is to complete the update 
of the corresponding check value of the parent node only via new value and old value, 
which achieves the isolation of different tenants. 

௥ܸᇱ ൌ ݄ሺݐ௥ᇱ ሻ (4)

ௗܸᇱ ؠ ௗܸ ൅ ൫݄ሺ ௥ܸᇱሻ െ ݄ሺ ௥ܸሻ൯ ൈ ௥ܰ ൈ ௥ݔ ݀݋݉ ܰ (5)

Compared to tuple modification, tuple insertion and tuple deletion can change the 
logic structure of the Tenant Tree, but can’t change the logic structure of MABTree. 
Only adding or deleting a tenant can cause MABTree nodes to split or merge, but this 
situation is less and we don’t discuss it for the present. 

5 Performance Analysis 

In this paper, we propose a periodic sampling approach to verify the replicas. No 
doubt too frequent verification activities will increase the computation and 
communication overheads. However, less frequent activities may not detect 
abnormality timely. Therefore, in order to detect the exceptions in time and also 
reduce overhead, we have to achieve a balance between random sampling verification 
and periodic verification and find an efficient strategy to improve the performance.  

5.1 Sampling Verification 

We propose a random sampling approach in order to reduce the workload. The 
detection probability P of disrupted tuples is an important parameter to guarantee that 
these tuples can be detected in time. Assume on a server there are e disrupted tuples 
out of the n tuples which belong to the same tenant. The probability of disrupted 
blocks is ρ=e⁄n. Let c be the number of sampling tuples for a challenge in the protocol 
proof. We have detection probability P=1-((n-e)/n)^c=1-(1-ρ)^c. Hence, the number 
of sampling tuples is c=log(1-P)/log(1-ρ) ≈(P·n)/e, sampling ratio (the ratio of 
sampling tuples in total tuples) is w=c/n=log(1-P)/(n·log(1-ρ) )≈P/e. When n is 
infinitely great, w tends to be a constant value. As shown in Fig 5, the results of 
sampling ratio w under different detection probabilities P (from 0.5 to 0.99), different 
number of total tuples n (from 100 to 10000), and constant number of disrupted tuples 
e(10, 100). To achieve P of the least 99%, sampling ratio w is close to 4.5% and 45% 
of n where e is 100 and 10. 
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Fig. 5. The sampling ratio under different detection probabilities 

5.2 Periodic Verification 

We assume that each tenant has a verification period T, which depends on how 
important it is for the tenant. For example, some tenants assign verification period as 
one week, some assign it as one month. Assume we make use of the verification 
frequency f to denote the number of occurrences of a verification event per unit time. 
The detection probability in unit time Pୣ ൌ 1 െ ሺ1 െ Pሻ୤ . In terms of P ൌ 1 െሺ1 െ ρሻୡ ൌ 1 െ ሺ1 െ ρሻ୬·୵ , we have the equation Pୣ ൌ 1 െ ሺ1 െ Pሻ୤ ൌ 1 െሺ1 െ ρሻ୬·୵·୤  and the equation f ൌ ୪୭୥ሺଵିP౛ሻ୵·୬·୪୭୥ሺଵିρሻ . This means that the verification 

frequency f is inversely proportional to sampling ratio w. In Fig 6, we show the 
relationship between f and w under 10 and 100 disrupted tuples for 10,000 tuples. 
Hence, appropriate verification frequency would greatly reduce sampling numbers, as 
well as computation and communication overheads. 
 

  

Fig. 6. The verification frequency under different sampling ratios 

6 Conclusions 

In this paper, based on multi-tenancy data-sharing storage model, we present the 
double-layer authenticating construction which allows a third party auditor (TPA) to 
verify the integrity of multiple replicas stored in clouds. Our construction is designed 
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to meet the isolation of different tenants and support data error localization and 
dynamic data operations. We also presented an efficient method for periodic sampling 
verification to minimize the computation costs. Extensive performance analysis about 
sampling in different conditions shows correctness of the proposed scheme in this 
paper.  
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Abstract. With the growing amount and kinds of network intrusion, multi-stage 
attack is becoming the one of the main methos of the network security threaten. 
The hidden Markov model is a kind of probabilistic model, which is widely 
used in speech recognition, text and image processing.  In this paper, a Multi-
stage Attack Detection Algorithm Based on Hidden Markov Model is 
proposed.And inorder to improve the performance of this algorithm,aother 
algorithm aims at false positive filter is also put forward. Experiments show that 
the algorithm has good perfomance in multi-stage attack detection.  

Keywords: Hidden Markov Model, Multi-stage attack, False positive Filter. 

1 Introduction 

Nowadays, with more and more network intrusion events, the importance of network 
security is getting more and more attention. Symantic’s reports in July 2010[1] and 
April 2011[2] show that the type of network intrusion has transformed from the 
original “pure” Trojan horses and viruses into complex attacks of the combination of 
the “Internet”, “Teamwork” and “Commercial Interests”, especially the multi-stage 
attacks, to achieve a network intrusion, which not only threats networks but also 
difficult to predict. It is such a huge challenge to the existing equipments of security 
detection. In this case, the detection of multi-stage attack has become a hot research 
topic in network security field. 

Commonly the process of multi-stage attack is composed of a number of 
interrelated attack steps, the previous one being the occurring condition of the latter 
one which made it more difficult to detect. To solve the problem that it is difficult to 
detect multi-stage attack, researchers put forward intrusion alert correlation and attack 
scenario recognition [3], which is aimed to the effective identification of multi-stage 
attack scenario. There are some representative research of attack intention recognition 
technology, such as the event correlation method based on attack premise and 
result[4], Hidden Colored Petri-Net model[5] and similarity analysis. These methods 
have generally achieved better research results, but the costs of establishment of the 
prior knowledge base and the selection of large training samples are large[6]. 

Hidden Markov models(HMM) is one of the methods which achieve a better effect 
in the field of speech recognition, and HMM can modeling the complex attacks and 
                                                           
*  Corresponding author.  
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has a better classification ability of attack sequence[7]. In this paper, the application 
of HMM in the multi-stage attack detection is analysed, and an multi-step attack 
detection algorithm based on HMM is proposed. Experiments show that this method 
can effectively recognize the multi-stage attack. 

2 Related Works 

2.1 Typical Methods of Multi-stage Attack Detection 

A number of relational analysis methods have been put forward in the research of 
security event correlation analysis, but there are few typical and influential methods. 
Wang Li introduces several typical methods of security event correlation [3]: 
A  Correlation polymerization method based probability similarity  

It is a quantitative method, which makes correlation aggregation on security 
events, can be used for the analysis of real-time security event aggregation 
correlation. The method was proposed by Valdes etc. in U.S. scientific research 
EMERALD[8]. Since it uses quantitative calculation, the main advantage of this 
method is avoiding the complexity of define formulation correlation, and it performs 
well in aggregating some alarms with high similarity.  
B  Cross-correlation method based on machine learning  

Researchers from IBM believe that in large number of false positives, the 
majorities are resulted from quite a few causes. Classify the alarms resulted from the 
same cause and then find the cause, large quantities of false positives can be removed, 
and the number of alarms can be reduced. Based on this, Pietraszek etc. proposed a 
IDS false alarms removal method based on machine learning[9] . This method has 
good practical applicability, has been applied to actual products and can precisely 
analyses false alarms while it needs a lot of manual intervention and demands 
professional quality of the security analysts. 
C  Attack scenario construction method based on causes and effects  

This method was first proposed in 2010 by Templeton et al.[10]. The basic idea is 
to associate two security incidents by comparing two incidents, the consequence of 
one incident that happened earlier, and the prerequisite of the incident that happened 
later. The advantage of this method is that new attacks formed by the combination of 
different attacks can be identified without knowing the whole attack. The deficiency 
is that those attacks cannot be handled without knowing the causes and effects of the 
attack, in addition, the consumption of computing resources is larger. 

2.2 HMM 

HMM is a statistical model which is widely used in the fields of text, image, voice 
processing and so on. It is developed from the Markov chain[11]. HMM is a double 
random process, which contains a Markov chain with a hidden state transition  
Q= { q1, q2, ... , qt, ... ,qT} (qt is the state of system at time t), and a random 
observation sequence O= { O1 , O2, ... , Ot, ... ,OT}(Ot is the observed values of the 
system at time t) . The state transition process of Q can only be inferred through the 
observation sequence O. 
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The complete HMM consists of five features[6]:N, number of state, Corresponds to 
a finite state set S = { S1, S2, ... , SN};M, total number of observations, corresponds 
to finite set of observations O={V1, V2, …, VM};π, the initial state distribution;A, 
State transition probability;B, the probability of the observed values generate. 

This Markov model consists of two stochastic processes: One is the Markov 
process, also known as the basic random process, describing the transitions between 
the states. The other random process describe the statistical relationship between the 
state and the observed values. 

Complex network attacks always can be divided into several stages, each stage 
depends on the results of the previous stage, the conversion of the attack stages meet 
the characteristics of Markov. Each stage of the attack can achieve its goal through a 
variety kinds of ways, which lead to the multiple alarm events, and some alarm events 
may appear in more than one attack step. There is no mapping relationship between 
attack steps and alarming time. In a certain moment, which kind of attack, which step 
of a attack event can not be know exactly, it needs to be inferred from more than one 
alarm time. There is good correspondence between attack steps, alarm time and the 
HMM state. 

3 Multi-stage Attack Detection Algorithm Based on HMM 

3.1 The Basic Definition 

Definition 1: A hidden Markov model is a triplet（ , A, B）. )( iπ=Π ：Initialized 

probability vector； )( ijaA = ：State transition matrix； )|(P 1r −ii ji xx ； )( ijbB = ：

Confusion matrix； )|(Pr ji xy ； 
Every probability in the state transition matrix and confusion matrix are 

independent of time, that is, when the system evolution, the matrix does not change 
with time，and this is the model that used in proposed model in the next part. 

Definition 2: Attack scenario model set ； 

Definition 3: ，The model expresses the probability of an observed sequence 
appear in the system. 

3.2 The Algorithm Description 

Input：Alarm sequence  
Output：Probability of occurrence of intrusion scenarios P 

Parameter：Hidden Markov model  

Step1. Training a hidden Markov model for each attack scenario  
Step2. Get a collection of an attack scenario model  

Step3. Let i = 1,if i<n，calculate  
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Step4. Find  the largest  corresponding to the attack scene , that is the 
scene of the attack happened currently. 
Step5. End. 

Training Hidden Markov Models for each attack, we need to collect attack scene data, 
which can be used to train two attack scenarios. In the determination of hidden 
Markov model parameters, since each step based on the previous step attack, 
according to the means of attackers and the familiarity of the target network, some 
attack steps can be omitted. The initial probability  is set as a descending 
sequence accord to the attack steps, so the initial probability of a previous attack step 
is large than the follow one.   

After define the parameters  , make the alarm sequence as the observation 
sequence, use the above algorithm, can calculate the probability that an alarm 
sequence appearing in this model, as the probability of occurrence of this intrusion. 

3.3 Performance Optimizing with False Positive 

Intrusion detection technology has some limitations, this is an important reason to 
cause false positives.The reason for the high rate of intrusion detection system false 
positive can be summarized as follows:caused by the specific topology of the network 
itself,caused by the specific application protocol,caused by the special 
equipment,caused by network intrusion detection system's vulnerability.The 
introduction of intrusion detection system false alarm filter is the method to improve 
the effection of multi-step attack to identify. 

Definition 4: By listing all possible hidden state sequences and calculating 
corresponding probabilities of each combination to find the most possible hidden state 
sequence. The most likely hidden state sequence is a combination which makes the 
below probability biggest : Pr (observed sequence | hidden state combination). 

For example, the alarm sequence O = {"alert category ID1","alert category ID2 "," 
alert category ID3 "} shows the observed sequence, The most likely hidden state 
sequence is the one corresponds to the maximum probability of the following 
probabilities,which expressed as: Pr (alert category ID1 "," alert category ID2 "," alert 
category ID3 "| false alarm, false, alarm, false alarm), Pr (alarm category ID1", "alert 
category ID2","alert category ID3 "| false, alarm, false, alarm, attack), ..., Pr ("alert 
category ID1","alert categoryID2", "alert category ID3" |attack, attack, attack). 

The Algorithm Description: 

Inpute: alert file that caused by intrusion detection system. 
Outpute: Alarm sequence Q（Q1，Q2，……Qn）,the alert category that output 

by intrusion detection system. 
Parameter: Hidden Markov model HMM{M，N，A，B，pi}.The total time 

value T; alarm feature observation sequence O (O1, O2,, ...... On), the name of the 
initial alert ID value." 
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Step1. Declares a local probability delta, so that for each i (1iN) make the delta [1] 
[i] = pi[i]*B[i][O[1]], through the product of the initial probability of hidden state and 
the corresponding observation probability, computing the local probability when t = 1. 

Step2.t increase 1,make j=1,make j cycles N times, in every cycle, make i=1  
cycles N 

Times, computing delta[t-1][i]*(phmm->A[i][j]),and reached the maximum value 
Qt = MAXtj; 

Step3. If t is less than or equal to T, Goto Step2: 
Step4. According to the most likely state path backtracking in the entire grid. when  

backtracking finishied, will generate the observed sequence that most likely alert to 
hidden state sequence Q. 

Step5. In the algorithm,step2 determine the most likely path to reach the next state, 
And make the record about how to reach the next state. Specifically, First, by 
examining the produnct of all of the transition probability and the maximum partial 
probability obtained in the prebious step, And then record the biggest one. Also 
includes trigger this probability state in the previous step. Step 3 Make sure the t=T 
the most likely hidden state when the system complete. 

4 Experiments and Evaluation 

Experiments were conducted using the LLDOS1.0 and LLDOS2.0 datasets in order to 
check the performance of the proposed approach for Multi-stage attack detection. The 
LLDOS1.0 and LLDOS2.0 dataset are extension of the DARPA2000 dataset, which is 
prepared and managed by MIT Lincoln Labs. The evaluation criteria Correct Rate is 
defined as "the number of correlation alerts detected/ the total number of correlation 
alerts". 

4.1 Experiment Result 

(1) Attack detection test 
It can be seen from the figure 1 that the probability of multi-step attack scenario for 
LLDOS1.0 are increasing,and the probability of occur LLDOS2.0.1 multi-step attack 
scenario is maintained at the above of a steady data.  

(2) The algorithm performance with and without false positive filter 
In order to explore the effection of the false alarm to the result of the test,based on the 
preliminary work, in the following experiment,false positive filter module to join or 
remove from the algorithm ,under the two cases,compare the effection of multi-step 
attack scenario recognition algorithm. 

Using the Intrusion scenario analysis module to analyze Snort alerts.we use the 
data to training and testing that the data used in the simulates attack scenarios in the 
previous section.These attack scenarios are belong to the same type,so it should be 
regarded as the training in an attack scene.The results predicted value of intrusion 
scene recognition using the testing data are close to an upward trend.the scene 
recognition results without using the false alarm filter module shown in Figure 2. 
Because there are a large number of false positive information, so we could not 
analyze the occurrence was what kind of attack scenarios. 
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(a)                                      (b) 

Fig. 1. Result of multi-stage attack detection(b is Bezier Curve) 

 
(a)                                   (b) 

Fig. 2. Result of multi-stage attack detection without false positive filter(b is Bezier Curve) 

 
(a)                                (b) 

Fig. 3. Result of multi-stage attack detection with false positive filter(b is Bezier Curve) 
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Figure 3 is the scene recognition results using the false alarm filter module and the 
corresponding Bezier curves.From these two graphs can be seen,In-depth with the 
attack in the process of Scene Recognition with the false alarm filter module,The 
calculated probability value of corresponding attack scenario is also increasing.When 
the entire attack scene is completed, the corresponding probability of occurrence of 
the attack scene is close to 1. 

The tests of mark the correct rate of attack steps also using the cross-comparison 
approach, Table 1 is ten times the cross on the results .It can be seen that,in most,the 
false alarm filter module to improve the correct rate of attack steps marked intrusion 
scenario analysis. 

Table 1. Comparison of correct rate 

No. Correct rate without false 
positive filter 

Correct rate with false 
positive filter 

1 86.08% 99.98% 
2 88.89% 99.96% 

3 92.29% 95.00% 
4 96.27% 99.76% 
5 98.39% 96.81% 
6 92.73% 95.00% 
7 94.63% 94.96% 
8 95.67% 94.49% 

9 91.10% 99.70% 
10 93.05% 95.06% 

4.2 The Basic Definition Result Analyse 

From the above experiments, we come to the conclusions:  
(1)The multi-stage attack detection algorithm based on HMM has been proposed in 
this paper can effectively identify the multi-step attack scenarios. 
(2)Comparing the algorithm with adding the false positive filter function, we can see 
that the detection rate is different. 

5 Conclusion 

In this paper, we use Hidden Markov Model to network intrusion, and propose an 
algorithm to achieve multi-stage attack detection. The method can detect the defined 
multi-step attack. It reduce the computing amout relatively and get high accuracy. 
Because we consider the entire attack sequence other than single step attack, the 
algorithm we proposed have good validity in multi-stage attack detection. 

In future work, we will try this method in the online intrusion detection systems 
which developed by our team, and evaluate its performance in a real network 
environment, and given the demo of the practical application of this approach, and 
provide the online experimental data of the intrusion alert correlation. 
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Abstract. In 2005, Lee et al. proposed a secure smart card based re-
mote user authentication scheme to improve the security of Chien et al.’s
scheme. More recently, Sood et al. pointed out that Lee et al.’s scheme
is still vulnerable to the reflection attack, off-line password guessing at-
tack, user impersonation attack and fails to preserve user anonymity.
Consequently, Sood et al. proposed a more secure remote user authen-
tication scheme, which is an improvement over Lee et al.’s scheme to
overcome their security drawbacks. In this study, however, we find that
Sood et al.’s scheme still cannot achieve the claimed security and report
its following flaws: (1) It fails to preserve user anonymity under their
non-tamper resistance assumption of the smart card; (2) It cannot with-
stand stolen-verifier attack. The proposed cryptanalysis discourages any
use of the scheme for practical applications.

Keywords: Cryptanalysis, Authentication protocol, User anonymity,
Smart card, Stolen-verifier attack.

1 Introduction

Since Lamport [1] proposed the first password authentication scheme in 1981,
many password-based authentication schemes have been presented to improve
the efficiency and security of remote authentication. In 2002, Chien et al. [2]
found that a previous scheme presented by Sun [3] only achieves unilateral user
authentication, more precisely, only authentication server authenticates the le-
gitimacy of the remote user, the user cannot make sure the legitimacy of the
corresponding server, which is an insecure factor. Hence, Chien et al. further
developed another remote user authentication scheme and claimed that their
scheme provides mutual authentication, requires no verification table, supports
local password update and uses only a few hash operations. However, as pointed
out by Hsu [4] and Ku et al. [5], Chien et al.’s scheme is susceptible to the insider
attack and parallel session attack. Later, Lee et al. [6] improved Chien et al.’s
scheme to cope with this drawback. In 2009, Xu et al. [7] demonstrated that
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Lee et al. scheme is prone to offline password guessing attack provided that the
sensitive information stored in the smart card is disclosed by the adversary.

More recently, Sood et al. [8]] further found that Lee et al.’s [6] scheme is also
vulnerable to malicious user attack, impersonation attack and reflection attack,
and fails to protect the user’s anonymity in insecure communication channel.
Then they further proposed an enhanced version and claimed that their scheme
is efficient and can overcome all the identified security drawbacks of Lee et al.’s
scheme even if the smart card is non-tamper resistant. Unfortunately, in this
paper, we will demonstrate that Sood et al.’s scheme still cannot withstand
stolen verifier attack. And to our surprise, user anonymity, which is the most
essential security feature a dynamic ID-based authentication scheme is designed
to support, cannot be preserved either.

The remainder of this paper is organized as follows: in Section 2, we review
Sood et al.’s authentication scheme. Section 3 describes the weaknesses of Sood
et al.’s scheme. Section 4 concludes the paper.

2 Review of Sood et al.’s Scheme

In this section, we examine the dynamic identity-based authentication scheme
using smart cards proposed by Sood et al. [8] in 2010. Their scheme, summarized
in Fig.1, consists of four phases: the registration phase, the login phase, the
verification and session key agreement phase and the password change phase. For
simplicity of presentation, we employ some intuitive abbreviations and notations
listed in Table 1.

Table 1. Notations

Symbol Description

Ui ith user
S remote server
M malicious attacker
IDi identity of user Ui

PWi password of user Ui

x the secret key of remote server S
H(·) collision free one-way hash function
⊕ the bitwise XOR operation
‖ the string concatenation operation
A → B : C message C is transferred through a common channel from A to B
A ⇒ B : C message Cis transferred through a secure channel from A to B

2.1 Registration Phase

The registration phase involves the following operations:

1) Ui chooses his/her identity IDi, password PWi, and a random number b,
to compute Ai = H(IDi||b).
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Registration phase:

Select IDi , PWi
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Fig. 1. Sood et al.’s remote user authentication scheme

2) Ui ⇒ S : {Ai}.
3) On receiving the registration message from Ui, the server S computes Fi =

Ai ⊕ yi, Bi = Ai ⊕H(yi) ⊕H(x), and Ci = H(Ai||H(x)||H(yi), where x is the
secret key of remote server S. S chooses the value of yi corresponding to each
user in such a way that the value of Ci must be unique for each user. Then,
S stores yi ⊕ x corresponding to Ci in its database and issues the smart card
containing security parameters (Fi, Bi, H(·)) to the user Ui.

4) S ⇒ Ui: A smart card containing security parameters {Fi, Bi, H(·)}.
5) Ui computes security parameters Di = H(IDi||PWi) ⊕ b, Ei = H(IDi

||H(PWi))⊕ PWi and enters the values of Di and Ei in his smart card.

2.2 Login Phase

When Ui wants to login to S, the following operations will be performed:

1) Ui inserts her smart card into the card reader, and inputs ID∗
i and PW ∗

i .
2) The smart card computes E∗

i = H(ID∗
i ||H(PW ∗

i )) ⊕ PW ∗
i , and checks

E∗
i

?
= Ei. After the validation, smart card computes b = Di⊕H(IDi||PWi),Ai =
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H(IDi||b), yi = Fi ⊕ Ai, H(x) = Bi ⊕ Ai ⊕ H(yi), Ci = H(Ai||H(x)||H(yi)),
CIDi = H(H(x)||T )⊕Ci and Mi = H(H(x)||H(yi)||T ), where T is the current
timestamp on user side.

3) Ui → S : {CIDi,Mi, T }.

2.3 Verification Phase

After receiving the login request from user Ui, S performs the following opera-
tions:

1) S checks the validity of T by checking T ′ − T <= ∇T , where T ′ is current
date and time of the server S and ∇T is expected time interval for a transmission
delay. S computes C∗

i = CIDi ⊕H(H(x)||T ) and extracts yi from yi ⊕ x corre-
sponding to C∗

i from the backend database. If the value of C∗
i does not match

with any value of Ci in the database of server S, S rejects the login request and
terminates this session.

2) The server S computes M∗
i = H(H(x)||H(yi)||T ) and compares the com-

puted M∗
i with the received Mi to check the authenticity of received message.

If they are equal, S computes Vi = H(Ci||H(x)||H(yi)||T ||T ′′), and the com-
mon session key SK = H(Ci||yi||H(x)||T ||T ′′), where T ′′ denotes the current
timestamp on server side.

3) S → Ui : {Vi, T
′′}.

4) Upon receiving the reply message, Ui checks the validity of T ′′. If
the verification fails, Ui terminates the session. Then Ui computes V ∗

i =
H(Ci||H(x)||H(yi)||T ||T ′′) and compares it with the received value of Vi. If the
verification holds, Ui computes the session key SK = H(Ci||yi||H(x)||T ||T ′′).
Otherwise, Ui terminates the session.

5) After authenticating each other, Ui and S use the same session key SK to
secure ensuing data communications.

2.4 Password Change Phase

When Ui wants to change the old password PWi to the new password PWnew
i ,

this phase will be involved. Since this phase has little relevance with our discus-
sion, it is omitted here to save space.

3 Cryptanalysis of Sood et al.’s Scheme

There are three assumptions explicitly or implicitly made by Sood et al.’s
scheme [8]:

i. An attackerM has total control over the communication channel between
the user U and the remote server S. That is, the attacker can insert, alter,
delete, or intercept any messages transmitted in the channel.

ii. The attacker can get access to the user’s smart card to extract the secret
parameters stored in the smart card.

iii. The passwords are weak.
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Note that the above three assumptions, which are also made in the latest works
[7,9–12], are indeed reasonable: (1) Assumption i is accordant with the standard
Dolev-Yao adversary model [13]; (2) Assumption ii is practical in consideration
of the state-of-art side-channel attack techniques [14–16]; and (3) Assumption
iii reveals the reality that a user is allowed to choose her own password PW at
will during the registration phase and password change phase, usually the user
is apt to select a password which is easily remembered for her convenience and
thus the human-memorable password tends to be “weak password” [17, 18].

In the following investigation into the security flaws of Sood et al.’s remote
user authentication scheme, based on the above assumptions, we assume that
an attacker can reveal the secret values {Bi, Di, Ei, Vi} stored in the legitimate
user’s smart card, and the attacker can also intercept or block the login request
{CIDi,Mi, T } from the user Ui and the reply message {Vi, T

′′} from S.

3.1 No Provision of User Anonymity

A protocol with user anonymity prevents an attacker from acquiring sensitive
personal information about an individual’s preferences, social circle, lifestyles,
shopping patterns, etc. by analyzing the login information, the services, or the
communications being accessed [19]. What’s more, the leakage of the user specific
information may make an unauthorized entity to track the user’s current location
and login history [20]. Therefore, assuring anonymity does not only protect user
privacy but also make remote user authentication protocols more robust.

To preserve user anonymity, a straight forward and effective way is to employ
the “dynamic ID technique”: user’s real identity is concealed in session-variant
pseudo-identities. The authentication schemes employing this technique are so-
called “dynamic-ID” schemes, and Sood et al.’s scheme falls into this category.
However, Sood et al.’s scheme fails to preserve user anonymity, which is the
crucial aim a dynamic-ID scheme is designed to achieve.

In Sood et al.’s scheme, a malicious privileged user Ui having his own smart
card can gather information Di, Fi and Bi from his own smart card. Then he
can compute b = Di ⊕H(IDi||PWi) and Ai = H(IDi||b) because the malicious
user Ui knows his own identity IDi and password PWi corresponding to his
smart card. With the values of Ai, Bi and Fi, Ui can find out the value of H(x)
as H(x) = Bi ⊕Ai ⊕H(Fi ⊕Ai). Then the attacker can successfully learn some
sensitive user-specific information about any legitimate client Uk through the
following steps:

Step 1. Eavesdrops and intercepts a login request message (CIDk,Mk, T ) of
user Uk from the public communication channel;

Step 2. Computes L1 = H(H(x)||T ), where H(x) and T are known;
Step 3. Computes L2 = CIDk ⊕ L1.

It is obvious that L2 is unconditionally equal to Ck, while the value of Ck =
H(Ak||H(x)||H(yk)) is kept the same for all the login requests of user Uk and is
specific to user Uk. This value Ck can be seen as user Uk’s identification, and an



288 M.-h. Zhang, C.-g. Yang, and D. Wang

attacker can, therefore, use this information to trace and identify the user Uk’s
login requests.

From the above attack, any legal user who logins to the remote server would
be exposed to attacker Ui, and thus the scheme fails to achieve user anonymity,
which is the most essential security feature a dynamic identity-based authenti-
cation scheme is designed to support.

3.2 Stolen-Verifier Attack

Let us consider the following scenarios. A malicious privileged user Ui having
his own smart card can gather information Bi, Di and Fi from his own smart
card. Then he can find out the value of yi as follows:

Step 1. Computes b = Di ⊕H(IDi ⊕ PWi), because the malicious user Ui

knows his own identity IDi and password PWi corresponding to
his smart card;

Step 2. Computes Ai = H(IDi||b);
Step 3. Computes yi = Fi ⊕Ai, where Fi is extracted from the smart card.

In case the verifier table in the database of the server S is leaked out or stolen by
this malicious user, he can compute yk corresponding to any user Uk as follows:

Step 1′. Computes the private key x of the server S as x = (yi ⊕ x) ⊕ yi,
where the value of yi is obtained from the above Step 1 to Step 3;

Step 2′. Computes the sensitive parameter yk of Uk as yk = (x ⊕ yk) ⊕ x,
where (x⊕ yk) is Uk’s verifier.

With the values of x and yk, the malicious user Ui can launch user impersonation
attacks successfully as follows:

Step 1′′. Computes Ck as described in Setion 3.1;
Step 2′′. Computes CIDk=H(H(x)||T )⊕Ck andMk=H(H(x)||H(yk)||T ),

where T is the current timestamp, and sends {CIDk,Mk, T } to
the server S;

Step 3′′. Computes session key SK = H(Ci||yi||H(x)|| T ||T ′′) on receiving
the response from S.

Since the timestamp T is valid and the values of CIDk and Mk are directly
computed with the correct x and yk, S will find no abnormality in the login
request sent by Ui. Hence, the malicious user Ui can impersonate Uk at his will.
In a similar way, Ui can masquerade server S with no difficulty. As a result, the
entire system will be compromised.

4 Conclusion

In this paper, we have demonstrated that Sood et al.’s scheme suffers from the
stolen-verifier attack. In addition, their scheme fails to provide the property of
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user anonymity, thereby contradicting the claims made in [8]. In conclusion,
although Sood et al.’s scheme has many attractive features, it, in fact, does
not provide all of the security properties that they claimed and only radical
revisions of the protocol can possibly eliminate the identified defects. Therefore,
the scheme under study is not recommended for any practical application.
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Abstract. This paper mainly studies formal construction of secure information 
transmission in Office Automation system. With a comprehensive analysis on 
security requirements in Office Automation system, the processes of 
information transmission can be divided into two types: user-to-server and user-
to-user. Based on this, the formal processes of secure information transmission 
are constructed with composition method in symmetric key cryptosystem. The 
formal analysis shows that secrecy, integrity, availability and identifiability of 
information during transmission could be insured by this construction, which 
could be used as a direction for development of other various application 
systems in digital campus, from the viewpoint of information security. 

Keywords: Office Automation, information transmission, formal construction, 
symmetric key cryptosystem. 

1 Introduction 

As an important part of Digital Campus, Office Automation system (OA system for 
short) refers to the varied computer machinery and software used to digitally create, 
collect, store, manipulate, and relay office information. Raw data storage, electronic 
transfer, and the management of electronic business information comprise the basic 
activities of OA system, which helps in optimizing or automating existing office 
procedures. 

As the spread of OA system construction, the security of information transmission 
is faced to more and more threats[1], [2]- how to avoid illegal stealing, altering or 
destroying of important information during transmission, such as user name, 
password, personal information, or records about office affairs, scientific research, or 
finance, is very important. 

With a comprehensive analysis on security requirements of information 
transmission in OA system, an information transmission model is built from the 
viewpoint of information security- the secrecy, integrity, availability, and 
identifiability of information sender during transmission should be insured in the 
process of information transmission, which could be precisely specified by formal 
methods. And based on the successful research of formal methods in design of 
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security protocols and application (including APG, Authentication Test, Composition, 
and so on) [3], [4], [5], [6], [7], a formal construction of secure information 
transmission of OA system in symmetric key cryptosystem, is given. The formal 
analysis shows that secrecy, integrity, availability, and identifiability of information 
during transmission could be insured by this construction, which could be used as a 
direction for development of various application systems in digital campus, from the 
viewpoint of information security. 

2 Security Requirements of Information Transmission in OA 
System 

The construction of OA system is related to many fields about colleges and 
universities, such as internal communication platform, information release platform, 
daily office, file management, meeting management, organization management, 
system management, auxiliary management, and so on, as shown in Fig. 1. These are 
important parts of management system in school, supplying information service of 
network resource. 

 

Fig. 1. The model for OA system 

In order to avoid the illegal stealing, altering or destroying of important 
information during transmission in OA system, such as user name, password, personal 
information, and records about office affairs, scientific research, or finance, the 
following security requirements of information transmission should be satisfied: 

• Information Secrecy- Through the form of {| x |}k in symmetric key 
cryptosystem, important information x, such as user name, password, personal 
information, and records about office affairs, scientific research, or finance, should be 
encrypted by symmetric key cryptosystem or asymmetric key cryptosystem during 
transmission, in order to avoid the illegal stealing, altering or destroying. 
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• Information Integrity- Through the form of authk(x) in symmetric key 
cryptosystem, important information should be ensured from being altered; or 
perceived if it is altered. 

• Information Availability- Using private key k in symmetric key 
cryptosystem, the {| x |}k should be decrypted by authorized user. So that the 
information x could be available for authorized users, such as general user, 
department manage, system administrator or server. 

• Identifiability for senders- The identity of sender should be obtained from 
decrypted term by symmetric key cryptosystem, so that it could ensure that the 
receiver could distinguish whether the information is sent by correct sender with 
effective measures: the server recognizes the identity of receiver before sending 
information, to ensure the validity of transmission; on the other hand, the receiver 
recognizes the identity of sender after receiving information, to ensure the 
authenticity of transmission. 

3 Formal Construction of Secure Information Transmission in 
OA System 

Based on the security requirements, a formal construction of secure information 
transmission in OA system is given. During the transmission process, first, the 
certificate is transmitted for the verification of identity; then, the important 
information and operations are encrypted in symmetric key cryptosystem. As a result, 
the information could only be decrypted by authorized users; on the other hand, the 
secrecy, integrity, availability, and identifiability of the sender must be ensured. 

 

Fig. 2. The model for mutual information transmission in OA system from the viewpoint of 
information security 
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3.1 The Processes of Information Transmission between User and Server, 
Named ITUS(Information Transmission between User and Server) for 
Short 

According to Fig. 2, there are three similar types of transmission processes between 
user and server: general user-to-server, department manager-to-server, and system 
administrator-to-server. Based on this model, a formal construction of secure 
information transmission between user and server in OA system is given by 
composition.  

The formal construction is the mutual authentication and transmission of secrets 
without an authentication center in symmetric key cryptosystem, if two distinctive 
keys are used by each participant. It is assumed that the server is honest and 
competent, sharing a secret key before communication with the general user. There 
are two participants: user U and server S, in symmetric key cryptosystem. U uses kUS 
and S uses kSU to communicate with the other, respectively; NU and NS are the nonce 
of U and S respectively that can be used only once; x1 and y1 are the secrets 
exchanged between U and S, while x1 includes the information submitted to S from U 
and y1 includes the information returned to U from S; in the βx = βy = (U, S), βx and βy 
are the binding information of x1 and y1; the authkUS(∗) or authkSU(∗) is used to 
represent a message originating from someone who possesses the key kUS or kSU. The 
goal of ITUS is to ensure the mutual authentication between U and S as well as the 
exchange of secret x1 and y1. 

Two information security primitives for authentication are used in the process of 
formal construction: 

The p1 shows the authentication of U by S: 

M1  U → S : βx, {|NU, x1, βx |}kUS, authkUS(NU, x1, βx) 
M2  S → U : U, < NU, x1, βx >kSU 
The p2 shows the authentication of S by U: 
N1  S → U : βy, {| NS, y1, βy |}kSU, authkSU(NS, y1, βy) 
N2  U → S : S, < NS, y1, βy >kUS 

Based on p1 and p2, the construction process by composition is as follows: 

a. The e+（*） means sending of some term called *, by some participant, while 
the e-（*）means receiving of some term called *, by some participant. Based on 
this, the sequence of events which are actions performed by agents, can be determined 
as follows: 

e+（M1）< e-（M1）< e+（M2）< e-（M2） 
e+（N1）< e-（N1）< e+（N2）< e-（N2） 
e+（M1）< e+（N1） 
β = βx = βy = {U, S}, so p= p1⊗p2 is obtained by composition: 
p： M1   U → S : β, {| NU, x1, β|}kUS, authkUS(NU, x1, β) 
MN  S → U : U, < NU, x1, β>kSU, β, {| NS, y1, β |}kSU, authkSU (NS, y1, β) 
N2   U → S : S, < NS y1, β>kUS 
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b. It should be ensured that two authentication goals in the same mutual 
transmission run, to distinguish different runs of the same transmission from each 
other, avoiding replay attacks in multiple runs. So term binding c= ( x1, y1, β) is 
added: 

p： M1   U → S : β, {| NU, x1, β|}kUS, authkUS(NU, x1, β) 
M2  S → U : <c>kSU 
MN  S → U : U, < NU, x1, β>kSU, β, {| NS, y1, β |}kSU, authkSU (NS, y1, β) 
N2   U → S : S, < NS y1, β>kUS 
c. To simplify the primitive p, as the authentication replay could be replaced by c: 
p： M1   U → S : β, {| NU, x1, β|}kUS, authkUS(NU, x1, β) 
MN  S → U : β, {|NS, y1, β|}kSU, <c>kSU 
N2  U → S : S, < NS, y1, β> kUS 
d. The sub formal construction ITUS is obtained by composition: 
ITUS  U → S : β, {| NU, x1, β|}kUS, authkUS(NU, x1, β) 

S → U : β, {|NS, y1, β|}kSU, <c>kSU 
U → S : S, < NS, y1, β> kUS 

The mutual authentication between U and S as well as the exchange of secret x1 and 
y1, is ensured by ITUS. The formal construction for information transmission between 
user and server is obtained. 

3.2 The Processes of Information Transmission between User and User, 
Named ITUU(Information Transmission between User and User) for 
Short 

The formal construction of information transmission between user and user is 
structurally very similar to that in Chapter 3.1. However, due to the assumption that 
users are participants not to be trusted, some features are distinctive. In symmetric key 
cryptosystem, there is a disadvantage in key management since every pair of 
participants should share a secret key before communication with each other. To 
overcome this disadvantage, the authentication center, such as the server in Chapter 
3.1, is usually introduced so that each participant shares a secret key with the servers 
instead, and the servers intervene in communication between participants. 

According to Fig. 2, there are six similar types of transmission processes between 
user and user: general user-to-general user, general user-to-department manager, 
general user-to-system administrator, department manager-to-department manager, 
department manager-to-system administrator, and system administrator-to-system 
administrator. Based on this model, a formal construction of secure information 
transmission between user and user in OA system is given by composition. 

It is assumed that the authentication server is honest and competent. There are 
three participants: user U1, user U2, and server S. The authentication server plays 
many different roles. It delivers a message coming from one participant to the other, 
and it generates a fresh key and distributes it to a group of participants. Moreover, the 
authentication server is the only entity which can see all parameters used in a single 
run. Assume that S is an authentication server with faithful behavior and each 
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participant shares a secret key with S. U1 uses kUS1 and S uses kSU1 to communicate 
with the other respectively; U2 uses kUS2 and S uses kSU2 to communicate with the 
other respectively; NU1, NU2 and NS are the nonce of U1, U2, and S respectively that 
can be used only once; c'SU1= ( NU1, U1, U2, S), and c'SU2= ( NU2, U1, U2, S); the 
authkUS1(∗) or authkSU2(∗) is used to represent a message originating from someone 
who possesses the key kUS1 or kUS2. The goal of ITUU is to ensure the mutual 
authentication between U and S as well as the exchange of secret x2 and y2. 

Two information security primitives for authentication are used in the process of 
formal construction: 

The p1 shows the authentication of U1 by S: 

M1 U1 → S : U1, U2, S, {| x2, c'SU1 |}kUS1 , authkUS1 (c'SU1) 
M2 S →U2 : U2, < y2, c'SU2> kSU2 
The p2 shows the authentication of U2 by S: 
N1 U2 → S : U1, U2, S, {| y2, c'SU2 |}kUS2 , authkUS2 (c'SU2) 
N2 S →U1 : U1, < x2, c'SU1> kSU1 

Based on p1 and p2, the construction process by composition is as follows: 

a. The e+（*） means sending of some term called *, by some participant, while 
the e-（*）means receiving of some term called *, by some participant. Based on 
this, the sequence of events which are actions performed by agents, can be determined 
as follows: 

e+（M1）< e-（M1）< e+（M2）< e-（M2） 
e+（N1）< e-（N1）< e+（N2）< e-（N2） 
e+（N1）< e+（M2） 

So p= p1⊗p2 is obtained by composition: 

p：M1 U1 → S : U1, U2, S, {| x2, c'SU1 |}kUS1 , authkUS1 (c'SU1) 
N1 U2 → S : U1, U2, S, {| y2, c'SU2 |}kUS2 , authkUS2 (c'SU2) 
M2 S →U2 : U2, < y2, c'SU2> kSU2 
N2 S →U1 : U1, < x2, c'SU1> kSU1 

b. It should be ensured that two authentication goals in the same mutual 
transmission run, to distinguish different runs of the same transmission from each 
other, avoiding replay attacks in multiple runs. So term binding c= ( x1, y1) is added: 

p： M1 U1 → S : U1, U2, S, {| x2, c'SU1 |}kUS1 , authkUS1 (c'SU1) 
N1 U2 → S : U1, U2, S, {| y2, c'SU2 |}kUS2 , authkUS2 (c'SU2) 
M2 S →U2 : U2, < y2, c'SU2> kSU2, <c>kSU2 
N2 S →U1 : U1, < x2, c'SU1> kSU1, <c>kSU1 

c. To simplify the primitive p, as the authentication replay and c could be 
combined: 

p： M1 U1 → S : U1, U2, S, {| x2, c'SU1 |}kUS1 , authkUS1 (c'SU1) 
N1 U2 → S : U1, U2, S, {| y2, c'SU2 |}kUS2 , authkUS2 (c'SU2) 
M2 S →U2 : U2, < c, c'SU2> kSU2 
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N2 S →U1 : U1, < c, c'SU1> kSU1 
d. The sub formal construction ITUU is obtained by composition: 
ITUU   U1 → S : U1, U2, S, {| x2, c'SU1 |}kUS1 , authkUS1 (c'SU1) 
U2 → S : U1, U2, S, {| y2, c'SU2 |}kUS2 , authkUS2 (c'SU2) 
S →U2 : U2, < c, c'SU2> kSU2 
S →U1 : U1, < c, c'SU1> kSU1 

The mutual authentication between U1 and U2 as well as the exchange of secret x2 and 
y2, is ensured by ITUU. 

4 Verification of Formal Construction 

The analysis shows that secrecy, integrity, availability, and identifiability of sender 
during transmission can be insured by this formal construction. Take the ITUS for 
example: 

4.1 Information Secrecy 

The information including x1 and y1 are secret during transmission by {| NU, x1, β 
|}kUS and {| NS, y1, β |}kSU. 

4.2 Information Integrity 

The information authkUS(NU, x1, β ) can only be generated by the participant owning 
kUS, while the x1 and binding information β can be used as verification for  
information integrity. 

4.3 Information Availability 

The information including secret {| NU, x1, β |}kUS or {| NS, y1, β |}kSU could be 
decrypted by authorized user(general user, department manager, or system 
administrator) using private keys. 

4.4 Identifiability of Information Sender 

The authentication for identity of general user by server: the user name and password 
could be obtained from the secret x1 decrypted from {| NU, x1, β |}kUS, by which the 
identity of general user could be authenticated by server. 

The authentication for identity of server by general user: the information sent by 
server could be obtained from the secret y1 decrypted from {| NS, y1, β |}kSU, by which 
the identity of server could be authenticated by general user. 

5 Conclusions 

As an important goal of informatization in colleges and universities, the security of 
information transmission in OA system is paid more and more attention, the processes 
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of information transmission can be divided into two types: user-to-server and user-to-
user., according to the mutual model during transmission. Based on this, the security 
requirements are obtained. 

The composition method in protocol design is based on “challenge and response” 
exchange, constructing complex protocol by using primitives, especially adaptive for 
the specification of two-part communication [5]. Based on this, a formal construction 
for information transmission is given. The analysis shows that secrecy, integrity, 
availability, and identifiability of sender during transmission can be insured by this 
construction. 

From the viewpoint of information transmission security, there are security 
requirements during information transmission in the constituent parts of digital 
campus, such as digital library, educational administration system, scientific research 
administration system, management system, and so on. In order to avoid the illegal 
stealing, altering or destroying of important information during transmission, such as 
user name, password, personal information, or records about office affairs, scientific 
research, or finance, the formal construction could be used as a direction for 
development of various application systems, or common rules for information 
transmission in digital campus. 
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Abstract. Global and local features have been applied extensively to improve the 
performance of Content-Based Copy Detection (CBCD) systems. A novel 
CBCD scheme which uses global features to category local features is proposed 
in this paper, containing frame prerecession, database establishment and copy 
detection. The scheme aims to reach a fast speed and a high accuracy. A proper 
combination of global and local features in our scheme breeds higher efficiency 
and accuracy than taking use of any single feature alone. Experimental results 
indicate that the scheme achieves a rapid scene index and an accuracy 
frame-frame match.  

Keywords: Video Copy Detection, Local Feature Category. 

1 Introduction 

With the explosive growth of the video service on the Internet, the necessity of 
protecting the copy right of online media is more obvious than ever. Thus effective 
methods of detecting video copies turn out to be dramatically valuable under current 
circumstance.  

A variety of algorithms have been developed in this area, they can be roughly 
divided into two main streams——Digital Watermarking and Content Based Copy 
Detection (CBCD). Digital Watermarking mainly focus on using the embedded 
information to detect illegal copies. CBCD algorithms use invariant features to analyze 
the similarity between two videos. Due to its high efficiency and independence of extra 
information, CBCD has attracted more attention from researchers. 

A novel CBCD scheme based on the separation of high dynamic objects and static 
information is proposed in this paper and is proved to have features including rapid 
scene indexing and precise frame-frame matching. 

The rest of this paper is organized as follows. In Section2, important previous work 
on CBCD is reviewed, and a brief introduction of the new scheme is presented. Then a 
clear illustration of the scheme is given in Section 3. Experiment of a system based on 
the scheme is carried out in Section 4 along with the analysis on the result. Finally, 
drawbacks, merits are concluded in Section 5. 
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we attempt to find the original video of a copy, the procedure is quite similar to the 
human searching activity described above. 

The extraction and organization of information turn out to be challenging tasks if we 
want to adopt this scheme on CBCD. In the following part of this section, details about 
the extraction and organization of foreground and background information will be 
illustrated. 

3.2 Separation and Preprocesses 

We define the highly dynamic area and temporal static area of a frame as the 

foreground and the background respectively.  

Effective algorithms are introduced in this part to distinguish the foreground area 

from the background one. Then preprocesses including background rebuilding, deleted 

selection and panorama mosaic are carried out to reduce the redundant information.  

3.2.1   Separation of Foreground Information and Rebuilding of Background  

An effective method was proposed by Lu Peizhong[6] to generate a panorama from a 

series of pictures. A Change Detection Measurement (CDM) value was calculated in 

the algorithm to distinguish the foreground area from the background area (1).  

 
(1)

A virtual pure background can be obtained by replacing the foreground area with the 

background information contained in the latter frame. 

i. Establish separation moldboards of every frame based on (2) according to the 

CDM values. 

 
(2)

is obtained by transforming the original first frame i1 with the affine transform 

matrix between two frames.  is the second frame. 

ii. Replacing foreground pixels in the latter frame with the corresponding pixels in 

the  according to (3).  
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3.2.2   Deleted Selection of Background Image and Panorama Mosaic 
Background Image Deleted Selection: In order to reduce the repeated information 
contained in the series of background frames and enhance the computational efficiency 
of the panorama mosaic, a delete selection of them is carried out. The selected images 
contain more valuable interest points and few repeated information. 

Panorama Mosaic：A Shot Boundary Detection was carried out to divide the entire 
video into different scenes. Then every scene was marked with a unique serial number. 
Preprocessed background images are documented according to different scene 
numbers. We use open source platform Hugin[7] to mosaic the documented 
background pictures into a panorama. 

3.3 Establishment of Database 

Extraction and Selection of SIFT Points: We use the classical SIFT extraction 
method[9], and deleted selected these points one-step further. 

The Structure of Database: A two-level database structure containing the Scene Level 
and the Frame Level is presented in this section. The background information packaged 
in Background Descriptors are involved in the Scene Level, and the foreground 
information packaged in Foreground Descriptors was involved in the Frame Level. 

A Foreground Descriptor containing SIFT descriptors and position information of a 
single dynamic frame are defined as (4). 

 is the SIFT descriptors݂݁ܦ ;is the frame serial number in the video crop ݉ܰܨ(4) 
extracted from the foreground image; ݏܰܨ is the frame serial number in the scene; ܵܰ is the scene serial number. 
A Background Descriptor containing SIFT descriptors of a scene’s panorama together 
with the Scene Number are defined as (5). 

 (5)ܵܰ is the serial number of the current scene; ܾ݁ܦ contains the SIFT descriptors 
extracted from the background panorama; ܾ݋ܮ  contains the locations of SIFT 
interest points detected in the panorama. 

3.4 Copy Detection 

The extraction of different information and panorama mosaic is effective in reducing 
the redundancy of data, but these procedures will prolong the preprocessing time which 
are not supposed to happen when we tackling with suspected video copies. Thus we 
directly extract the descriptors from the suspected video copies. Main steps of the 
match procedure can be observed in Fig. 2. 
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Fig. 3. Time spent on scene indexing 

4.1.2   Frame-Frame Match Accuracy 
We judged the performance of Frame-Frame match by analyzing its precision as well 
as recall rate. Scenes containing diverse numbers of frames are referred here in order to 
find out a convincing result which is widely applicable in most cases. Precisions and 
Recall Rates of the match are plotted in Fig. 4 with diverse frame numbers in the scene. 

 

Fig. 4. Precision rate and recall rate of frame-frame match 

From the chart we can clearly find that short scenes with 10 sample frames reached a 
high precision and recall rate. Minimum precision rate and recall rate are around 90% 
although slight drops of them can be witnessed with the increasing of numbers of 
sample frames in a scene.  

4.2 Handling of Attacks 

Four common used attacks are applied on the copies including Change of contrast, 
blurring, cropping and window embedding. Due to the diverse degrees of attacks might 
happen to the suspected copies, we adopted these attacks on different lengths on the 
suspected videos. Again, precision and accuracy of the match is tested here to measure 
the scheme’s robustness against different kinds of attacks. 
 

 

Fig. 5. Precision rate of frame-frame match under different levels of attacks 
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In our experiment, 25%, 50%, 75% and 100% of the frames in suspected video 
copies are attacked and precision rates are collected on different situations. Precision 
rate under different levels of attacks are plotted in Fig. 5. Precision rate remains 
relatively stable against blurring, cropping and picture embedding. A drop of precision 
appears when the contrast of a video changes but the rate is still around 85%. We 
believe improved algorithms which take the distribution of the interest points into 
consideration might help enhancing the robustness. Based on the data and analyses 
above, the proposed scheme has a terrific performance of scene indexing and a high 
matching accuracy which is robust to some common attacks.  

5 Conclusion 

The rapid development of HD video and online video sharing makes it challenging to 
achieve a CBCD scheme both fast and accurate. We proposed a novel scheme based on 
the separation of dynamic and static items in this paper, and reduced the redundant 
information. The scheme proved to be highly effective and computational inexpensive.  

It should be noted that this study has examined only the preprocess and 
organization of the local features, a limitation of this study is a lack of intelligent 
algorithm for the matching from frame to frame. Notwithstanding its limitation, this 
study does suggest that a proper organization of different information breeds a high 
efficient scheme. Further studies on application of other features on the scheme and 
intelligent methods of indexing and matching will be summarized in our next study. 
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Abstract. Association rules mining (ARM) is one of the most useful techniques 
in the field of knowledge discovery and data mining and so on. Frequent item 
sets mining plays an important role in association rules mining. Apriori 
algorithm and FP-growth algorithm are famous algorithms to find frequent item 
sets. Based on analyzing on an association rule mining algorithm, a new 
association rule mining algorithm, called HSP-growth algorithm, is presented to 
generate the simplest frequent item sets and mine association rules from the 
sets. HSP-growth algorithm uses Huffman tree to describe frequent item sets. 
The basic idea and process of the algorithm are described and how to affects 
association rule mining is discussed. The performance study and the 
experimental results show that the HSP-growth algorithm has higher mining 
efficiency in execution time and is more efficient than Apriori algorithm and 
FP-growth algorithm. 

Keywords: association rule mining, frequent item sets, Apriori algorithm,  
FP-growth algorithm. 

1 Introduction 

Association rules mining is an important research topic in the data mining and is 
widely applied in intrusion detection and other fields. An association rule is defined 
as the relation between the item sets, since its introduction in 1993[1] the process of 
finding the association rules has received a great deal of attention. In fact, a broad 
variety of algorithms for mining association rules have been developed [2-4]. 

Given a transaction set, association rules mining is a procedure to generate 
association rules that the support and credibility respectively is greater than the user 
given minimum supports and minimum reliability. Generally, association rules 
mining can be divided two phases: the first phase is to mine all frequent item sets 
based on user given minimum support count (min_support), i.e. each of these item 
sets meets the support is not less than the min_support. In fact, these frequent item 
sets may have contain relations. In general, only concerning about the Frequent Large 
Item Set, which do not included in other frequent item sets. The second phase is to 
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produce strong association rules from the frequent item sets; these rules must assure 
minimum support and minimum confidence.  

The performance of discovering association rules is largely determined by the first 
phase[5].  Finding frequent item sets is the most expensive step in association rule 
mining. The paper mainly study the method to mine frequent item sets from a huge 
set of items, consequently to generate association rules.  

2 Correlation Algorithms Analysis  

No matter how many association rule mining algorithms there are, they can be 
classified into two categories: one category produces frequent item candidate set and 
the other doesn't produce frequent item candidate set. Apriori algorithm[6] and FP-
Growth algorithm[7] is the most representative respectively.  

2.1 Apriori Algorithm Analysis 

The Apriori algorithm adopts candidates’ generations-and-testing methodology to 
produce the frequent item sets. That is, Apriori uses an iterative method of layer-by-
layer search, which kth item set is used to search (k+1)th item set. First find first 
frequent item set, written L1. L1 is used to search second item set L2, in this way until 
cannot find frequent item set. Each search requires a database scan. 

In the case of the massive data the operational process of Apriori algorithm mainly 
has two issues. One is that it scan the database many times, resulting in time cost is 
very high. Apriori algorithm scans repeatedly the database to calculate the Support of 
candidate sets and then generates a new candidate set that its length plus 1. Especially 
in the case of the long item sets the Apriori approach suffer from the lack of the 
scalability, due to the exponential increasing of the algorithm’s complexity. For 
example for mining frequent set X={x1, x2, ..., x1000}, Apriori need to scan the database 
1000 times. The other is that operation process produces a lot of candidate sets to lead 
to space cost is also very high. In large transaction databases there may be a large 
number of candidates set to deal with and this operation is very time consuming. 

2.2 FP-Growth Algorithm Analysis 

FP-growth approach mines frequent item sets without candidate generation and has 
been proposed as an alternative to the Apriori-based approach. FP-growth adopts the 
divide-and-conquer methodology to decompose mining tasks into smaller ones in 
order to produce the frequent item sets.  

After first time scan, it compresses frequent item sets in the database into a 
frequent pattern tree (FP-tree), meanwhile still keep associated information. The FP-
tree is divided into a number of condition databases and each database relates a 
frequent item set, and then mines these condition databases respectively. The 
algorithm scans the database only twice. It directly compresses the database into a 
frequent pattern tree and uses the tree to generate association rules. FP-growth has 
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good adaptability for different length rules, and does not need to generate candidate 
sets, so greatly enhances the efficiency of time and space compared with Apriori.  
But this algorithm has also several deficiencies: 

(a) To require scanning the database two times and uses sorting in the first, which 
is feasible for smaller transactions, but for massive transactions the performance will 
inevitably reduced. 

(b) The process of building tree is complex. When insert an item, it requires to 
compare the prefix with tree other branches resulting in increasing time. 

(c) The node structure of building tree is not clear enough. The defined node 
structure only meets the number of required minimum successor, which lead to waste 
storage space. 

(d) The process of finding frequent largest item set complicates. To find frequent 
largest item set need to get every frequent item set and then do compare, so increase 
overhead of storage space and time.  

(e) Don't make full preparation for calculation confidence level. Generated 
maximum frequent item set don't contain all the frequent item sets, so had to traverse 
the tree to find the frequent item sets in the next confidence level calculation.  

3 HSP-Growth Algorithm 

In view of a few deficiencies of above algorithm the paper proposes an algorithm 
called HSP-growth (Huffman Sequence Pattern-growth) based on Huffman transform 
algorithm and the characteristics of the item sequence sets and its operation. The 
algorithm uses Huffman coding form to descript information and uses binary tree 
structure to store information. A database scan can efficiently generate association 
rules. 

3.1 Algorithm Ideas 

HSP-growth algorithm uses Huffman tree to describe frequent item sets. The path 
from non-leaf nodes to left children or right children is represented with 1 or 0 
respectively. Each item set want to add to the transaction database will correspond to 
a one-dimensional sequence. The corresponding value on sequence is 1 if an item is in 
the item set, or the value is 0. 

In accordance with Huffman coding an item set is inserted into the binary tree. 
Insert process first scans the value of first node on the sequence: 

(a) When the value is 1 look up whether the left children pointer of current node is 
null. If null, creates a node with support count 1 and the left children pointer of 
current node points to the node, and then sets the current node as its left subtree; if no 
null, the count of its left subtree plus 1. 

(b) When the value is 0 look up whether the right children pointer of current node 
is null. If null, creates a node with count 0 and the right children pointer of current 
node points at the node, and then sets the current node as its right subtree; if no null, 
the count of its right subtree plus 1. 
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Next scans the second value on the sequence according to same method until the 
last node with nonzero value is deal with. 

Final to find maximal frequent item set, Max-items. Firstly, find out Huffman 
codes of each path traversing binary tree from the head node to all the leaf nodes. 
Each node corresponding code value is the count value of the node. Next, traverse all 
Huffman codes with nonzero count value and let the total count of these codes as the 
count value of the last node, and then on processed sequence find out items that count 
value is not less than the minimum support. The collection of these items is frequent 
item set and store to Max-items. Next, in order process countdown second item on the 
sequence, the count value of the last item is as 0. Then find out a frequent item set. If 
the frequent item set don't contain in Max-items, or contain in but its support isn't 
greater than the original support, then store the frequent item set to Max-items, else 
discard. In this way until first item on the sequence is processed. Now the Max-items 
is the maximal frequent item set that contains all frequent item sets and but is the 
simplest. 

3.2 The Algorithm Implementation 

For a detailed description of HSP-growth algorithm, defined as follows: 

Definition 1 HSP-tree. HSP-tree is a weighted binary tree formed by such nodes: each 
node includes four fields: layers, count, Lchild and Rchild, where layers registers 
node's layer, count registers the number of transactions represented by the portion of 
the path reaching this node. Lchild is left child node pointer and Rchild is right child 
node pointer. The layers of the head node set as 0 in order to distinguish the other 
nodes. 
 
The node structure of HSP_Tree is defined as following. 
Struct HSP_Tree 

{ int   layers; 
   int   count; 
   Tree  *Lchild; 
   Tree  *Rchild; 

}; 
 

Definition 2 Entire item set. The entire item set is entire collection of each item in the 
transaction database. Each item set includes in entire item set. 

Definition 3 One dimension sequence. The one dimension sequence forms as (S1, S2, 
..., Sn), where Si∈(0,1) and i=1,2,..., n. n is the dimension of entire item set. Si 
corresponds to the ith item of entire item set. If the ith item exists in an item set, then 
Si of one dimension sequence corresponding the item set is 1, else is 0.  

Definition 4 The simplest frequent item set library. The library consists of the least 
frequent item sets but contains all frequent item sets in the database. 
HSP-growth algorithm divides into two procedures. 
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Step 1 Construct HSP-tree. The algorithm is as follows. 
Input: all item sets Pitems 
Output: HSP-tree 
Method: Call HSP_tree Creat_tree( DB Pitems), which is implemented as follows. 

Procedure HSP_tree Creat_tree( DB Pitems) 
{ HSP_tree *head=new( HSP_tree)   
while(Pitems++ no null) 

      { list=turn( *Pitems);   
        while( list++ no null)  
         { if( list=1) 
           Update(Lchild);  
           else if( list=0) 
           Update( Rchild); } 
         } 

return head;         
} 

Step 2 Generate the simplest frequent item set. The algorithm is as follows. 
Input: the constructed HSP-tree and Minimum Support 
Output: the simplest frequent item set, Maxitems 
Method: Call Maxitems Find_Maxitems( HSP_tree Head, Support Sup), which is 
implemented as follows. 
Procedure Maxitems Find_Maxitems( HSP_tree Head, Support 
Sup) 

{ Path=turn( Head);   
     while(the ith dimension of path)  
     { while (the sequence no end)    
         if(ith dimensional •0)0) 
            add weight on the path to SumPath; 

if( SumPath >=sup)  Maxitems+=path2item( 
SumPath); 
simplest frequent item set 

     } 
} 

4 Algorithm Analysis and Experiment  

4.1 Algorithm Analysis 

Algorithm complexity is a measure for algorithms efficiency and is an important basis 
for the evaluating an algorithm performance. The algorithm complexity of generating 
frequent item sets depends mainly on the complexity of generating candidate item sets 
and computing support of generated candidate item sets. 

Apriori algorithm needs to scan the database many times. FP-growth algorithm 
needs to scan the database twice. However, HSP-growth algorithm don't need to 
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access the original database in generating association rules and only access to the 
generated one-dimension sequence set, therefore greatly reduces the time complexity 
of the algorithm. The Comparison of time complexity of three algorithms is as shown 
in the following table1. Where m is the dimension of entire item set and n is the 
number of transaction sets. 

Table 1. Comparison of time complexity in HSP-growth, Apriori and FP-growth 

Algorithm The 1st 
time 

The 2nd 
time 

The 3rd 
time 

The 4th 
time 

The mth 
time Total times 

Apriori 

Times 1Cn n×  2Cn n×  3Cn n×  4Cn n×  mCn n×  2m×n 

Function 

get one 
dimensional 
frequent 
sets 

get two 
dimensional 
frequent 
sets 

get three 
dimensional 
frequent 
sets 

get four 
dimensional 
frequent 
sets 

get m 
dimensional 
frequent 
sets 

 

FP-
growth 

Times 1Cm n×  m2 m×n (m+1)2m  m(2n+m+2m)+2m 

Function 

get one 
dimensional 
frequent 
sets 

sort 
construct 
tree 

find the 
maximum 
frequent set 

  

HSP-
growth 

Times m×n 2m 2m×m   2m×(1+m)+mn 

Function 
construct 
tree 

get one 
dimensional 
frequent 
sets 

find the 
simplest 
frequent set 

   

 

In order to have a clear comparison of three algorithms, consider the following two 
circumstances. 

(a) The dimension of a transaction set database unchanged. With the increasing of 
the number of transaction sets, the time complexity of three algorithms is shown in 
Figure 1, where the dimension of item set m equals 5. 

(b) The number of transaction sets unchanged. With the increasing of the 
dimension of a transaction set database, the time complexity of HSP-growth and FP-
growth algorithm is shown in Figure 2, where the number of transaction sets n equals 
1000. 
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Fig. 1. The comparison of the time complexity as m=5 
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Fig. 3. The comparison of the execution time 

4.2 Experiment Result 

In order to better explain execution efficiency of HSP-growth algorithm, the paper 
performed test for HSP-growth and FP-growth in the same experiment environment. 
Experimental data set uses KDDCup99[8]. The size of transaction set database are 
respectively 10%-70% of KDDCup99. The comparison of execution time of HSP-
growth and FP-growth is shown in Figure 3. It can be seen that under the same scale 
the execution time of HSP-growth algorithm is lesser than that of FP-growth 
algorithm. 

As stated above, by comparison with Apriori and FP-growth HSP-growth 
algorithm is obvious advantages in execution efficiency and the time complexity. 

5 Conclusion  

Efficient algorithms for mining frequent item sets are crucial for mining association 
rules and for other data mining tasks. The main issue in frequent patterns mining is to 
reduce the number of database scans since transactional database is usually too large 
to fit into the main memory. In this paper, an improved FP-growth-based algorithm, 
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HSP-growth, is proposed. HSP-growth algorithm only scan database once. We 
analyzed and tested the algorithm performance based on both runtime experiments 
and time complexity analysis. When generating frequent item sets and association 
rules in the database, the algorithm can effectively reduce the execution time. HSP-
growth performs better than Apriori and FP-growth in the same conditions. 
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Abstract. Smart card-based authentication is considered as one of the most 
excessively used and applied solutions for remote user authentication. In this 
paper, we display Wang et al.’s scheme and indicate many shortcomings in 
their scheme. Password guessing, masquerade, Denial-Of-Service (DOS) and 
insider attacks could be effective. To outfight the drawbacks, we propose a 
strong, more secure and practical scheme, which is aimed to withstand well-
known attacks. In addition, our proposed scheme provides many pivotal merits: 
more functions for security and effectiveness, mutual authentication, key 
agreement, freely chosen password, secure password change, and user 
anonymity. Moreover, our proposed scheme is shown to be secure against 
replay attack, password guessing attack, DOS attack, insider attack, and 
impersonate attack. Furthermore, the security analysis of our work gains it to 
appear in applications with high-security requirements. 

Keywords: smart card, mutual authentication, password, key agreement. 

1 Introduction 

Password-based authentication has been widely used in several e-business 
applications and internet security protocols due to their low cost, ability to be carried, 
efficiency, flexibility and cryptographic properties. Classical password-based remote 
authentication scheme [1, 2] is depended on a password table saved on the server. 
This scheme cannot resist malicious attacks such as offline password dictionary 
attacks, replay attacks, and password table tampering. Moreover, it also has several 
weaknesses such as the cost of protecting and preserving the password table. After 
that, many other schemes [3, 4] have been presented to enhance the security and 
performance. However, these solutions are not immune to resist some of sophisticated 
attacks such as dictionary attacks, offline attacks, replay attack, and observing power 
consumption. In order to offer good solutions and enhance the network security, there 
are many authentication schemes that proposed [5, 6] to use the smart card as a 
second authentication factor. Das et al. [7] proposed a scheme which is secure against 
replay attack, password guessing attack, forgery attack, dictionary attack, and identity 
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theft. The research in [8] denoted drawbacks of Das et al.’s scheme, which suffers 
from disclosing the identity of user’s authentication messages. Wang et al. [9] 
presented a more secure dynamic ID-based remote user authentication scheme and 
demonstrated the weakness of Das et al.’s scheme such as impersonate attack and lack 
mutual authentication. However, Wang et al.’s scheme suffers from malicious attacks 
and has some feasible security risks. 

In this paper, we review a security analysis of Wang et al.’s scheme which is not 
immune to password guessing attack, DOS attack and server impersonate attack. We 
also propose a new efficient secure smart card based on a remote password 
authentication scheme that overcomes not only the weaknesses of Wang et al.'s 
scheme but also enjoys in many features like efficiency, flexible password-based 
remote mutual authentication, user anonymity. Furthermore, users can freely select 
and update their passwords, a server and a user can construct authenticated sessions' 
keys and our scheme generates once a key for each user's login request in 
authentication phase. Moreover, our scheme can resist many attacks such as replay 
attack, insider attack, off-line attack, parallel-session attack and DOS attack. 

The remainder of the paper is organized as follows. Section 2 reviews Wang et 
al.’s scheme. Security analysis of Wang et al.’s scheme is presented in section 3. Our 
proposed scheme is presented in section 4. Section 5 discusses the security analysis of 
our proposed scheme. Section 6 compares the functionality of our proposed scheme 
with the related authentication schemes. Section 7 gives our conclusions. 

2 Review of Wang et al.’s Scheme 

Wang et al.’s scheme consists of registration phase, login phase, verification phase, 
and password change phase.  

2.1 Registration Phase 

In this phase, everybody who wishes to register at the authenticated server must gain a 
smart card. iU  selects his iID , then sends it to the remote server S  over a secure 

channel. After S  receives iU ' s  request, S  executes following operations: 

1. S selects a password iPW  for iU  and calculates = ⊕ ⊕i i iN h(PW ) h( x ) ID , 

where x  is the secret key preserved by S  privately. 
2.  S saves the data i(h(.),N , y )  into a new smart card, where y  is the remote 

server’s secret key which is saved in each new smart card. 
3.  S sends the smart card and iPW  to iU  through a secure channel. 

 i iS U :SmartCardandPW .  

2.2 Login Phase  

Once the user wishes to login to the remote server, he must first insert his smart card 
to the terminal machine, and enters his password iPW . Then, the smart card 

performs the following computations: 
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1.  The smart card computes = ⊕ ⊕ ⊕ ⊕i i i iCID h(PW ) h(N y T ) ID , where T  is the 

current time stamp of this phase. 
2.  The smart card sends the message =i i i iM { ID ,CID ,N ,T }  to S . 

→ i i iSmartCard S :ID ,CID ,N ,T . 

2.3 Verification Phase 

Upon receiving the login request from the user at time T' , S  performs the 
following operations to verify the validity of iU : 

1.  S  checks the legality of time stamp by testing − ≤ΔT' T T . If so, S directly 

accepts the user’s login message iM , otherwise terminates the login phase. 

2.  S  calculates = ⊕ ⊕ ⊕ ⊕i i i ih'( PW ) CID h(N y T ) ID , 

= ⊕ ⊕'
i i iID N h( x ) h'( PW ) , and checks whether 

i

'ID  is equal to iID . If so, S  

accepts the user’s login request; otherwise, S  rejects the user’s login request. 
3.  Finally, S  computes = ⊕ ⊕ia' h(h'( PW ) y T')  and sends the message {a',T'}  

to iU . 

Upon receiving the responding message {a',T'}  from S  at time T'' , iU  

ensures from the identity of the server S  by performing the following steps: 
1. iU  checks whether T''  is a fresh time. If − ≤ΔT'' T T , iU  performs next step. 

Otherwise iU  terminates this phase. 

2.  iU  calculates = ⊕ ⊕ia h( h( PW ) y T')  and ensures whether a  is equal to a' . 

If so, iU  verifies that S  is valid. 

2.4 Password Change Phase  

This phase will be entreated if the user wants to change his password from iPW  to 

iPW ' . iU  inserts his smart card into the card reader and pushes both iPW  and 

iPW ' . Then, the smart card calculates = ⊕ ⊕n '
i i i iN N h(PW ) h(PW ) and stores n

iN  

instead of iN . 

3 Cryptanalysis of Wang et al.’s Scheme 

In this section, we display weaknesses of Wang et al.'s scheme which suffers from 
impersonation attack, offline password guessing attack, DOS attack, and insider user's 
attack. 

Impersonation Attack. The attacker can apply this type attack when intercepts user's 
previous login message =i i i iM { ID ,CID ,N ,T } . Then, he tries to impersonate legal 
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user iU  to log in the remote server S  at time >*T T . The attacker performs the 

following computations to complete this attack: 

1.  The attacker calculates Δ = ⊕*T T T , = ⊕ Δ*
i iID ID T , = ⊕ Δ*

i iCID CID T , and 

= ⊕ Δ*
iN N T . 

2.  Now, an attacker has the ability to send forged login message to the destination 

server =* * * * *
i i i i iM { ID ,CID ,N ,T } . 

3.  The server S  verifies whether the current time *
iT  is genuine. If so, computes 

*
ih ( PW )  as follows. 

= ⊕ ⊕ ⊕ ⊕
= ⊕Δ ⊕ ⊕Δ ⊕ ⊕ ⊕ Δ ⊕ ⊕ Δ
= ⊕ ⊕ ⊕ ⊕
=

* * * * *
i i i i

i i i

i i i

i

h ( PW ) CID h(N y T ) ID
(CID T ) h((N T ) y (T T )) ( ID T )
CID h(N y T ) ID
h(PW )

 

Then, S  computes '*
iID  as follow: 

= ⊕ ⊕
= ⊕Δ ⊕ ⊕
= ⊕ ⊕ ⊕ Δ ⊕ ⊕
= ⊕ Δ
=

'* * *
i i i

i i

i i i

i
*
i

ID N h( x ) h (PW )
(N T ) h( x ) h(PW )
(h(PW ) h( x ) ID T ) h( x ) h(PW )
ID T
ID

 

Finally, S  verifies the attacker while '*
iID  is equal to *

iID  in the user's login 

request. Therefore, the attacker could impersonate the legitimate user to login the 
remote server. 

Offline Password Guessing Attack. When the user loses his smart card, the attacker 
can obtain the server’s secret key y  saved in user's smart card. The attacker 

eavesdrops the common channel between user and server and then, can access to 
important information i i i{ ID ,CID ,N ,T } . Lastly, this attack is implemented with the 

following computations: 

1.  The attacker calculates = ⊕ ⊕*
i iX h(N y T )  by depending on iN , y , T . 

2.  The attacker calculates = ⊕ ⊕ =*
i i i i iy CID X ID h(PW ) . 

3.  The attacker selects a random password *
iPW , calculates *

ih(PW )  and 

compares it with ih( PW ) . If so, the attacker infers that *
iPW is user's password. 

Otherwise, the attacker selects another password nominee and performs the same 
processes, until he locates the valid password. 

Denial-Of-Service Attack. The attacker can apply this type of malicious attacks in 
the password change phase. So, Wang et al.’s scheme is insecure in this phase. When 
an attacker stoles the smart card, he can change user's password in short time. The 
attacker performs this attack as follows. 
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1. He inserts user's smart card in card reader and submits a random string as new 

password 
i

nPW  without knowing the real password iPW . 

2. User's smart card computes = ⊕ ⊕n n
i i i iN N h(PW ) h(PW ) . 

3. User's smart card stores in its memory n
iN  instead of iN . 

Thus, DOS attack can achieve user's smart card. 

Insider User's Attack. The insider user has registered in the remote server, considers 
as an attacker when attempts to know some secret keys of its server and the other 
legitimate users. An attacker applies the following steps to complete this attack. 

1. The attacker computes = ⊕ ⊕* * *
i i ih( x ) N ID h(PW ) . 

2. The attacker computes = ⊕ ⊕ ⊕ ⊕* * *
i i i i i ih( PW ) N N ID ID h(PW ) . 

The h( x )  is the server's secret information which used to build a registered user’s 

authentication information, and ih( PW )  is directly associated with the password of 

user. The revelation of this information means that an attacker can detect the secret x  
and iPW  by performing brute-force guessing attack, password dictionary attack, and 

even the brute-force guessing attack. 

4 Our Proposed Scheme 

There are four phases in our scheme: registration phase, login phase, mutual 
authentication with key agreement phase, and change password phase. 

4.1 Registration Phase  

In this phase, everybody to be registered on the remote server is supplied a smart card. 
To initialize, the user iU  submits his selected identity iID  and hashed password 

iPW  to the remote server S  over a secure channel. Upon receiving the user's 

registration request, the server S  performs the following operations: 

1. S computes = ⊕ sX
i i s iN h(PW ) ||h( X ) h( ID ) , = ⊕i i sM h(PW ) h( X ) , where sX  

is a secret key kept by S  in private. 
2.  S saves the data i i{h(.),N ,M }  on a new smart card and sends a smart card to iU  

over a secure channel.  iS U : Smart card.  

4.2 Login Phase  

When a user iU  wishes to login S , iU  attaches his smart card in the card reader 

and inputs his password iPW . The smart card fulfills the following steps: 

 



 Encrypted Remote User Authentication Scheme by Using Smart Card 319 

 

1. Compute = ⊕s i ih( X ) M h(PW )  and = i sZ' h( PW ) ||h( X ) . 

2.  Generate a random number ir  and perform the following steps: 

- Compute = ⊕i iK h(r Z') , = ⊕ ⊕ ir
i i iC K ( Z' N ) , and = ir

i if h( ID ) . 

- Calculate = ⊕ ⊕i iCID Z' h(T r ) , where T  is the current time stamp of the input   

device. 
- Encrypt i i i( r ,T ,N ,CID )  by using iK . 

3. User's smart card sends login request message M  to the remote server. 
→ =

ii i K i i iSmartCard S : M (C , f ,E ( r ,T ,N ,CID ))  

4.3 Authentication Phase 

Upon receiving user's login request message at time T' , S  performs the following 
computations: 

1. S  computes = ⊕ sX
i i iK C f , and decrypts 

iK i i iE ( r ,T ,N ,CID ) . 

2. S checks the legitimacy of the timestamp T . If − ≤ ΔT' T T  contains, S  persists 
the next step. Otherwise, S  terminates this phase. 

3. S  computes = ⊕ ⊕ =i i i sZ'' CID h(T r ) h(PW ) || h( X ) , checks whether 

⊕ ir
i(N Z'')  is equal to sX

if . If so, S  accepts the user's login request. 

4. S  computes = ia' h( Z'' || r || T')  and sends message =
iK

M' E (a',T')  to iU . 

→ iS U :M' . 

5. When iU  receives the message =
iK

M' E (a',T')  at time T'' , iU  executes the 

following steps: 
- Check whether − ≤ ΔT'' T' T . If not hold, iU  overthrows the message M'  and 

terminates this phase. Otherwise, iU  continues the next step. 

- iU  decrypts message M'  by using iK , computes = ia h( Z' || r || T') , and 

compares a  with a' . If so, iU  decides that the remote server S  is 

authenticated. 

4.4 Password Change Phase  

When iU  wants to change his password from iPW to n
iPW , iU  implores this 

phase. The password change phase needs to pass the following steps: 
 
1. iU  must execute the above phases login and mutual authentication. The server 

S authenticates his old password iPW . 
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2.  After the successful mutual authentication, iU  enters his new password n
iPW . 

Then, smart card computes = ⊕s i ih( X ) M h(PW ) , 

= ⊕ ⊕n n
i i i s i sN N h(PW ) || h( X ) h(PW ) || h( X )  and replaces the old iN  with the 

new 
i

nN . 

5 Security Analysis of Our Proposed Scheme  

In this section, we analyze our proposed scheme and display that our work can 
withstand several famous attacks and enjoys many security properties. 
 
Theorem1. Our proposed scheme can support mutual authentication.  

Proof. A mutual authentication feature gains both the server and the user to 
authenticate each other. In our work, authentication of iU  to S  represents by 

=
ii i K i i iM (C , f ,E (r ,T ,N ,CID )) . Also, authentication of iU  to S by 

iK
E (a',T') . An 

adversary is not able to generate i s i i( K ,h( x ),h( PW ),r ) . In addition, iU  and S  

securely exchange = ⊕ ⊕ ir
i i iC K ( Z' N ) and = ⊕ sX

i i iK C f  in the login and 

authentication phases, respectively. The authenticated session key is demonstrated as 
follows: 

= ⊕ ⊕ = ⊕ si iXr r
i i i i iC K ( Z' N ) K (h( ID ) ) , = ⊕ = ⊕s siX Xr

i i i i iK C f C (h( ID ) ) . 

Thus, our proposed scheme provides mutual authentication. 

Theorem 2. Our proposed scheme can support user anonymity. 

Proof. If an attacker eavesdrops on user's login request message, he fails to infer the 
user’s identity from encrypting message 

iK i i iE ( r ,T ,N ,CID )  since it is encrypted 

with iK , which is anonymous to the attacker. Also, the ciphertext does not possess the 

real user's identity iID  where the server verifies user's identity in an anonymous 

manner between ⊕ ir
i(N Z'')  and sX

if . Additionally, we use the timestamp in the 

login phase, user's login request message is changed each login time where it's 
parameters i i i i{T ,r ,K ,CID , f }  change in each login session. Therefore, it is 

impossible for the attacker to reveal a user’s identity. Obviously, our proposed 
scheme can support user anonymity. 

Theorem 3. Our proposed scheme can support security of the stored data and resists a 
password guessing attack. 

Proof. In our proposed scheme, the remote server S  stores only secret information 

i i{h(.),N ,M }  on the smart card. The secret information i i{h(.),N ,M }  derived from 

the user's smart card do not assist an attacker without the user's password ih( PW )  

and server's secret key sh( X )  to retrieve the user's secret key iK , since 

= ⊕s i ih( X ) M h( PW ) , = i sZ ' h( PW ) || h( X ) , = ⊕i iK h( r Z ') , and 
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= ⊕ ⊕ ir
i i iC K ( Z' N ) . If an attacker is attempting to retrieve iK  by combining 

dictionary attacks with the recover secret information i i{h(.),N ,M } , he is required to 

locate both sh( X )  and ih( PW )  to compute = ⊕i iK h(r Z') . On the other hand, the 

attacker can gain i i(C , f )  by eavesdropping the insecure channel between iU  and 

S . The attacker cannot get useful information about the user’s password from these 
values, because other information is encrypted by user's secret key iK . Thus, our 

proposed scheme provides security of the stored data and resists a password guessing 
attack. 

Theorem 4. Our proposed scheme can resist the server impersonate attack. 

Proof. User's smart card contains two values = ⊕ sX
i i s iN h(PW ) ||h( X ) h( ID )  and 

= ⊕i i sM h(PW ) h( X ) . Since the user knows his password iPW , he can obtain the 

value of sX
ih( ID ) . However, this value is based on user's identity, it is not the same 

for all users. The attacker cannot play a role of the server by this value and he fails to 
get the values s i{ X ,K } . They are used to decrypt the ciphertext 

iK i i iE ( r ,T ,N ,CID )  

sent by iU  where iK  is computed by = ⊕ sX
i i iK C f . Therefore, the proposed 

scheme can resist the server impersonate attack.  

Theorem 5. Our proposed scheme can withstand an insider attack and user 
impersonate attack. 

Proof. In our proposed scheme, when iU  wishes to register with a remote server, he 

sends i iID , h( PW )  instead of i iID , PW . Due to the utilization of the one-way hash 

function h() , it is difficult for the server to extract the password of user from the 

hashed value. In addition, when the attacker wants to impersonate the valid user, he 
requires to forge a legal login request message 

ii i K i i i(C , f ,E (r ,T ,N ,CID )) , in which 

= ⊕i iK h(r Z') , = ⊕ ⊕ ir
i i iC K ( Z' N ) , = ir

i if h( ID ) , = ⊕ ⊕i iCID Z' h(T r ) . 

However, the attacker cannot obtain the server’s secret key sh( X )  and fails to forge 

such a message.  

Theorem 6. Our proposed scheme can resist DOS attack. 

Proof. This attack means that an attacker changes password verification information 
of user's smart card to another information. As a result, a legal user cannot complete 
his login to the server request successfully. In our proposed scheme, user's smart card 
checks the legitimacy of user identity iID  and password iPW  before password 

change phase. If we assume that the attacker inserts the user's smart card into the 
terminated machine, he must guess the values of user identity and password. These 
values are not stored directly in the smart card but they are combined with other 

values, e.g. sX
i i sh( ID ) , h(PW ) || h( X )  where sX  is not stored in smart card. 

Therefore, the attacker cannot obtain s i iX , PW , ID  to apply DOS attack. 
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Theorem 7. Our proposed scheme can withstand the parallel session attack. 

Proof. In our work, an attacker cannot impersonate a valid user by constructing a legal 
login message in another continuous execution from the authentic execution since the 
server’s submitted message =

iK
M' E (a',T')  is encrypted by iK , which is anonymous 

to the attacker and a'  generates once for each mutual authentication phase. Hence, 
our proposed scheme can withstand the parallel session attack. 

6 Comparison with Related Works 

We compare security properties and computational cost of our proposed scheme with 
five authentication schemes, including Das et al. [7], Liao et al. [8], Wang et al. [9], 
Yoon and Yoo [10], and Khan et al. [11]. Table 1 describes comparison of security 
properties. 

Table 1. Comparison of authentication schemes 

 Our 

Scheme 

Das 

et al. [7] 

Liao 

et al. [8] 

Wang 

et al. [9] 

Yoon and 

Yoo [10] 

Khan 

et al. [11] 

C1 Yes Yes Yes No Yes Yes 

C2 Yes Yes Yes No Yes No 

C3 Yes No Yes No Yes Yes 

C4 Yes No No No No No 

C5 Yes No Yes Yes Yes Yes 

C6 Yes No Yes No Yes Yes 

C1: Freely chosen password; C2: User anonymity; C3: Secure password change; C4: session key 

agreement; C5: Mutual authentication, C6: No password reveal. 

7 Conclusion 

In this paper, we illustrate that Wang et al.’s scheme is vulnerable to impersonation 
attacks, off-line guessing attack, DOS attack, insider attack and does not provide 
anonymity for the users. Furthermore, under the supposition of smart card security 
infringe, this scheme will be totally failed by the insider attacker. We propose a good 
improvement for Wang et al.’s scheme. Moreover, we present a robust smartcard 
based password authentication scheme. The security analysis explains that our 
proposed scheme is immune against the attacks mentioned in this paper. The 
comparisons of previous works display the advantages of our scheme in details. 
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Abstract. With the development of cyberinfrastructure (CI), the massive 
heterogeneous resources emerge gradually. The resources are multi-source, 
heterogeneous and spatiotemporally distributed. Traditional structural 
management of resources has been unable to meet the needs of global resource 
sharing because of the lack of efficiency in expressing spatiotemporal features 
of CI. Since the CI resources leap over time and space, it is essential to establish 
a unified spatiotemporal metadata model for CI services across different 
disciplines. The adoption of a system with intuitive resource visualization and 
management would aid interoperability and collaboration of scientific research 
activities among organizations and domains. In this paper, we propose a 
spatiotemporal metadata model which characterizes the resources as spatial 
entities with time and space dimensions. Furthermore, a web-based GIS 
platform is implemented for spatiotemporal visualization. The well-known data, 
computing and network resources are used as the cases in the model and the 
visualization system. This allows the easy integration of emerging CI services 
into the system. Our work here would provide the scientists with great benefits 
for the integration, management, spatiotemporal analysis of CI resources and 
auxiliary optimization of resource distribution. 

Keywords: cyberinfrastructure, spatiotemporal visualization, GIS. 

1 Introduction 

The development of CI resources has largely facilitated breakthrough in the process 
of the data-intensive science and engineering research. These resources include the 
large-scale scientific data sets generated by numerous scientific researches and 
applications, the computing power owned by abundant supercomputing institutions 
through-out the world and high-speed network under rapid development. As massive 
heterogeneous resources emerge, the lack of efficiency of traditional structural 
management of resources is exposed gradually. These existing approaches do not take 
into account the spatial and temporal characteristics of dynamic CI resources 
adequately and are unable to meet the needs of global resource sharing. 
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Because of the diversity and distribution characteristics in space, time and 
discipline dimensions, the complexity of management, monitoring and analysis of CI 
resources increases significantly. Traditionally, the access has been restricted to a 
small number of organizations and individuals Thus, the comprehensive and timely 
sharing, and the exchange of the resources, is obstructed largely. At present, people 
can search relevant information online with keyword-based search engines, but this 
approach does not guarantee the accuracy, integrity, timeliness and validity of CI 
resources. It is difficult to obtain an overall view of the spatiotemporal distribution, 
status and efficiency of the resources. Moreover, scientists may search the data 
resources through the data portal system or search the computing resources through 
the Grid platforms. 

In this paper, we summarize some characteristics of the CI resources, especially in 
temporal and spatial dimensions, and propose a spatiotemporal schema for modeling 
various CI resources. Data, computing and network resources are used as the cases in 
the schema. Furthermore, the resource information is integrated in a unified 
framework which enables resource registration, storage, release, analysis and 
discovery. A GIS-based system is implemented to allow the user to interact with the 
spatiotemporal information in a visual environment. Our system allows users to 
search for a variety of resources in both space and time dimensions, and provides 
users with contextual spatiotemporal understanding.  

2 Background 

The research and development of global CI aims to construct a common high 
performance network environment for scientific research. The CI has facilitated large-
scale scientific activities, applications, collaboration and sharing across disciplines, 
organizations, and policy barriers [1]. Many current studies, such as [1], [2], [3] [4], 
focus on efficient integration of complex software, networks, computational 
platforms, middleware, visualization tools and virtual organizations for future 
progress across the frontier of large-scale scientific and engineering tasks. According 
to the current general statement, the CI mainly includes data, networking, computing 
resources, application services and tools.  

Traditionally, the access to research resources has been restricted to a small 
number of organizations and individuals participating in the projects. There are many 
studies concentrating on providing a metadata model for scientific data resources of 
specific domains or a generic model for multidisciplinary scientific data resources. 
For example, GEOSS [6] is built for data interoperability of global earth observations. 
The iPlant [3] is proposed to facilitate the collaboration among plant biology 
community. Metadata models also are implemented in some scientific data portal 
systems [7]. The data resources are accessed through the data portal system which is 
located on many data servers. Moreover, a metadata model [9] is proposed for 
integration  of  a large range of differing types of data resources across a wide 
number of scientific domains.  

There are a series of significant spatial characteristics in the CI resources, including 
the locations of resources, users and the spatial relationships. For example, the dataset 
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of Asian climate falls within the global dataset on climate. Due to the fact that the 
resource-sharing and transmission of massive data rely on the high-speed world-wide 
network, it is required highly for supercomputing resources to meet their huge 
computational needs owing to tremendous computational complexity. Hence, 
interdependence and cooperation among different types of resources jointly helps the 
achievement of the current highly-sophisticated and large-scale computing tasks. 

The CI resources are multi-source, heterogeneous and spatiotemporally distributed. 
They are supported and managed by a range of organizations in different spatial 
locations. The metadata of CI resources must be designed in a coordinated collection, 
storage mechanism. We propose a spatiotemporal metadata model which characterizes 
the CI resources as spatial entities with time and space dimensions. A web-based GIS 
platform is implemented for spatiotemporal visualization of CI resource service. 
Emerging CI services can be integrated easily into the system. By collecting, modeling, 
storing and releasing the spatiotemporal and other information, users can explore the 
CI environment interactively, and acquire intuitively the overall understanding about 
various types of resources. 

3 Spatiotemporal Metadata of CI Resources 

In order to establish a common visualization mechanism over various types of 
resources, a simple comprehensive metadata is required. Hence, a unified 
spatiotemporal modeling is built for abstracting spatial and temporal characteristics of 
CI resources. The generic model described with UML diagrams is shown in Fig. 1, in 
which well-known data, supercomputing and network resources are using as typical 
cases. In Fig. 1, the attributes written in uppercase represent the time or spatial 
characteristics. For reasons of space, we select some features of particular interest and 
do not make a complete description of all features of CI resources.  

The model has a hierarchical structure of CI, data resources, supercomputing 
resources and network resources. The data resources consist of databases, datasets and 
files. There exist a hierarchical structure of supercomputing centers and 
supercomputing systems. Some public properties among all types of resources are 
shown in Fig. 1, such as name (unique identifier), resource type (data, computing, 
network, storage space, etc.), and the contact information which is associated with 
spatial location and is often consistent with management organization. The creators 
and holders of data and computing resources are determined by the storage nodes and 
the supercomputing center. Considering the data resources, they are typically stored in 
many storage systems physically distributed throughout cooperative organizations. 
Interconnection among network nodes forms a spatial topology structure. Each CI has 
one or more associated organizations that describes who are undertaking the CI project.  

The data resource may be collected from many countries and research institutions. 
Time and space extents are usually associated with data themselves. For example, the 
MODIS global land cover product MOD12Q1 data sets are collected from NASA, U.S. 
with the time span of 2001-2004, bi-annual time-steps and global coverage. The data 
resource would have the access URI, subject, description, amount and creation time 
information associated with it. The subject field contains some domain specific 
keywords which can describe discipline that the resource belongs to. In addition, data 
resources may belong to different hierarchies depending on the classification. For 
example, a scientific data repository may be a subject database, thematic database, 
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reference database or professional database [5]. A data repository may contain several 
sub-databases, and each sub-database also contains many datasets. Each of them can be 
a physical or logical database, file, or file collection. Specific time and space 
characteristics (creation date, update date, storage location, etc.) exist in each level. For 
every hierarchic data resources, access logs are collected to establish a logical 
foundation for statistical analysis of its running state, and the records about the visitor 
location, access time, the number of web pages and size, and enable OLAP operations.  

 

Fig. 1. A spatiotemporal modeling of CI resources 

There is a similar level in computing resources. For example, Grid system is set up 
by many co-organizations. The world-class high performance computing environment 
is made up of many supercomputing centers. The supercomputing center is classified 
as main, branch, or institute-level center in possession of a number of supercomputing 
systems. Basic properties of supercomputing systems include unique identifier, 
creation time, computing power, memory capacity, storage capacity and network 
bandwidth. The computing tasks assigned to the system are associated with 
submitters, start time, end time and other spatiotemporal attributes. The 
interconnection topology and network traffic statistics in arbitrary periods are peculiar 
characteristics of network resources. The records of overall running state of the 
resource are equipped obviously with time dimension, for the simple reason that 
availability and utilization rate of service vary over time. The status log records the 
state of some aspect of the environment over a series of ranges in time and space. 
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The organization object in Fig. 1 can represent an individual, research institute, 
city, region, country, or even the world depending on the context and the information 
granularity. Spatial information is expressed through the organization object 
associated with the resource. The measures at different granularity enable the roll-up 
and drill-down operations in the statistical analysis of resource usage in any spatial 
extent, and enable spatiotemporal visualization of CI. Since there are multiple storage 
nodes for a dataset and its backups, and a computing system can encompass multiple 
sub-systems as well, spatial locations of data and computational resources can be 
described as multi-point structure. The spatial network topology also is determined by 
the locations of the network nodes. 

On the basis of abstract formulation of spatial, temporal and other properties of CI 
resources, the basic uniform model is formed. Further, a unified technical framework 
is required to achieve resource registration, collection, storage, release of the multi-
source and heterogeneous resources, and provide users with an interactive platform 
for intuitive discovery and analysis. 

4 Spatial-Temporal Visualization and Analysis 

4.1 System Architecture 

Web-based GIS is used as a multi-source integrated platform for collecting, storing 
and releasing service information in an adaptive schema. The CI services are 
geographically dispersed, time-varying and mutually independent. Various CI 
resources are displayed to general users and decision-makers in a unified 
spatiotemporal interface for the purpose of monitoring, management and analysis. 
The prototype system can be accessed through the web site 
(http://cybergis.cnic.cn/cyberviz/mainpage.html). 

 

 

Fig. 2. System architecture of cyberinfrastructure visualization 
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The system is scalable for meeting the need of the rapidly growing CI and multi-
source heterogeneous data collection and integration. The metadata must be designed in a 
coordinated collection, storage mechanism. The overall system architecture is shown in 
Fig. 2. It is similar to most of the GIS systems, in which dynamic resource registration 
mechanism is critical for collecting spatial information and statistics, and achieving 
uniform resource integration. Under this architecture, an independent access interface is 
provided by each CI application service, so that the spatiotemporal statistics can be 
integrated by using open standards such as service-oriented architecture. The resources 
can be discovered through a metadata catalog in the system. 

The fundamental geographic data environment is composed of spatiotemporal 
database and spatial files. The database is established by registering the service 
information and integrating the historical service records. The database is constituted 
with metadata which indicate the resource properties, and statistical spatiotemporal 
data and other data. The spatial files contains vector data and raster data, such as the 
base maps from National Fundamental Geographic Database provided by National 
Geomatics Center of China, and the maps free accessed from OpenStreetMap. The 
GIS application server, which is independent of the web application server, is 
responsible for publishing GIS data and responding to the client's geographic 
operations. In the web browser, the use of open source GIS library is advantageous to 
execute the data inquiry and parse, filter and display the response on compliance with 
protocol Open Geospatial Consortium (OGC) WFS, WCS, WMS [8] protocols. 

4.2 Resource Registration and Information Collection 

Simple and consistent access to real-time state and historical data of dispersed CI 
resources is a prerequisite for the system. The integrated nature of the system 
determines that the consistent metadata is essential for automatically access of the 
statistics data, sharing of resource services, and on-the-fly search in resource catalogs. 
Resource entries constitute the entire metadata, providing sufficient description of 
resource information. They are acquired in the dynamic resource registration 
mechanism form the foundation for catalogs, web portals, and other discovery 
services [10]. Using the standard service architecture SOA, the coupling between our 
system and the distributed resource service system can be greatly reduced. The 
architecture is designed to combine cross-organizational services rapidly and build 
our application quickly.  

In order to seamlessly integrate multi-source data, the URIs of the WSDL files are 
provided in metadata catalog. All metadata are collected in resource registration 
module. Various CI applications release their WSDL files as service providers. The 
URLs of these files are recorded and our system acts as a service registry in resource 
registration step. We follow the address and fetch the service records into our 
database. The system accesses self-governed resource information as a service 
consumer via SOAP-based interoperation in data collection step. 

4.3 Storage and Release 

The data collected in previous steps must be organized effectively for subsequent 
release and visualization. In our system, open source spatial database is chosen to 



330 Y. Wang et al 

 

provide standard access interface and operating mode. The spatiotemporal data in 
vector form are stored in the database, and the base maps in spatial files are 
transformed and then are stored as well. 

The resource status is real-time accessed via their service interfaces for real-time 
monitoring, and the statistics are accessed periodically for enabling the historical 
statistical analysis. Historical statistics then is aggregated according to the time 
intervals and the spatial regions for supporting multi-granularity OLAP. An objective 
of the data release is to make data available to users using web services and to push 
data into larger federated systems. An open-source GIS application server is adopted 
to publish the spatial data under OGC protocols. 

4.4 Visualization and Analysis 

The geospatial data is open and accessible under a series of geospatial web services 
specifications (i.e., WFS, WMS and WCS). Some open source JavaScript libraries are 
used to request, display and render maps on the web browser. The interaction with the 
system, including zoom, pan, marker and feature selection operations, are 
implemented without server-side dependencies. For example, when a resource is 
selected, a WFS request in an XML file is sent to the GIS server. The response in 
GML format containing the resource information is parsed and then displayed. The 
timeline and region controls are also used to search and to locate the relevant 
resources by filtering resources in time and space dimensions. The time series 
animation of resource running statistics can help domain experts discover potential 
spatiotemporal patterns. 

Consider data resources, it is difficult for users to search efficiently and monitor 
comprehensively these resources managed by multiple organizations in different 
disciplines. Through the previously mentioned modeling, scientific data resources, 
which describe different spatial regions with different time ranges, are integrated in 
the spatiotemporal visualization platform. Users are allowed to query directly 
resources from the registered metadata catalog, and the relevant results are organized 
by resource type. The left side of Fig. 3 shows the list of all current data resources 
relevant with “植物” (plant). 

Users can get a general understanding of all available resources from the visual web 
interface and make efficient selection by combining both historical statistics and their 
underlying knowledge. For example, users can assess and compare intuitively the 
available massive data resources and their backups based on utilization rates, network 
load and transmission distances. Furthermore, users want to search for supercomputing 
resources to carry out the large-scale computational task. At this time, users should 
consider the tradeoff between the cost caused by data transmission from the different data 
sources to the supercomputer centers and the waiting time in busy supercomputer centers.  

The overall understanding provides more reliable decision support in site selection 
and layout optimization of the CI through the participation of decision makers. Fig. 3 
shows spatial statistics of Scientific Database of China Plant Species [5] in June 2010. 
The red bubbles denote a number of storage nodes which the resource is located on. 
The lines in the figure indicate usage statistics through the data portal system from the  
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Fig. 3. Spatial-temporal visualization of the CI resources 

major users. The line width in the flow map indicates the data size. It is obvious that 
the use of the database concentrated on organizations in southern China. Therefore, if 
the database or backup is deployed on storage nodes in southern China, the 
transmission costs during service running can be reduced. At this time, usage of 
computational resources in the branch of Supercomputing Center of Chinese 
Academy of Sciences which locate in Kunming, China, about 20%, is significantly 
lower than other supercomputing centers. This is significant that users may prefer the 
plant database’s backup and relatively idle branch in the same place to get the data 
and perform their computational tasks. 

5 Conclusions 

A spatiotemporal schema is designed in this paper which models CI resources 
geographically. The time and space characteristics of resource distribution and usage 
can be effectively presented with such mechanism. A web-based GIS platform is also 
implemented for spatiotemporal visualization of CI services. The unified resource 
discovery, monitoring and assessment are implemented through the process of 
resource registration, data collection, storage, release, display and analysis. Moreover, 
some examples about data, computing  and network resources has shown the 
system’s ability to enable decision support for resource searching, planning and 
service running. Our current work is focusing on establishing an integrated 
spatiotemporal visualization platform. Spatial analysis tools and network flow 
visualization tools remains to be investigated on the basis of the system in future. 
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Abstract. Wireless multimedia sensor networks consist of unattended 
multimedia nodes with limited storage, energy and computation and 
communication capabilities. And energy is the most crucial resource for nodes. 
Clustering technique has been proven to be an effective approach for data-
gathering in wireless multimedia sensor networks. Therefore, this paper 
presents a novel clustering mechanism based on image-oriented correlation 
coefficient to reduce redundancy transmission so as to conserve network 
energy. And the aim is achieved through taking advantage of the correlation 
coefficient of captured images and RSSI value of nodes to avoid excessive 
computation and transmission. Moreover, a new cluster header election method 
is also presented to make the network’s load balance on energy. The simulation 
results show that the correlation coefficient threshold greatly affects the number 
and average size of clusters. And compared with another clustering algorithm 
based on overlapping FoVs, our clustering mechanism is more effective in 
prolonging network lifetime. 

Keywords: Clustering Mechanism, Wireless Multimedia Sensor Networks, 
Correlation Coefficient, RSSI, Network Lifetime. 

1 Introduction 

In recent years, Wireless Multimedia Sensor Networks (WMSN)[1][2] have attracted 
a plethora of researchers’ attention due to their vast potential applications and features 
of low cost. The multimedia nodes can be deployed at the interested areas to sensor 
various kinds of multimedia data such as image, audio and video. However, 
multimedia nodes have limited resources and usually cost much more energy than 
traditional nodes when transmitting multimedia data, it is crucial to design a wireless 
multimedia sensor network that can save nodes’ energy and maximize network 
lifetime. 
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So far, there are some researchers have done a great deal of studies on the problem 
of saving nodes’ energy from different aspects. Literature [3-11] have suggest several 
approaches for reducing energy consumption in wireless sensor networks, such as 
increasing the density of sensor nodes to reduce transmission range, reducing standby 
energy consumption via suitable protocol design, and advanced hardware 
implementation methods. And Clustering algorithms have also been proven to be a 
feasible solution. However, S. Soro et al.[12] pointed out that existing clustering 
algorithms of traditional wireless sensor networks are not suitable in the wireless 
multimedia sensor networks for the sensing model of multimedia nodes is quite 
different from that of common scalar nodes. Hence, K. Obraczka et al.[13] suggested 
that the sensing area of multimedia nodes should be an important factor to be 
considered. Paper [14] presents a clustering algorithm for wireless multimedia sensor 
networks which based on the overlapped Field of View (FoV) areas. It compute the 
overlapping sensing area of two nodes through their coordinates and orientation 
information. However, this algorithm only works well when there are little 
obstructions in the field of view and all nodes are in such a situation that similar to the 
2D-plane. In addition, it is difficult to be accurately informed of all nodes’ locations 
and directions in the real environment. 

Here, we proposed a clustering mechanism based on image-oriented correlation 
coefficient (CMICC). In this mechanism, correlation coefficient of collected images is 
used to calculate the redundancy of sensed data by different nodes and then put 
certain nodes into the same cluster. And, a RSSI-assisted method is used to reduce the 
computational complexity of correlation coefficient. Besides, we propose a new 
cluster header election method to balance energy load in each node so as to prolong 
the whole network’s lifetime more effectively.  

The remainder of the paper is organized as follows: Section 2 illustrates the 
relevant definitions and network model. Section 3 describes the detail of CMICC. 
Simulation results are shown in Section 4. Finally, concluding remarks are made in 
Section 5.  

2 Definitions and Network Model  

2.1 Relevant Definitions 

Definition 1 (Correlation Coefficient): the correlation coefficient of two multimedia 
nodes illustrates the relativity degree of images collected by the two nodes. That is the 
coverage redundancy of the two nodes.  

In [15], it proposed a correlation coefficient computational algorithm which is 
image-oriented and independent with the node model. It defines the correlation 

coefficient of node i and node j as ijρ , and /O Tij ij ijρ = . Where Oij denotes the 

overlapping area of two images captured by node i and node j, and Tij is the total area 
of the two images. Also, the image’s area is expressed by the number of pixels in the 
image. 
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For example, if there is overlap between the left parts of image i (captured by node 
i) and the right parts of image j (captured by node j), then 

1

2
1
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LO ilij l

ij RTij R C Lill

ρ

== =

× × − 
=

 (1)

Where R and C denote the row and column of a completed image, respectively. Lil 
denotes the coincident point’s pixel location made by line l of image i and the right 
parts of image j. 

Definition 2 (RSSI): RSSI indicates the signal strength of wireless communication of 
one node receive from the other. And we can use it to judge the distance and 
obstruction situation between the sending and receiving nodes. 

From [16], we know that the value of RSSI obey the log-normal distribution, and 
the general form of the probability model of signal propagation is given as follows: 

 ( ) ( ) 10 lg( )
d

RSSI d RSSI d n Xr p s
dr

= − +  (2)

Where dr is the reference range, np is the path loss exponent which depends on the RF 
environment. And Xs are the random variables that obey Gaussian distribution with 
mean 0 and standard deviation S. It is used to reduce the error of signal strength.  

According to formula (2), we can derive distance d between the sending and 
receiving nodes. 

Moreover, we use a simplified model shown in [17] for the wireless channel model 
of the network as follows.  

40.2 10 * 2.0 * lg , ( 8 )
( )

58.5 10 *3.3* lg , ( 8 )
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=

− − >



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Where Pt is the transmitted signal power of the sending node.  
Hence, from formula (3), we can obtain the calculating formula of Pt.   

2.2 Network Model 

Before studying the details of the proposed clustering mechanism, we make some 
assumptions about the nodes and the underlying network model:  

(1) The wireless multimedia sensor network is a high-density static network.  
(2) Sink node is located far away from the square sensing field and it has powerful 

storage, energy, computation and communication capabilities. 
(3) The initial energy of each multimedia node is the same and can not be 

replenished. 
(4) Each multimedia node can use power control to vary the amount of 

transmission power, which depends on the distance to the receiver. 
(5) Every multimedia node is equipped with GPS unit. 
(6) The initial transmitted power of all multimedia nodes is the same. 
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3 A Novel Clustering Mechanism Based on Image-Oriented 
Correlation Coefficient (CMICC) 

Here we propose a novel clustering mechanism based on image-oriented correlation 
coefficient (CMICC). Since correlation coefficient of nodes reflect the redundancy 
degree of the images captured by nodes, we can take advantage of it to reduce 
redundant data transmission and only send data which is not duplicated with others. 

Moreover, since RSSI can indicate the distance of two nodes, and it is not 
necessary to calculate the correlation coefficient of nodes which are far away or have 
big obstacles between them for there is little possibility that they have overlapping 
sensor area. So we can use RSSI to decrease the calculation times of correlation 
coefficient. 

Also, in order to prolong the network lifetime further, we also present a new cluster 
header election method based on cost. The main idea is that we define a cluster header 
competition parameter which contains two elements. One is the node’s residual 
energy, the other is the total amount of energy consumption that cost by other nodes 
when they transmit their images to it. Hence, a node with certain residual energy and 
least total amount of energy cost will be selected as the header of the cluster. 

We consider a monitor area with N wireless multimedia nodes, represented by the 
set S = (S1, S2,…, SN). In order to avoid high energy assumption of nodes for long 
distance transmission within the cluster, we set the maximum number of multimedia 
nodes within a cluster to m (m≤N). 

The specific clustering mechanism is described as the following three phases: 
Correlation Coefficient Matrix Building Phase, Clustering Phase and Cluster Header 
Election Phase. 

1) Correlation Coefficient Matrix Building Phase:  
①All nodes {S1,S2,…,SN} start initializing. Each of them broadcasts a message 

which only contains its own ID, and receives ID messages from other multimedia 
nodes;  

② Each node records the corresponding RSSI value receives from others. We use 
rij to denote the signal strength of node i receives from node j. If node i didn’t receive 
node j’s message, set rij to 0. And send the RSSI value results to Sink node; 

③When having received all the results, Sink node constructs a signal strength 
matrix R of N×N as follows and creates an assisted set P, P= {P1,P2,…,PN}; 
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④ For the ith (i=1,2,…,N) column, traverse the matrix R from the first row to look 

for node j(j=1,2,…,N) which satisfies the condition rij β≥  ( β  is a predefined 
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threshold constant). If there is node j (j=1, 2, …, N) meets the above condition which 
means node i and node j have overlapping sensed field, node j will be put into the 
cluster Pi. Otherwise, continue to search the next row; 

⑤ i+1, if 1i N≤ + , then go to ④. Otherwise, go to ⑥; 
⑥ Sink node broadcasts the images collecting request to all of the multimedia 

nodes in the network; 
⑦ Each node begins to capture its first image after receiving the request message 

and transmits the image to Sink node; 
⑧ After receiving all the images, Sink node starts to calculate the correlation 

coefficient ijρ  of any two nodes within the cluster Pi(i=1,2,…,N) and set ijρ =0 

when node j is not in the cluster Pi. Therefore, a simplified correlation coefficient 
matrix M is established as follows. 
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2) Clustering Phase:  
① Sink node creates a new empty cluster set T, T={T1,T2,…,TN} and select the 

node with minimal ID which assumed to be Si(i=1,2,…N) from nodes set S, and put it 
into the empty cluster Ti, then delete node Si from set S. Then traverse the correlation 
coefficient matrix M in ascending order of the ID of remaining nodes. Put all of the 

nodes j (j=1,2,…,N) which satisfy the condition ijρ α≥ (where α  is a correlation 

coefficient threshold which is depended on the actual needs) into Ti; 
② If the number of nodes in Ti is more than m, calculate the sum of the correlation 

coefficient of each pair of nodes within the cluster, recorded as stρ (s, t is the ID 

of the multimedia nodes in the cluster). And sort the results in descending order, keep 
the top-ranked m nodes and remove the rest from Ti;  

③ If the number of nodes in Ti is no more than m, calculate the average value of 
the correlation coefficient of each pair of nodes within the cluster. If the result is more 
thanα , keep the node, otherwise, remove it from Ti; 

④ Judge whether set S is empty. If it is, the clustering process is considered to be 
finished. Otherwise, repeat above clustering phase until S is empty. 

3) Cluster Header Election Phase 

① A Node whose residual energy is more than the energy threshold 0ω  is able 

to be the candidate header; 
② Every candidate header calculate the total energy cost of the network in 

accordance with formula (4) and (5); 
③ Elect the node which has the least total cost to be the header. 
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Where Cost(i,j) denotes energy cost of node j when it sends data to node i, k is the 
amount of bytes of a completed image, k=2×R×C, and n is the number of nodes of a 
cluster. 

( , ), ( 1, 2, ..., )
1,

n
Cost Cost i j i nTotal j j i

= =
= ≠

 (5)

In addition, we can achieve more energy-saving by regulating the nodes’ transmission 
power to minimal in accordance with formula (6).  
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Where RSSImin denotes the minimal signal strength which means any two nodes 
within the cluster can communicate with each other. And d can be obtained from 
formula (2). 

4 Simulation and Analysis 

In this section, we evaluate the performance of our proposed algorithm (CMICC) via 
MATLAB. For simplicity, an ideal MAC layer and error-free communication links 
are assumed. The simulation parameters are given in Table 1. 

Table 1. Simulation Parameters 

Parameter Value 
Network size 100m×100m 
Sink location (50,150)m 

Number of multimedia nodes 50 
Initial Energy 2J 

Data Packet Size 4000bits 
Initial RSSI -70dBm 

dr 87m 

 
A. Number of Clusters in CMICC 

In our setup, 50 multimedia nodes are uniformly distributed in a region of a 
100m×100m square. Because the value of RSSI represents the communication 
distance between two nodes, so it greatly affects the final results of clustering. Here, 
we set each node’s value of RSSI 70dBmβ = − , so that the node’s communication 

radius can be maximal. 

( , ) * (1 ) * , ( , 1, 2, ..., , )Cost i j P k i j n i jt j ijρ= − ∈ ≠  (4)



 A Novel Clustering Mechanism Based on Image-Oriented Correlation Coefficient 339 

 

Since the correlation coefficient threshold α  is a judgment which determines 
whether the nodes can join the cluster, by varyingα , we can control the number of 
clusters of the network. Fig 1(a), (b), (c) show the results of clustering 
when 0.25α = , 0.30α = , 0.35α = , respectively. 

 

   
(a)                         (b)                         (c) 

Fig. 1. The graph result of the clustering 

Table 2. Result of Experiment A 

α  average number of clusters Average size of a cluster 
α = 0.25 9.21 5.56 
α = 0.30 15.58 3.33 
α = 0.35 22.46 2.22 

 
From above experiment result, we can find that the number of clusters increases as 

the value of α  increases, while the average size of a cluster decreases as α  
increases.  

 
B. Average Size of Clusters  
In this set of experiments, we study the results of clustering when the value of 
correlation coefficient α  ranges from 0 to 1. We conducted the experiments under 
the condition of 50, 100 and 150 multimedia nodes in a network, respectively. Each 
case we carried out 10 experiments and recorded the number and size of clusters for 
every experiment. Fig 2 depicts the average cluster size under different correlation 
coefficient threshold.  

 
Fig. 2. Impact of correlation coefficient on 
average size of clusters 

Fig. 3. The number of survived nodes over
time 
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From Fig 2 we can observe that the more the nodes, the larger the number of nodes 
in a cluster, and the average size of a cluster decreases as α  increases. Besides, there 
are parts of each curve drop quickly during such intervals. This is due to the number 
of nodes in a cluster is more than other case when the correlation coefficient threshold 
α  falls within these intervals. 

 
C. Network Lifetime 
Finally, we examine the network’s lifetime of two clustering algorithm by evaluating 
of the time until the first node dies and the time until the last node dies. We compare 
our clustering mechanism with FoV[14] (a clustering algorithm based on overlapping 
FoVs for WMSN), the results is shown as Fig 3. 

It is clear that CMICC has better performance in increasing network lifetime 
compared with FoV. Although, FoV achieves energy conservation through 
coordination of nodes belonging to the same cluster to avoid redundant sensing and 
processing, but it is impossible to keep away from sensing repeated information 
completely. And it is well know that data transmission cost more energy consumption 
than data gathering. Contrastly, our algorithm eliminates redundant data before nodes 
start to transmit their captured images, and will cost less transmission power. 
Therefore, it prolongs the network lifetime effectively.   

5 Concluding Remarks 

In this paper, we propose CMICC, a clustering mechanism based on the image-
oriented correlation coefficient. This mechanism makes the multimedia nodes which 
capture duplicated data join the same cluster, so that it will avoid redundant data 
transmission since each node only needs to send parts of the image instead of a 
completed image to the cluster header. Besides, we make use of RSSI to reduce 
computation times of correlation coefficient. And, a new cluster header election 
method is presented to balance energy load in every node. Thus, it prolongs the 
network lifetime effectively.  
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Abstract. This article begins with analysis of the particularity of coal mine 
structure, for the lack of mine wired network in some respects, such as 
freshness, flexibility, coverage and so on, a scenario of Wireless Sensor 
Network (WSN) based on ZigBee technology is presented. And it can be used 
for miner positioning and related information collection in the coal mine. The 
tree network topology is selected to set up the WSN.The result of this 
experimental indicate that the scenario can meet the demands of underground 
communication, and overcome the existing problems of single function and 
wiring complexity. The scenario provides a better solution for the underground 
miner positioning and related information collection. 

Keywords: Wireless Sensor Network (WSN), ZigBee, miner positioning, 
information collection. 

1 Introduction 

China is a country that mainly depends on coal as the energy, both the coal production 
and consumption rank first in the world. In the future for a long period of time, the 
coal-dominated energy structure will not change. Due to the complex structure and 
bad environment of the coal mine, some accidents have occurred from time to time, 
more attention needs to pay to the coal mine safety. Therefore, it is important to 
monitor the environment parameters when mining coal; Moreover, when the accidents 
happening, it is of great significance for the rescue to locate the position exactly of 
trapped miners. 

Currently, the RFID (Radio Frequency Identification) technology is widely used in 
the mine for the miner positioning. The concrete realization of the method is: the 
RFID tags on miners communicate with the RFID readers in the key position [1], 
RFID readers record the time that miners passed the readers, then infer the miners’ 
approximate location via the time. There are some disadvantages of this approach. On 
one hand, the RFID reader needs a larger space to deploy, whereas the mine space is 
relatively small. On the other hand, the approach is not conducive to the expansion of 
the network. But ZigBee is a rising wireless network technology which is of short 
space, low complicacy, low power consumption and low cost. It is the characteristics 
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to make up for these deficiencies. In the past decade, ZigBee technology has been 
successfully applied in the field of smart home, intelligent transportation, modern 
agriculture, medical care etc [2]. Therefore, basing on the complex structure of the 
mine, in this paper, a scenario of WSN based on ZigBee technology is presented. This 
scenario not only can be used for the miner positioning, but also for the detection and 
transmission of gas concentration, temperature, air pressure and other parameters. 

This paper is organized as follows. In Section 2, we present the mine structure 
analysis and the choice of ZigBee network topology. And the whole structure of 
system is proposed in Section 3. In the end, we draw the conclusions. 

2 Analysis of Mine Structure and ZigBee Technology 

2.1 Analysis of Mine Structure  

It is meaningful to get miners’ position in the main tunnel, underground work 
locations and other important places; the choice for the appropriate network topology 
has important significance for the completion of position task and the aid mechanism. 
Tunnel will generally appear in four forms, as shown in Fig.1. No matter what the 
tunnel structure may be, as far as ZigBee is in the visual range, it will follow the same 
rules for communication. For the curve and cross shaped structure, adding a node to 
provide a certain degree of redundancy, which will be beneficial to the data 
transmission. 

 

Fig. 1. Four forms of tunnel 

Although the tunnel forms have little impact on communications, there are strict 
requirements for the adoption of machinery and equipment. In order to meet the 
demands of machine equipment and temporary double track train, the width of tunnel 
can be calculated the following method [3]:  
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cAaB ++= 12  (1)

Where B is the tunnel width, a is the width of non-sideway, A1 is the max width of 
transportation facilities, and c is the sideway width. In accordance with relevant 
provisions, take the sideway width c=840mm, non-sideway width a=400mm, and A1 
=1180mm. In accordance with (1), the pure width of tunnel B=3600mm=3.6m, 
therefore, the tunnel width should be about 2m to 4m. In this design, take the max 
width of the tunnel B=4m, as shown in Fig.2, the communication range is proposed. 
Assume that a ZigBee node is at the point L=e, it can communicate with the farthest 
node at the point L=g, thus the node has communication capability of area is 
S1=2×4× (g-e). But another node is at L=f, it can as far as communicate with the node 
at L=h, and its communication area is S2=2×4×(h-f). The overlap S1 and S2 can be 
educed, that is S3=4×(g-f). The S3 region can be covered by the adjacent ZigBee 
nodes. In this way, this section of the tunnel is divided into the common area S3 and 
the other two separate areas. By the communication between ZigBee nodes carried by 
miners and nodes fixed in the tunnel, the location of the miners can be morally fixed. 

 

Fig. 2. Example of ZigBee communication in the tunnel 

2.2 Analysis of ZigBee Technology 

ZigBee (IEEE 802.15.4 standard) is a rising wireless network technology which is a 
short distance, low power consumption, low data rate and low cost [4]. In the network 
with IEEE 802.15.4, based on the discrepancy of communication ability, equipments 
are divided into two kinds of devices, namely FFD (full function device) and RFD 
(reduced function device). RFD has no routing ability, transmits less data quantity, 
and usually is adopted as an end device in the network. If not at work, it will be in the 
dormancy state. Whereas FFD is in the state of working at all times, and holds the 
ability of control and management in the network. Due to the tasks of devices, ZigBee 
alliance calls them coordinator, router and end device [5]. Coordinator is a special 
type of router, and is responsible for forming the network, setting up an addressing 
scheme, and maintaining all routing tables. Router extends network area coverage, 
and connects to the coordinator and other routers, and also support child devices. 
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The end device can transmit or receive messages; it must be connected to both the 
coordinator and a router, and do not support child devices. 

ZigBee defines the network layer specification for star, tree and mesh network 
topologies and provides a framework for application programming in the application 
layer. As shown in Fig.3.  

 

Fig. 3. ZigBee network topology 

3 Proposed the Whole Structure of System 

The proposed system is to build up a miner positioning and information collection 
system. As shown in Fig.4, the system mainly consists of ground control centre and 
undermine ZigBee network. The personnel computer (PC), the industrial personal  
 

 

Fig. 4. System of Whole Structure 
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computer (IPC), and related equipments constitute the ground control center, whose 
role is to store, compute the collection, and operate corresponding equipments in the 
mine [6]. Coordinator, the core of ZigBee network, connected to the computer 
through the RS232 bus, forwards the mine information data to the PC. In the tunnel of 
coal mine, router nodes are placed at intervals along the tunnel. In order to obtain 
energy conveniently, these nodes can be set in the neighborhood of the mine lamp. 
However, in the some places that gain energy difficultly, some anchor nodes are set. 
Miners’ wireless modules included ZigBee module and sensors, are used as unknown 
node, collect information data and transmit it to the PC through routers and the 
coordinator [7]. Then the system can acquire undermine environment parameters and 
reach the miners’ position by calculation of the PC. 

3.1 Selection of ZigBee Topology 

In the star topology, a master-slave network model is adopted. A FFD plays the role 
of PAN coordinator, the other nodes can be FFDs or RFDs, communicate with the 
PAN coordinator. In the mesh topology, the ZigBee coordinator is in the charge of 
starting the network and choosing certain key network parameters, whereas ZigBee 
routers are responsible for network extension [8]. But the tree topology, in a sense, is 
deemed as a complicated, expanding star topology. In tree networks, routers move 
data and control messages through the network using a hierarchical routing strategy 
[9]. Compared to the mesh topology, it is more straightforward to establish a tree 
topology. In addition, the tree network has the wider or more comprehensive 
application. 

It is precisely for this reason that the system chooses the tree topology. In addition, 
another important reason is the restrictions of router energy consumption. Many 
articles adopt mesh topology as the network structure, and use #5 alkaline batteries to 
supply to the router; however, it is experimentally that the longest supply time of 
battery-powered is no more than 5 days. If these routers were configured undermine, 
for the reason of the battery, the entire network communications would become 
unstable. It is based on the above two reasons, the tree topology is used as the 
network structure, and routers are supplied by the external power. 

3.2 Design of Communication Nodes 

In this design, the selection of the chip is CC2430/CC2431 of TI Company. As shown 
in Fig.5, the CC2431 is used in unknown nodes carried on miners, and the CC2430 is 
used in other nodes [10]. In the CC2431 peripherals, there are four sensors, which are 
gas concentration sensors (GCS), temperature sensors (TS), pressure sensors (PS), 
oxygen concentration sensors (OCS). The wireless transmission of data is in the 
2.4GHZ ISM (Industrial Scientific and Medical) opening band, and the option of 
antenna is Sub-Miniature-A (SMA). Environment parameters are collected by sensors 
and sent to the nearest router, and then are transmitted to the ground center with the 
help of WSN. 
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Fig. 5. Design of communication nodes 

3.3 Analysis of Routing Algorithm 

In the ZigBee network, network addresses are assigned using a distributed addressing 
scheme that is designed to provide every potential parent with a finite sub-block of 
network addresses. These addresses are unique and are given by a parent to its 
children. Figure 6 shows the parent node can be allocated the number of addresses 
(Cskip) and each node address (Addr). When the coordinator establishes a new 
network, it has a depth of 0, while its children have a depth of 1. If the node (i) wants 
to join the network, and connects to the node (k), then the node (k) is the parent node 
of node (i). According to the Addr and network depth (Depth k), the node (k) shall 
assign node (i) Addr and network depth (Depth i =Depth k +1). 

Assumed values for the maximum number of children a parent may have, 
nwkMaxChildren (Cm), the maximum number of routers a parent may have as 
children, nwkMaxRouters (Rm), and the maximum depth in the network, 
nwkMaxDepth (Lm), then the Cskip (d) can be calculated as follows, given network 
depth, d [11]. 
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If an end device, without routing capabilities, connects to the parent node as the nth 

node. Based on the parent address, Ak and the depth of the child node, d, the child 
node Addr: Ai is given by the following equation [12]: 

)(1,)(i mmmk RCnnRdCskipAA −≤≤+•+=  (3)

If a router joins the network, it will get the Addr: 
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)(1),1()(1i mmk RCnndCskipAA −≤≤−•++=  (4)

In the Fig.6, given the network has Cm=4, Rm=4 and Lm=4, the value of Cskip and 
Addr can be figure out by the above three formulas. In addition, a 3-layer tree 
topology network is given by Z-Network software in the Fig.7, meanwhile, the 
relationship among coordinator, router and end device can be seen. 

 

Fig. 6. An example of the tree network address assignment [13] 

 

Fig. 7. Tree topology displayed in Z-Network 
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4 Conclusion 

Based on the analysis of mine structure and ZigBee technology, a scenario has been 
proposed in this paper. By comparing the characteristics of the three topologies, the 
tree topology is used to establish WSN in the mine. The experimental studies show 
that the scenario can be better to locate miners and acquire the relevant parameters in 
the pit. The whole system is easy to install and expand, and the practical value is 
worth popularizing.  
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Abstract. Metadata is the data about data. With the development of information 
technologies, it is realized that metadata is of great importance in discovery, 
identification, localization and access of resources. For the context-aware 
middleware, it is necessary to provide the metadata of context resources 
connected to it for the context consumers. However, the complexity of context-
aware computing results in the diversity of context resources which makes it 
difficult in explicitly describing the metadata. In this paper, an XML-based 
markup language called VirtualSensorML is proposed for the purpose of 
providing model and schema to describe the metadata of context resources in an 
understandable format. It defines fundamental elements and various sub 
elements to describe the common and special properties of different context 
resources. The metadata management of context resources is currently 
implemented in a multi-agent based context-aware middleware. The evaluation 
demonstrates that it is efficient to improve the discovery of context resources. 

Keywords: Metadata management, Context-aware computing, Context 
resource management, Context-aware middleware. 

1 Introduction 

Metadata is the “data about data” which can be considered as specification of data 
structures or data about data content. With the rapid development of information 
technologies, it is imperative for people to be able to exchange, share and manage 
information. The proposal of metadata is to better enable them to discover and access 
the resources required[8]. Metadata used to improve data management of large-scale 
data storage related systems such as electronic libraries and data warehouses[2][3]. As 
people gradually realized the importance of metadata in discovering, locating, 
identifying and assessing resources, more and more applications and systems, 
especially intelligent ones[4,7], place metadata management into one of the priorities. 

For a context-aware application developed with a context-aware middleware, it 
should be able to know what context the middleware can provide, where is the context 
from, how to acquire the context, and what are the special properties of the  
context required. Above related information are understood as the metadata of the 
context resources. Therefore, it is necessary for a context-aware middleware to 
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provide certain metadata management of context resources. However, the complexity 
of context-aware computing leads to the difficulties in description of the metadata of 
context resources, which reflects in the following two aspects:  

- The types of context resources are various. The diversity of contextual 
information results in the diversity of context resources as well. Context can be 
collected from a physical sensor or a logical one. While logical resources are 
usually in the form of software, it is very difficult to make an accurate and 
standard description of them. 

- Interactions between context resources and middleware are various. 
Communications and interactions between context resources and middleware can 
through either the external networks or local APIs. While some context resources 
are encapsulated into standard services and the detailed interactive information 
are described by standard profiles such as WSDL documents[12], most context 
resources directly interact with context-aware middleware without any additional 
descriptions. 

Former researches such as [5,6,9,11] have provided certain frameworks for creation 
of metadata profiles describing the capabilities of context resources. However, most 
of them focus on physical resources and pay little attention on logical ones. In this 
paper, we aim to provide a well-defined metadata description framework for the 
context resources in context-aware middleware. An XML-based model and schema 
called VirtualSensorML is proposed. It defines some fundamental elements of the 
metadata such as identification, capabilities, location and outputs and related sub 
elements for describing the detailed properties. The creation and modification of 
metadata profile can be done by VSML editor which is an editing tool for 
VirtualSensorML. In addition, the GaCAM(Generalized Adapt Context Aware 
Middleware)[1], a multi-agent context-aware middleware, is introduced. We will 
discuss the metadata management of context resources including how to deal with the 
metadata profiles and how context consumers can discover and access the resources 
required by these profiles in GaCAM. 

The remainder of this paper is structured as follows. In Section 2, the generic 
definition of context resource and its category are described. The VirtualSensorML is 
introduced in Section 3. Section 4 illustrates the metadata management of context 
resources in GaCAM and an evaluation is provided. Finally, Section 5 concludes the 
paper. 

2 Context Resources in Context-Aware Computing 

A context resource is a data source that collects information which is used to 
characterize the situation of an entity. The collected contextual information ranges 
from data that can specify, determine or clarify a phenomenon in real world to 
information in the profile which describes an entity in cyber world. 

According to the implementation of context resource, it can be categorized into 
physical context resource and logical one. Physical resource is a physical device that 
captures or detects the environmental elements in real world. For example, GPS is a 
frequently used physical resource which returns the coordinate pairs (longitude and 
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latitude) of an entity. In contrast, logical resource is a data source that indirectly 
interacts with physical layer, and it often has no computational ability. What’s more 
important, a logical resource may make use of different physical resources and other 
logical resources to form a higher-level context which usually used during context 
preprocessing and context reasoning to derive new contextual information.  
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Fig. 1. Context resource category in context-aware computing 

Fig. 1 shows a classified general context resource category. Context resource is 
divided into physical resource and logical resource. And physical resources are 
categorized into eight sub-classes and each sub-class has more detailed resource types. 
For example, the GPS sensor is an instance of location resources which is the fifth sub-
class of physical resources. The classification of physical resources is mainly based on 
the sensor classification on Wikipedia. On the other hand, logical resources are 
classified into three main sub-classes: Software Agent, Semantics implied in data and 
User interaction based. Software Agent resources are in forms of software to collect 
contextual information. They can be the software which monitors the conditions of 
cyber world such as a network monitor or a device condition monitor which reports the 
current condition of CPU, memory, battery et al. in the device. Semantics implied in 
data records the contexts of semantics such as user profiles, group profiles, calendars 
and documents. User interaction based resources collect the contexts of user 
interactions such as the operation history and usage logs. 

3 VirtualSensorML 

VirutalSensorML is an XML-based markup language with the purpose of providing a 
proper model and schema to explicitly describe the common and special properties of 
various context resources in an understandable format.  It presents the concept of 
resource group and resource field which is used to describe a set of context resources 
such as a small sensor network and defines metadata elements to overcome the 
deficiencies of current solutions which are not capable of describing the logical 
context resources. 
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3.1 Resource Group and Resource Field  

Context-aware middleware usually interacts with more than one context resources. 
And sometimes a number of context resources will interact with middleware as a 
whole. For example, a small sensor network contains a number of various sensors and 
communicates with middleware through one of the node. Obviously, in this scenario to 
provide each context resource a metadata profile will definitely leads to a lot of 
redundant information. Therefore, in order to reduce the redundancies, it is desirable to 
describe the set of resources which are located nearby or grouped together for a same 
purpose as a whole and abstract their common properties. The definitions of Resource 
Group and Resource Field element are described below: 

- Resource Group is composed by a collection of context resources which are 
usually located nearby or grouped together for a same purpose. 

- Resource Field is composed by a set of resource groups. For example, a huge 
sensor network which comprises a number of small internal sensor networks is a 
sensor field. 

 

Fig. 2. a) A resource group presents a weather station and b) Resource groups and resource 
field of a smart office building 

Fig. 2a shows a resource group example. The resource group which presents a 
weather station is composed of a thermometer, a hygronom, an anemometer and an 
agent which describes the outlooks of the weather. Fig. 2b illustrates another resource 
group and resource field example. In a smart office building, there is a small sensor 
network deployed in every room to detect the change of environment according to 
which intelligent apparatus such as air conditioner can adjust their operations. The left 
cloud encloses three sensors and a proxy is a resource group of room 302 and the 
right cloud represents the resource group of room 406. All the sensor groups make up 
a resource field (the dotted ellipse) of the smart office building. 

3.2 Location of Context Resource 

Location information also plays an important role in metadata description of context 
resource. Accurate location information not only makes context consumers locate the 
resource required easily, but also helps establish the connections among contexts. 
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However, to describe location is also a challenging job since location of context 
resource is various. For example, location can be identified by either a geospatial 
position or a logical address such as IP address. VirtualSensorML introduces four 
ways to describe the location information of context resources. They are: 
- Common address. The most general way to represent a location with elements 

such as country, street, road, etc. 
- Geospatial position. A coordinate pair containing the longitude and latitude. 
- Network address. An IP address or a URL link indicates the accessible location 

of the resources. 
- Descriptive location. Using descriptions and keywords to describe the location. 

In this case, the context resource is usually under mobile and dynamic 
environment which cannot use a fixed position to describe the location. 

3.3 Properties of Context Resource 

The quality of contextual information is closely associated with the properties of 
context resource. For example, for a GPS, its accuracy and sample period determine 
the accuracy of the coordinate pair it generated. Therefore, to describe the properties in 
details is beneficial for the context consumers to deal with context correspondingly.  
VirtualSensorML defines four basic elements to describe the properties of context 
resources. 

- Accuracy. It indicates the proximity of the measurement results to the true value. 
- Measuring range. It is the maximum  and minimum of measurement results 

which a context resource can provide. 
- Sample period. The frequency that a context resource updates its outputs. 
- Certainty. It implies the credibility of the measurement results generated by a 

context resource. 

Besides the above four properties, with respect to different context resource types, 
VirtualSensorML also defines some elements to describe the special properties. For 
instance, a video camera which provides the image contextual information may has the 
properties such as focal length range, optical zoom, digital zoom and resolution. On the 
other hand, VirtualSensorML also defines some operational environment requirement 
related elements such as operational temperature, operational humidity, supply voltage, 
supply current and power level. 

3.4 Outputs of Context Resource 

It is necessary to describe the outputs since different unit and data type of 
measurement results may have different meanings. A general example is the 
Fahrenheit and Celsius thermometers. What’s more important, as the outputs of 
logical resources are always not standard, to list the detailed output contents what the 
context resource can provide is especially essential. Hence, metadata description of 
context resource written in VirtualSensorML is required to list output contents and 
their related units and data types. 
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3.5 VSML Editor 

VSML Editor is a GUI tool to create and modify metadata profile of context resources 
according to VirtualSensorML model and schema. In VSML Editor, left column is a 
list of different kinds of context resources. When creating a new metadata profile, 
user can select a context resource type from the list, and VSML Editor will create a 
basic profile according to the selected type. The middle area is the main editing area, 
user can directly text profile elements in it. Below the editing area is a check box for 
syntax check according to the VirtualSensorML schema. The right side will show 
panels containing components such as text box, list box, radio, etc. of different parts 
of metadata profile such as Location and Properties for users to edit the detailed 
elements. See Fig. 3. 
 

 

Fig. 3. GUI of VirtualSenserML Editor 

4 Metadata Management 

GaCAM is a multi-agent context-aware middleware which aims to provide a flexible 
and domain-independent support for context-aware services. The core functionalities 
of GaCAM are composed of context collection, context modeling, context 
preprocessing, context reasoning, context storage and access management and services 
composition and dispatch. Agents are responsible for related functionalities. The 
interfaces to external context-aware applications are wrapped as web services which 
mean applications can request the middleware for the contexts by SOAP messages. 

The metadata management of context resources is achieved in the sensing agent 
container. An agent container contains a number of agents and manages the life-cycle 
of them. The sensing agent container contains all the sensing agents and is capable of 
creating, suspending, resuming and killing them. Every sensing agent is considered as 
a mediator which is connected to an external context resource and collects the 
contextual information. Directory of sensing agents alive maintained by the sensor 
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agent container will be provided for the context-aware application when it connects to 
GaCAM. If the application is interested in a particular context collected by a sensing 
agent, it can query the middleware through a DescribeResource method for the 
metadata profile of the related context resource connected to this sensing agent. And 
then the application can decide whether the context meets its need. The metadata 
profile is stored in related sensing agent and can be accessed through SOAP request. 
Fig. 4 illustrates the above descriptions. 
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Fig. 4. Metadata management of context resources in GaCAM 

In GaCAM, a typical size of SOAP message request for the directory is about 450 
bytes, and the size of response message depends on the number of sensing agents 
alive. The average response time is much less than 1second. For the metadata profile, 
the following table shows the average size of a metadata profile. We have developed a 
location-based services client under a dynamic environment whose bandwidth is 
about 50k/s. Evaluation(See Table 1) shows that the response time of metadata profile 
arriving client is quite short. Therefore, it is reasonable to believe that metadata 
profile written in VirtualSensorML is efficient in context resource discovery, and 
improve the QoC(Quality of Context). 

Table 1. Average Size of Metadata Profile and Its Response Time 

Context resource type Average size(bytes) Average response time(ms) 

Single Resource 3,679 746 
Resource Group 11,745 1284 
Resource Field 177,020 3209 

5 Conclusions 

In this paper, we present the VirtualSensorML which concentrates on providing the 
metadata description schema of context resources in a more general manner. And the 
characteristics of context resources used in context-aware computing are illustrated as 
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well. Compared with the current solutions, VirtualSensorML is more suitable to be 
used to model the logical resources. In addition, the metadata management of context 
resources in a multi-agent context-aware middleware is described in details. The 
evaluation shows that metadata profiles written in VritualSensorML are efficient in 
resource discovery. Our future work is to explore the metadata of the services and 
their components in context-aware systems. We believe that a well-defined metadata 
management framework will certainly improve the quality of context-aware services. 
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Abstract. According to the demand for scientific data sharing of hydrology and 
water resources, through the introduction of Web Service and service 
composition development technology, we carried out a detailed design on the 
sharing platform from the aspects of service packaging, service registration, 
service publishing and service composition based on WSBPEL process. In this 
paper, we achieved the scientific data sharing platform of hydrology and water 
resources based on service composition in the private network environment of 
water system. The platform breaks the structure of traditional data sharing 
platform, and it can reassemble services to generate more complex business 
services, providing a basis for implementing sharing platform’s development 
from data sharing to service sharing. 

Keywords: Service Composition, Data Sharing, Web Service, WSBPEL, 
Hydrology and Water Resources. 

1 Introduction 

The scientific data sharing of hydrology and water resources in our country has 
achieved preliminary results since launched, and it provides query and download 
capabilities for the main scientific data of hydrology and water resources to the outside. 
The literature[1] proposes a scientific data sharing system of hydrology and water 
resources, the sub-node of which stores the main data regarding province and river 
basin as a unit, and the central node only stores part of the data; The literature[2] 
designs a distributed data exchange system based on metadata and data sets. In this 
paper we consider that the research of data sharing for water basin not only needs data, 
but also needs mathematical methods to process and analyze data, thus to share more 
rich and intuitive analysis results, and to make the scientific data sharing platform 
developing from data sharing to service sharing. The implementation of service sharing 
requires a mix of many public services working together to complete the complex 
application, which is unable to be achieved by the existing scientific data sharing 
platform of hydrology and water resources. 
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This article will deeply study the scientific data sharing platform of hydrology and 
water resources based on service composition, by regarding each node as a service 
provider, and the central node as a service manager and publisher, and using service to 
solve existing problems instead of original application. The main issues need to be 
solved are as following: ①The creation and packaging of functional services. Each 
sub-node has an independent site of hydrology and water resources data, and provides a 
lot of rich application functions, so we need to use different methods to package and 
publish the existing functions into services, and use a unified J2EE technology to 
create, package and publish the application functions, providing service support for 
scientific data sharing platform of hydrology and water resources. ②The registration 
and discovery of services. With the feature-rich application services, how to use them 
in the platform has become the main problem. This paper adopts a UDDI-based service 
registration and discovery mechanism, and displays a variety of services to the user for 
them to choose and use. ③The use of service composition. Using WSBPEL (Web 
Services Business Process Execution Language) to combine the services users need to 
generate new services, in order to accomplish specific business requirements. 

2 System Requirements Analysis 

The scientific data sharing platform of hydrology and water resources is based on 
hydrology and water resources scientific data, and it uses networks, databases, and 
information processing technologies to provide users with data sharing services. The 
existing sharing platform provides users with inquiry and retrieval functions of 
hydrological data based on data inquiry, but it is lack of data reprocessing function. The 
service composition-based scientific data sharing platform of hydrology and water 
resources proposed in this paper will introduce the concept of service and service 
composition, in order to build a set of service-based sharing platform. The sharing 
platform mechanism will abandon the disadvantage of developing corresponding portal 
sites for each node, and it just need to package business logic function provided by each 
node into Web Service and then register and publish it to registration center. This 
mechanism can reduce the development effort, but also can take full advantages of 
functions in the existing information systems the sub-nodes have, and can provide 
information services for users in water basin, without providing specific hydrology and 
water resources data. 

The platform needs to be built as a distributed sharing platform in which platform 
managers, service providers and service users are active agents. This will relieve the 
burden on central node, but also make sub-node service useful without logging 
sub-node information system, to achieve single sign-on service. The service manager is 
responsible for the operation and management of the entire platform, and provides 
functional service for users and provides service registration and publishing platform 
for providers. The service provider registers and publishes services through the sharing 
platform, and provides service to users. The service user obtains services through the 
platform, and can use service composition according to specific needs. 
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3 System Design for Sharing Platform 

3.1 System Architecture 

The architecture of the sharing platform has two types of nodes in general: the central 
node responsible for the management of the entire platform, and the sub-node 
providing functional services. The sub-node uses the loose coupling mechanism of 
Web Service to build the interaction with other nodes, thus ensuring that sub-nodes can 
operate independently and provide services outside. 

The central node has a central database which is used to store service information 
and user information provided by each node; the central node as the total node of the 
entire platform, is responsible for the management and monitoring work, to uniformly 
coordinate and organize the interaction between various services. 

A sub-node regards river basin, provinces and cities as a unit, and exercises their 
respective responsibilities by providing services to the central node. Registering the 
various functions of sub-nodes to service registration center of central node in the way 
of service, and manipulating data through the user selecting services they need, can 
improve user’s operability, and lower data interaction amount. 

3.2 System Logical Structure 

The sharing platform of hydrology and water resources can be divided into four logic 
layers: presentation layer, web service layer, business logic layer and database layer. 

Presentation layer: The customer get access to the sharing platform through a 
browser, select different menus to enter corresponding functions, enter query 
conditions, and select services to conduct a detailed inquiry. All the results will be 
displayed to the user through page, and it also provides image showing effect. 

Web service layer: Web service layer is the core layer of the sharing platform, and its 
main function is to accomplish Web Service with specific functions through service 
registration center. It contains an atomic service with single function, but also provides 
function of combining services produced by atomic services combination. 

Business logic layer: Business logic layer is an important part of the whole sharing 
platform to complete business functions, and it is the interaction link of Web service 
layer, presentation layer and database layer. The business logic layer establishes 
corresponding relationship with database through data models or business rules, and 
provides the specific capabilities to process underlying business logic. 

Database layer: The central node database is used to store service information, 
users-related information and other information data while the sub-node database 
stores hydrology and water resources data of each river basin and province and city. 

3.3 System Functional Setup 

According to the requirement analysis of scientific data sharing platform of hydrology 
and water resources, the sharing platform is divided into two parts: foreground sharing 
portal and background management system, as shown in figure 1. The foreground 
portal site provides users with sharing services, and the main function modules include 
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query function, graph function, service registration, service composition and service 
execution module. The background management system is oriented to the platform 
administrator, providing administrator with various functions including user 
management function and service management function. 

The sharing platform is a service-based sharing system, therefore query function, 
service execution and service composition module are all carried out on the basis of 
service registration module, and users can find and use all the registered services  
from service registration center, ultimately achieving the purpose of integrated sharing. 

 

Fig.1. System Functions 

3.4 Registration Center Design 

The scientific data sharing platform of hydrology and water resources based on service 
composition needs to uniformly manage and use services provided by sub-nodes 
through the service registration center, then users can directly query, modify and 
register services from the foreground portal of service registration center; the platform 
administrator can audit and manage services for registration through the background of 
service registration center, and has the delete function on the service.  

The service registration center uses UDDI mechanism, open source project JUDDI 
as registry software, and objects and methods UDDI4J API provides to access the 
registration center. JUDDI[3] is a realization based on Java and in line with UDDI 
specification, and it is also an open source project. The UDDI4J[4] API provides 
developers with two logical parts including query API and publish API. The query API 
searches registered service information through Find_X method, and gets information 
through Get_X method. The publish API publishes service information to registration 
center database through Save_X method. 

The foreground of service registration center has two main functions: to provide 
sub-nodes with service registration and modification function, and to provide users 
with service inquiry function. The service registration page provides information which 
need to be filled out when registering service, including service name, service category, 
service binding information and service reference information, which corresponding to 



362 D. Wan et al. 

 

information required to be completed in the four data structures UDDI contains. 
Service query page provides function to query services according to different 
classifications, such as their names and types. Service modification page provides users 
with the function of modifying service information, such as when service name of 
sub-node changes or service deployment address changes. 

The background of the service registration is administrator-oriented, and by 
returning the registered service list, administrators carry out the management work of 
service. It provides the review and deletion function of services. When the sub-nodes 
register service to the service registration center, the service will not immediately be 
used, but it will be used after the administrator’s auditing. When the administrator 
enters the service management background, the system will prompt all the latest 
registered but unapproved services, and then the administrator can review and publish 
them and can delete the service which does not meet service requirements. 

3.5 System Service Composition Design 

The service composition is really a difficult development technique. Service 
composition usually uses WSBPEL language, and the process in WSBPEL language 
contains two concepts: First is business process that is BPEL file, the file describes the 
implementation logic of specific process; followed by function service that is WSDL 
file, the file describes the function interface and service information when process is 
called to be a Web service. The platform firstly gets registered services from the service 
registration center through the service selection module, and after selecting the needed 
services, the core module of the service composition combines and generates services 
to corresponding process file and service description file, and deploys to the process 
execution engine for users to call, as shown in figure 2. 

The design of service selection module: The service selection module provides the 
selection of registered service, and when the user need service composition, they query 
the registered service from service registration through service selection module, and 
select services they need to be combined, and the service selection module provides a 
graphical display function.  

The design of service composition core module: The core module of service 
composition is the core to complete the functions of service composition, and its main 
function is to combine and generate services selected by users to process 
documentation according to WSBPEL specification, and at the same time generate to 
corresponding service description document. Process documentation will be deployed 
to the process execution engine to perform, and the service description document will 
be deployed to Web server. The functions user use will be obtained from the service 
description document. This paper studies the service composition approach according 
to the idea of literature[5], and the ideas are shown in figure 3. 

The entire combination function is divided into two parts: service definition and 
process definition, and they are defined at the same time. 

Process definition is a developing and editing process. Firstly after the user enter 
service composition module, it will define the name of process automatically; In the 
platform this paper studies, the input of service composition is scientific data of 
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hydrology and water resources, therefore we treat data query process as the start-up 
activity<receive>of process, define <variables> according to the data structure service 
definition provides, and introduce the service that user select as a <partnerLink> into 
process, and to be <invoke> object of basic activities; Finally, after arranging activities 
according to a certain logic relationship, through <reply> activity it forms a complete 
process execution, and publish it to the process execution engine. 

 

 

Fig. 2. Service Composition           Fig. 3. Core Module of Service Composition 

Service definition is defined at the same time with process definition, and the 
specific feature is to package defined processes to services and release them. First, 
<import> selected service to process service and define it as a <partnerLinkType>, for 
process to use; then define the data structures<types> and <message> needed in  
the process service, providing types for the definition of service variables; finally, bind 
process as a service and define port, providing call interface for the user, and deploy the 
service to the Web server at the end of the service definition. 

4 The Implementation and Application of Sharing Platform 

4.1 System Implementation 

The function of the sharing platform can be achieved through service and service 
composition, and from the point of system's versatility, it mainly needs to implement 
service packaging, service publishing, service registration, service composition and 
other functions.  

Service Packaging: After the system overall analysis and the analysis of the existing 
system of sub-nodes, extract and package the existing function of sub-nodes, and create 
the lacking services. In accordance with the requirement analysis and design, the key 
services: metadata query service, basic data query service, real-time data query service, 
regression analysis service, neural network service, multivariate statistical analysis 
service, time series analysis service, spectrum analysis service, wavelet analysis 
service, charts service and so on. 

Service Publishing: After the service packaging we need to publish the service to the 
network for users or developers to use. The water system uses a separate network; 
therefore we only need to deploy service to the hydraulic private network. All the 
services packaged by J2EE technology in scientific data sharing platform can be 
deployed to Web server just as Apache Tomcat, and can be deployed to Microsoft IIS 
server using .NET platform and DCOM / DLL packaged services. 
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Service Registration: Service registration is to store the service name, service source 
and service address URL information as a service description to a database, and users 
view and select the service they need to use through the page. This article uses the open 
source service registration center JUDDI and Oracle database to complete the 
registration and storage of services, and uses the services UDDI4J API provides to 
carry out service registration, query, delete and other operations. 

Service Composition: The function of service composition is to allow users to 
complete corresponding function by selecting registered service and combining them. 
The service composition features of the sharing platform uses WSBPEL 2.0 standard 
process execution language to combine the atomic service, deploys and executes the 
combined service processes using Apache ODE server, and calls the function the 
composition service provides through the defined service interface. 

4.2 The Implementation of Service Composition Process 

The specific process of service composition is shown in figure 4, as follows: ①Users 
select the service queried from the service registration center when enter the service 
composition function. ②After selecting the desired service, the backend system will 
automatically enter the process editing and service editing functions: define process 
file, including the process name, namespace and so on, this function is done 
automatically in the background; define service description document, including the 
service name, namespace, and so on, this function is done automatically in the 
 

 

 
Fig. 4. Service Composition process         Fig. 5. Display of Executive Result 

background. ③Define elements for processes and services: define the link of process, 
variables and activities; define data structure, messages and actions of the services.  
④Arrange activities in a certain order, to produce process documentation; Package the 
operation offered by process documents, and define the service call interface.  
⑤Deploy process documentation (BPLE document) to the process execution engine 
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Apache ODE server; Deploy service description documents (WSDL document) to the 
Web server (Tomcat).  

4.3 System Application Examples 

The system defines the inquiry service of monthly water level characteristic value, the 
statistical chart service of yearly water level information and hydrological 
characteristics over the years and months of the hydrological stations. First through 
service registration center, we register the service, and display it to users; then users 
select and combine the service. Users first select the inquiry service of monthly water 
level characteristic value, which provides data query function and provides data source 
for chart service; then users choose the chart service of yearly water level information 
and hydrological characteristics over the years and months to analyze and show query 
results. Figure 5 shows the query statistics of 2005-2007 years and months' water level 
data of Poyang Lake Stars Station with this system. 

5 Conclusion 

In recent years there are more and more studies on service composition, and the 
developed composition methods and techniques are endless, especially in the aspect of 
service dynamic combination and semantic combination. The scientific data sharing 
platform of hydrology and water resources based on service composition in this paper 
only combines existing Web Service to generate more complex business logic 
functions, and there are many aspects need to be further studied. 
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Abstract. The paper puts forward the concept of e-commerce platform 
construction in Tianjin for the first time and make an analysis and a prediction of 
its development trend on the basis of analyzing the characteristics of the 
development of Tianjin Area. It presents a mode of “3+1” construction. This 
paper also conducts an analysis of the potential economic benefits, and gives 
some advice on designing its operation and management mode. 

Keywords: electronic commerce, regional e-commerce platform, city platform, 
industrial chain area. 

1 Macro Environment Analysis of the Development of 
E-commerce 

E-commerce, which was emerge lately, undergoes a profound change in the traditional 
business model, such as the Internet, cloud computing, Internet of things. With the 
growing development of IT technology, E-commerce, marked with the network 
shopping, develops with an average speed of more than 50%[1]. 

The internet has removed the regional limits and will expand market into the world. 
Thus, the previous customers divided by regions are integrated, which put the Internet 
to the ideal of space integration. The advantage of city location declines rapidly, global 
operation becomes easier, and mobile office can be seen everywhere. The Internet 
opens the never-ending market for enterprises—7×24 hours business and home office, 
infinite operation time. The Internet powerful information processing capacity, low 
communication cost makes it easier to find out the hidden customers in small groups. 
Therefore, many of the small customers are pulled into the market, causing the market 
capacity to expand. 

The electronic commerce makes resources flow freely and smoothly in the world. 
The only geographical barrier has been broken through by “siphon” principle. Regional 
economic “siphon resources” phenomenon began to appear, arising from virtual 
gathering. As long as there is a pressure difference of price, service, quality, resources 
will flow to aggregation area, and the capital, assets, personnel resources will be 
globally relocated. Entity competitiveness and virtual industry chain appear. Through 
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the “siphon resources”, small businesses picks up the power to compete with big 
enterprises, and remote areas obtain the direct opportunity to compete with the 
developed area.  

Cloud computing and three nets fusion have been included in speeding up 
cultivating and developing strategic new industry by the State Council. Beijing, 
Shanghai, Shenzhen, Hangzhou, Wuxi have become a cloud computing services pilot 
city. This marks the launch of the cloud computing in china. Three nets fusion will also 
further facilitate shopping on the Internet, and promote the rapid development of 
electronic commerce[2]. 

2 Developing Electronic Business Is the Best Choice for the 
Economic Transformation of Tianjin Central Area 

From the perspective of entity economy, although Tianjin manufacturing industry is 
relatively complete and of many categories, yet because land resources are relatively 
scarce, the industrial structure is not rational, independent development ability is weak, 
etc. There is a restriction to the development of entity economy. The main economic 
form is to develop modern high-end service. It is imperative that we should develop 
e-commerce. Through the development of the regional industry and the electronic 
commerce, the national advantage resources can be attracted to Tianjin via the network 
and in turn special industry in Tianjin will be introduced to the whole China and even 
the world. The electronic commerce will greatly change the downtown Tianjin 
industrial structure and drive the development of all the industries to go hand in hand. 
Therefore, the development of electronic commerce is the best choice for the economic 
transformation of Tianjin central area. 

3 The Content of Tianjin Area E-commerce Platform 
Construction 

Tianjin e-commerce platform content can be summarized as “3+1”mode, namely the 
three kind of platform—city platform,  the platform of characteristics and advantage 
industries; a area—the e-commerce industry chain area. 

3.1 Construction of Three Electronic Commercial Platform 

City Platform 
City e-commerce platform is a comprehensive portal website which integrates local 
network shopping, classification of information, social business network, the micro 
median and so on, serving the area.  

First of all, city e-commerce platform will provide an entry for all industries and 
trades, display their information platform and transaction navigation; Second, the city 
platform provides commercial information services, such as information trading, local  
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shopping, social business relationship for small and medium enterprises. Third, the city 
platform provides personal services, such as entertainment, life consumption, making 
friends, communication and knowledge consulting, etc for end-consumers. 

Tianjin city e-commerce platform, part of the digital city, lays a solid foundation for 
constructing an intelligent Tianjin. The construction of Tianjin electronic commercial 
platform will provide local enterprises with B2B, trade and trade service information 
B2C; enterprise and individual, social business network, micro media, cloud 
technology application service; the city, a general electronic business service. 

Industry Platform 
Industry platform gathers the advantage industries of the whole city and the enterprise 
resources of all levels in the city and around the country. It extends transaction 
collaboration to downstream distributor and upstream suppliers and provides services 
for industries and enterprises like network trade, online payment, market quotation, 
brand alliance, online logistics, centralized purchasing, online bidding, business 
management, business in coordination, instant messaging and mobile business 
services. It is the leading domestic Internet industry market with advanced concepts and 
technology. 
Tianjin has some advantage industries like electronics, metallurgy, petrochemicals, 
auto and textile, some of which are highly competitive in the nation. By selecting some 
prominent ones with characteristics and potential capacity to carry out e-commerce, it 
is possible to make targeted industry type electronic commercial platform, provide 
basic services such as trading, management and coordination, online payment, mobile 
business and instant communications, and other basic services, and provide 
value-added services like finance, enterprise group buying, marketing, integrity 
certification, talent recruitment, data, etc.  

The development adopts incremental, gradually-expanding strategies, based on 
local, province, gradually to the nation, thus advancing into the world. Consequently it 
will accelerate the virtual gathering of the industry and build vertical clustering 
electronic business platform.  

Personalized Platform 
Building several personalized platforms (such as chain type platform: chemicals, 
clocks, cables, etc) refer to online wholesale (B2B), online retail (B2C), online 
purchase, and Vendor Managed Inventory (VMI), Distributors Managed Inventory 
(DMI) so that new economy mode integrated with virtual gathering and entity 
gathering is achieved. 

The whole chain integration electronic commerce is based on supply chain industry, 
centers on the leading enterprises of the supply chain, and gathers each section of the 
supply chain (including upstream supplier, downstream dealers and end-customers). It 
provides them with the “one-stop” work style order in coordination, settlement in 
coordination, logistics synergy, sales, inventory coordination, collaborative purchasing 
services. The whole chain integration electronic commerce platform for both the 
wholesale and retail trade pattern is the new B2B and B2C e-commerce platform[3]. 
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Fig. 1. The Scheme of the Use of Supply Chain 

3.2 Construct Integration Electronic Commerce Chain Area 

Once the time arrives several years later, it is possible to build a integration electronic 
commerce chain area to rally enterprises related to the electronic commerce, industry, 
government, association, cloud computing and financial supporting service resources. 
It consists of four parts: to build characteristic regional headquarters and enterprise 
base; to construct integrated electronic commerce association community so as to 
gather e-commerce industry interest-related resources; to construct “SOHO For IEC” 
community to bring in high-end pioneering talents; to build “three-dimensional shop” 
to gather high-end products and business popularity[4]. 

3.3 Construct E-commerce Industry Service System  

Through the e-commerce industry platform, national industry resources can be 
effectively integrated and cooperation between enterprises of all levels of supply chain 
can be achieved so as to transform the product competition form from “enterprise and 
enterprise” competition to “supply chain and supply chain” competition. Meanwhile, 
high-level cooperation between chain members will lead to simplification of procedure 
and improve the long-term competitiveness of the supply chain. 

From the perspective of global supply network, constructing industry e-commerce 
platform for small and medium-sized enterprises in Tianjin, namely global supply 
chain collaboration platform, can not only meet the demands of present enterprises but 
also help those enterprises to seek new business opportunities and business partners in 
the global range, to participate in global trade and to promote the high-speed 
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development of enterprises. Our goal is to construct e-commerce platform with 
industry characteristics, based on the advantage industries of Tianjin, and integrate 
industry resources to build up competiveness of the whole industry.  

4 Economic and Social Benefits of E-commerce 

If the regional e-commerce platform can be constructed and well operated, 
considerable economic benefits will come out with efforts of three to five years. The 
overall forecast of economic benefits is as follows: 

To construct Tianjin e-commerce platform aiming at the top 15 nationwide. 
To build several industry type electronic commercial platform aiming at the top 10 

nationwide. 
To support and cultivate several national e-commerce enterprises registered in 

Tianjin. 
To develop more than 20,000 valid enterprise clients.  
To turn over 5-10 billion RMB yearly. 
To reach up to 50-100 million RMB yearly in taxation. 
To amount to over 500 million RMB yearly in trade fund pool. 
To provide more than 5000 jobs. 
At the same time, considerable social benefits can be brought out with the platform 

construction and operation and the area construction and investment invitation: The 
first is to develop three-dimensional economy and “siphon” advantage resources, thus 
keeping the existing resources and bringing in resources in other provinces and cities 
(such as products, capital, taxation, talents, etc) ; The second is to improve business 
environment and boost the development of enterprises. Small and medium-sized 
enterprises get development with e-commerce, large enterprises get industrial 
upgrading, local economy structure gets optimization and growth mode gets changed; 
The third is to rely on e-commerce to promote the regional science and technology 
level. E-commerce will drive the network, cloud computing, enterprises applications, 
etc so as to enhance Tianjin’s science and technology. 

5 Conclusions 

In the thesis, it is put forward for the first time that Tianjin area e-commerce platform 
construction scheme will realize the integrating development of city platform, 
characteristic industry platform, the advantage industry platform and whole 
e-commerce industrial chain area. Through the reasonable management model and 
operation mode, it is bound to bring considerable economic and social benefits and 
promote sound and fast economic and social development of TianjinConclusion 

In the essay, it is put forward for the first time that Tianjin area e-commerce platform 
construction scheme will realize the integrating development of city platform, 
characteristic industry platform, the advantage industry platform and whole 
e-commerce industrial chain area. Through the reasonable management model and 
operation mode, it is bound to bring considerable economic and social benefits and 
promote sound and fast economic and social development of Tianjin. 
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Abstract. Data quality has become increasingly important in information 
constructions and low data quality will influence the decision-making process 
related to design, operation, and management of hydrology application. 
Although many researches could be found that discuss data quality in many 
areas, few literature exist that particularly focuses on data quality in the field of 
hydrology. In this paper, we first analyze the key dimensions such as 
completeness, consistency and accuracy of hydrology date quality, and then 
propose an efficient date quality management framework based on those 
dimensions. Moreover, a general date quality assessment model to assess the 
data quality in these dimensions is also provided. At the end of paper, we 
proposed a series of methods and techniques to improve the data quality in 
hydrology database, and carried out in practice to prove it. 

Keywords: Data Quality, Assessment, Improvement, Dimension. 

1 Introduction 

With the widely use of large-scale database systems and auto-acquisition instruments, 
huge amounts of data is generated and stored in hydrological departments. Such 
tremendous growth of hydrological data, however, has exacerbated two existing 
problems. On the one hand, the fast-growing amount of data has far exceeded our 
human ability for comprehension without powerful tools. Consequently, more 
effective techniques and methods should be developed to transform such data into 
useful information and knowledge, which is known as the area of data mining and 
knowledge discovery. On the other hand, researchers oftentimes face with the lack of 
high quality data that fully satisfies their needs. These two problems are actually 
closely related: of high quality data is indispensable for data mining techniques to 
extract reliable and useful knowledge. 

The topic of data quality is covered in many literatures. Data quality is the extent 
of data to meet specific user expectations [1]. In Literature [2], the quality of the data 
mainly refers to the extent to which an information system achieves the coherence 



 Research on Chinese Hydrological Data Quality Management 373 

 

between models and data instances, and to which both its models and instances 
achieve the accuracy, consistency, completeness and minimal nature. Moreover, there 
are a number of literatures which research spatial data quality, statistical data quality, 
manufacturing aspects of data quality, and so on [3, 4].However, as is indicated by 
Kulikowski [5], there is no universal set of data quality descriptors as well as 
authoritative standard model and algorithm of data quality management exists. 

Among various application fields, hydrology is an area where data quality bears 
particular importance. As the basis of water resource management decision making, 
hydrological data is useful only when it is of good quality. For flood forecasting and 
control, drought relief, or other forms of water conservation and utilization activities, 
any decision making based on low-quality data might result in some unwanted, 
sometimes even disastrous consequences.  

In the past few years, there are a large number of researches discussing data quality 
in hydrological informatics [6,7,8]. However, existing works in this aspect basically 
discuss the data quality issues in the context of hydrologic survey. To our knowledge, 
few data quality researches are published in the background of hydrological database 
quality assessment and improvement. This paper is an attempt to introduce the 
experience and methods accumulated in years’ practice, which might be beneficial to 
hydrological workers and researches with regard to data quality issue. 

2 Key Dimensions of Hydrological Data Quality 

The scopes of data quality dimensions to consider are varying according to 
applications. With the years' experience of data collection, integration and analysis in 
hydrological field, we regard the following data quality dimensions are worth more 
attention: completeness, consistency, and accuracy. It should be noticed that the 
discussion of these dimensions here does not mean their superior importance than 
others. They are highlighted because most data quality problems in hydrological 
application domains belong to these dimensions. Consequently, we focus on these 
three dimensions in this section and introduce them one by one as below. 

2.1 Completeness  

Completeness is defined as the degree to which a given data collection includes data 
describing the corresponding set of real-world objects. Completeness often includes 
three types: schema completeness, column completeness and population 
completeness. 

In relational data model, the definitions of completeness can be provided by 
considering the granularity of the model elements, i.e., value, tuple, attribute and 
relations.  

1) A value completeness, to capture the presence of null values for some fields of a 
tuple;  

2) A tuple completeness, to characterize the completeness of a tuple with respect to 
the values of all its fields; 
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3) An attribute completeness, to measure the number of null values of a specific 
attribute in a relation;  

4) A relation completeness, to capture the presence of null values in a whole 
relation.  
In the research area of hydrological data quality, completeness is often related to 
missing values processing.  

2.2 Consistency 

Consistency refers to the violation of semantic rules defined over a set of data items. 
With reference to the relational theory, integrity constraints are a type of such 
semantic rules. In the statistical field, data edits are typical semantic rules that allow 
for consistency checks.  

In the issues of hydrological data quality, consistency often refers to data 
dependency, which can be divided into three categories: key dependencies, inclusion 
dependencies and functional dependencies.  

Key dependency describes the uniqueness of a table attributes, which can be repr-
esented with a set of attributes directly. Given a relationship instance R with a set of 
properties A= {A1, A2 …An}. If K, a subset of A, is subject to key dependencies, then 
all the items containing K data tuple must not be repeated. Key dependency can help 
us identify and eliminate duplicate data. 

An inclusion dependency shows an attribute A contains in another attribute B of 
relation R1, or contains in attribute C of relation R2. Inclusion dependency can be 
described formally as A.value IN B.value.  

Functional dependency represents attribute A of relation R has function relation-
ship with another attribute sets {B, C,…}. Functional dependency can divide into 
explicit function dependency and implicit function dependency, the former indicates 
an attribute has clear function relationship with one or more other attribute(s), while 
the latter reveals the attribute has logical associations with other attribute(s).  

2.3 Accuracy 

Accuracy is fundamental of data quality and defined as the degree of correctness and 
precision to which a data value correctly represents the attributes of the real-world 
object. In general, accuracy should at least be reached to a point where the risk of 
misinterpretation as a result of the use of the data is minimized. 

The major constraint of this minimization is that exact measurements are often 
prohibitively expensive, especially in light of the fact that the cost due to errors is 
very hard to quantify. Errors affecting the accuracy of data measured in the field of 
water resources can be isolated, which are local errors that may occur at regular or 
irregular intervals (i.e., outliers), or persistent, which are errors that are propagated 
over some intervals (i.e., shifts or trends). Both isolated and persistent errors can 
either be random, which means that they are not the result of identifiable structures, or 
systematic, which implies that they follow some known structure. Origins of errors 

include factors due to anything from malfunctioning measurement instruments (i.e., 
technical limitations, condition) to errors in the processing of the data measured (e.g., 
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coding errors, typos). Therefore, the issues of data accuracy mainly focus on detecting 
anomaly with respect to distinct features or patterns.  

3 Hydrological Date Quality Management Frameworks 

The problems mentioned in the previous section are the main obstacles in hydrology 
on the way to high data quality. It is extremely important to manage the data quality 
for data analysis and knowledge discovery. Seminal works in the area of data quality 
have defined various extensive frameworks to review systems within organizations. 
Essentially, a data quality framework is a tool to define a model of its data 
environment, identify relevant data quality attributes, analyze data quality attributes in 
their current or future context, and provide guidance for data quality improvement.  

However, the date quality issue often involves the knowledge dependence and 
application independence, it can't expect complete all the date quality issue at once. 
The date quality management framework should follow such a process: assessment - 
analysis - improvement - assessment.  

 

Fig. 1. Date Quality Management Framework 

3.1 Data Quality Assessment 

The main task of data quality assessment is to judge the level of data quality by 
choosing appropriate method to calculate the quantitative score of the key dimension. 
Therefore, data quality assessment is the foundation and necessary prerequisite to 
improve data quality. It can give a reasonable assessment to the whole or part data 
quality status, which can help data consumer to understand the data quality level of 
the application system, and then to take appropriate process to improve data quality.  

Combined with structure of data quality assessment system and requirements of 
hydrology data quality assessment, it can establish assessment model of hydrology 
data quality as following: 

M={P,D,R,W}  (1)

P is the perspective of data quality assessment, which can be divided into two 
categories: new production data of the system and historical data in the database. D 
represents the assessment dimension of data quality, which includes a (accuracy), c 
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(completeness) and x (consistency). R is the assessment algorithm or rule for each 
dimension. W is attribute weight of different dimension and rules. Figure 2 shows an 
all data quality assessment model. 

 

Fig. 2. Data Quality Assessment Model 

The methods of data quality assessment generally include direct assessment, indir-
ect assessment and comprehensive assessment [8]. Since the requirement of data 
quality and accuracy is different among the foreground, background and the 
department of management-control, assessment standards are different. Therefore, in 
this paper we applied the comprehensive assessment method to assess the data source. 

Generally, it often uses assessment scores, which defined as the ratio of the expect 
records number to the total record numbers, to assess data quality quantificationally. 
According to the actual situation of hydrological data, the assessment score Si of ith 
data quality dimension can be calculated as following formulas. 
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Here Nj  represents the total record numbers that meet the jth rule of that dimension 
and Mj stands for the total record numbers of given dataset. Wj is the weight for the jth 
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Based on the results of the individual dimension data quality assessment, the 
overall score of data quality assessment can be calculated as follow: 
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Here k is the total dimension numbers of the data to be assessed and Wj is the weight 
for the ith dimension, which’s value also be signed in (0, 1),and n
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=
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3.2 Data Quality Improvement 

The technology for date quality improving mainly involves two aspects: schema level 
and instance level [9]. The former focus mainly on how to understand data schema 
and then to redesign data schema based on existing data instances, while the latter 
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usually adopts data cleaning, which applies duplicate detection, anomaly detection, 
logical error detection, missing data processing and inconsistent data processing to 
achieve data quality improvement and enhancement.   

1) Duplicate object detection  
Duplicate detection tries to match inexact duplicate records that refer to the same real 
world entity but are not syntactically equivalent. The duplicate problem is tackled 
using a pairwise approximate record matching algorithm, which sorts the records in 
the database and then compares the neighboring records to detect whether the record-
pairs to be identical or not. 

2) Missing values processing 
The actual hydrological data often has numbers of missing data, which makes effect 
to the analytic result. The main purpose of missing value imputation is to avoid 
analytical bias caused by large numbers of missing value in the data analyzing phases. 

It adopts different methods to process hydrological missing value according to the 
missing location. Here uses the water level as an example to show different types of 
missing value processing: 

DT (Date) missing: Fill the appropriate value based on the context record. For 
example, a certain station has a missing date value in the daily water level table (See 
Table 1). It can directly use the date value "1997-2-23" to fill the missing value. 

AVZ (Water level) missing: Uses the average water level for many days to fill the 
missing value. For example, if the water level of the third record in table 1 is missing, 
it can use the value "2.83"- the average of 2 days before and after the missing records-
to fill this missing value.  

Record missing: If the entire record is missing, it fill missing DT and AVZ with 
appropriate value according to the above two cases respectively. 

Table 1. Daily water level of a certain station 

STCD DT AVZ 

63201850 1959-9-3 2.82 
63201850 1959-9-4 2.83 
63201850  2.82 
63201850 1959-9-6 2.84 
63201850 1959-9-7 2.83 

3) Outlier detection 
Outliers are observations that appear to be inconsistent with the remainder of the data 
or deviate remarkably from the bulk of the data [10], for example, an extreme high 
flows in streamflow analyses. Simply discarding outliers could lead to underesti- 
mation of the estimated model but preservation of outliers normally complicates the 
statistical analyses.  

We here use the mean value of a neighborhood of data points to determine whether 
a particular data point is an outlier in hydrological datasets. Given a water level time  
 



378 Y. Yu et al. 

 

series D=<d1=(v1,t1), d2=(v2,t2),…dn=(vn,tn)>,where point di=(vi, ti) stands for the  
observation vi at the moment ti; defines neighborhood point set ηi

(k)={di-k,…di-1, 
di+1,…di+k} for the point di,. In order to detect point di as an outlier or not, compute the 
mean of neighborhood point mi

(k).Then Calculate the absolute error ei
(k) between mi

(k) 
and vi and compare it to a specified threshold τ, If ei

(k) <τ, keep vi ,otherwise label xi as 
an outlier and replace vi with mi

(k) to obtain a clean time series. 
4) Inconsistent data processing 
An inconsistent data will occur when integrates data from several independent data 

source. Considered from the data itself and the relationship between data entity, 
inconsistent data processing can be divided into single-table data consistency check 
and multi-table consistency check. 

Single-table consistency check use to improve the single table’s data consistency. 
It recalculates the value to be assessed according to the relationship between certain 
elements of the same record in the table and then compares it with the corresponding 
value stored in the database. If these are inconsistency between them, audits and 
corrects stored value with calculated value artificially.  

Multi-table consistency check use to improve hydrological elements between 
different tables. It recalculates month’s (year’s) statistics value according to the 
relationships between daily value and monthly (yearly) value, and then compares 
them to the data values stored in the database. If these are inconsistency between 
them, audit and correct stored value with calculated value artificially.  

4 Result 

The experimental result of data quality improvement in in a provinces’ hydrological 
database is shown in figure 3. 

100

98

40

35

37

15

0

100

200

300

source data actual data

a

c

x

 

Fig. 3. Date Quality improvement result 

In the figure, blue is on behalf of the consistency problem, black is on behalf of the 
completeness problem and white is on behalf of the accuracy problem.   From this 
picture it can be seen that after the improvement process, the data quality problems 
were significantly improved. To analyze specifically, the frequency of problem data 
in the data table declined from 238 times to 87 times, and basically meet the user's 
requirement.  
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5 Conclusion 

Data quality is a key issue in hydrology information. Due to the high domain-
specificity of data quality, it is of great necessity to identify key dimensions of data 
quality in hydrological. In this paper, three data quality aspects are highlighted: 
consistency, completeness and accuracy. Moreover, methods and techniques to handle 
these data quality problems are also presented in this paper. 

Although this paper is focused on these three dimensions, it does not mean their 
superior importance than other aspects. They are highlighted because most data 
quality problems found in hydrological practice in past years could fall into these 
dimensions. This paper is expected to help the researchers decide to acquire data with 
satisfactory quality for more reliable analysis and decision making.  

In the future work, we will study some other assessment standards and algorithms 
which will enhance the data quality. And then the data quality in hydrology will be 
improved more and can gradually realize the goal of decision support. 
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Abstract. Despite the complicated conditions in the food supply chain, we 
identify the risks in it based on the food related standards in China. We analyze 
the standards and summarize the types of the risks, then map them into the five 
main phases in the food supply chain, which are production, processing, 
transportation, storage and sale. The classification will help us to find the key 
risks in each procedure and take measures to mitigate them. We also investigate 
how to use the Internet of Things to mitigate the risks. Some of them can have 
been solved and some of them are solvable. However, we argue there are still 
some risks cannot be covered by the IoT technologies. We believe this research 
can help other researcher find how well the IoT technologies can resolve the 
food safety problem. 

Keywords: Food Safety, Internet of Things, Risk, Food Supply Chain. 

1 Introduction 

Food safety received a lot of publicity after several food accidents occurred around the 
world, such as the “2008 Chinese Milk Scandal” [1]. How to keep the food safety in 
the complicated food industry is a headbreaking problem for both governments and 
common users. Fortunately, researchers around the world try to employ the Internet of 
Things (IoT for short) to solve the food safety problem.  

A lot of technical work has been done in the IoT. New paradigm shift are 
introduced [2] and information sharing is applied [3]. Among all the IoT technologies, 
RFID (Radio Frequency IDentification) is one of the hottest topics. Researchers used it 
to trace the products and monitor them [4]. Besides, in order to suit the food industry, 
researchers invented smaller tags, which is more convenient and cheaper to be used [5]. 
Several kinds of management systems are good at the food safety solutions as well [6]. 
The systems help the food factories to manage the staff and the products. At the same 
time, the systems offer the useful information about the food to the customers and 
make warnings when food accident happened [6].  

Though there are so many achievements in the field of IoT applications to keep the 
food safety [4, 5, 6, 8, 14]. To the best of our knowledge, rare research pays attention to 



 Using IoT Technologies to Resolve the Food Safety Problem 381 

 

the whole risks identification in the food industry, and investigating how well the IoT 
technologies can resolve the food safety problem. Researchers often focus on only a 
part of the food safety in this industry, such as tracing and monitoring or apply the IoT 
technologies in one phase of the food supply chain. However, to identify all risks in the 
food supply chain is important to the implementation of the IoT for food safety. Only 
after we identify the risks, we can know what the aspects we should pay attention to. 
Only after we take all the risks into account, we can assure the food safety in the 
complex food industry.  In this paper, we choose the Chinese food standards in public 
as the base to identify the risks. 

A typical food supply chain consists of production, processing, transportation, 
storage and sale. By analyzing them, we identify the risks in the food industry. After 
investigating over 1,200 standards, we obtain 619 related standards and map the key 
risks in the standards into the five phases: 

 In the production, the risks come from additive, package, label, production 
operation, factory hygiene, operator, fungi, microbe, nutritive fortifier, element 
limitation, chemicals residue, radiation food requirement, radioactive material and 
specific food requirement.  

 In the processing, the risks come from additive, package, label processing 
operation, factory hygiene, operator, fungi, microbe, nutritive fortifier, element 
imitation, chemicals residue, radiation food requirement, radioactive material and 
specific food requirement. 

 In the transportation, the risks come from package, label, operator, transportation 
operation, fungi, microbe, radiation food requirement and specific food 
requirement. 

 In the storage, the risks come from package, label, storage operation, operator, 
fungi, microbe, chemicals residue, radiation food requirement and specific food 
requirement. 

 In the sale, the risks come from package, label, acceptable daily intake, operator, 
fungi, microbe, radiation food requirement and specific food requirement. 

After we identify these risks, we try to use the IoT technologies to mitigate them. 
Using the IoT technologies introduced, we can solve some of the food safety problems, 
including label, transportation operation and storage operation. They have already been 
solved, and realized in practical or in the researches. Besides, some of the risks listed 
are solvable by the development of the IoT technologies, including additive, package, 
fungi, microbe, nutritive fortifier, element limitation, chemical residue, radiation food 
requirement, radioactive material, specific food requirement, operator, Acceptable 
Daily Intake and processing operation. However, there are still some risks cannot be 
solved by IoT itself perfectly, including factory hygiene and production operation. 
Other technologies and labor are needed to mitigate these risks. 

The rest of the paper is organized as follows: section II introduces the related work. 
Section III presents IoT technologies and their architecture. Section IV presents the 
standards we investigated, the classification of the risks and the meaning of the risks in 
the production. In section V, we map the IoT technologies to the risks introduced in the 
section three. In section VI, we conclude our work and discuss the future work. 
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2 Related Work 

IoT technologies have already been widely applied to the pharmaceutical supply chain 
and improve the safety of drugs greatly [7]. Similarly, researchers try to apply the IoT 
technologies to the food supply chain to keep the food safety. However, the food 
industry is more complicated than the pharmaceutical industry.  

In order to suit the condition that livestock is moving and the plants are small, 
smaller tags are invented and contactless identification is provided to enhance the 
system’s usability [5]. Besides, the real-time, accurate information sharing will be 
helpful in the management of food, and it can do a lot in realizing the intelligent 
recognition, location, tracking, monitoring and management for food [3]. After sharing 
the information of food, customers can make sure the safety of the good more easily and 
the efficiency of the food supply chain will be improved. RFID is one of the hottest 
topics in the IoT. It has the potential to offer food retailers a wide range of benefits [9]. 
Using the RFID technology, tighter management and control can be realized in the food 
supply chain. The relevant system can reduce the labor cost as well as improve the 
customer service level. The major benefits of RFID are that it uniquely and massive 
recognizes each item accurately without touch, tracks items as they move through the 
supply chain, and shares information with business partners, allowing collaboration on 
inventory management, planning, forecasting and replenishment [11]. 

In addition, researchers developed a lot of implementations. Applications were 
invented to monitor of the fresh agricultural products, control the food security sources 
strictly and build information management system of fresh agricultural products based 
on IoT, which helps to increase supply chain integration level and reducing supply chain 
management costs to improve supply chain efficiency [7, 8]. Ambient Assisted Living 
encompasses technical systems were invented to support elderly people in their daily 
routine, which help the old to have an independent and safe lifestyle as long as possible 
[10]. A system and method for managing food production, inventory and delivery in a 
restaurant was also realized [12]. 

Decision making and self-regulating also play important roles in the food safety, 
relating systems have been developed [13, 14]. 

Although so many researches have been done so far, we still do not know what the 
whole risks in the food supply chain. These researches pay attention to mitigate the risks 
while none of them point out the whole risks in the chain. However, identify all the risks 
in the food industry is meaningful and helpful when we try to solve the food safety 
problem. 

3 IoT Technologies 

The IoT consists of many distributed resources which are provided and required by 
different users and organizations around the real world. The architecture of the IoT can 
be usually divided into three layers [20]: sensing layer, network layer and application 
layer.   

 
Sensing Layer: This layer is responsible for data acquisition and collaboration. The 
event or state of “things” in the physical world such as temperature, concentration, and 
multi-media data has been perceived and acquired by sensing devices, such as sensors, 
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RFID tags, cameras and GPS terminals. The layer is in charge of short data 
transmission, context awareness, and massive information processing. 

Network Layer: This layer is the most familiar layer to us in the IoT for we have used 
this system for many years and it has truly brought us great evolution and convenience. 
In this layer, there are three main problems to solve: address, network integration and 
resource management. (i) Addressing: it means each thing in the IoT needs to be 
mapped to one address. (ii) Network Integration: IoT is a complicated, real-time 
heterogeneous network with the large scale. Multiple terminals are deployed here and 
they need to be integrated well. (iii) Resource Management: massive, dynamic, 
dispersible data have to be stored, transmitted or processed in this layer. These 
requirements lead to both the access networks and the core network to design a new 
topological structure or interactive way to improve the network resource utilization 
efficiency and throughput. 

Application Layer: This layer includes the Support sub-layer and the Service 
sub-layer. After storing, processing and analyzing data intelligently, the Support 
sub-layer delivers the results based on users’ requests. The Service sub-layer mainly 
includes the applications designed for users. 

With the help of the internet of things, problems in many fields can be come over. 
Following are many applications of the internet of things. 

Global fresh food training 
According to our knowledge, approximately 10% of the fresh fruits and vegetables 
coming from different parts of the world into European market are wasted during 
transportation, distribution, storage, and retail process. The main causes of fresh food 
damage during the handling process are microbial infections, biochemical changes due 
to biological processes, physical food injuries due to improper environmental 
conditions, and mechanical damage due to mishandling. Global fresh food training 
systems can help us to monitor in the fresh food supply chain and prevent the risks  
in it.  

Health care and medical applications at home and in hospitals 
Many elderly people must leave their homes to move into a nursing home when the 
risk for living alone in their own homes becomes too high. However, the IoT can help 
people to monitor the old so that they can enjoy themselves at home. Besides, it also 
can offer disabled people the assistance, and support them to achieve a good quality of 
life and allows them to participate in the social and economic life [18]. 

Access control and mobile tickets 
Another application that has a huge potential is to turn mobile devices into access 
devices, which enables consumers to use mobile devices instead of traditional plastic 
access cards to verify identity in commercial and consumer settings. 

 
IoT Household Appliances 
In a smart home, a mobile terminal can be used to control all IoT appliances either 
locally or remotely, including TV, humidifier, air conditioner, electric curtain, etc. All 
the IoT household appliances can be inter-connected and can talk to each other, 
forming an IoT smart home. Those household appliances will work in a cooperative 
manner to greatly improve the user experience 
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In addition, the IoT technologies also play an important role in Identity Security, 
Smart Grid, Location-based Service, Mobile Contactless Payment, social networking, 
Robot Taxi, smart museum and gym, Mobile Interaction, Smart Healthcare, Real-world 
Objects Search, Participatory Sensing, Augmented Reality and Automation, 
monitoring and control of industrial production processes [19, 20]. 

4 Risk Identification in Food Supply 

In this section, we present the standards we acquired and divide the risks in them into 
several categories according to the procedures of food industry. 

We get the standards from the website of china food safety [15] and food mate 
[16]. From the former one, we get complete food-related standards from 2010 to 2011 
in china. From the later one, we get the most part of food-related standards from 1985 
to 2009. There are 1,289 standards in total. 526 standards in them are about how to 
measure the elements in food and the experiments, which will not be analyzed here. In 
the other 763 standards, 619 standards are valid since the rest standards are out of date.  

The risks in the food industry can be separated into five categories according to the 
phases of food industry. The five phases are production, processing, transportation, 
storage and sale.  

 

Fig. 1. Risks in the food industry 

Production: For plants, such as vegetables, production includes the plantation, 
gathering, washing, packing and other operations making a seed grow to a plant, then 
to raw ingredient or a product. For livestock, such as pigs, production includes birth, 
feeding, slaughter, packing and other operations from the birth of the livestock to its 
grown-up, then to make it to raw ingredient or a product. 
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Processing: it means the methods and techniques used to transform raw ingredients 
into food for human consumption. Food processing takes clean, harvested or 
slaughtered and butchered components and uses them to produce marketable food 
products [17].  

Transportation: it means move the food product from one place to another, which 
includes the receiving, shipping, land transport, air transport and ocean transport. 

Storage: it includes the storage of harvested and processed plant and animal food 
products.  

Sale: It relates to wholesaler, retailers and the end consumers. In this procedure, the 
storage of the products, the way selling products to customer and the return of goods 
need to be considered. 

After classify and analyze the standards, we use figure 1 to show the risks in each 
phase of the food industry.  

We choose the risks in the production to have more detailed explanation because 
the number of risks in this procedure is the most and these risks are typical. 

Additive: the substances added to food to preserve flavor or enhance its taste and 
appearance. The additive in the product should below its limitation provided by 
correlative standard. 

For example, GB 6227.1-2010 gives the limitation of Sunset Yellow like the  
table 1. 

Table 1. Limitations of sunset yellow 

Item Index 
method of 

calibration 

Sunset Yellow, w% ≥ 87.0 appendix A.4 

loss on drying, chlorid, sulfate in 

total, w% ≤ 
13.0 appendix A.5 

water-insoluble, w% ≤ 0.20 appendix A.6 

sodium p-aminobenzenesulfonate， w% 

≤ 
0.20 appendix A.7 

2-naphthol-6-sulfo， w% 0.30 appendix A.8 

6,6'-OBI（naphthalenesulfonate）2Na, 

w% ≤  
1.0 appendix A.9 

4,4'-Two acid disodium salt, w% ≤  0.10 appendix A.10 

1-Phenyl azo-2-naphthol/(mg/kg) ≤  10.0 appendix A.11 

Sulfonated aromatic primary amine /%  

≤  
0.01 appendix A.12 

Vice-dye, w% ≤  4.0 appendix A.13 

AS/(mg/kg) ≤  1.0 appendix A.14 

PA/(mg/kg) ≤  10.0 appendix A.15 

Hg/(mg/kg) ≤  1.0 appendix A.16 
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Table 2. GB 19303-2003 

Factory design 
and facilities 

site area and layout 

workshop 

sanitary fixture 

processing unit 

storage and transportation facilities 

hygienic quality facilities 

Sanitary control 

institution and staff 

equipment maintenance 

cleaning and disinfection 

garbage treatment 

environmental hygiene 

anti-pest 

dangerous cargo management 

staff hygiene 

Process 

raw material and accessories 

prevention of cross contamination 

Process 

Package 

Storage 

transportation 

Hygienic quality 
control 

organization and staff 

management system 

raw material 

hygienic quality control in process 

hygienic quality control for products 

other contents in hygienic quality control 

Staff 
management 

detail information 
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In order to keep the safety of food in the production, we should use the method 
offered in the standard to check the content of each item listed in the table. 

Package: it means the packing for products. It requires protection, tampering 
resistance, and special physical, chemical, or biological needs. 

Label: for different kinds of food, the label on the package should offer the enough 
information. For example, GB 7718-2011 gives the standard for the label of 
prepackaging food. It requires the food name, burden sheet, net contents, specification, 
producer, contact, address, date of manufacture, quality guarantee period, condition of 
storage, food producing license No., product No. and other required information.  

Production Operation: there are some standards gives the requirements for the 
factory of specific food, which may include the requirements for environment, control, 
operators and other factors. 

For example, GB 19303-2003 is a standard for hygienic practice of cooked meat 
and meat-product factory. Table II lists its requirements for hygienic practice of 
cooked meat and meat-product factory in five aspects, including factory design and 
facilities, sanitary control, process, hygienic quality control and staff management. 
Besides, the interests in each aspect are also listed. 

Factory Hygiene: there are some standards for specific factory, which includes 
requirements for factory environment, operations, additives, packages and other 
aspects. For example, GB12696-90 is designed for winery. Besides the requirements 
set in other standards, it has some specific requirements for winery, such as the 
pesticide is forbidden 15 days before the harvest of grape.  

Operator: operators’ misoperation may also bring risks into the food industry, 
including doing intentionally or with premeditation 

Fungi: with the passage of time, the content of fungi will increase, which means the 
food is out of date or goes bad. So the content of fungi should be lower than the 
limitation in the standards. For example, GB 2761-2011 lists six common fungi and 
their limitations in different kinds of food. 

Microbe: it is similar to the fungi. The increasing content of microbe in food also 
means the food may be out of date or goes bad. So the content of microbe should be 
lower than the limitation in the corresponding standards.  

Nutritive Fortifier: Nutritive fortifier must in its valid scope. GB 14880 gives the 
scopes of common nutritive fortifiers in different kinds of foods. Note that different 
from the fungi and microbe, the nutritive fortifier has not only upper bound but also 
lower limit. 

Element Limitation: the contents of chemical elements, such as calcium, iron, 
selenium, must be lower than the requirement since over-englobement is bad. For 
example, GB 13106-1991 introduces the tolerance limit of zinc in foods.  

Chemical Residue: in the planting or feeding, some chemical residue may be left on 
the product or the raw material, which will cause risks in production. For example, 
pesticide is a big problem which the contents of them must take care. GB 2763 
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presents maximum residue limits for pesticides in food, in which we can find the 
limitations for different kinds of pesticides. 

Radiation Food: nowadays, some foods are grown with radiation in order to delays 
the fruit ripening or prevent the growth of microorganism. This kind of food has their 
own corresponding standards, which has different requirements from the ordinary 
ones. For example, GB 14891.5-1997 is a standard for radiation fruits and vegetables, 
which includes the limited amount of radiation. 

Radioactive Material: radioactive materials will be bad for human beings, so the 
content of them in foods should also be paid attention. GB 14882-1994 gives the 
Limited concentrations of radioactive materials in foods. For more detailed 
requirements, there are other standards for specific material in different kind of foods. 

Specific Food: In addition to the basic risks listed above, specific food has its specific 
requirements and limitations. For example, dairy products get much concern in china. 
There are a lot of standards for them. GB 13102-2010 is designed for evaporated milk, 
sweetened condensed milk and formulated condensed milk. In the standard, raw 
material has its tough limit and Fungi, Microbe and Nutritive Fortifier has specific 
requirement. 

5 Apply the IoT Technologies to Food Safety 

Facing the risks in the food industry, we try to employ the techniques in the Internet of 
things to the food safety. But we argue that some of the risks can be solved by IoT 
while others cannot. On the basis of this condition, we divide the risks into three 
classes as showed in the table III. 

Table 3. Classes of the risks 

Solved Label, Transportation Operation, Storage Operation 

Solvable 

Additive, Package, Fungi, Microbe, Nutritive Fortifier, 
Element Limitation, Chemical Residue, Radiation Food, 
Radioactive Material, Specific Food, Processing 
Operation, Acceptable Daily Intake, Operator 

Insoluble Factory Hygiene, Production Operation 

 
Solved: The risks cannot only be solved by the IoT technologies but also have already 
been realized in practice or in research. 

Label: we can use RFID readers to check whether the information on the label is 
enough. It is very convenient and efficient. Besides, in the ordinary conditions, the 
information will be input into the information system, so the operations, using the 
reader to check the label won’t bring any redundant operation or waste any time.  
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Transportation Operation: in the transportation, the IoT technologies can help to 
check the real-time temperature, humidity, accelerated speed and other interests. In 
addition, the IoT technique, especially RFID technologies can help us to record the 
information in shipping and receiving. 

Storage Operation: during the storage, the IoT technologies can help to check the 
real-time temperature, humidity and other interests, which can prevent the existent 
risks. Besides, the IoT can records the information at intervals, which costs less than 
the labor force. 

Solvable: The risks can be solved by IoT according its development. 

Additive: the additives in the products can be ferreted out by the IoT. But using 
present IoT technologies, it may be little hard to check each product in the food 
industry. We can send sample drawn to the inspection center and take the result of the 
sample as the result for the whole. Besides, the IoT devices can alert when the 
additives over the limit. 

Package: the package of products can be checked by the IoT. If there is any damage 
about the package of the products, the readers can help to find the problem and give us 
an alarm. Besides, in the process of packing, the data about the packing material, such 
as the hardness, can be recorded in the information system to ensure they are qualified 
to be the package of the products. 

Fungi: the fungi in the products can be ferreted out by the IoT. Like the additive, it is 
little hard for us to check whole products. So we can take sample to the inspection 
center to check the fungi. Besides, we can check the fungi content in the environment 
to get the fungi condition of the products. When fungi over-range the limit, the IoT 
devices will give alarm. 

Microbe: the microbe in the products can also be ferreted out by the IoT technique like 
the fungi. We can check the sample to get the microbe condition of the products or 
observe the content of microbe in the environment of the products. When fungi 
over-range the limit, the IoT devices will give alarm. 

Nutritive Fortifier: it can also be ferreted out by the IoT. We can send the sample to 
the inspection center to have a check and record the information in the system. If the 
nutritive fortifier is over the limit, treatment should be taken to ensure the safety of the 
food. 

Chemical Residue: the chemical residue mainly brought by the growing phase of the 
livestock or the plant. So in the production and processing procedure, we must use IoT 
technique to check the content of them. The method is similar to the microbe. We can 
send sample to the inspection center or check the content in the environment. Besides, 
alarms are necessary when the chemical residue over-range the limit. 

Element Limitation: the chemical element in food will have bad effect for the health 
of people. Maintaining them in the proper range is important. We can send the sample 
to the inspection center and record the data in the information system. If there is any 
problem with the data, measures should be taken to ensure the safety of food. 
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Radiation Food: the requirement for the radiation food is a little different from the 
ordinary food. Beside the interests we should take care for the ordinary people, the 
radiation amount should also be paid attention. We can use the RFID to make sure the 
radiation amount is in the valid range. 

Radioactive Material: we can use the RFID devices to check the content of 
radioactive materials in the environment. If the content is over-ranged, alarms should 
be made. 

Specific Food: the standard for specific food mainly gives more detailed requirements 
in the fungi, microbe, additives and the interests like them. Because the objective limit 
like additives, fungi and microbes can be ferreted out by the IoT technique, we can also 
use the IoT to meet the requirements for specific food. 

Processing Operation: in the processing of the food industry, the main risks are from 
the additives, fungi, microbes, machine hygiene and the raw materials. The former 
three has been discussed above. The machine hygiene can be checked by the devices or 
human being. The raw material can be maintained the safety like other food that we 
will check the interests such as fungi, microbe and other interests of it.  

Acceptable Daily Intake: it is the information customer should know when they have 
the food. The information on the product or its tag should mark out the acceptable 
daily intake. Besides, if the customer wants to take several foods together, the IoT 
devices will count the total of the content of the elements in them and check whether the 
sum is below the acceptable daily intake. In addition, the information system can share 
the information online and send the acceptable daily intake when the IoT devices send 
requests. 

Operator: the operator may mistake in the production, process, storage, transportation 
and sale. The management of operator is very difficult since we cannot predict what kind 
of mistakes he will make. But we can use video to record the events. Though the cost 
may be high, the problem is still solvable. 

Insolvable: The risks are hard to be resolved in whole, although we can provide some 
solutions to mitigate part of risks. 

Factory Hygiene: the risks in the factory hygiene focus on the environment of the 
factory, the operation regulation, the operator hygiene and the detailed requirement for 
a specific kind of factory. For the objective requirements such as package, fungi, 
temperature, the IoT can check and take record. However, it can do little in the 
subjective aspects, such as operation regulation and operator hygiene. 

Production Operation: Production operation has many factors, including factory 
design and facilities, sanitary control, process, hygienic quality control and staff 
management. It is more complex than the operations in other procedures. We can use 
IoT to solve the risks in process, sanitary control and hygienic quality control. But the 
factory design and facilities and the staff management are not suitable for the devices 
to solve. For example, whether the factory design is logical is out of the range of the 
ability of IoT devices since the requirement is subjective instead of objective. We still 
need labors to help the IoT to mitigate these risks. 
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6 Conclusion 

Our main contribution is the identification of the risks in the whole food supply chain 
by investigating the related standards in the food industry in China. We analyze the 
standards and find out the classification of the kinds of the standards, then divide the 
risks in the standards into five food supply phrases. So we can know what is the key 
risks we should pay attention to in each phase of the food industry. 

We also try to use the IoT technologies to avoid the risks introduced in the paper. 
We show the present IoT applications and researches in the food supply chain at first. 
Then we analyze the risks and divide them into three classes: solved, solvable and 
insolvable. They are divided in this way according to whether the risk has been solved 
by the IoT technologies and whether the risk can be solved by the IoT technologies in 
the future.  
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Abstract. Cloud computing has been increasingly used in a variety of scenarios 
and environments to deal with huge amounts of data, accordingly, data 
integration among different clouds have also been extensively concerned by 
both academia and the business community. With the division of private and 
public clouds and different contents and functions of clouds, cross-cloud data 
integration becomes a grand challenge. Various methods are proposed to cope 
with the challenge; however, how to achieve better cross-cloud data integration 
still involves a lot of tradeoff analysis. In this paper, we propose weaving P2P 
technique into ETL process to integrate cross-cloud data. And we built a 
middleware prototype system to testify the feasibility of our approach.  

Keywords: P2P, ETL, data integration. 

1 Introduction 

Cloud computing makes computing and storage located in a large number of 
distributed computers, rather than local computers or servers, the operation of the 
enterprise data center and the Internet are more similar, which enables enterprises to 
focus energy and resources to the desired application. Following this tendency, a lot 
of clouds come out. 

However, clouds are different. Many large corporations like Amazon, Google and 
Microsoft have their own cloud technologies, such as Amazon AWS, Google APP 
Engine, IBM and Google the blue cloud plans. These technologies on the basis can be 
divided according to what kind of the cloud is (private cloud, public cloud or hybrid 
cloud) or which fields the cloud applications are used (education, industry or health).  
That’s a major reason why massive and heterogeneous data are generated [1]. 

Although various clouds are producing various data, starting from the point of 
view of end-users and applications, many applications require more than one field or 
one data type and structure for collaboration, for example: a corporation may use 
Google's E-mail, but its ERP system is a application server deployed on the enterprise 
LAN systems, therefore, a question may arise: Can it use data integrated ERP system 
with E-mail system? Similarly, a city may have different domain clouds, such as 
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health cloud and Education cloud, but for the decision-maker of the city, a question 
may arise: Can different cloud data integrated together? 

Generally speaking, how to integrate data is heavily depended upon how data are 
stored and managed. We introduce three more representative data generation ways 
below and give a brief analysis, which are Google Big Table, Amazon Dynamo and 
Microsoft Azure.  

The fundamental idea of the big table is a sparse, distributed, persistent storage of 
multi-dimensional sorting Map for data management. If such kind of data format is 
used to integrate the cross-cloud data, obvious drawback is its data unit is too tiny to 
facilitate high-speed data collaboration. 

The goal of Amazon Dynamo is to achieve the machine-level data management, 
but due to its tight information encapsulation, not be able to provide cross-cloud data 
integration. 

 Microsoft Azure, however, mainly focuses on the SQL Data Services cloud 
computing environment, and lacks of cross-cloud data integration support. 

As we observed, there are three major features of cross-cloud data: 
1. Cross-cloud data are on large scale. In cloud computing systems, there could be 

thousands or even millions of computers connected, and these computers 
continuously exchanging data with each other or application. The cloud computing 
systems need keep the latest versions of data, and in most cases, also need keep the 
historical versions of important data for some time period in order to support state 
tracking, statistical analysis, and data mining. 

2. Cross-cloud data are usually heterogeneous. The same type of cloud computing 
system may contain multiple categories of data sources such as traffic, hydrological, 
geological, biomedical data sources, and so forth. Each category can be further 
divided into different kinds of low-level categories. For instance, traffic data sources 
can include GPS data, RFID data, video-based traffic-flow analysis data, traffic loop 
data, road condition data, and so forth. The data from different sources may have 
different data structures and different semantics, which greatly increases the 
difficulties in data integration. 

3. Cross-cloud data are highly dynamic. Every time when cloud computing system 
receives or generates a new data record, it need insert the new version to the 
corresponding database and meanwhile delete old versions when they become 
obsolete. Since a cloud computing system may contain huge number of data sources 
and each data source generates new data frequently, the data to be integrated at the 
target are highly dynamic, which poses heavy update pressure on the system. 

Admittedly, not matter Microsoft, Amazon or Google has made great efforts 
towards better data integration cross-cloud, however, to achieve better data 
integration, as far as we concerned, P2P, ETL and middleware techniques will be 
essential contributors [8] [9][10]. 

In this paper, our contributions can be summarized as follows: 
(1) Analyzed why P2P is an essential technique to achieve better cross-cloud data 

integration; 
(2) Analyzed why ETL is an essential technique to achieve better cross-cloud data 

integration; 
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(3) Proposed an approach to weave P2P into ETL process using middleware 
technique; 

(4) Testified the feasibility of using P2P and ETL together in a prototype system; 
The rest of the paper is organized as follows. The second section depicts why P2P 

is an essential technique with literature review; the third section depicts why ETL is 
an essential technique with literature review; section 4 gives an introduction on how 
we weave P2P into ETL process to achieve better cross-cloud data integration; section 
five reports experimental and performance results and the final section is our 
conclusion and discussion.  

2 Using P2P in Cross-Cloud Data Integration 

Peer-to-peer (abbreviated to P2P) refers to a computer network where each computer 
in the network can act as a client or server for the other computers in the network, 
allowing shared access to files and peripherals without the need for a central server.  
P2P network requires all computers in the network to use the same or a compatible 
program to connect to each other and access files and other resources found on the 
other computer [2]. As stated in section one, the cross-cloud data integration involves 
a large number of computers distributed in different clouds. To achieve better cross-
cloud data integration, how to efficiently and seamlessly organize those computers is 
a major challenge. And from the conceptual level of P2P, it is natural and efficient to 
organize cross-cloud computers in this kind of network. 

Moreover, the architecture of P2P is a distributed network that straightforwardly 
partitions tasks or workloads among peers. Another problem of cross-cloud data 
integration is that failure of cloud computers are common scenario. Since peers are 
equally privileged participants in the application, it avoids a bottleneck. And 
strategies can easily be made to cope with the failure of cloud computers, such as data 
duplication strategy in contrast to the traditional client-server model where the 
message exchanges are usually one-way only. 

Meanwhile, as an essential technique, Distributed hash tables (DHTs) which are a 
class of decentralized distributed systems that provide a lookup service similar to a 
hash table: (key, value) pairs make sure that cross-cloud data integration can be done 
with global unique data resource key. DHTs offer responsibility for maintaining the 
mapping from keys to values is distributed among the nodes, in such a way that a 
change in the set of participants causes a minimal amount of disruption. This allows 
DHTs to scale to extremely large numbers of cross-cloud nodes and to handle 
continual node arrivals, departures, and failures [3]. 

 

Fig. 1. Distributed hash tables 
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In cross-cloud P2P networks, clients share resources, which may include 
bandwidth, storage space, and computing power. This property is one of the major 
advantages of using P2P networks among clouds because it makes the setup and 
running costs very small for the end target of data integration. As nodes arrive and 
demand increases, the total capacity of the cross-cloud P2P network also increases, 
and with certain strategies the likelihood of failure decreases [7]. If one peer on the 
network fails to function properly during data integration, the whole network is not 
largely compromised. In contrast, in typical client–server architecture, clients share 
only their demands with the system, but not their resources. In this case, as more 
computers join the system (which can likely happen during cross-cloud data 
integration), fewer resources are available to serve each client, and if the central 
server fails, the entire network fails. The decentralized nature of P2P networks 
increases robustness of cross-cloud data integration process because it removes the 
single point of failure that can be inherent in a client-server based system.  

3 Using ETL in Cross-Cloud Data Integration 

Extract, transform and load (ETL) is a process in data integration usage and especially 
in distributed data usage that involves [5]: 

1. Extracting data from multiple data sources 
2. Transforming it to fit operational needs (which can include quality levels) 
3. Loading it into the end data integration target 

The first stage of an ETL process involves extracting the data from the different data 
sources. In many cases this is the most challenging aspect of ETL, as extracting data 
correctly and efficiently will set the stage for how subsequent processes will go. In 
cross-cloud data integration, data sources are distributed computers in different 
clouds. An intrinsic part of the extraction involves how to organize and communicate 
with data sources, if properly networked; the extraction efficiency could be greatly 
improved [4]. Considering each separate data source may also use a different data 
organization/format, the extraction sub-process should adopt a unified strategy to deal 
with different data sources. In general, the goal of the extraction phase is to convert 
the data into a single format which is appropriate for transformation processing. 

The transform stage applies a series of rules or functions to the extracted data from 
the source to derive the data for loading or integrating into the end target. Some data 
sources will require very little or even no manipulation of data. In other cases, one or 
more of the transformation types may be required to meet the technical needs of the 
end target. In cross-cloud data integration, the rules applied are a major factor to 
satisfy the needs of end target. 

The load phase loads the data from different data sources into the end target, 
usually accompanying with data integration. Depending on the goals of the ETL, this 
process may vary widely. Some data integration may overwrite existing information 
with cumulative information, frequently updating extract data is done on daily, 
weekly or monthly basis. Other data integration may add new data in a historicized 
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form, for example, hourly [6]. In cross-cloud data integration process, often both time 
and space are two considerations to integrate data. Accordingly, different strategic 
design choices should be made. Data may be replaced or appended dependent on the 
time when it arrived and space where it arrived. And a history log can kept the trail of 
all changes during data integration. 

4 Weaving P2P into ETL Process 

We introduce middleware architecture to weave P2P into ETL process. This cross-
cloud middleware is software deployed on each cloud computing machine and data 
integration target machine and some accessory machines which consist of a P2P 
network and run ETL process in an organized way. The middleware located in each 
machine composes a P2P network for the exchange of information which can provide 
effective interaction, shield a variety of different cloud environment implementation 
details. 

 

Fig. 2. Using P2P and ETL together in Cross-Cloud Data Integration 

There are five types of nodes in P2P network: 
Task node (Tnode for short): used to generate a variety of task message sent to 

the task execution node; Naming Service the node (Nnode): used to collect 
information of each node and the node in which cloud computing environment; Data 
Serving Node (DSnode): used to save the data resources index information, providing 
data management services. Node in the cloud computing environment (Dnode): used 
for cross-cloud applications, data sources, and may come from different cloud 
computing environments. Cross-cloud data integration target node (CCDInode): the 
need for the application of cross-cloud data node. 

To weave P2P into ETL process, three major algorithms are proposed. 

Algorithm 1: Join P2P Network Algorithm.  
Step1: a JoinP2PMessage is sent to Nnode, containing the cloud and node 

description as a request message. Step2: if this node is accepted by Nnode, it sends its 
DataInfoMessage to the DMnode, containing the data information it can provide; 
Step3: Nnode sends NodeID to this node, meanwhile notify its adjacent nodes in the 
chord ring to update their finger table. 
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Algorithm 2: Leave P2P Network Algorithm 
Step1:  a LeaveP2PMessage is sent to Nnode as a request to leave the chord ring; 

Step2: if there are live connections between this node and the others,  
LeaveNotifyMessage will be sent to notify the others that the node is leaving, thus the 
others can preserve connection states in order to use when this node joins chord ring 
next time. Step3:LeaveMessages are sent to its adjacent nodes to notify they to update 
finger tables. 

Algorithm 3: Data Integration Algorithm 
Step1:  a DataIntegrationMessage is sent to Tnode as a request to initialize a data 

integration process from a data integration target node, containing the ETL related 
arguments; Step2:Tnode schedules two task messages and distribute them to Nnode, 
DSnode accordingly. One task message is sent to Nnode, which requires ETL realted 
Dnodes information, the other task message is sent to DSnode, which requires ETL 
related data information. Step3: Sub-ETL processes are started in DSnodes, and data 
are sent forward to the data integration target node. 

The ETL process built up P2P network support following operations: 
Select: Selecting part of columns to load (or selecting null columns not to load). 

For example, if the source data in Dnode has three columns, such as: ID, age, and 
salary, then the extraction may take only ID and salary. Similarly, the extraction 
mechanism may ignore all those records where salary is not present (salary = null). 

Translate: Translating coded values (e.g., if the Dnode stores 1 for male and 2 
for female, but the CCDInode stores M for male and F for female). 

Encode: Encoding heterogeneous values into a unified form (e.g., mapping 
"Male" to "1"). 

Calculate: Deriving a new calculated value from source data (e.g., sale_amount = 
month * unit_price) 

Sort: Sorting data from different Dnode in ascending order or in descending 
order. 

Deduplicate: Joining data from multiple Dnodes and deduplicating the data. 
Aggregate: Aggregation (for example, rollup — summarizing multiple rows of 

data — total sales for each store, and for each region, etc.) 
Surrogate:  Generating surrogate-key values from data elicited from multiple 

Dnodes.(for example, using SHA-2 to hash the multiple major keys to a new major 
key) 

Rotate: rotating multiple columns into multiple rows or vice versa. 
Split: Splitting a column into multiple columns (e.g., putting a comma-separated 

list specified as a string in one column as individual values in different columns) 
Merge: Disaggregation of repeating columns into a separate detail table (e.g., 

moving a series of addresses in one record into single addresses in a set of records in a 
linked address table) 

V&V (verify and validate): Verifying data from multiple Dnodes in both 
quantified and qualitative way. (e.g., there should be only male or female in one 
software company).Validate data when verified. If validation fails, it may result in a 
full, partial or no rejection of the data, and thus none, some or all the data is handed 
over to the real use of CCDInode, depending on the rule design and exception 
handling.  



 Towards Better Cross-Cloud Data Integration: Using P2P and ETL Together 399 

 

5 Experimental Evaluation 

This section shows experimental results tested on our prototype system, which proves 
the feasibility and effectiveness of using P2P and ETL together. The prototype system 
is developed by JAVA programming language, used an open-source chord software 
and an open-source Message Queue software. With the help of JAVA Virtual 
Machine, our prototype system can run on many different operating system platforms. 
Thus we can testify our cross-cloud data integration approach. 

The topology we chose to do experiments is shown in Figure 3, and the machine 
configuration is shown in Table 1. In the P2P network, we use two machines as the 
cross-cloud data integration target nodes; three machines as data service node, named 
node and task service node respectively; eight machines as four cloud computing 
environments to simulate cloud computing environment. 

Table 1. Configuration details of the experiment environment 

Name Configuration Details 
cross-cloud data integration 
target nodes (2 nodes) 
 

hardware CPU: AMD Anthon(tm) II X2 215 Processor 
Memory: 2.00GB 
Disk: WDC WD3200AAKS – 75S9A0  320G 

Operating system MICROSOFT WINDOWS XP professional  
2002 Service pack 3 

DSnode, Nnode, Tnode(3 
nodes） 

hardware CPU: AMD Anthon(tm) II X2 215 Processor 
Memory: 2.00GB 
Disk: WDC WD3200AAKS – 75S9A0  320G 

Operating system Cent OS
Dnodes (8 nodes) hardware CPU: AMD Anthon(tm) II X2 215 Processor 

Memory: 2.00GB 
Disk: WDC WD3200AAKS – 75S9A0  320G 

Operating system ubuntu-hadoop-release 

 

Fig. 3. Topology of our experiment environment 
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As shown in Fig.3, each computer running the middleware is connected in the P2P 
network. The experiments are designed as follows: WordCount program is running on 
cloud A1, cloud B1, cloud A2 and cloud B2 respectively to count the frequency of the 
word appearance times in specified text file. Cross-cloud data integration goal is to 
check out the results of the implementation of A1, B1, A2, B2 and adding the results 
together; another cross-cloud data integration goal is to calculate the sum of   
A1 and B1. 

We designed one indicator to testify the feasibility of using P2P and ETL together 
in cross-cloud data integration process. DPS – the amount of data the middle can 
integration per second.  As depicted in Fig. 4, the average dps varies depending on 
the size of the input data source (size of the word count file). Extracting 8M data from 
4 clouds using P2P network and ETL process costs about 2sec. Thus, the average 
cross-cloud data integration speed is around (8*4)/2=16M/s, which testified the 
feasibility. 

 

Fig. 4. Results of our experiment 

6 Conclusion 

In this paper, we analyzed why P2P and ETL are two important techniques in cross-
cloud data integration process, proposed a middleware based framework to use P2P 
and ETL together, and finally designed experiments to illustrate how to use P2P and 
ETL together in cross-cloud data integration. We believe that with cloud computing is 
becoming increasingly popular, massive and heterogeneous data will be largely 
generated. And there may be more challenges in handling the cross-cloud data 
integration. However, if P2P and ETL techniques are properly refined and 
customized, they can still play an essential role in the cross-cloud data integration 
process.  
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Abstract. The current study proposes a intelligent maintenance decision-
making system is as a fixed equipment maintenance strategies assessment 
system. Because the maintenance decision-making is based on monitoring of 
equipment damage state and risk in the system, the system is established on the 
distributed database and internet technology. Moreover, different maintenance 
strategies, such as corrective, preventive, and predictive maintenance strategies 
after periodic and in-service inspections, are determined according to 
equipment failure consequences and risks. According to the data in the risk 
database and damage state database, the decision-making regards the "System" 
as a decision-making object and performs the risk-concentrated analysis, the 
operational cycle after maintenance and cost-effective maintenance assessment, 
where the multi-objective optimization of maintenance strategies on safety, 
availability, and economic efficiency is accomplished. 

Keywords: Accident, Mechanical failure, Risk-based maintenance (RBM), 
Risk-based inspection (RBI), Risk-concentrated factor analysis, Maintenance 
effectiveness. 

1 Introduction 

Accidents seriously influence the long-cycle production and economic profits in the 
petrochemical industry. Statistically, mechanical failure accounts for 56% of major 
accidents caused by incorrect maintenance programs [1], whereas breakdown 
maintenance and loss of shutdown consume  percent of the productive costs in the 
petrochemical industry. This proportion (30%–40%)has increased in recent years 
because of changes in operational and reservoir conditions[2]. Especially in recent 
years, since a large amount of different crude oils was introduced in China, refinery 
plants had to frequently face various categories of crude oil that even went beyond 
120 categories in some plants. Thus, petrochemical plants performed reformations to 
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increase their oil output in general. On the other hand, safety management strategies 
for critical systems usually involve multiple dimensions, including design philosophy, 
maintenance policies, and procedures for personnel hiring, training, and evaluation 
[4], indicating that reasonable maintenance and redesign play important roles in safety 
management strategies. In addition, equipment tends to become large-scale, and thus, 
maintenance cost is not secondary anymore [5]. For example, statistically, 
maintenance costs tend to be very high, accounting for approximately 20%–50% of 
the total operating budget of process systems [6]. Moreover, a reduction of 
approximately 40%–60% in operating costs can be achieved through effective 
maintenance strategies [3]. Therefore, a highly effective maintenance strategy not 
only guarantees safety but also increases economic profits.  

2 Intelligent Maintenance Decision-Making System 

In current maintenance strategies, the most conservative approaches at one end of the 
spectrum rely on robust system design, frequent preventive maintenance, and early 
responses to warnings. At the other end of the spectrum, aggressive strategies are 
driven by demanding production schedules, single-string system designs, and minimal 
inspection and maintenance to obtain maximum production with minimum 
interruptions [7]. In   maintenance activities, the considerations on reliability and 
availability of equipment are necessary to avoid excessive consumption and serious 
accidents [8], and thus, cost-effective maintenance strategies are widely sought. Risk-
based maintenance (RBM) strategies have recently received increasing attention from 
researchers, in which the consequence of failure is a financial concern as risk-based 
maintenance (RBI) in ref [9]. Moreover, the probability of unexpected events is 
determined using the fault tree analysis, whereas the maximum failure probability of 
the key equipment under risk constraints is determined using the reverse fault tree 
analysis. According to reliability limits, the interval of periodic preventive 
maintenance (PM) for the key equipment is obtained under the condition that the 
default maintenance effect is perfect [10,13]. Moreover, the interval is modeled using 
the Weibull distribution [14,17], in which all kinds of mean time are regarded as 
modeling parameters. 

2.1 Model of Intelligent Maintenance Decision-Making System  

Modern maintenance decision-making models for either fixed or dynamic equipment 
often possess the following characteristics: 

(1)Fault (dynamic equipment) or failure (fixed equipment) mechanism analyses may 
be regarded as kernel. 
(2)The analytical results of the mechanisms are used to screen the status of a fault or 
failure and to locate the position where the fault or failure occurs. 
(3)The status of the fault or failure should be monitored (dynamic equipment) or 
inspected (fixed equipment) at the position obtained in 2). 
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(4)Feedback on the status of the mechanism analytic system is used to re-analyze and 
then form a closed loop. 

In addition, failure accidents caused by corrosion in the investigated object-fixed 
equipment in the petrochemical industry account for 77% of the total failure accidents 
in China.  

In summary, shutdown inspection, in-service inspection, risk analysis, and 
corrosion analysis technologies are combined to constitute a closed-loop maintenance 
decision-making model based on risk and damage status inspection, as shown in Fig. 
1. The corrosion mechanism analysis is regarded as a failure analysis, and the 
potential hazard caused by corrosion is quantified with risk in the model. Equipment 
is distinguished according to different ranks of consequence and risk to implement 
corrective, preventive, and predictive maintenance services after periodic and in-
service inspections. 

 

Fig. 1. Intelligent maintenance decision-making system 

2.2 Composition of the Intelligent System 

From the Fig.1, the intelligent system is consist of two subsystem, the equipment 
damage status and risk monitoring subsystem and maintenance decision-making 
system. The latter is performed based on the data accumulated through the former. 
Besides the inspection results will be feed back to the damage state database to amend 
the Omission of former.  

3 Equipment Damage Status and Risk Monitoring Subsystem 

The subsystem is a soft measure system from Fig.1. Hence for accomplishing the 
monitoring to equipment damage status, it needs experts' experiences except for 
equipment data, process data etc.  Moreover, corrosion analysis professionally 
requires the abundant knowledge and analytical ability of associated fields, such as 
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process, equipment design, and corrosion. Consequently, the formation of a panel of 
experts is a widely acknowledged method for encouraging communication among 
process, equipment, and corrosion experts. However, Chinese petrochemical plants 
have difficulties in training and organizing a panel of experts. After its formation, a 
panel cannot continuously go around petrochemical plants to solve all problems on 
corrosion. Thus, the model of equipment status inspection is designed to provide a net 
system framework. In the net system, petrochemical plants accept the guidance of the 
panel to complete the actions at the client terminal, such as data collection and 
inspection, as shown as Fig. 2.  

 

Fig. 2. Net system of the equipment status monitoring subsystem 

Moreover, using some assistant systems (corrosion analytical expert system among 
others), experts are concentrated at service terminals to complete professional 
analyses, such as corrosion analysis and maintenance decision-making, among others. 
The distributed system for inspection and maintenance has the following two 
advantages: 
(1) The collected data can be guided and amended at any moment to avoid 
insufficiency that is usually catastrophic to corrosion and risk analyses. 
(2) Analysis and decision-making can be adjusted rapidly using the feedback from the 
updated data at the terminal. 
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4 Maintenance Decision-Making Subsystem 

In this subsystem, high- and medium high-risk equipment are important for 
maintenance decision-making and for ensuring safety, long-term operation, and 
maintenance benefit, which are the root causes of high risks. Moreover, the 
operational cycle after maintenance and maintenance effectiveness are analyzed. 

4.1 Risk-Concentrated Factor Analysis and Confirmation 

In this procedure, the data in risk database will be utilized for the risk-concentrated 
factor analysis.  Risk-concentrated factor analysis, which targets maintenance 
activities that can effectively reduce equipment risk and improve equipment safety, is 
a necessary procedure prior to the determination of maintenance strategies. Fig. 4 
shows the model for risk-concentrated factor analysis, which searches for the root 
causes of risk using three procedures, namely, risk trend analysis, corrosion factor 
analysis, and inspection confirmation. The identification of the scope needed to 
perform risk factor analysis applies the “20/80” law, which is the theoretical base of 
risk management. The identifying equation can be described as follows: 

 
Fig. 3. Risk-concentrated factor analysis model 
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The detail in risk-concentrated factor analysis are described in Table 1. 
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Table 1. The detail of risk-concentrated factor analysis 

Analytic content Analytic objective Analytic  
method 

Data sources 

The intercept of 
the linear 
regression of the 
component risk 
βb; slope of the 
linear regression 
of the component 
riskδ 

Distinguish the impacts of the factors 
that strengthen and improve design 
reliability and the corrosion factors on 
risk 

linear 
regression 
analysis 

Risk 
database 

Design strength 
and reliability 
factors 

Confirm design factors to impact 
component risk including stress 
concentration, material selection, wall 
thickness, welding material and 
process, and PWHT (Post weld heat 
treatment) etc. 

Damage 
analysis 
expert system 

Risk 
database, 
Equipment 
database 

Process factors 
of corrosion 

Confirm design factors to impact
corrosion including corrosive media 
concentration, operation temperature, 
dew point corrosion, flow velocity,  
fluid state 

Damage 
analysis 
expert system 

Process 
database, 
Equipment 
database, 
Chemical 
analysis 
database 

Design factors of 
corrosion 

Confirm design factors to impact 
corrosion including dead leg, stress 
concentration, erosion/corrosion, and 
basic material selection

Damage 
analysis 
expert system 

Equipment 
database 

Manufacturing 
factors of 
corrosion 

Confirm design factors to impact 
corrosion including wrong welding 
material selection, welding process, 
and PWHT 

Damage 
analysis 
expert system 

Equipment 
database, 
Maintenanc
e  database 

 
Finally, supplemented inspection is performed to confirm all the factors obtained 

from the procedures above and the confirmed factors, which are all supplied to 
following maintenance decision-making procedures, will be saved into the damage 
state database, chemical analysis database etc.  

4.2 Analysis of the Operational Cycle after Maintenance  

Besides safety, prolonging the operational cycle is an important objective of 
maintenance decision-making. In the maintenance model that regards availability and 
reliability as optimal objectives, the maintenance decision-making function is not only 
concerned on the average availability of the equipment system, but also on the 
deviation of availabilities in the equipment system [18]. As far as fixed equipment is 
concerned, availability involves original reliability and its increment. Thus, the status 
of the planned equipment maintained after maintenance, as well as the current 
reliability and the increment of reliability of all the components around the equipment 
are considered to reduce time deviation, which causes components to reach reliability 
or risk limit and improves the availability of the whole unit. Based on this philosophy, 
the following equipment management structure was established: 
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Unit→System→Equipment→Component 

where "System" technically refers to the group of equipment and pipes that can 
independently complete a certain process function. In a “System,” the specific process 
function performed by the system would not be accomplished if a component fails, 
resulting in shutdown or huge economic loss. Thus, the “System,” as the basic unit 
that performs maintenance decision-making, should be the objective of maintenance 
decision-making to adjust the deviation of reliabilities of the components in the 
system. “Component” refers to the minimized unit that implements specific 
equipment management jobs, such as repair, risk analysis, and corrosion analysis, 
among others.  

In this procedure, based on the data in damage state database and risk database, the 
difference between the expected net production profit per year and the increment of 
the risk of the system per year is the optimal model after various factors, such as 
direct, indirect, and in-service maintenance costs, among others, which are considered 
synthetically. The advantage of the model includes greater susceptibility to rapidly 
increasing risk at the end of the equipment life, which could lead to more accurate 
decision-making. As far as the “System” is concerned, the optimal maintenance time 
and scope can be confirmed as follows: 

Min:  ( ) ( ) ( )tRtEtyear per Rate profitreal Δ−=−
 (2)

Subjected to: )t(MB)t(E −=    (3)
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where gi(t) is the probability function of the failure of component i in a "System" at 
variable time t, whose default is subject to gamma stochastic process, B is the 
economic profits per year, mj is the average maintenance cost of component j per 
year, Prleak is the probability of the leak during the interval for the next preventive 
maintenance, m0 is the cost of the pressured seal, llow is the loss due to low loading 
when the pressured seal is used, ms is the maintenance cost, ld is the loss per day 
during the maintenance, Ds refers to the maintenance days including maintenance 
delay, supply delay, access time, flaw inspection, replacement and repair, equipment 
revalidation [19], and restarting of the unit, M(t) is the average maintenance cost per 
year of the "System", N(t) is the amount of the planned maintenance components, 
which is the function at variable time t determined using Eq. (8), NH(t) is the amount 
of high-risk components, NMH(t) is the amount of medium high-risk components, 
NME(t) is the amount of medium-risk components determined using Eq. (9), Riskcomi is 
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the risk of component i, Risksys is the total risk of the "System", and ε is the threshold 
parameter for the ratio of the risk between the component and the system selected and 
adjusted by the user. 

From the previous equipment management structure, it is known that a unit 
consists of some systems, so the most optimal operational cycle of a unit is decided 
by the shortest one of the most optimal operational cycles of systems in the unit. 
According to the viewpoint above, after the users in plants have chosen the most 
suitable unit continuous operational cycle ΔTop with the unit operational plan, the 
most optimal maintenance plan can be determined through calculating the shortest 
one of the most optimal system continuous operational cycle , namely, the shortest 
one of the most optimal maintenance time top-shortest with Eq.(2)~ (9) after the specific 
maintenance plan has been performed. In other words, the most optimal maintenance 
time of every maintained system after some maintenance plan has been performed, top-

i, can be assessed through Eq.(2)~ (9), in which the shortest one top-shortest will be 
utilized to determine the most optimal maintenance plan through comparing top-shortest 
and ΔTop. The maintenance plan with the least positive difference of (top-shortest－ΔTop) 

will be the most optimal one. 

4.3 Assessment of Maintenance Effect 

In the procedure, based on the maintenance database and risk database, the risk-
effective cost of maintenance plan is assessed. The "System" in equipment 
management structure is the basic decision-making objective in this study. In theory, 
components may have the same or different corrosion mechanisms, although the 
former is mostly used in practice. Based on the concept of the "System" discussed in 
Section 1.3, the “Buckets effect” obviously exists in a "System", whether maintained 
or not. The risk of the "System" is dominant by the component with maximum risk, as 
shown in Eq. (10). Therefore, the change in "System" risk should be balanced by the 
risk of the “shortest board” in the maintained "System". 

{ }M21 q,...,q,qMaxQ =     (10)

where qi is the probability of failure of component i in a system. 
Fixed equipment maintenance includes many contents, such as recovery repairing, 

material updating, and reliability redesigning, among others. However, regardless of 
what the maintenance includes, its final impact on the equipment has the following 
aspects: 

(1) Change in equipment risk 
(2) Change in equipment risk rate 

Thus, a maintenance assessment factor should include the following two aspects: 
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where riskoriginal is the original risk prior to maintenance, riskafter-maintenance is the 
remaining risk after maintenance, costmaintenance is the maintenance cost, Δt is the 
expected interval to the succeeding maintenance, andΔriski is the increment of risks in 
year i after maintenance.  

According to Eq. (10), let the probability of the failure of component i in a 
"System" beθiqi after maintenance, and thus, the risk of the "System" after 
maintenance can be expressed as follows: 

{ } CoFq,...,q,qMaxCoFQrisk MM2211enanceintmaafter ×θθθ=×=−   (12)

5 An Application Case 

In this paper, Maoming petrochemical company is as a case, in which the specific 
application system is shown as Fig. 4. 

In the simplified application system, corrosion survey, RBI, in-service located 
thickness reading, chemical analysis, and periodic inspection are combined together 
to predict the next planned shutdown maintenance and open ratio of the fixed 
equipment, among others. The specific flow is as follows: 

(1) Equipment information, daily chemical data, inspection data, and operational 
information are standardized and managed in accordance to different units. 
(2) The equipment status inspection plan is determined after corrosion analysis, 
corrosion distribution analysis, and RBI according to the data and information from 
the corrosion survey. 
(3) The original maintenance decision-making will be determined according to all 
analyses and equipment statuses. 
(4) Inspections for maintenance decision-making are performed to determine the risk-
concentrated factors, and then the final work orders for maintenance will be scheduled 
after the assessment and amendment of experts. 
(5) The work orders are inputted into the ERP(Enterprise Resource Planning system). 
The next open ratio of fixed equipment is then predicted in the next maintenance, and 
the equipment status inspection plan is performed prior to the following maintenance. 
The practice of this simplified application system for many years with 121 categories 
of refined crude oil leads to the quite complicated corrosion conditions in Maoming 
company since 2000. The open ratio of fixed equipment and the inspection 
maintenance cost obviously decreased from 2002 to 2007, as shown in Tables 2  
and 3.  

On the other hand, unplanned shutdowns have been continually reduced and the 
continuous operational cycle of all units in the refinery plant prolonged because of 
effective damage status inspection and equipment predictive maintenance. For 
example, the operational cycle of Maoming prolonged from 3 years to 6 years in the 
lubricating oil unit and from 1.5 years to 3 years in other units.  
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Fig. 4. Simplified application system in Maoming petrochemical company 

Table 2. The open ratio of fixed equipment in different units in 2007 

Order Unit Equipment open ratio 
1 Residue hydrotreating From 100% to 41.72% 
2 Hydrocracking From 100% to 71.3% 

3 
#3 Sulfur recovery and tail-gas 

treating 
From 100% to 77.69% 

4 #4 Sulfur recovery From 100% to 77.69% 
5 #1 Solvent recuperation From 100% to 90% 
6 #2 Solvent recuperation From 100% to 90% 
7 #3 Distilling From 100% to 11.83% 
8 Lubricating oil  
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Table 3. Maintenance cost in the Maoming petrochemical company 

Year Cost (Million) 
Cost and total fixed 
assets ratio (%) 

2002 334.68 4.12 
2003 293.04 3.9 
2004 248.00 3.2 
2005 256.79 2.96 
2006 249.58 2.88 
2007 200.00 2.06 

6 Conclusion 

The intelligent maintenance decision-making system proposed in this study solves the 
following two maintenance problems in petrochemical plants: 
1)Pertinence of maintenance is usually lacking in fixed equipment maintenance in the 
petrochemical industry because of the ability constraint in corrosion and failure 
analyses, and thus, the effective solving of the danger is delayed. 
2)A preventive maintenance plan should be decided and performed for the safety and 
long-cycle product. 

The intelligent maintenance decision-making system whose kernel is equipment 
risk management aims to reduce equipment risk and improve equipment availability. 
Moreover, the ranking of equipment resources is distributed reasonably according to 
the risk, and maintenance strategies are purposively determined to guarantee safety 
and reliability. Through information and database technology, the intelligent system 
becomes a distributed maintenance decision-making net system that consists of two 
subsystem, namely, equipment damage and risk status monitoring subsystem and 
intelligent maintenance decision-making subsystem. The former is the base and 
different data are saved into corresponding database through the net system. In the 
latter, based on the data in database, Risk-concentrated factors in high- and medium 
high-risk components, the operational cycle of a unit after maintenance, Assessment 
of maintenance effect are performed step by step to satisfy the double demands on 
safety and economic effectiveness. Through the simplified application of this system 
proposed in this study in the Maoming petrochemical company in SINOPAC, with the 
intelligent system equipment open ratios have decreased in all units in the refinery 
plant, and maintenance cost has decreased to 50% from 2002 to 2007. However, the 
average continuous operational cycle per unit has increased to 100%, indicating that 
safety and economic effectiveness have obviously improved using this intelligent 
system proposed in this study. 

Acknowledgements. The authors would like to acknowledge the support of the 
National Science & Technology Pillar Program during the Twelfth Five-Year Plan 
Period (Approved Grant No. 2011BAK06B02 and 2011Bak06B03) and the National 
Basic Research Program of China (973 Program) (Approved Grant No. 
2012CB026000). 



 Design of Intelligent Maintenance Decision-Making System for Fixed Equipment 413 

References 

1. Kim, J., Lee, Y., Lim, W., Moo, I.: Application of TRIZ crativity intensification approach 
to chemical process safety. Journal of Loss Prevention in the Process Industries 22, 1039–
1043 (2009) 

2. Ramirez, P., Utne, I.B.: Challenges with ageing plants. Process Safety Progress 30, 196–
199 (2011) 

3. Dhillion, B.S.: Engineering maintenance, a modern approach. CRC Press, New York 
(2002) 

4. Cowing, M.M., Cornell, M.E.P., Glynn, P.W.: Dynamic modeling of the trade off between 
productivity and safety in critical engineering systems. Reliability Engineering and System 
Safety 86, 269–284 (2004) 

5. Yongli, H.: System Control and Equipment Management for Energy & Power 
Engineering. Huazhong University of Science and Technology Press, Wuhan (2006) 

6. Tan, J.S., Kramer, M.A.: A general framework for preventive maintenance optimization in 
chemical process operations. Computers Chemical Engineering 21, 1451–1469 (1997) 

7. Bertolinia, M., Bevilacqua, M., Ciarapica, F.E., Giacchetta, G.: Development of Risk-
Based Inspection and Maintenance procedures for an oil refinery. Journal of Loss 
Prevention in the Process Industries 22, 244–253 (2009) 

8. Hu, H., Cheng, G., Li, Y., Tang, Y.: Risk-based maintenance strategy and its applications 
in a petrochemical reforming reaction system. Journal of Loss Prevention in the Process 
Industries 22, 392–397 (2009) 

9. American Petroleum Institute: API 581 Risk-Based Inspection Base Resource Document 
(2008) 

10. Khan, F.I., Haddara, M.M.: Risk-based maintenance (RBM): a quantitative approach for 
maintenance/inspection scheduling and planning. Journal of Loss Prevention in the Process 
Industries 16, 561–573 (2003) 

11. Khan, F.I., Haddara, M.R.: Risk-based maintenance (RBM): a new approach for process 
plant inspection and maintenance. Process Safety Progress 23, 252–265 (2004) 

12. Khan, F.I., Haddara, M.: Risk-based maintenance of ethylene oxide production facilities. 
Journal of Hazardous Materials 108, 147–159 (2004) 

13. Krishnasamy, L., Khan, F., Haddara, M.: Development of a risk-based maintenance 
(RBM) strategy for a power-generating plant. Journal of Loss Prevention in the Process 
Industries 18, 69–81 (2005) 

14. Pham, H., Wang, H.: Imperfect maintenance. European Journal of Operational 
Research 94, 425–438 (1996) 

15. Shin, I., Lim, T.J., Lie, C.H.: Estimating parameters of intensity function and maintenance 
effect for repairable unit. Reliability Engineering and System Safety 54, 1–10 (1996) 

16. Martorell, S., Sanchez, A., Serradell, V.: Age-dependent reliability model considering 
effects of maintenance and working conditions. Reliability Engineering and System 
Safety 64, 19–31 (1999) 

17. Jayabalan, V., Chaudhuri, D.: Cost optimization of maintenance scheduling for a system 
with assured reliability. IEEE Transaction on Reliability 41, 21–25 (1992) 

18. Kančev, D., Gjorgiev, B., Čepin, M.: Optimization of test interval for ageing equipment: A 
multi-objective genetic algorithm approach. Journal of Loss Prevention in the Process 
Industries 24, 397–404 (2011) 

19. Krishnasamy, L., Khan, F., Haddara, M.: Development of a risk-based maintenance 
(RBM) strategy for a power-generating plant. Journal of Loss Prevention in the Process 
Industries 18, 69–81 (2005) 



 

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 414–421, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Dimensional Modeling  
for Landslide Monitoring Data Warehouse 

Hongbo Mei and Guangdao Hu 

Faculty of Earth Resources, China University of Geosciences, 
Wuhan 430074,China  
hbmei@cug.edu.cn  

Abstract. There selects starlike structure which is one of the dimensional 
modeling as the logical construction of landslide monitoring data warehouse, 
and establishes a bus matrix for the data warehouse. According to the 
characteristics and subject requirements of landslide monitoring data, this paper 
focuses on six fact tables such as daily rainfall, daily water level, fissure relative 
displacement and five shared dimensions such as location, time, monitoring 
point and so on. Using those fact tables and dimensions to establish 
corresponding muti-demensional models with building blocks approach which 
provides subject-oriented data support for landslide hazard prediction and 
waning command. 

Keywords: landslide monitoring, data warehouse, dimensional modeling. 

1 Introduction 

Landslide is one of the main types of geological disasters, which has lots of 
characteristics such as wide geographical distribution, high occurrence frequency, fast 
movement, serious disaster loss.Its hazards and destructiveness is only after 
eatthquakes and volcanoes.For this reason, it has a great significance to do the 
research that how to monitor and forecast landslide which can improve the rapid 
response capability for sudden geological disaster and to realize the disaster 
prevention and mitigation effectively[1][2]. 

In order to achieve the forecasting and early warning command, there need for not 
just high-level methodology and model library for statistical analysing and fully 
utilizing those information, but also the tool for quickly finding and mining useful 
information in enormous amount of monitoring database to make accurate and 
effective decisions quickly. But for traditional operational database, that would be 
hard and unable to achieve. However, data warehouse can satisfy the need for quickly 
search and data mining beccause of the functional features of subject-oriented, 
integrativity, diachronism, so that to provide an important support for early warning 
and command decision-making[3]. 
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2 The Logical Structure and Algorithm Process of Dimensional 
Modeling 

The key to the success of data warehouse structure design lies in data organization, 
integrated storage and effective management and maintenance.That requires a good 
data warehouse model. 

Logical modeling as the core of data warehouse is developed on topic model, and 
also is the physical basis for designing data warehouse. At present, the mainstay 
techniques for data warehouse modeling can be divided into two categories. One is 
entity-relationship modeling, the other is dimension modeling. The latter is widely 
accepted as the leading technology which can be expert in handling atomatic type data 
and fast querying data to demonstrate data warehouse. Dimentional modeling can not 
only overcome the shortages of query slowness and understand difficulties of entity-
relationship modeling, but also achieve the design requirements of data warehouse. 
The simplictiy of design Implementation is the lifeblood of dimensional modeling, 
and its basic elements are fact tables and dimention tables[4]. 

2.1 The Typical Logic Structure of Dimentional Modeling 

Dimensional modeling is an analysis model which contrapose relatively independent 
business. It has two typical logic structures: starlike and snowflake. 

As shown in fig.1, the fact table is in the center of starlike structure, surrounded by 
dimension tables. Snowflake, a expansion of starlike, consists multi-layer structure of 
demension table. In order to avoid data redundancy, it uses multiple tables to describe 
a complex dimension table as the fig.2. Considering the demand of On-Line 
Analytical Processing (OLAP) user system and the processing efficiency of Extract 
Transform and Load (ETL), starlike structure is characterized by high redundancy, 
fast aggregation, high analysis efficiency etc. 

While snowflake structure with clear hierarchy can easily interact with On-Line 
Transaction Processing (OLTP) user system[5]. Because of the large amount of 
landslide monitoring data, it is worth to achieve fast online retrieval by the sacrifice of 
storage space. So this paper adopts starlike structure for the construction of landslide 
monitoring data warehouse.   

 

Fig. 1. Starlike structure 

fact table 

dimention table 

dimention table dimention table 

dimention table 

dimention table 
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Fig. 2. Snowflake structure 

2.2 Algorithm Process of Dimensional Modeling 

Data warehouse must provide consistent information for similar inquires. A method to 
keep this consistency is to create consistent dimension tables and fact tables which are 
used and shared by all modules and subjects in data warehouse: establish bus structure 
of data warehouse. On this basis, constantly adjust or parallelly add some new 
subjects according to user’s requirements, and gradually build an integrated data 
warehouse. Table 1 show the algorithm process of dimensional modeling[6]. 

Table 1. Program algorithm of dimensional modeling 

No. Task Subtask Task scheduler 

1 
create bus 

structure of data 
warehouse 

list subjects 
analyse the related subjects by row 

rank of matrix in the data warehouse 

list the various 
dimensions 

analyse all dimensions by column 
 of the matrix 

Identify the 
intersection 

marking the correlation between 
subject row and dimension column 

2 
design all kinds 

of fact tables 
 

select subject choose some specific subject 

select dimension 
choose all kinds of dimensions 
associated with the fact table 

identify measure 
determine the contents in the fact 

table 
identify 

aggregation 
strategy 

determine how to aggregate measure 
from fine grain to coarse grain 

3 
design shared 

dimension tables 
design the consistency of sharing dimension tables 

according to all definitions of dimensions in fact tables 

4 
build multi-
dimensional 

datasets 

connect the fact table with consistency dimensions by 
foreign-keys, and form the multi-dimensional dataset by 

starlike model 

fact table  

dimention 
table

dimention 
table

dimention 
table

dimention 
table 

detail cate-
gory table 

detail cate-
gory table 
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3 The Dimensional Modeling Process of the Landslide 
Monitoring Data Warehouse 

3.1 The Bus Matrix of Landslide Monitoring Data Warehouse 

Through defined standard bus interface for data warehouse environment, each subject 
can be implemented by different teams at different time, and then can be integrated 
together like building blocks. 

One row in the data warehouse bus matrix is corresponding to certain business 
subject.The column of matrix is bus bandwidth, corresponding with public 
dimentions.Table 2 gives a subset of the landslide monitoring data warehouse , and 
“√” indicates that this column is related to certain subject row[7]. 

Table 2. The bus matrix in landslide monitoring data warehouse (subset) 

          
           Dimension 
 
 
    Subject 

Location Time 
Monitoring 

point 
Monitoring 

category 
Monitoring 

position 

Daily precipitation √ √    
Daily water Level √ √    

Fissure relative 
displacement 

√ √ √   

Surface drain flow √ √ √   
Seepage flow        

by Weir method 
√ √ √   

Monitoring and 
predicting workload 

√ √  √ √ 

3.2 Determine Subjects of Decision-Making 

Subject is a standard of classifying data in the higher level. Each subject is basically 
related to a macroscopical analysis area. Subject is based on the requirements of 
analysis to determine, which is different with organizing data by the requirements of 
data processing.  

In data warehouse, each subject is realized by a group of relational tables, that is to 
say, subject is still based on the relational database. The subjects related to landsilde 
monitoring: daily precipitation, daily water level, fissure relative displacement, 
surface drain flow, seepage flow by Weir method, monitoring and predicting 
workload, etc. 
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3.3 Determine Measurements and Aggregation Strategy 

Measurement is a practical significance data concerned by decision-maker. Different 
business subjects should select different measurements. Some measure examples 
related to landslide monitoring are listed below: precipitation, water level, water 
temperature, water level altitude, water level difference,etc.. 

According to different measurements, functional operation sets can be selected to 
summarize measurements from fine grain to coarse grain, such as maximum, average, 
and summation. For example, daily precipitaion can be cumulated together to form 
the rainfall overall monthly. As to water level, it can be collected by calculating 
average. 

3.4 Design Fact Tables  

Fact table based on dimensional table is a kind of data tables to count detail 
data.Every data warehouse contains one or more fact tables. For instance, the center 
of starlike structure is a fact table. The main feature of fact table is that it contains 
metric data which can provide information of operating history data by summary. 
Each fact table also includes one or several indexes which contain foreign keys of 
relevant dimensions. 

Combined with the characteristics of landslide monitoring data and theme demand, 
the Composition of  some fact tables is listed as follows. 

1) Fact table of daily precipitation. Measurement is rainfall, and referenced 
dimensions are location and time. 

2) Fact table of daily water level. Measurements are water level, water temperature, 
water level altitude, water level difference. Referenced dimensions are location and 
time. 

3) Fact table of fissure relative displacement. Measurements are accumulated 
gripping displacement, observed value of opening and closing. Referenced 
dimensions are location,time and monitoring point.    

4) Fact table of surface drain flow. Measurements are square of collecting rain and 
flow. Referenced dimensions are location,time and monitoring point. 

5) Fact table of seepage flow by weir method. Measurements are upstream water 
level, tail water level, measured flow, water temperature, standard flow, transparency, 
air temperature, rainfall. Referenced dimensions are location,time and monitoring 
point. 

6) Fact table of monitoring and predicting workload. Measurement is monitoring 
number. Referenced dimensions are location,time, monitoring category, monitoring 
position. 
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3.5 Design Shared Dimentions 

Corresponding shared dimension in data warehouse means that every used dimension 
is a strict mathematical subset of the most subtle dimension. What can show the 
consistency are conforming key words, attribute name, definition and value [8]. 

The key of dimension modeling is the modeling to dimension level and the 
relationship of them. Some levels in landslide monitoring data warehouse lists as 
follows. 

1) Dimension of location includes four levels: province, district, township and 
hazard body. 

2) Dimension of time includes three levels: year, month and day. 
3) Dimension of monitoring point includes two levels: monitoring method and 

monitoring point. 
4) Dimension of monitoring category includes two levels: all categories and 

monitoring category. 
5) Dimension of monitoring position includes two levels: all positions and 

important points. 

3.6 Establish Multi-dimension Datasets 

Starlike structure combines fact table with dimesion table. Fact table usually has two 
or more foreign key (FK). FK is a bridge to connect fact table and dimension table. 
Fig.3 and fig.4 below is two instances about establishing multi-dimension datasets 
through connecting by FK.  
 

 

Fig. 3. Multi-dimension dataset of daily water level 
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Fig. 4. Multi-dimension dataset of fissure relative displacement 

4 Conclusion 

This paper selects starlike structure of dimensional modeling which is expert in 
handling atomatic type data and fast querying data as the logical construction of 
landslide monitoring data warehouse, and establishes a bus matrix for the data 
warehouse. One row in the data warehouse bus matrix is corresponding to certain 
service subject. The column of matrix is bus bandwidth, corresponding with public 
dimentions. Hereby, this paper offers a subset of the landslide monitoring data 
warehouse. Through the establishment of data warehouse bus matrix and sharing the 
unified system structure contained consistency dimensions and fact tables, data 
warehouse development team can work relatively independent and asynchronous so 
that to achieve the incremental construction of the data warehouse. 
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Abstract. This paper presents a fuzzy risk evaluating method for network 
public sentiment emergency in which the risk factors are easily assessed by 
fuzzy value and the risk grades of each risk factor are evaluated by fuzzy 
linguistic value. By using the fuzzy entropy formula and the fuzzy 
comprehensive judgment matrix, we calculate the occurring probability of the 
unknown network public sentiment emergency. According to the interval that 
the calculated fuzzy comprehensive risk probability lies in, the risk rate of the 
network public sentiment emergency can be determined, which can further 
facilitate the urgent emergency decision making.   

Keywords: Network Sentiment Emergency, Entropy, Fuzzy Judgment Matrix,  
Fuzzy Risk Evaluation 

1 Introduction 

Network public sentiment is the set of public opinions of some event with some 
influence and strength. Recently, Network sentiment analysis and early warning 
become very important research issues.  As is well known, the uncontrolled network 
sentiments easily incur the emergency. Simultaneously, the abrupt events affect 
network public sentiment. In the past decades, Zeng [14, 15] and Zhang [16] proposed 
the methods of selecting sentiment indexes and determining their weights for network 
sentiment emergency. Peng [6] discussed the close relationship between network 
public sentiment and emergency. Also some authors [9, 13] have proposed many 
early warning decision methods for network emergency. However, most of the 
existing early warning mechanisms and decision methods can only deal with the 
emergency under precise condition and certain environment.  In fact, due to the 
increasing complexity of the socio-economic environment and the lack of knowledge 
about the problem domain, most of the real-world problems, such as network public 
sentiment emergency decision analysis and risk evaluation, are involved variety of 
fuzziness, like fuzzy value and fuzzy linguistic value.  

Especially, in the risk evaluation process of network sentiment emergency it will 
inevitably involve some uncertain factors including the economy depression, the 
wicked public moral, the improper network real-time broadcasting, the network group 
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attack, and the political assembly, as well as the religious conflict, etc. Also, the 
values of above risk factors are easily expressed by fuzzy value or fuzzy linguistic 
values.  As is well known, the unexpected and uncontrolled risks easily incur the 
emergency in the public network environment. So, in order to decrease the possibility 
of network sentiment emergency, there is much need to analyze and control the risk of 
Network sentiment emergency [1]. And, it is a necessitous task for the government 
department decision-maker to adopt the corresponding strategy to avoid and reduce 
the occurrence of Network sentiment emergency in public according to the evaluated 
fuzzy comprehensive risk.  

Recently, many researchers studied the risk analysis of emergency in [5, 8, 10, 11], 
but the fuzzy risk factor was not considered. Although Zhong[12] employed fuzzy 
entropy and comprehensive judgment method to calculate the occurring probability of 
risk, but it is based on traditional Shannon entropy. And Li [4] discussed the fuzzy 
comprehensive risk judgment of HR outsourcing, it is unable to determine the 
accurate risk grade. In fact, most of the existing risk analysis methods can only deal 
with the precise risk computing. Even most of the fuzzy risk computing methods still 
focus on the qualitative analysis, they can not effectively cope with the risk evaluating 
and risk grade determining involved fuzzy risk factors. Thus, in this paper we aim to 
propose a new fuzzy risk evaluation approach for network sentiment emergency in the 
uncertain environment.  

2 Prelimilaries 

Fuzzy set introduced by Zadeh[17] is a useful extension of the classic set, which has 
been proved to be more suitable way for dealing with vagueness and uncertainty.  
Particularly, the information entropy [7], similarity measure and distance measure [3] 
of fuzzy sets play very important roles in the extensive application areas, such as 
medical diagnosis, decision-making [2] and pattern recognition. 

Definition 1[17]. A fuzzy set A  in the universe },,,{ 21 nxxxX =  is defined as 

,{( ixA = }/))( Xxx iiA ∈μ , and the condition 1)(0 ≤≤ iA xμ  must hold for 

any Xxi ∈ , where )( iA xμ is called the membership degree of element ix  to the 

fuzzy set A .  We denote all the fuzzy sets in universe X  by )(XF . 

Definition 2. Let BA, be two fuzzy sets in the finite universe },,,{ 21 nxxxX = , 

the union, intersection and complement of fuzzy sets are defined as follows. 
}))()(,{( XxxxxBA iiBiAi ∈∨=∪ μμ , 

}))()(,{( XxxxxBA iiBiAi ∈∧=∩ μμ , 

}))(1,{( XxxxA iiAi
c ∈−= μ . 

Definition 3. A mapping from all the fuzzy sets in universe X  to interval ]1,0[  is 
named as the fuzzy entropy, if it satisfies the following extension of DeLuca-Termini 
axioms: 
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(p1) )(AH =0 (minimum) , if A is a crisp set, i.e., 10)( orxiA =μ  for all Xxi ∈ ; 

(p2) )(AH =1 (maximum),  iff  5.0)( =iA xμ  for all Xxi ∈ ; 

(p3) ≤)( *AH )(AH ,  if AA <<<* , i.e., *A is a sharpened version of A defined as 

       


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 . 

(p4) =)(AH )( cAH , where cA is the complement set of fuzzy set A . 

 
Notably, one can easily see that the following formula 

)(AH = 
= ∨

∧n

i iAiA

iAiA

xx

xx

n c

c

1
)()(

)()(1

μμ
μμ

,  (1) 

is an information entropy measure of fuzzy set A , since it fulfills all the properties 
(p1)-(p4). 

3 A Fuzzy Risk Analysis Method for Network Sentiment 
Emergency  

As is well known, the Network sentiment emergency will possibly face to many kinds 
of risk factors with different probabilities. Especially in the uncertain environment, 
the accurate value of risk factor is difficult to measure. However, it can be easily 
evaluated by fuzzy set in the real-life world. By fuzzy comprehensive judgment 
matrix, we can conveniently judge the possibility grade of each risk factor.  And by 
employing the proposed fuzzy risk analysis method, we can effectively evaluate the 
corresponding risk grade of Network sentiment emergency. 

Through questionnaire survey and statistic analysis, we can easily get some 
important risk factors of the Network sentiment emergency. As we know, the risk 
factors that incur the Network sentiment emergency mainly include the economy risk, 
the political and moral system risk, the network group attack risk, and the religious 
conflict risk, as well as the public assembly risk, etc. Suppose the set of risk factors in 
Network sentiment emergency is denoted by },,,{ 21 muuuU = . Generally, the risk 

factor is always fuzzy concept, for example, undesirable economic state, adverse 
political environment, wicked network broadcasting, bad public moral, and so on.  

As we know, the accurate value of the severity of loss and the occurring 
probability of each risk factor is difficult to measure in real-life complex environment. 
On the contrary, people and experts can easily evaluate the above probability of each 
risk factors of Network sentiment emergency by using fuzzy language terms like P = 
{Very Low, Low, Medium, High, Very High} rather than by using accurate real 
numbers. 
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In order to evaluate the risk grade of Network sentiment emergency and provide 
early warning for the related government department, we should set the different risk 
grades firstly. For convenience and for sake of effectively early warning for the 
Network sentiment emergency, here the five risk grades of Network sentiment 
emergency are pre-established and characterized by the following fuzzy linguistic 
terms as below. 

Table 1. Linguistic terms for rating the risk grades of network public sentiment emergency 

Linguistic terms Interval degrees 
Very likely occur   (VL) [0.8, 1.0] 
likely occur        (L) [0.6,0.8] 
Medium          (M) [0.4,0.6] 
Unlikely occur     (U) [0.2,0.4] 
Very Unlikely occur (VU) [0.0, 0.2] 

 
For simplicity, we denote all the five risk grades by the set {=G 1G (VL), 

2G (L), 3G (M), 4G (U), 5G (VU)}. Based on the above risk analysis and the 

previous formulae, here we give the fuzzy risk comprehensive evaluation process for 
the Network sentiment emergency involved with fuzzy risk evaluation value under the 
uncertain environment. 

Step 1. Let U  be the set of all fuzzy risk factors },,,{ 21 muuu   , and given the 

judgment set },,,{ 21 nvvvV =  for risk occurring probability, 

jv ),,2,1( nj =  denotes the different probability grade of the occurrence of 

each risk factor. Assume the fuzzy judgment matrix is nmijrR ×= )( , ijr  is the 

fuzzy membership value of risk factor iu  with respect to the judgment 

criteria jv , which can be given by the knowledge of related field experts. 

Step 2. By using entropy formula (1), we compute the entropy of each fuzzy value in 
the fuzzy comprehensive judgment matrix and get the entropy matrix of this 
judgment matrix as nmijhD ×= )( ,  where ijh is the entropy value of ijr . 

Step 3. Normalize the entropy values in the decision matrix by using the equation. 

ijj

ij

h

h
ijh

max
= ,   nj ,,2,1 = , mi ,,2,1 = , (2)

     And the normalized entropy matrix is expressed as nmijhD ×= )( .  

Step 4. Calculate the occurring probability (weight) of fuzzy risk factor by applying  
the following transformer. 
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ij
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j
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−

−

=
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1
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,    mi ,,2,1 = .  (3)
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Step 5. Calculate the comprehensive risk value according to the above probability and 
the jugement matrix of all the risk factors in Network sentiment emergency by 
the following  

VU WRWP ′= , (4)

       where UW  denotes the weight vector of all the risk factors; VW  is the weight 

vector of all the judgement criteria jv , VW ′ is the transpose of VW . 

Step 6. Calculate the similarity measure ),( jGRS between the fuzzy comprehensive 

risk value P and each pre-established risk grade jG ,  

Step 7. Determine the risk rate of the unknown Network sentiment emergency. 
From the calculated risk value we can determine the risk grade of the Network 
sentiment emergency. If kGP ∈ , where kG is the k-th risk grade in the pre-

established grade set {=G 1G (VL), 2G (L), 3G (M), 4G (U), 5G (VU) }, then 

the risk rate of this Network sentiment emergency should belong to the given 
grade kG . 

 
According to the risk grade, the related government department decision-maker can 
make effective decision to raise the corresponding alarm for public. Moreover, the 
fuzzy risk evaluation grade of this Network sentiment emergency can help related 
managers adopt the corresponding urgent decision strategy to avoid and reduce the 
risk of emergency, or decrease the occurring probability of unexpected emergency in 
Network environment. 

4 Application Example 

Recently, fuzzy sets, as an useful tool to deal with imperfect data and imprecise 
knowledge, have drawn the attention of many researchers in order to perform pattern 
recognition, medical diagnosis and decision making. In this section, we give a 
numeric example to illustrate the application of the proposed fuzzy risk evaluating 
method for Network sentiment emergency in uncertain environment. 

Suppose the government department will implement a policy, there is much need 
to evaluate the risk of Network sentiment emergency regarding this policy. Assume 
the Network sentiment emergency are subject to many fuzzy risk factors 
{ muuu ,,, 21  }, which can be evaluated by n fuzzy judgment criteria 

},,,{ 21 nvvv  . Assume the fuzzy comprehensive judgment matrix is expressed by 

nmijrR ×= )( , C denotes the set of n judgment criteria, and )( jiij vr μ= denotes the 

membership degree that the i th risk factor belongs to the j th judgment criteria. The 

fuzzy risk evaluating problem is to decide which risk grade the network sentiment 
emergency should belong to. And the main task is to determine the occurring 
probability of each fuzzy risk factor and calculate the fuzzy comprehensive risk value 
of Network sentiment emergency.  
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Example 1.  Suppose a government department will carry out one policy, it needs to 
monitor the Network sentiments and evaluate the risk of possible emergency. Assume 
the set of fuzzy risk factors U ={ 1u (poor policy and economy environment), 

2u (disloyal network broadcasting), 3u (wicked network group attack), 4u (severe 

religious conflict)} must be taken into account in the Network sentiment emergency. 
And the occurring probability of each risk factor is unknown, but may be evaluated by 
a fuzzy judgment criteria in {=V 1v (Very Low), 2v (Low), 3v (Medium)，

4v (High), 5v (Very High)}. The evaluating results are expressed by a fuzzy 

comprehensive judgment matrix, where jv ( 51 ≤≤ j ) denotes the different occurring 

possibility value of each risk factor of Network sentiment emergency, and ijr  is the 

membership degree of i-th fuzzy risk factor belongs to the j-th judgement criteria as in 
Table 2. Also, the five risk grades of Network sentiment emergency expressed by 
fuzzy linguistic terms are pre-established and correspond to the five interval numbers 
in Table 1.  

Table 2. The fuzzy judgment matrix of risk factors regarding the judgment criteria  

Risk  factor 
 1v

   2v
   3v

   4v
   5v

 

1u
 

  0.45 0.7 0.4 0.6 0.8 

2u
 

 0.7 0.4 0.35 0.85 0.65 

3u
 

  0.15 0.3 0.6 0.2 0.25 

4u
 

0.4 0.6 0.8 0.3 0.55 

 
Our main task is to determine the risk grade of the Network sentiment emergency 

involved with fuzzy values. And then the related government department can adopt 
the corresponding decision strategy to avoid or decrease the risk of Network 
sentiment emergency. According to the above mentioned fuzzy risk evaluating 
method, in what follows we will employ the fuzzy entropy measure to calculate the 
probability of each fuzzy risk factor in Network sentiment emergency.  

First, from the fuzzy value Table 2 we express it as the following fuzzy 
comprehensive judgment matrix of risk factors with respect to all judgment criteria. 

 

,

55.03.08.06.04.0
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

== ×ijrR  
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where ijr  represents the membership value of risk factor iu with respect to 

probability grade jv , for example, 7.021 =r represents the true membership of risk 

factor 2u  belong to the occurring probability grade 1v  is 0.7.  

By using the fuzzy entropy formula (1), we can compute the information entropy 
of each fuzzy value in the above fuzzy judgment matrix and get the following entropy 
matrix.  

.

8182.04286.0250.0,6667.06667.0

3333.0250.06667.04286.01765.0

5385.01765.05385.06667.04286.0

25.06667.06667.04286.08182.0

)( 54



























== ×ijhD  

With formula (2), we transform the above entropy matrix to the normalized entropy 
matrix below. 

.

000.15238.03055.0,8148.08148.0

4999.03750.00000.16429.02647.0

8077.02647.08077.0000.16429.0

3055.08148.08148.05238.0000.1

)( 54





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




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

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



== ×ijhD  

Then, with the formula (3), we can obtain the occurring probability of each risk factor 

by the following formula
ij

ji

ij
j
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−

−
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1

4

1

5

1

4

1

, 4,,2,1 =i . So, we can get the weight 

vector of all the fuzzy risk factors as UW =(0.2666, 0.2735, 0.1933, 0.2666).  In fact, 

it represents the occurring probability vector of all the risk factors in the Network 
sentiment emergency.  

Next, assume the weight vector of all the judgment criteria in set V is 
)3.0,1.0,3.0,1.0,2.0(=VW . 

From previous formula (4), we calculate the fuzzy comprehensive risk value below. 
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VU WRWP ′=  

=(0.2666, 0.2735, 0.1933, 0.2666) 



























55.030.080.06.040.0

25.020.060.03.015.0

65.085.035.04.070.0

80.060.040.07.045.0























3.0

1.0

3.0

1.0

2.0

 

= 0.5272. 

Since 0.5272 ∈ [0.4, 0.6], then the fuzzy comprehensive risk value of Network 
sentiment emergency should belong to 3G  grade, and the risk of this emergency may 

be medium. That is to say, the network sentiment emergency will induce some risk of 
grade 3G . The related government department decision-maker must select the 

corresponding strategy to decrease the likely occurring risk of the Network sentiment 
emergency before implementing some public policy.  
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Abstract. Enterprise Service Bus is widely-used, flexible, SOA-based 
infrastructure. Lifecycle management is a necessity for component reusing, 
maintenance, monitoring, as well as service governance. But existing 
approaches of service lifecycle model and management tools are not suitable for 
ESB environment, especially for distributed ESB environment. In this paper, we 
present a lifecycle model for ESB services with the consideration of both JBI 
components and service assemblies. A web based tool is also introduced to 
assist administrators to manage and monitor each phase of ESB services 
lifecycle. 

Keywords: Service Lifecycle, Java Business Integration, Register, Repository.  

1 Introduction 

ESB (Enterprise Service Bus) is a kind of SOA-based infrastructure for business 
application, especially legacy application, integration, which provides the 
underpinning for loosely coupled, highly distributed, events driven, service-based 
applications. This infrastructure allows third-party software or application systems to 
be “plugged in” as standard components by kinds of adapters, and allows those 
components to interoperate in a predictable and reliable manner by message router 
despite being produced by separate providers [1]. 

Service lifecycle management is an important item in SOA environment for 
component reusing, product development, maintenance, functional and non-functional 
monitoring. R. Weinreich and A. Wiesauer in [4] present a service lifecycle model for 
SOA with essential elements: product-based development of services, support for 
service reuse, controlled service and system evolution as well as support for process 
monitoring during development and operating. Ref. [5] presents a generic business 
and software service lifecycle and aligns it with the common management layers in 
organizations. To manage services throughout the lifecycle is also a necessity for 
service governance [5], [6]. 

But existing approaches can not make adjustment to ESB services. In this paper, 
we will present a service lifecycle model for ESB environment, especially for 
distributed ESB environment, to manage both the JBI components and service 
assemblies. The analysis is based on a commercial ESB production called 
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SynchroESB which will be introduced in section 2. A web based tool named Synchro 
Registry and repository is designed and implemented to configure, manage and 
monitor each phases of ESB services. 

This paper is organized as follows. In section 2 we will introduce the basic 
information and architecture of SynchroESB. In section 3 we will present our 
lifecycle module of JBI components and service assemblies, followed by the design 
and implementation of Synchro Registry and Repository in section 4. The conclusions 
are given in section 5. 

2 Introduction of SynchroESB 

SynchroESB [3] is a commercial software product on the basis of NpuESB which is a 
distributed ESB system based on JBI (Java Business Integration) environment. 
Compared with centralized ESB, SynchroESB has the superior capabilities of load 
balancing, single node failure tolerating, persistent messaging, and meanwhile 
avoiding performance bottleneck [2].  

The Architecture of SynchroESB as shown in Figure 1 could be divided into three 
layers, communication layer, ESB layer and tools layer. 

 

 

Fig. 1. Architecture of SynchroESB 

ESB layer is composed of a set of PeerServers and an UltraServer. Each 
PeerServer is a standalone JBI environment capable of hosting specification-
compliant JBI components. External software and application systems, such as 
Database system, FTP server and Web Services, can be adapted as Service Engine 
(SE) or Binding Component (BC) for intercommunication with standardized 
messages, and those components can be installed in one or more PeerServers. We 
employ UltraServer as the manager of each JBI nodes, including PeerServer 
management module, JBI components management module, business process 
management module, log module and security module. 
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Communication layer is based on distributed SynchroMQs which are 
implementations of Java Message Service (JMS). JMS enables distributed 
communication loosely coupled, reliable, asynchronous and provides the ability of 
persistent message transmission [2]. 

Tools layer consists of three GUI based software including Orchestration, 
Transformer and Console which are employed to interact between the users and 
SynchroESB. Orchestration is a visual tool for Service Assembly design, deploy, 
management and monitor. Transformer is used for normalized message schema unified 
between separate components with different message format. Console is a web based tool 
for users to configure and monitor the entire SynchroESB environment. 

3 JBI Services’ Lifecycle Model 

Based on the holistic view of SynchroESB, we present a JBI services’ lifecycle model 
(see Figure 2) in the following.  

 

Fig. 2. Lifecycle of JBI components and service assemblies 

The lifecycle model is separated into two parts: the lifecycle of JBI components 
and the lifecycle of service assemblies. 

3.1 Lifecycle of JBI Components 

The lifecycle of JBI components starts with the creation of a component by design, 
implementation and quality assurance. Based on the required functionality of business 
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logic, system developers should design and implement a new JBI component which 
must comply with the JBI specification. Another important factor is the non-
functional requirement in terms of reliability, security, interoperability, etc. Quality 
assurance could ensure all of those meet the requirements. 

When the quality assurance is done, the component is ready to be used, we call it 
published. The published component is archived as a zip file and will be uploaded to 
the UltraServer. Users who design the service assemblies by the Orchestration will be 
find it through UltraServer and could use it in the new service assemblies. Once the 
component is employed in a service assembly, when the service assembly is deployed, 
the component will be downloaded from the UltraServer to the assigned PeerServer. 
The PeerServer running the hot deploy program to install the component locally and 
registry it to the UltraServer, thus, other users can be search and use it without 
duplicate install. In this statement, we call the component is installed and registry.  

When a component is not used anymore by its service consumer in the PeerServer, 
the service uninstall phase will be triggered. In this phase, the PeerServer do the 
uninstall command to delete the service entity locally and call for the UltraServer to 
change the status of the service to be unregistered. 

If a component did not meet the requirements in practical, it will be retired or 
developed a new version, it should be unpublished first. When the system manager 
wants to unpublish a component, he/she should firstly confirm it has been uninstalled 
in all of the PeerServers to assure the deployed business processes running correctly. 
If the component is no longer used, it will be retired and deleted from the UltraServer. 
Otherwise a new version will be developed, and the design, implementation, and 
quality assurance phase will be triggered again. 

3.2 Lifecycle of Service Assemblies 

The lifecycle of service assemblies is analogous with the JBI components’. It starts 
with the analysis requirements of business logic. With assistance of Orchestration 
tool, system developers can discover all published components in the UltraServer, and 
then, by drag and drop the icons of those components integrated as service assembly, 
they could model the business process easily and visually. The modeled process can 
be verified by Pi calculus with the use of verification tool. The result of the modeled 
process is a set of zip files associated with each assigned PeerServers. 

After the phase of model and verification, the service assembly can be deployed to 
the PeerServers and registered in the UltraServer. The deployment program will copy 
the zip files to each assigned PeerServers and JBI components which are used in the 
process will be downloaded and installed into the corresponding PeerServer according 
to the modeled zip files. 

In our lifecycle model, service assembly deployment and registry is followed by the 
phase of runtime. In this activity, service assemblies have three states: started, stopped 
and suspended.  These three states can be changed between each other by the reason 
of users’ commands or the program’s controls. 
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While the service assembly will be retired or a new version has to be developed, it 
should be undeployed firstly, because only non-running service assemblies can be 
changed the state to undeployed. For the data safety purpose, it should make sure 
there is no user is running this service. Meanwhile, the registry program will be 
triggered in the UltraServer to remove the service records from the registry center. 

The retirement stage will delete all associated deployment files and data files from 
the PeerServers. If the JBI components called by the retired service assembly have 
gone out of use by other services, the JBI components’ uninstall activity will also be 
triggered. 

4 Synchro Registry and Repository 

Previously, the management of JBI components’ and service assemblies’ lifecycle is 
based on the UltraServer, as we analyzed in previous section. But this mode has the 
following disadvantages. 

Firstly, the UltraServer did not be designed for lifecycle management of JBI 
services; therefore, the UltraServer has no cognition of the model of JBI services’ 
lifecycle and has not store and index all of the information needed. 

What is more, the UltraServer is a RMI-based application, there is no GUI console 
provided. Users can not query and locate their information quickly and conveniently. 

For the requirement of lifecycle management for both JBI components and service 
assemblies, we design and implement a web-based service registry and repository 
software named Synchro Registry and Repository Center, short as SynchroRR. 

4.1 Architecture of SynchroRR 

Structurally, the SynchroRR includes three parts: Registry Center, Repository Center 
and web-based management console, as illustrated in Figure 3. The Registry Center is 
capable of store and location both logical and physical addresses of JBI services for 
SynchroESB, including the functions of service publication, service discovery and 
service categorization. The Repository Center is employed for storage of service 
entities and their backups and transmission of service entities to PeerServers when 
required. Users can access SynchroRR by web-based management console to query 
and manage the JBI services through web explorer over a network. 

The Registry Center is build based on the application services. Each deployed 
services will registry themselves into the Registry Center, including the logical and 
physical addresses, the description file based on XML, and the properties stored in 
HSQL database. In addition, the Registry Center provides the function to categorize 
the services based on different layers to improve the query efficiency and simplify the 
information management. The Registry Center is also implemented the capability of 
recording the QoS information while the service is running. Through all of these 
efforts, PeerServers and users could query and locate the services conveniently and 
quickly. 
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Fig. 3. Architecture of SynchroRR 

The Repository Center is used for storing services’ entities, including jar files, 
configure files, documents, such as WSDL, XDS, WS-Policy, SCDL, etc. and other 
supported files. Some fine grain sized information, for instance, the port number and 
port type derived from WSDL file, are also involved in the Repository Center in some 
cases. A service entity backup contains whatever the service needed at run time; it 
will be transmitted to PeerServers requested and installed or deployed dynamically to 
be ready for using. Another important effort is version control. As we discussed, the 
services version can be changed in the lifecycle, for the sake of service assembly 
running correctly, the Repository Center must select the JBI components in concern 
adaptively before the transmission. 

Users could access the system through web-based management console including 
the capabilities of user management, activity monitor, service query and resource 
management. For each service registered or uploaded into the repository, users could 
list the information such as creation time, last update time, type , URL, etc., rank it 
from 1 to 5 classes, modify the properties and description, label it with key words, 
and write a comment on the service. 

4.2 Information Management of SynchroRR 

For information management is very important for the SynchroRR configuration, we 
designed an XML file named ServiceRepositoryConfig.xml to configure and store 
repository and services information. 
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The following form shows an example and illustrates the basic grammar of the 
XML file. 

<?xml version="1.0" encoding="UTF-8" ?> 
<ServiceRepositoryConfig> 
<ServiceRepositoryHeader launchable='true' 
 isErrorHandlingSupported='true'> 
<Name>ServiceRepository</Name> 
<CreationDate>07/27/2011</CreationDate> 
<Version>1.0</Version> 
<Label>Production</Label> 
<Category>US</Category> 
<ShortDescription>This is a ServiceRepository Module 
 Description.</ShortDescription> 
</ServiceRepositoryHeader> 
<ServiceRepositoryFileInfo> 
<Service type=”UnregisteredService” autorun="false"> 
<parameter name=”Location”  
 value=”%SynchroESB%/ServiceRepository/Unregist
 eredServices/”/>  
<parameter name=”Service_Name” value=”XXXService”/> 
<parameter name=”IconResource_Name” 
 value=”XXXServiceIcon.gif”/> 
<parameter name=”ConfigResource_Name” value=” 
 ServiceDescriptor.xml”/> 
</Service> 
<Service Type=”RegisteredService” autorun="false"> 
<parameter name=”Location”  
 value=” %SynchroESB%/ServiceRepository/Registe
 redServices/”/>  
<parameter name=”Service_Name” value=”YYYService”/> 
<parameter name=”IconResource_Name” 
 value=”YYYServiceIcon.gif”/> 
<parameter name=”ConfigResource_Name” value=” 
 ServiceDescriptor.xml”/> 
<parameter name=”ServiceJarResource_Name” 
 value=”YYYService.jar”/> 
<parameter name=”UIJarResource_Name” 
 value=”YYYServiceui.jar”/> 
</Service> 
</ServiceRepositoryFileInfo> 
</ServiceRepositoryConfig> 
 

The element ServiceRepositoryHeader and its sub-elements contain the basic 
information of repository including name, creation time, version, description, etc. 
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The element ServiceRepositoryFileInfo and its sub-elements record storage 
information of unregistered and registered services, such as service name, the type of 
the service, storage location, and resource files associated with the service. 

5 Conclusion 

The successful implementation of an ESB system requires the supports of specific 
requirements like service reuse, service evolution, and quality assurance during the 
whole service lifecycle. The ESB service lifecycle models presented in this article is 
on the basis of SynchroESB. However, the presented concepts tools are general 
enough to be used in other JBI-based systems. 
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Abstract. In the recent past, the most influential theories with respect to agent 
technology are the Belief-Desire-Intention (BDI) model. This paper not only 
expands past achievements but also makes novel proposals. It gives a very 
elegant way within a uniform and flexible logical framework for the graded BDI 
model, that is, for reasoning about probabilities and other uncertainty models, 
such as degrees of desires and intentions. We choose to blend the infinite-valued 
Łukasiewicz Logic and Propositional Dynamic Logic to formulize the graded 
BDI agent model. After presenting the language and semantics for this model, we 
propose axioms and rules for the graded BDI logic and prove a soundness and 
completeness result. On the basis of dealing with composite action, we illustrate 
interrelations between contexts for the model. It is hoped that the present study 
will make contributions to represent and reason under uncertainty as well as 
providing a formal support for engineer complex distributed systems.  

Keywords: Graded Belief-Desire-Intention (BDI) Agents, Uncertain Reasoning, 
Contexts, Actions, Plans. 

1 Introduction 

In the recent past years, several works have proposed theories and architectures to give 
multi-agent systems a formal support. Among them, one of the most common agent 
theories is based on an intentional stance [1]. And the most widely used intentional 
formal system is the BDI agent architecture presented by Rao and Georgeff [2, 3]. BDI 
agents are agents whose behavior is guided by beliefs (B), desires (D) (or goals) and 
intentions (I). This conceptual model was developed by Bratman [4]. In order to help 
the designer to reason about the expected behavior of the systems, BDI architecture 
proposes a formal representation of the properties that agents should have. This 
architecture has been applied in several of the most significant multi-agent applications 
developed up to now. 

In order to incorporate a model to represent and reason under uncertainty, Casali et 
al. [5] introduce a general model for BDI agents, and an architecture able to model 
these graded mental attitudes. The architecture presented in our paper is inspired by the 
work of them. Modeling different intentional notions by means of three modalities (B, 
D, I) is only in one logical framework in our paper. And our model is not only based on 



440 X. Zhang et al. 

 

Łukasiewicz Logic but also based on Propositional Dynamic Logic. These are different 
from the work of Casali et al. [5]. 

The BDI architectures proposed so far mostly deal with two-valued information. But 
quantified information about how possible a particular world is to be actual one should 
be expressed. More specifically, quantifying degrees in beliefs, desires and intentions 
should be done. It is very evident that taking into consideration this graded information 
could improve the agent’s performance. There are a few works that partially address 
this issue [6, 7, 8]. We present in this paper an efficient graded BDI architectures based 
on fuzzy logic for agents that interact in an uncertain environment in terms of 
dynamics, specifying an architecture able to deal with the environment uncertainty and 
with graded mental attitudes in a general model. In our paper, belief degrees mean what 
extent the agent believes a formula is true; desire degrees allow the agent to set 
different levels of preference; intention degrees give a preference measure. On the basis 
of the representation and interaction of these three attitudes, one can model agents 
having different kinds of behavior. 

This paper is organized as follows: after this introduction we survey in Section 2 the 
graded BDI agent model. Section 3 and 4 present the language and semantics for this 
model. In Section 5 and 6, we propose axioms and rules for the graded BDI logic and 
prove a soundness and completeness result. Section 7 deals with composite action. We 
illustrate interrelations between contexts for the graded BDI agent model in Section 8. 
An example of a graded BDI agent for buying houses is given in Section 9. Finally, 
Section 10 contains some concluding remarks and future work. 

2 Graded BDI Agent Model 

The architecture presented in our paper is inspired by the work of Casali et al. [5] about 
graded BDI models for agent architecture. Their work is based on the work of Parsons 
et al. [7] about multi-context BDI agent. The multi-context system specification of an 
agent contains units or contexts, logics and bridge rules channeling the propagation of 
consequences among theories [9].  

Uncertainty reasoning can be dealt with by defining suitable modal theories over 
suitable many-valued logics. We decide to use the modal many-valued approach 
developed by Hájek et al. [10, 11] to represent and reason about graded notions of 
beliefs, desires and intentions. The basic idea is as follows: belief degrees are to be 
modeled as probabilities. A modal formula Bϕ is interpreted as “ϕ is probable”, then 
Bϕ is also a fuzzy formula which may be more or less true depending on the probability 
of ϕ, and which faithfully respects the uncertainty model chosen to represent the 
degrees of belief. In the case of desire and intention degrees, the basic idea is similar. 
Intention degrees are to model a measure of the benefit relation involved in the actions 
toward a goal.  

The infinite-valued Łukasiewicz Logic whose main connectives are based on the 
arithmetic addition in the unit interval [0, 1] can define a logic to reason about degrees 
of necessity and possibility, so we choose Łukasiewicz Logic to deal with additive 
measures like probabilities. In Łukasiewicz Logic, truth values are real number from 
the unit interval [0, 1], and truth functions are: ¬ x= 1 − x, x → y = min(1, 1− x + y). 

Casali et al. have mental contexts to represent beliefs (BC), desires (DC) and 
intentions (IC), and consider two functional contexts: for planning (PC) and 
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communication (CC), then an agent is defined as a group of interconnected units: ({BC, 
DC, IC, PC, CC}, Δbr) [5]. Belief context is to model the agent’s belief about 
environment; regardless of environment and of the cost involved in actually achieving 
them, desire context is to model the agent’s preferences. In order to set intentions, 
desires are used as pro-active. Intentions depend on the agent’s knowledge about the 
world, which may allow –or not- the agent to set plan to change the world into a desired 
one. Each plan allows the agent to move from its current world to another, where a 
given formula is satisfied, so it must be feasible and make true its corresponding desire 
that the plan is built for, that is, the current state of the world must satisfy the 
preconditions. Communication context is the agent’s door to external worlds, receiving 
and sending messages to and from other agents in the multi-agent society where graded 
BDI agents live. 

3 The Graded BDI Language 

To reason about the uncertainty of beliefs (B), desires (D) and intensions (I), we define 
a language for BDI representation based on Łukasiewicz Logic [10] and Propositional 
Dynamic Logic which has been used to model agents’ action in [12] and [13]. A 
classical propositional language L is defined upon a countable set of propositional 
variables and connectives ¬ and →, we extend the language L to represent actions 
which must be part of the agent’s BDI set.  

Now we define the language LBDI. In this paper we introduce a language for BDI LBDI 

by adding action modalities of the form [α] where α is an action, and three fuzzy modal 
operator B, D and I, to the classical propositional language L. Bϕ means that “ϕ is 
believable”. Dϕ means that “ϕ is desired” and its truth degree refers to the agent’s level 
of satisfaction would ϕ become true, and “the degree of Iϕ is δ” means that the truth 
degree of the expression “ϕ is intended” is δ. The language LBDI has expressions of two 
sorts: propositions or formulae ϕ, ψ, … and actions (or programs) α, β, …. There are 
countably many atomic symbols of each sort. The set of all atomic propositions is 
denoted as Φ0, and the set of all propositions denoted as Φ. The set of all atomic actions 
is denoted as Π0, and the set of all actions (including atomic actions and plans which are 
in fact composite actions) denoted as Π. Actions and propositions are built inductively 
from the atomic ones using classical propositional operators ¬ (negativity) and → 
(implication), action operators; (composition), ∪ (nondeterministic choice) and ∗ 
(iteration), and mixed operators [] (necessity) and ? (test). More formally, the set of 
plans Π and formulae LBDI are defined as follow: 

(1) Φ0⊆Φ 
(2) Π0⊆Π 
(3) if ϕ, ψ∈Φ, then ϕ → ψ∈Φ and ¬ϕ∈Φ 
(4) if α, β∈Π, then α; β, α∪β, α∗∈Π 
(5) if α∈Π and ϕ∈Φ, then [α]ϕ∈Φ 
(6) if ϕ∈Φ, then ϕ?∈Π 
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In clause (5), the intuitive meaning of [α]ϕ is that “it is necessary that after executing α, 
ϕ is true.”  

In order to define a modal context language for BC, we also need to use the 
connectives of Łukasiewicz many-valued Logic to build B-Modal from elementary 
modal formulae and truth constants rc, for each rational r∈[0,1]: 

(7) if ϕ∈LBDI, then ϕ, Bϕ∈BC 
(8) if r∈Q∩[0,1], then rc∈BC 
(9) if Bϕ, Bψ∈BC, then Bϕ →L Bψ∈BC and Bϕ&Bψ∈BC 

Other logic connectives for modal formulae can be from →L, & and 0 as in Łukasiewicz 
logic. In clause (9), →L and & correspond to the implication and conjunction of 
Łukasiewicz Logic. A formula Bϕ →L Bψ is 1-ture if and only if the truth value of Bϕ is 
greater or equal to that of Bψ. And modal formulae of the type rc →L Bϕ mean that the 
probability of ϕ is at least r. For simplicity’s sake, formulae of the type rc→L Bϕ is 
denoted as (Bϕ, rc). 

Now we define the modal context language for DC, we also choose to use 
Łukasiewicz Logic to formulize graded desires by extended with a new connective Δ 
(known as Baaz’s connective). For any modal M, if M has value < (smaller than) 1, then 
ΔM gets value 0; otherwise, if M has value 1, then ΔM gets value 1 as well. Thus, ΔM 
becomes a two-valued Boolean formula. And the type rc→LDϕ is denoted as (Dϕ, rc).  

(10) if ϕ∈LBDI, then Dϕ∈DC 
(11) if r∈Q∩[0,1], then rc∈DC 
(12) if Dϕ, Dψ∈DC, then Dϕ →L Dψ∈DC and Dϕ&Dψ∈DC 

In this context, qualitative expressions like Dϕ→LDψ express that ϕ is at least as 
preferred as ψ. And expressions (Dϕ, 1) means that the agent has maximum preference 
in ϕ and is fully satisfied if it is true. 

The definition of the modal context language for IC is similar. The intention to make 
ϕ can be thought as the consequence of finding a feasible plan α that permits to achieve 
a state of the world where ϕ holds.  

4 The Graded BDI Semantics 

As in usual in modal logics, we define the semantics of the context language for BDI 
using a Kripke structure. In order to represent the world transitions caused by actions, 
we add to such structure a τ function, a probability measure ρ and a preference 
distribution θ over possible worlds, as well as a possibility distribution μw. Thus, we 
can define a BDI Kripke structure as a 6-tuple K=W, υ, ρ, τ, θ, {μw}w∈W where: 

(13) W is a non-empty set of possible worlds.  
(14) υ: Φ×W → {0, 1} assigns to each propositional variable ϕ∈Φ and each possible 

world w∈W a two-valued Boolean evaluation. That is, υ(ϕ, w)∈{0, 1}. 
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(15) ρ: 2W → [0, 1] is a finitely additive probability measure on a Boolean algebra 
of subsets of W such that for ϕ∈Φ0, the set {w| υ(ϕ, w)=1} is measurable. 

(16) τ: Π0 → 2W×W provides a set of pairs of worlds denoting world transitions for 
each atomic action. 

(17) θ: W → [0, 1] is a distribution of preferences over possible worlds. And θ(w) < 
θ(w′) means that w′ is more preferred than w. 

(18) μw: W→[0, 1] is a possibility distribution, for each w∈W. Where μw(w′)∈[0, 1] 
is the degree on which the agent may try to reach the possible world w′ from the 
possible world w. 

LBDI is defined by extending L using classical connectives and action modalities as 
follows: 

(19) τ(α; β) = τ(α)◦τ(β) 
(20) τ(α∪β) = τ(α)∪τ(β) 
(21) τ(α∗) = τ(α) 
(22) τ(ϕ?) = {(w, w)| υ(ϕ, w)=1} 
(23) υ([α]ϕ, w) = min{υ(ϕ, wi) | (w, wi)∈τ(α)} 
(24) υ([α]ϕ, w) = 1 if only if υ(ϕ) = 1 in all possible worlds w′ that may be reached 

through the action α from the world w. 

By means of Łukasiewicz Logic truth-functions and the probabilistic interpretation of 
belief, υ is extended to B-formulae as follows: 

(25) υ(Bϕ, w) = ρ({w′∈W | υ(ϕ, w′)=1}, for each ϕ 
(26) υ(rc, w) = r, for all r∈Q∩[0,1] 
(27) υ(Bϕ&Bψ, w) = max(υ(Bϕ)+υ(Bψ)−1, 0) 
(28) υ(Bϕ →L Bψ, w) = min(1−υ(Bϕ)+υ(Bψ),1) 
(29) ||Bϕ||K = tdw∈W υ(Bϕ, w), where ||Bϕ||K is the truth degree of a formula Bϕ in the 

Kripke structure K=W, υ, ρ, τ, θ, {μw}w∈W. 

As in B-formulae, by means of Łukasiewicz connectives, the preference distributions 
θ(w) for formulae Dϕ and the unary connective Δ, υ is extended to D-formulae as 
follows: 

 (30) υ(Dϕ, w) = td{θ(w′) | υ(ϕ, w′)= 1} 
 (31) υ(ΔDϕ, w) = 1, if υ(Dϕ, w) = 1 
 (32) υ(ΔDϕ, w) = 0, if υ(Dϕ, w) ≠ 1 
 (33) td∅ = 1 
 (34) υ(D⊥, w) = 1, for all w∈W 

In clauses (30) and (33) td refers to the truth degree of a formula Dϕ in the Kripke 
structure K=W, υ, ρ, τ, θ, {μw}w∈W. The evaluation of D-formulae only depends on 
the formula itself-represented in the preference measure over possible worlds where the 
agent is situated. 
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As in B- and D-formulae, by means of Łukasiewicz Logic and the possibility 
distributions μw for formulae Iϕ, υ is extended to I-formulae as follows: 

(35) Nw(S) = td{1−μw(s) | s∉S}, where Nw refers to the necessity measure associated 
to the possibility distributions μw.    

(36) υ(Iϕ, w) = Nw{w′ | υ(ϕ, w′)= 1} 

5 Axioms and Rules for the Graded BDI Logic 

On the basis of Propositional Dynamic Logic (see. e. g. [14]) and Łukasiewicz Logic 
(see. e. g. [11]), according to the graded BDI semantics, axioms for graded BDI logic 
are given as follows (37-56): 

(37) Axioms of classical Propositional Logic for the non-modal formulae 
(38) Axioms of the Łukasiewicz Logic for modal formulae, for example, axioms of 

Hájek basic logic (see. e.g. [11]) plus the three axioms: ¬¬Bϕ→Bϕ, ¬¬Dϕ→Dϕ and 
¬¬Iϕ→Iϕ. 

Axioms for B over Łukasiewicz Logic are as follows [5]: 
(39) B(ϕ→ψ) →L (Bϕ→Bψ). 
(40) ¬LB(ϕ) ≡ B(¬ϕ) 
(41) B(ϕ) ≡ ¬LB(ϕ∧¬ψ) →L B(ϕ∧ψ) 
Axioms for B over Propositional Dynamic Logic are the following: 
(42) [α]B(ϕ→ψ) → ([α]Bϕ→[α]Bψ) 
(43) [α]B(ϕ∧ψ) ↔ [α]Bϕ∧[α]Bψ 
(44) [α∪β]Bϕ ↔ [α]Bϕ∧[β]Bϕ 
(45) [α; β]Bϕ ↔ [α][β]Bϕ 
(46) [Bψ?]Bϕ ↔ (Bψ→Bϕ) 
(47) Bϕ∧[α][α∗]Bϕ ↔ [α∗]Bϕ 
(48) Bϕ∧[α∗](Bϕ→[α]Bϕ) ↔ [α∗]Bϕ  (induction axiom) 
Axioms for D and I over Propositional Dynamic Logic are similar, such as 
(49) [α]D(ϕ→ψ)→([α]Dϕ→[α]Dψ) 
(50) [α]I(ϕ→ψ)→([α]Iϕ→[α]Iψ) 
Axioms for D and I over Łukasiewicz Logic are as follows: 
(51) D(ϕ→ψ) →L (Dϕ→Dψ)    
(52) D(ϕ∧ψ) ≡ Dϕ∧Dψ 
(53) ¬D(⊥)   

 (54) I(ϕ→ψ) →L (Iϕ→Iψ) 
 (55) ¬I(⊥) 
 (56) I(ϕ∧ψ) ≡ Iϕ∧Iψ 
Deduction rules for graded BDI logic are given as follows (57-59): 
 (57) Modus Ponens (MP): if ϕ and ϕ→ψ hold, then ψ holds. 
 (58) Necessitation Rule (NR): [α]ϕ, Bϕ, Dϕ and Iϕ can be derived from ϕ. 
 (59) Implication Rule (IR): Dϕ→LDψ can be derived from ϕ→ψ. 
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6 Soundness and Completeness for the Graded BDI Logic 

Our Graded BDI Logic (GBDIL) is based on Propositional Dynamic Logic (PDL) and 
Łukasiewicz Logic (LL), which are sound and complete (cf. [12] and [11], 
respectively). As we know, PDL ⊂ GBDIL and LL⊂ GBDIL. Thus, we can prove 
soundness and completeness for GBDIL by embedding of GBDIL into PDL or LL. 
Embedding operations are very useful at least in two respects. Firstly, sometimes they 
make it possible to interpret logical connectives in one logic language in terms of those 
in another logic language. Secondly, embeddings may preserve various properties of 
logics [15]; for example, if L1 is embeddable into a sound and complete logic L2, then L1 
is also sound and complete.  

Now we need to find an effective translation function Tr such that, for all formulae 
ϕ∈GBDIL if and only if Tr(ϕ)∈PDL or Tr(ϕ)∈LL. Indeed, let Tr be a map from 
GBDIL to PDL or LL defined as follows: 

Definition 1 
  (60)Tr(p) = p, if p is a PDL or LL formula 

(61) Tr(¬ϕ) = ¬Tr(ϕ), if ϕ is a GBDIL formula 
(62) Tr(ϕ→ψ) = Tr(ϕ)→Tr(ψ),for all GBDIL formulae ϕ and ψ 
(63) Tr(Bϕ) = Tr(ϕ), Tr(Dϕ) = Tr(ϕ), Tr(Iϕ) = Tr(ϕ), if ϕ is a GBDIL formula 

In terms of the translation function Tr, the following theorem can be proved: 

Theorem 1. The map Tr defined by definition 1 is an embedding of GBDIL to PDL or 
LL. 
 
Proof: One can easily show that: all formulae ϕ∈GBDIL if and only if Tr(ϕ)∈PDL or 
Tr(ϕ)∈LL. For instance, by clause (39), B(ϕ→ψ) →L (Bϕ→Bψ)∈GBDIL, by 
definition 1, Tr(B(ϕ→ψ) →L (Bϕ→Bψ)) = Tr(B(ϕ→ψ)) →L Tr (Bϕ→Bψ) = Tr(ϕ→ψ) 
→L (Tr(Bϕ)→Tr(Bψ)) = (Tr(ϕ)→Tr(ψ)) →L (Tr(ϕ)→Tr(ψ)) = (ϕ→ψ) →L 
(ϕ→ψ)∈LL. Other clauses are similar to (39). Hence, the translation function Tr is an 
embedding of GBDIL to PDL or LL. 

Propositional Dynamic Logic (PDL) and Łukasiewicz Logic (LL) are sound and 
complete, then the graded BDI logic (GBDIL) is sound and complete by the properties 
of embedding operations. In other words, if GBDIL is a finite theory over BC, DC and 

IC and φ is a modal formula, then GBDIL⊢φ if and only if ||φ||K=1 in each BDI Kripke 
structure K model of GBDIL. 

7 Composite Actions of the Graded BDI Agent Model 

As we known, plans are in fact composite actions which allow the agent to move from 
its current world to another, where a given formula is satisfied. There is indeed an 
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associated cost according to the actions involved [2]. We choose to use a first-order 
language restricted to Horn Clauses (HL), where a theory of planning including the 
special predicates is the following: 

(64) action(α, Pre-, Costα), where α∈Π0 is an elementary action, Pre-⊂HL are the 
preconditions of the action α, and Costα∈[0,1] is the cost of α. 

(65) plan(ϕ, action(α, Pre-, Costα), r), where α∈Π is an elementary action or a 
composite action representing the plan to achieve ϕ∈Pre-, and r is the belief degree (> 
0) of actually achieving ϕ by performing α. It is assumed that only one instance of this 
predicate is generated per formula. 

(66) bestplan(ϕ, action(α, Pre-, Costα), r) is similar to (65), and only one instance 
with the best plan is generated. 

We assume that the current state of the world must satisfy the preconditions and the 
plan must make true the desire that the plan is built for. 

8 Interrelations between Contexts for the Graded BDI Agent 
Model 

In this section, we try to show the interrelations between contexts. From the desires and 
beliefs of the agent, and the possible transformations using actions, the planner can 
build plans generated from actions to fulfill desires [5]. Relationships among D, B, and 
P contexts are the following: 

 (67) if D: ¬Δ¬(Dϕ), P: action(α, Pre, Costα), and B: (B([α]ϕ, r), then P: plan(ϕ, 
action(α, Pre-, Costα), r) 

The intention degree trades off the benefit and the cost of achieving a goal, then the 
degree of Iϕ for each composite action α that allows to reach the goal is deduced from 
the degree of Dϕ and the cost of a plan that satisfies the desire ϕ. That is, the degree of 
Iϕ is calculated by a function f as follows: 

 (68) if D: (Dϕ, d), and P: plan(ϕ, action(α, Pre-, Costα), r), then I: (Iϕ, f (d, b, r)) 
Different functions f (d, b, r) may model different individual behaviors. Given full 

belief in achieving ϕ after performing α, the degree of the intention to bring about ϕ 
mainly depend on the satisfaction that it bring the agent and in the cost, for example, the 
complement to 1 of the normalized cost. Therefore, the function f (d, b, r) might be 
defined as: 

 (69) f (d, b, r) = r (b+(1− Costα))/2 
The agent’s interactions with the environment means that if the agent intends ϕ at 

imax, then the agent will focus on the best plan that allows the agent to achieve the most 
intended goal, where imax refers to the maximum degree of all the intentions. That is: 

 (70) if I: (Iϕ, imax), and P: bestplan(ϕ, action(α, Pre-, Costα), r), then C: C(does(α)) 
The agent perceives all the changes in the environment through the communication 

unit, thus, the interrelations between B and C contexts are as follows: 
 (71) if C: β, then B: Bβ. 
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9 Example of a Graded BDI Agent for Buying Houses 

Suppose we choose to instruct our investment agent to look for a buying-houses 
package. We instruct the agent with two desires, first and more important, we hope the 
house near a school, and second we hope the house near a subway. We restrict its 
buying range as we hope to buy no more than 10 kilometers from Guomao. To decide to 
buy a house the agent will have to take into account the benefit (with respect to near a 
school and a subway) and the cost of the buying. In this case, BC, DC, PC contexts are 
as follows: 

Desire Contexts (DC): The agent has the following desires: 

 (72) (D(near a school), d=0.82) 
 (73) (D(near a subway), d=0.78) 
(74) (D(near a school ∧ near a subway), d=0.96) 
(75) (D(distance ≤ 10km), d=0.85) 

Belief Contexts (BC): The BDI theory contains knowledge about the interrelations 
between possible actions that the agent can take and formulae made true by their 
execution. For this example, actions would be buying different houses. In this scenario, 
we consider five houses: 

 (76) Π0 ={Blusky, Grenpark, Whitfish, Yellostar, Redbord} 

The degree of B([α] near a subway) is the probability of near a subway after buying α. 
We choose to give the buying agent the following belief: 

 (77) B([Grenpark]near a subway, r1=1) 
 (78) B([Blusky]near a subway, r1=0.45) 
 (79) B([Whitfish]near a subway, r1=0.66) 
 (80) B([Yellostar]near a subway, r1=0.58) 
 (81) B([Redbord]near a subway, r1=0.35) 

In this example, the degree of B([α] near a school) refers to the probability of near a 
school after buying α. Taking into account our personal view, the agent’s beliefs about 
buying houses near a school are as follows: 

 (82) B([Grenpark]near a school, r2=0.85) 
 (83) B([Blusky]near a school, r2=0.88) 
 (84) B([Whitfish]near a school, r2=0.35) 
 (85) B([Yellostar]near a school, r2=0.75) 
 (86) B([Redbord]near a school, r2=0.46) 

It is assumed that the desires are stochastically independent. Thus, we need to add the 
following inference rule for BC: 

 (87) if B([α] near a school, r1) and B([α] near a subway, r2), then B([α] near a 
school ∧ near a subway, r = r1 • r2) 
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Plan Contexts (PC): In this scenario, a series of atomic actions are the following: 

 (88) action(Grenpark, {dist-=3km}, {cost=7millions}, Costα=0.54) 
 (89) action(Blusky, {dist-=5km}, {cost=5millions}, Costα=0.32) 
 (90) action(Whitfish, {dist-=19km}, {cost=9millions}, Costα=0.96) 
 (91) action(Yellostar, {dist-=16km}, {cost=8millions}, Costα=0.89) 
 (92) action(Redbord, {dist-=6km}, {cost=6millions}, Costα=0.48) 

Now the agent can reason to determine which intention to adopt and which plan is 
associated with that intention. A brief schema of the steps in this process is the 
following: 

Stage 1: The desires are passed from desire contexts to plan contexts. 
Stage 2: Within plan contexts, plans for each desire are found. 
The agent looks for a set of different houses plans in terms of the desires, and takes into 
consideration the beliefs about the possibilities of satisfying the goals near a school and 
a subway through the different actions. Using the restriction by the desire (75), that is, 
the distance no more than 10kms, the agent rejects plans (90) and (91), that is, the agent 
rejects to buy Whitfish and Yellostar. Therefore, plans are generated for each desire by 
(67). For example, for the most preferred desire, i.e. near a school ∧ near a subway, the 
generated plans are as follows: 

(93) plan(near a school∧near a subway, action(Grenpark, {dist-=3km}, 
{cost=7million}, Costα = 0.32), r1 • r2 =0.85) 

(94) plan(near a school∧near a subway, action(Blusky, {dist-=5km}, 
{cost=5million}, Costα= 0.48), r1 • r2 =0.396) 

(95) plan(near a school∧near a subway, action(Redbord, {dist-=6km}, 
{cost=6million}, Costα = 0.54), r1 • r2 =0.161) 

Stage 3: The plans determine the degree of intentions. 
The function f is monotonically increasing with respect to d by (69). Therefore, it is 
enough to take into account the most preferred desire, i.e. near a school ∧ near a 
subway, which is preferred to a degree 0.96. In terms of (69), using f (d, b, r) = r (b+(1− 
Costα))/2 = r1 • r2 • (0.96+(1− Costα))/2, we successively have for α∈{Grenpark, 
Blusky, Redbord} as the following: 

 (96) I(near a school∧near a subway, r1 • r2 • (0.96+(1− Costα))/2 = 0.6035) 
(97) I(near a school∧near a subway, r1 • r2 • (0.96+(1− Costα))/2 = 0.32472) 
(98) I(near a school∧near a subway, r1 • r2 • (0.96+(1− Costα))/2 = 0.11914) 

The maximal degree of intention for near a school∧near a subway by the plan 
Grenpark is 0.6035. 

Stage 4: A plan is adopted. 
At last, the action α = buying Grenpark is selected and passed to the Communication 
context by (70). 
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10 Conclusions and Future Work 

The graded BDI agent model in this paper explicitly represents the uncertainty of 
beliefs, desires and intensions using multi-context systems, and is general enough to 
specify different types of agents. We choose the infinite-valued Łukasiewicz Logic to 
formalize the degrees of each attitude: Belief, Desire and Intension. In order to 
represent the uncertainty behavior as probability, necessity and possibility, the 
corresponding axioms are added to the logic. The graded BDI agent’s behavior is 
determined by the different measure of each context which is added by concrete 
conditions. This paper is to look for a possible axiomatic modeling of beliefs, desires 
and intensions, and to show how they influence the agent’s behavior. This model can 
also easily be extended to include other mental attitudes. 

As for future work, it would be interesting to add emotions, such as fear, anxiety and 
self-confidence, to the graded BDI agent in order to express the concepts of the 
Emotional Graded BDI model of agency, in the line of the work done by Pereira et al. in 
[16]. 
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Abstract. A static bounded polymorphic type system is presented in this paper, 
which ensures the progress property, i.e., the property that once a 
communication has been established, well-formed programs will never starve at 
communication points. The introduction of subtyping for session types and the 
relaxed duality relation increases the flexibility of the type system, and allows 
the participants in a conversation to follow different protocols that are 
nevertheless compatible in a sense defined by the subtyping relation. In 
addition, to keep progress in sessions, the type compliance is defined to 
associate with the relaxed duality relation, where the environment is balanced. 
Finally, the soundness and communication safety of the type system are proved, 
and some related work and possible future work in this area are discussed.  

Keywords: Communication-Centered Programming, Session Types, 
Subtyping, Pi-calculus, Progress. 

1 Introduction 

New Internet technologies have boosted the amount of distributed applications and 
services, and communication-centered programming thus confronts us with 
challenges. The communication protocols between participants are often complicated, 
involving large numbers of states and state transitions caused by different types of 
messages. When implementing a process in an application, the sequence and structure 
of messages have to be confirmed correctly according to the protocol. 

Session types [9-11] are one of the formalisms proposed to structure interactions 
and to explain communicating processes and their behaviors. They were first 
proposed in the context of a language based on Pi-calculus [22]. The flexibility and 
expressiveness of session types were enhanced by defining a notion of subtyping [5] 
for session types, whose main application is to make the participants following 
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different protocols compatible in a dialogue. In addition, Girard [14] and Reynolds 
[13] presented the polymorphism in the polymorphic lambda calculus, and Turner [3] 
as well as Pierce and Sangiorgi [2] studied a polymorphism in Pi-calculus. 
Vasconcelos and Honda [23] and Gay [4] studied a weaker ML-style polymorphism 
in their language similar to Pi-calculus. Liu and Walker [16] presented a rather 
different style of polymorphism. Gay and Hole first integrated the bounded 
polymorphism in Pi-calculus into session types in [6-8], where the authors made the 
range of compatibility of subtyping clear. Yang et al. [24] extended the solution 
further by introducing a recursive session type to describe protocols with an indefinite 
number of repetitive behaviors and defined the relaxed duality relation. 

However, a programmer expects that communicating programs should together 
realize a consistent conversation, but they are prone to failure to handle a specific 
incoming message or to send a message at correct timing, with no way to detect such 
errors before runtime. Dezani-Ciancaglini et al. proposed the language MOOSE [18], 
which integrated the object-oriented programming style and sessions, and established 
the progress property [19] that once a session has been initiated, well-typed processes 
will never starve at session channels. 

In this work, we extend our previous type system in [24] with progress property by 
defining type compliance, which integrates the relaxed duality for both non-recursive 
and recursive session types. The definition of type compliance shows a good 
combination between the subtyping relation and progress property. In addition, the 
bilinearity condition [19] is introduced, ensuring that there are exactly two threads 
containing occurrences of the same live channel, which makes it easier to guarantee 
progress and prove Type Safety Theorem. We formalize the syntax, operational 
semantics and prove the soundness of the type system with progress for processes 
where the environment is balanced. 

The remainder of the paper is organized as follows. In Section 2, session types, 
polymorphism and progress property are introduced through examples. In Section 3, 
the syntax and notation including the relaxed duality relation are defined. In Section 
4, the type system with subtyping and relaxed duality relation is presented. In Section 
5, the soundness of the type system and the progress property are proved. Finally, we 
conclude the paper. 

2 Session Types and Polymorphism 

2.1 Session Types, Subtyping and Bounded Polymorphism  

A session, which is started after a connection has been established between two 
participants, is a sequence of messages exchanged through the connection following a 
fixed protocol. Proposed session types aim at characterizing such sessions, in terms of 
the types of messages received or sent by a participant. For example, the session type 
begin.![int].?[bool].end expresses that an integer will be sent, and then a boolean 
value will be expected to be received before the protocol is completed. Naturally, 
Server1 | Client1, can communicate well without an error, which reveals general 
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client-server interactions. However, we have to face the case that the server has 
updated to the type Server2 while the client stays the same. 

1 &{ : ?[ ].![ ], : }Server go int int quit end=  (1)

1 { :![ ].?[ ], }Client go int int quit= ⊕  (2)

2 &{ : ?[ ].![ ], : }Server go real nat quit end=  (3)

Gay and Hole [5-8] addressed the problem by defining the subtyping for session type, 
in which the input and branch as well as continuation types are covariant, while the 
output and choice types are contravariant. The subtyping for session type could be a 
session type where receipt is replaced by sending with a smaller type, and vice versa. 
Such cases will be revealed when Server1 upgrades to Server2, and the communication 
Server2 | Client1 still proceeds well. Gay and Hole [6, 8] showed the bounded 
polymorphism to quantify the branch by a type variable with lower and upper bounds 
as the type Server3, 

3 &{ (?[ ] ?[ ]) : . , : }Server go nat X real X X quit end= ≤ ≤  (4)

where the bounded polymorphism with a lower bound, in turn, offers an upper bound 
for a process using X  to construct its typing derivation. 

2.2 Progress Property  

We have to distinguish shared channels and live channels, which are ignored in the 
above examples such that we can illustrate the session types and polymorphism more 
explicitly. Shared channels have not yet been connected; they are used to decide if 
two threads can communicate, in which case they are replaced by fresh live channels. 
After a connection has been created, the channel is live. And data may be transmitted 
through such active channels only. We present the progress by analyzing the 
following examples. 

Example 1. (Bounded Shared Channels). A bound shared channel not having a dual 
to start a session can block the communication on live channels forever, as in 

4 ( ( ).?[ ]. )Server va a x real end=  (5)

The problem does not arise if the shared channel a is free, since we can always 
compose with a dual process e.g. with 

2 ( ).![ ].Client a x int end=  (6)

Note that the protocols followed by the two processes are different, yet they can be 
compatible in our type system by introducing subtyping for session types. This 
situation is solved well with definition of relaxed duality [24] for both non-recursive 
and recursive session types. 
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Example 2. (Type Compliance). Though we introduce the subtyping for session 
types, yet the protocols followed by the two processes can be incompatible. 

5 ( ). ( ).( ![ ]; ?[ ]. )Server a x b y x int y int end=  (7)

3 ( ). ( ).( ?[ ]; ![ ]. )Client a x b y x nat y real end=  (8)

As Server5 | Client3 shows, such incompatibility prevents the composition from going. 
To cope with such kind of misbehaviour, Acciai et al. [15] incorporated type 
compliance in the theory of session types. Further, we integrate it with the relaxed 
duality for both non-recursive and recursive session types, which is defined in 
Definition 6. As a result, we consider Server5 and Client4 are in type compliance. 

4 ( ). ( ).( ?[ ]; ![ ]. )Client a x b y x real y nat end=  (9)

Example 3. (Circularity of Channels). As we only focus on the synchronous 
communication, the order of session channels should be taken into account. 

6 ( ). ( ).( ![ ]; ?[ ]. )Server a x b y x int y real end=  (10)

5 ( ). ( ).( ![ ]; ?[ ]. )Client a x b y y real x int end=  (11)

These processes use the channels bound by a and b in reverse order, hence Server6 | 
Client5 will result in a deadlock. This is prevented by type compliance in the type 
system, which allows instead to compose Server6 e.g. with 

6 ( ). ( ).( ?[ ]; ![ ]. )Client a x b y x real y int end=  (12)

Example 4. (Bilinearity). The Server7 | Client7 cannot complete the communication 
forever in synchronous communications, which is prevented by bilinearity condition, 
i.e. there are exactly two threads that contain occurrences of the same live channel. 

7 ( ). ( ).( ![ ]; ?[ ]. )Server a x b y x int y real end=  (13)

7 ( ). ( ).( ?[ ]. )Client a x b y x real end=  (14)

3 Syntax and Notation 

3.1 Types 

The language is built on a polyadic Pi-calculus with output prefixing [22], omitting 
delegation for simplicity. In the present work, i ∈{1,…, n}, j ∈{1,…, m}, m ≤ n and 
i ≤ j, and recursive types are contractive, containing no subexpressions of the form 
μX.μX1…μXn.X. Each session type S has a dual type S , defined for non-recursive 
session types in Figure 2. We introduce the relaxed duality relation [24] as follows, 
where for any recursive type T, unfold (T) is the result of repeatedly unfolding the top 
level recursion until a non-recursive type constructor is reached. 
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Definition 5. A relation R1⊆Type×Type is a relaxed duality relation if implies the 
following conditions: 
1, If unfold(T) = ?[T1,…,Tn].S1 and unfold(U) = ![U1,…,Un].S2, then (S1 , S2)∈R1 and  
Ui ≤c Ti. 
2, If unfold(T) = ![T1,…,Tn].S1 and unfold(U) = ?[U1,…,Un].S2, then (S1 , S2)∈R1 and 
Ti ≤cUi. 
3, If unfold(T) = &{l1:S1,…,ln:Sn}, unfold(U) = ⊕{l1:V1,…,lm:Vm}, then  (Si , Vi)∈R1. 
4, If  unfold(T) = ⊕{l1:S1,…,lm:Sm}, unfold(U) = &{l1:V1,…,ln:Vn}, then  (Si , 
Vi)∈R1. 
5, If unfold (T) = end then unfold (U) = end. 

Definition 6. The coinductive relaxed duality relation ⊥c is defined by T ⊥c U if and 
only if there exists a type simulation R1 such that (T, U ) ∈R1 
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Fig. 2. Relaxed duality for non-recursive session types 

3.2 Processes 

Process ?[ : ].px y T P  inputs the names y  along the port px  and then executes P. 
Process ![ ].px y P  outputs the names y  along the port px  and then executes  
P. Process { ( ) }:p

i i i i ix l L X U P≤ ≤  offers a choice of the labels li and an 
accompanying type T ranging from the lower bound Li to the upper bound Ui. Process 
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( ).px l T P  selects and sends the label l and type T along port xp, and then executes 
P. Lastly, the conditional expression where the boolean value b determines to select P 
or Q. 
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Fig. 3. Processes 

3.3 Operational Semantics 

The operational semantics, denoted by P→Q, is the smallest relation closed under the 
rules in Figure 4. R-COM is the standard rule for communication, where the channel 
on which communication takes place are polarized and names received are substituted 
in the continuation process P. R-SELECT is a rule for selection from labeled processes. 
R-TRUE and R-FALSE are standard, defining reduction in conditional expressions. R-
PAR and R-CONG are also standard, defining reduction in parallel composition and 
structural congruence. Finally, R-NEW is standard, defining reduction for processes 
under v bindings. 
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Fig. 4. Reduction rules 

4 Type System 

4.1 Subtyping 

The subtyping rules for non-recursive types defined in Figure 5 are based on work [8]. 
The subtyping judgments are relative to an environment Δ = Li ≤ Xi≤ Ui,…, Ln ≤ Xn ≤ 
Un, in which the order of bounded type variables is significant and any type variables 
in the environment are taken from {X1,…,Xn}. 
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What's more, to extend subtyping for recursive types, we introduce the coinductive 
subtyping relation [7] in a similar way to the coinductive duality relation. 

Definition 7. A relation R2⊆Type×Type is a type simulation if implies the following 
conditions: 
1, If unfold(T) = ?[T1,…,Tn].S1 and unfold(U) = ?[U1,…,Un].S2, then (S1 , S2)∈R2 and 
(Ti, Ui)∈R2. 
2, If unfold(T) = ![T1,…,Tn].S1 and unfold(U) = ![U1,…,Un].S2, then (S1 , S2)∈R2 and 
(Ui, Ti)∈R2. 
3, If unfold(T) = &{l1:S1,…,lm:Sm}, unfold(U) = &{l1:V1,…,ln:Vn}, then  (Sj , Vj)∈R2. 
4, If  unfold(T) = ⊕{l1:S1,…,ln:Sn}, unfold(U) = ⊕{l1:V1,…,ln:Vn}, then  (Sj , 
Vj)∈R2. 
5, If unfold (T) = end then unfold (U) = end. 

Definition 8. The coinductive subtyping relation ≤c is defined by T ≤c U if and 
only if there exists a type simulation R2 such that (T, U )∈R2. 
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Fig. 5. Subtyping rules for non-recursive types 

4.2 Typing Rules 

Typing rules in Figure 6 are based on [7, 8], whose essence would be found in Piece 
and Sangiorgi's work [1]. T-NIL ensures that all interactions are finished when typing 
the nil process, 0, by forcing the environment to be completed. T-PAR rule is for 
parallel composition. T-NEW forces two ports of a session channel to have dual types 
when ports are bound in order that sequences of communications on the channel will 
not get out of step. T-COND is standard. T-IN and T-OUT are on two ports of one 
session channel, showing the effect of lower and upper bounds. T-OFFER shows that 
each branch is typed with corresponding type for the channel, including appropriate 
upper and lower bounds for type variables. T-CHOOSE indicates a typing derivation 
for continuation process by appropriately-instantiated polymorphic channel type. 
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5 Soundness of the Type System 

5.1 Subject Reduction and Type Safety 

Before we proceed for the soundness of the type system, we introduce two auxiliary 
results, Substitution Lemma and Subject Congruence from [21]. We prove the 
soundness for processes where the environment is balanced, showing that the result of 
a reduction from well-typed processes must be also well-typed, meanwhile, no errors 
will occur [21]. 

Lemma 9 (Substitution Lemma) 
If Δ;Γ, x:U┝P and Δ┝T ≤c U and Γ, y:T is defined, then Δ;Γ+ y:T ┝P{y/x }. 

Lemma 10 (Subject Congruence) 
If Γ┝P and P ≡ Q, then Γ┝Q. 

Theorem 11 (Subject Reduction) 
If Γ┝P and P→Q and Γ is balanced, then Γ┝Q. 

Proof. The proof is the same as our previous work [24], and we omit the details. 
Before we proceed, we need the following notion: an x-process is a prefixed process 
with subject x. Next, an x-redex is the parallel composition of a pair of dual x-
processes. If the parallel composition of more than one x-processes does not result in 
an x-redex, then P is an error. 

Theorem 12 (Type Safety) 
A typable program never reduces to an error. 

Proof. The proof is by reduction to absurdity, assuming error processes typable. 
Suppose that ; |P QΔ Γ├ . There are two cases of an error in a typable program. 

Case 1. P=P1|P2 is the parallel composition of two x-processes that do not form an x-
redex. There are several subcases will occur, yet they are alike. Therefore, we only 
consider one subcases, for example, the pair output/label-select. 
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1 ![ ]pP x y=   while 2  pP x=   { ( ) : }i i i i il L X U P≤ ≤ , from which we can conclude 
their types on the two ports of a channel are :![ ]px α  and : { : }p

i ix l α⊕  
respectively. Obviously, the type of the composition obtained by T-PAR is not 
defined, hence P | Q is not typable. 

Case 2. P = (P1|P2)|P3 is the parallel composition of three or more x-processes, it will 
be against the bilinearity condition. If P1 | P2 is not an x-redex, it is just the Case 1. 
Otherwise, it must be the case that  1:x ⊥∈ Γ  and 2:x T ∈ Γ , thus the composition 
of the two environments is not defined, hence P | Q is not typable. 

In both cases, we conclude a contradiction. 

5.2 Communication Safety 

Definition 13. (Progress Property). A process P has the progress property if 
P P′→  implies that either P′  does not contain live channels or |P Q′ →  for some 

Q such that |P Q′  is well-typed and Q /→  . 

A process P has the progress property if it is not blocked, and a process is blocked if it 
is some “bad” normal form. Even an irreducible process can have progress whenever 
it is able to interact in parallel with an irreducible process Q. In addition, The function 
head(P) is to get the head prefixed subprocess in P. 

Definition 14. (Type Compliance). Type compliance is the largest relation on types 
such that whenever S is compliant with T, written S T∝ , it holds that either head(S) 

= ∅, or X ∈ head(S), Y ∈ head(T), and X ⊥ Y (or X ⊥c Y) such that,  YS S ′⎯⎯→ , 
XT T ′⎯⎯→ , it holds that S T′ ′∝ . 

The duality relation is relaxed, aiming to combine the subtyping for both recursive 
and non-recursive session types, which allows communications between participants 
following different protocols. 

Lemma 15. For communications occur in binary sessions, both non-recursive and 
recursive sessions must keep the following rules: 
1, The shared channels are free, without using shared channel hiding. 
2, The live channels on both participants satisfy the bilinearity condition. 
3, The session types on the two ports satisfy the type compliance. 

Theorem 16. (Progress). The parallel composition P | Q keeps progress property if it 
follows the Lemma 15. 
Proof. Let P0 = P | Q be a process and P0→* P1. There are three cases for process P1: 

Case 1. P1 does not contain live channel or it 1P P′→ . There is nothing to prove. 

Case 2. P1 is irreducible and its head prefixed subprocess is an accept/request on a 
free shared channel a. Naturally, we can build an irreducible Q2 as a request process 
on a according to the relaxed duality for non-recursive or recursive session types. 
This is why we do not consider any irreducible process as blocked, rather we say that 
even a irreducible P1 has the progress whenever it is able to interact in parallel with 
some Q2 such that P1 | Q2 is well-typed. 
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Case 3. P1 does not contain an accept/request on a shared channel as head subprocess, 
but contains a live channel kp. Since the live channels satisfy the bilinearity condition 
and type compliance, pk  must occur in P1, which means it follows what P1 reduces. 

6 Conclusions and Future Work 

A general theme in this work has been the introduction of the progress property that 
once a session is started, the participants will be able to complete all the necessary 
communications without getting in a deadlock. The type compliance is defined to 
show a good combination between the subtyping relation and progress property. In 
addition, the introduction of bilinearity condition makes it easier to guarantee 
progress and prove Type Safety. However, the type system does not support session 
delegation [17-19], that means the transmissions of shared or live channels are 
forbidden. Clearly, there is scope for further work in this area. 

On the other hand, the present work focuses on the case of two participants, yet 
there is nothing about the cases in multiparty sessions [12, 20], where session types of 
participants involved will not be dual any more. As a result, the whole process cannot 
be constructed from the two dual participants. We hope to touch on these aspects in 
our future work. 
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Abstract. SARA algorithm is a self-adaptive wireless sensor network (WSN) 
routing algorithm. It can, depending on the parameter values, select a different 
network performance metrics for path selection. SARA algorithm takes three 
performance indicators into account: network life cycle, network delay, network 
reliability .By adjusting the  proportion of each of the three performance 
indicators, SARA is able to fulfill the network requirements of a longer life 
cycle,  shorter delay  network and a higher reliability. In this paper, an 
experimental study of the SARA life is conducted and an energy model is 
formulated in order to prove the efficiency of the network performance. 
Furthermore, the established energy model proves the energy performance of 
SARA and its superiority in energy consumption by laboratory analysis, 
compared with LEACH algorithm. 

Keywords: WSN, SARA, the energy model, life cycle. 

1 Introduction 

WSN (Wireless Sensor Network) is a novel sensor network. As one of the four pillar 
industries in the 21st century high-tech fields, it has been applied to fields such as 
military, agriculture, environmental monitoring, commercial, medical, marine 
exploration. Its application is of great significance to national security and socio-
economic development. 

There are four key technologies of WSN: routing, positioning[1], energy 
consumption and security issues. Among these four, routing is a core technology, as 
data is transmitted from the source node to destination node by the routing protocol. 
Meanwhile, routing algorithm can restrict the energy consumption and security 
problems. As a consequence, the research of infinite sensor network routing algorithm 
is of great value. Currently, there are four types of routing algorithms, namely, Energy 
Efficient Routing Protocol, query-based routing protocols, geographic routing 
protocols, QoS routing protocol [2], based on the different needs of the network. 
Among these, energy efficient routing protocol is a typical representative of the 
energy multi-path routing protocols; the main representative of the query routing 
protocol is directed diffusion routing protocol and rumor routing protocol; while 
location-based routing protocol is GEAR routing protocols. In recent years, QoS 
routing protocols are gaining an incremental attention and application in both business 
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and academic study, which, however, are usually at the expense of increased energy 
consumption. 

Energy multi-path routing protocol [3] mainly concerns the life cycle of the 
network. Its goal is to extend the network lifetime to the greatest possible, while 
neglect other QoS parameters. However, it is not effective when there is long network 
delay. Directed diffusion routing protocol [4] mainly works through the release of 
interest in information related to the query data, rather than proactively sending data, 
so it has the disadvantages of poor real-time quality and weak ability to find new 
collection to real-time data and information. Rumor routing protocol [5] are likely to 
cause an empty network, thereby reducing the life cycle of the network. GEAR [6] 
focuses on the geographical coordination, with greater dependence on the top of the 
positioning algorithm, which makes it hard to transplant. In short, a common feature 
of the existing routing algorithms is that they are effective for a single destination 
routing; but not universally applicable. 

This paper proposes an adaptive routing algorithm SARA Title (Self-the adaptive 
Routing Algorithm), as a response to the current routing algorithms. Depending on 
various the parameter settings, SARA can concentrate on different performance 
indicators and balance performance indicators. This modification increases router’s 
adaption to various needs of the network, which expands the application scope and 
reduces the difficulty to transplant. 

The remaining parts of the paper are organized as follows: first, SARA algorithms 
is discussed in Section 3, followed by energy modeling of SARA in Section 4; the 
performance of the simulation is proved in Section 5, after which there is a brief 
conclusion. 

2 Sara Algorithm 

SARA algorithms refer to the three performance indicators, namely, the life cycle of 
the network, the network transmission delay, and network reliability. According to the 
actual situation of the network, the life cycle of these three networks are modeled as 
follows: 

2.1 The Life Cycle of the Network  

The network life cycle refers to process from network deployment to the first node 
appears. The design of the algorithm aims to select a smaller energy consumption 
path routing in order to extend the life cycle. Formula 1 shows the energy 
consumption model: ܥ௜ ൌ Cሺs, lሻ ൅ Metricሺl, jሻ ௜ܥ(1)    indicates the energy consumption of the its path; Cሺs, lሻ  represents the 
consumption from node s to node 1; while Metricሺl, jሻ is the path of energy from 
node 1 to node j. As shown in equation 3.1, the path of energy consumption takes the 
residual energy of nodes consumption and path energy consumption into account. 
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2.2 Network Transmission Delay 
Transmission delay of the network path is represented by the transmission delay of 
the physical time, shown as in formula 2. ܦ௜ ൌ ௏ܶ೙ െ ௏ܶೞ   (2)

Among them, TV౩ is the time of packets sent from the node s, while TV౤is the time 
destination node receiveing the packet. In order to obtain TV౩  and TV౤ , a stamp 
packets is designed, as shown in Figure 1. 

 
The source node number The destination node number 

Packet type 

Optional fields Forwarding the remaining energy of the packet node 

Package creation time Destination node received the packet time 

Path information 

Fig. 1. Timestamp packet formats 

2.3 The Reliability of the Network 

This chapter defines the reliability of the proposed algorithm as the ratio of the 
distance of two nodes and communication radius, for instance, if the distance is within 
2 times the communication radius, it is considered a reliable network. The network 
reliability modeling is shown in formula 3. 

R௞ሺi, jሻ ൌ ටሺ௫ೕି௫೔ሻమାሺ௬ೕି௬೔ሻమଶோ   (3)

k denotes the k-path reliability, as shown in Equation 3.3, the greater R୩ሺi, jሻ, the 
higher the reliability. 

2.4 Adaptive Parameter 

SARA combines the three performance indicators above, and adjusts the relations of 
the constraints of the various performance indicators through parameters, as shown in 
formula 4. Sa_p௜ ൌ ߙ ଵ ஼೔⁄∑ ଵ ஼ೖ⁄೘ೖసభ ൅ ߚ ଵ ஽೔⁄∑ ଵ ஽ೕ⁄೘ೕసభ ൅ ߛ ோ೔∑ ோ೔೘ೖసభ      (4)

In this formula, α +  β +  γ =1, so it is clear that sa_p୧  and the path of energy 
consumption is inversely proportional, that is, a smaller energy consumption and less 
delay path routing is preferable. The reliability is proportional related, which means 
high credibility is ideal, and the higher path routing; the higher the probability the 
path is selected. 
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3 The Sara Energy Model 

In order to analyze the energy consumption of the routing algorithm, energy 
consumption model is utilized, as is shown in the following figure: 

 

Fig. 2. The SARA energy model 

As shown in Figure 2, the loss of the transmitter circuit energy consumption refers 
to the sending of a message. Assume that the length of the message sent is k bit, then 
energy consumption of sending the k-bit message is E_(Tx-elect) (k) . Power 
amplifier circuit loss is associated to transmission distance: if k is-bit message sent r 
m, denoted by the energy consumption of the amplifier circuit asE_(Tx-amp) (k,r), the 
energy consumption receiving the k-bit message asE_(Tx-elect) (k), and that the 
energy consumption of sending or receiving 1bit message asE_(Tx-elect) (k). 
Assume that the radius of each node of the launch from the SARA algorithm to any 
one path is r, there is a total of n jump, so the average transmission distance is n × r; 
then the SARA algorithm energy consumption is: 

3.1  Energy consumption of path is established. 
3.2  Creating the path is based on the use of genetic algorithms, so there is no 
communication cost. Assume the implementation of the average energy consumed by 
an instruction node is E_cal, and that the implementation of genetic algorithm to 
generate a path average instruction book are m  paths, the resulting computational 
overhead is as follows, shown in formula 5: 
3.3  E_path=m*E_cal   (5) 
3.4  Updating the path of energy consumption.  

 
After established, the path needs to update its value through energy delay request 
message. Assume that the updated message to k-bit, and then updated the loss 
E_(edit-path) is shown in formula 6: ୢୣܧ୧୲ି୮ୟ୲୦ ൌ 2 כ ൬்݊ܧ௫ିୣ୪ୣୡ୲ሺ݇ሻ ൅ ሺ݊ െ 1ሻ்ܧ௫ିୣ୪ୣୡ୲ሺ݇ሻ ൅்݊ܧ௫ିୟ୫୮ሺk, rሻ ൰  (6)

Transmitting k-bit data of energy consumption, such as shown in formula 7: Eୣୢ୧୲ି୮ୟ୲୦ ൌ nET୶ିୣ୪ୣୡ୲ሺkሻ ൅ ሺn െ 1ሻET୶ିୣ୪ୣୡ୲ሺkሻ ൅ nET୶ିୟ୫୮ሺk, rሻ        …(7)

According to statistics, energy consumption is mainly concentrated in transmission. 
The 100m average energy consumption of 1-bit data transfer is the implementation of 
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the 3000 instruction energy consumption, so the calculation of the energy 
consumption of an instruction with the message sending / receiving the energy 
consumption of the relationship is shown in Equation 8, as follows: Eୡୟ୪ ൌ ET౮ష౛ౢ౛ౙ౪ሺ୩ሻଷ଴଴଴כ୰୩ … (8)

Based on the principles of energy multi-path routing algorithm, the energy of the 
multi-path routing algorithm needs to create a path across the network broadcasting 
the path to establish the packets needed to receive and send large amounts of 
messages, rather than the path of the SARA algorithm using genetic algorithm. 
Assume that energy multi-path routing algorithm creates a path of energy 
consumption and energy consumption of the transmission of data is consistent (in 
fact, it is fairly different as it needs to establish paths through broadcasting), that is, 
the value of Equation 5.3. In order to facilitate the comparison, this article assumes 
that E_(Tx-elect) (k)≈E_(Tx-amp) (k,r)=E_elect, then the value of 5.3 is 
approximately equal to (3n-1)*E_elect. Empathy May Permit, E_cal≈E_elect/ 
(3000*rk), so the implementation of 3000 * (3n-1) r. 

Instruction energy consumption is equivalent to the path of energy multi-path 
routing algorithm. Assume that in a small network, data sent each time is bits 4096bit, 
when r = 30m, the average number of hops in the 100 * 100m, the instructions 
executed by the hop count is 108, while the running of SARA requires 104, which is 
considerably different. 

To sum it up, the overall energy consumption of SARA algorithm is lower than 
the energy of the multi-path routing algorithm. 

4 Sara Performance Analysis 

In order to verify the SARA algorithm’ capacity to ensure the network life cycle 
basis, reduce network latency and increase network reliability, a simulation research 
is conducted towards SARA algorithm, MEAR, algorithm and LEACH algorithm 
under MATLAB2010 environment in this paper, and proves SARA’s superiority from 
the following three aspects: life cycle, network the reliability and the network latency. 
 
Simulation Environment  
Under MATLAB environment, the simulation in this paper takes the matrix to 
represent. Assuming the random deployment of 100 nodes within the 100 * 100 m, 
and there are 100 nodes in laboratory in the region, the nodes of the initial situation 
are shown in Table 1. 

Figure 3 and Figure 4 show the distribution of 100 nodes in 100 * 100 square 
meters, where the red stars nodes are the target node, and the blue circular represent 
the ordinary sensor nodes.  Figure 1 indicates the network model without cluster 
network model, and Figure 2 shows the one with cluster network model. The blue 
stars represent the cluster head node. As shown in Figure 3 and Figure 4. The 
simulation in laboratory network is close to the realistic distribution situation which 
can represent reality to a large extent. 
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Table 1. The node in the initial situation 

The deployment of regional 100*100m2 

Communication radius R=20m 

The number of nodes N=100 

The initial energy Einit=0.5J 

Energy consumption data is sent Etx=0.00000001J/bit 

Data receiving energy consumption Erx=0.00000001J/bit 

Data fusion energy consumption Eda=0.0000000000001J/bit 

Packet length L=1024bit 

Calculate the energy consumption Ecal=Etx/30 

Leach algorithm cluster head probability p=0.1 

 

Fig. 3. Network distribution of plat network model 
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Fig. 4. Distribution of hierarchical network model 

 
10 laboratory experiments are conducted under the models Figures 3 and 4 in the 

initial conditions shown in Table 1.  The results are shown in Figure 5. 
 

 
Fig. 5. Under the same conditions of the network lifecycle 
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Fig. 6. Network life cycle comparison under different initial energy 

 
Fig. 7. Comparison of network delay 

The network life cycle of the above three algorithms under different initial energy 
are shown in Figure 6. 
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As indicated in Figure 6, the average network life cycle of SARA algorithms 
delayed by about 10% compared to the MEAR algorithm, even in the case of the 
initial energy change. 

This paper conducted experimental study on the comparison between the average 
delay of SARA algorithm and Leach algorithm under the same initial conditions, as is 
shown in Figure 7. 

Figure 5 indicates that the delay is on a steady decrease with the increase of nodes, 
both in the SARA algorithm and LEACH algorithm.  Consequently, the better the 
connectivity, the less the networks delay. However, the delay in SARA algorithm is 
significantly reduced, and presents a steady downward trend, compared to that of 
LEACH algorithm. This may be attributed to the fact that LEACH reduces the 
average latency of the network with the number of hops, which may vary with the 
dynamic changes of network instability. In contrast, SARA algorithm makes choices 
of the route with less physical time, so the delay shows a steady decline with the 
increase of the number of nodes. From the Figure above, SARA algorithm increases 
the average delay by about 20% over LEACH algorithm. 

5 Conclusion 

This paper makes a further analysis and established a network model of the previously 
proposed SARA algorithm.  As the analysis of the energy efficiency of the SARA 
through the established model indicated, the network life cycle of the SARA 
algorithm presents a significant growth compared with LEACH algorithm, and shows 
a 10% increase compared with MEAR algorithm. In addition, it effectively reduces 
the network latency when ensuring the network life cycle basis at the same time. 
Through experiment, the network delay is lowered by 20% compared with the 
LEACH algorithm. Nevertheless, issues such as the relationship of the life cycles and 
the absence of accountability still need further research. 

References 

1. Guo, D., Jia, C.: A WSN routing algorithm using overpayment on complex network. In: 
5th International Conference on Intelligent Computation Technology and Automation, 
ICICTA 2012 (2012) 

2. Sun, H., Fang, Z., Wang, T., Ma, Y., Ren, N.: CDHL: A hybrid range-free localization 
algorithm in wireless sensor networks. In: Proceedings - 5th International Conference on 
Frontier of Computer Science and Technology, FCST 2010, pp. 180–183 (2010) 

3. Fang, Z., Liu, Z., Ma, Y., Sun, H., Ren, N.: A new coordinate correction localization 
theory and its implementation mechanism in wireless sensor networks. Journal of 
Information and Computational Science 8(1), 23–28 (2011) 

4. Hong, L., Yang, J.: An Energy-Balance Multipath Routing based on Rumor Routing for 
Wireless Sensor Networks. In: Fifth International Conference on Natural Computation, pp. 
87–91 (2009) 

5. Hun, X.-B., Leeson, M.S., Hines, E.L.: An effective genetic algorithm for network coding, 
pp. 952–963. Elsevier (2012) 



 Energy Model of SARA and Its Performance Analysis 471 

 

6. Lei, Y., Shang, F., Long, Z., Ren, Y.: An energy efficient multiple-hop routing protocol for 
wireless sensor networks. In: Proceedings - The 1st International Conference on Intelligent 
Networks and Intelligent Systems, ICINIS 2008, pp. 147–150 (2008) 

7. Yang, Y., Zhong, C., Sun, Y., Yang, J.: Network coding based reliable disjoint and braided 
multipath routing for sensor networks. Journal of Network and Computer Applications 33, 
422–432 (2010) 

8. Yin, L., Wang, C., Ien, G.E.: On the minimization of communication energy consumption 
of correlated sensor nodes. Wireless Personal Communications 50(1), 57–67 (2009) 

9. Minhas, M.R., Gopalakrishnan, S., Leung, V.: An online multipath routing algorithm for 
maximizing lifespan in wireless sensor networks. In: Proceedings of the Sixth International 
Conference on Information Technology: New Generations, 2008, pp. 581–586 (2009) 

10. Cheng, W., Xing, K., Cheng, X., Lu, X., Lu, Z., Su, J., et al.: Route recovery in vertex-
disjoint multipath routing for many-to-one sensor networks. In: Proceedings of MobiHoc 
2008, Hong Kong SAR, China, pp. 209–219 (May 2008) 

11. Jung, S., Lee, J., Roh, B.: An optimized node-disjoint multi-path routing protocol for 
multimedia data transmission over wireless sensor networks. In: Proceedings of 
International Symposium on Parallel and Distributed Processing and Applications (ISPA), 
pp. 958–963 (December 2008) 

12. Chao, H.L., Chang, C.L.: A fault-tolerant routing protocol in wireless sensor networks. 
International Journal of Sensor Networks 3(1), 66–73 (2008) 

13. Wu, S., Candan, K.S.: Power-aware single- and multipath geopraphic routing in sensor 
networks. Ad Hoc Networks 5, 974–997 (2007) 

14. Zhai, Y., Yang, O.W.W., Wang, W., Shu, Y.: Implementing multipath source routing in a 
wireless ad hoc network testbed. In: Proceedings of IEEE Pacific RIM Conference on 
Communications, Computers and Signal Processing (PACRIM), pp. 292–295 (2005) 

15. Lou, W., Liu, W., Zhang, Y.: Performance optimization using multipath routing in mobile 
ad hoc and wireless sensor networks. Combinatorial Optimization in Communication 
Networks 18, 117–146 (2006) 



 

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 472–479, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Data Profiling for Semantic Web Data 

Huiying Li 

School of Computer Science and Engineering,  
Southeast University, Nanjing 210096, P.R. China 

 huiyingli@seu.edu.cn 

Abstract. Lots of RDF data have been published in the Semantic Web. For 
human users it is often rather difficult to get the big picture of a large RDF data 
exposed by Semantic Web applications. How to understand a large and 
unfamiliar RDF data becomes very important when the data schema is absent or 
different schemas are mixed. In this paper we describe a tool which can induce 
the actual schema, gather corresponding statistics, and present a UML-based 
visualization for the RDF data sources like SPARQL endpoints and RDF 
dumps. Experimental results, using six data sets from the Linked Data cloud, 
compare our approach and ExpLOD. The evaluations show that our approach is 
more efficient than ExpLOD.  

Keywords: Semantic Web, RDF, Data profiling. 

1 Introduction 

As pointed out in [1], the Web is being extended with more and more RDF data 
sources and links between objects. The emergence of linked open data (LOD)[2] is 
being promoted by the Linking Open Data community project and is fostering the 
availability of many open RDF data sets, such as SwetoDBLP[3] and LinkedMDB[4]. 
These data sets are placed online by the community, fostering collaborative linkage of 
structured knowledge.  

How to understand a large and unfamiliar RDF data becomes a key challenge 
when reusing it. For human users, it is often rather difficult to get the big picture of a 
large RDF data exposed by Semantic Web applications. An usual approach is to get 
familiar with the ontology which the RDF data conforms to. While it becomes 
complicated if the RDF data uses multiple ontologies. Even worse, the ontologies 
used by some RDF data set such as SPARQL endpoint can not be obtained. Inspired 
by early work on RDF usage presented in [5] enumerates RDF usages, we propose a 
SPARQL query based approach for RDF data profiling. For human users, data 
profiling is a cardinal activity when facing an unfamiliar data set. It can help to assess 
the importance of the data set as a whole, find out whether the data set or part of the 
data set can be easily reused, improve the user ability to query or search the data set, 
detect irregularities for improving data quality, etc. 

In this paper, we propose an approach to obtain the actual schema of a SPARQL 
endpoint or RDF dump, gather corresponding statistics, present a visual, UML-based 
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notation for them. Such visualization can be considered as a customed schema for the 
RDF data behind SPARQL endpoint. We compare our approach to the similar 
approach ExpLOD. The evaluations show that our approach does not need to 
construct middle graph and is more efficient than ExpLOD.  

The rest of the article is organized as follows. Section 2 introduces the related 
work. Section 3 introduces the SPARQL based approach to construct and visualize 
RDF data profiling. Section 4 details the experimental results of our approach. 
Section 5 concludes the study. 

2 Related Work 

Describing and understanding large RDF data can be enabled by statistics and 
summary. Recently, there exist some researches dealing with RDF data statistics and 
summary, such as Semantic sitemaps[6], RDFStats[7], SCOVO vocabulary[8], and 
ExpLOD[9]. Among the works above, ExpLOD is the most similar work to our 
approach. ExpLOD is a tool that supports constructing summaries of RDF usage 
based on bisimulation contraction mechanism. Before generating the summary graph, 
ExpLOD constructs a label graph by adding triples to describe the bisimulation label 
for each class, predicate, instance and literal. Then using a SPARQL-based approach, 
ExpLOD computes the instance blocks based on instances' predicate usages. Notice 
that the triple number of the middle label graph is much larger than the triple number 
of origin RDF graph, it will cost more storage space. Moreover, the number of 
instance blocks will be large when instances' predicate usages have different 
variations. Although ExpLOD enables coarse granularity summarization based on 
hierarchical bisimulation label. While the summarization grouped by high hierarchy 
label such as namespace is too general sometimes. Especially, ExpLOD does not care 
about the relation between instance blocks which is very important to help user 
understand the data structure. 

3 Visualizing Semantic Web Data Profile 

3.1 Semantic Web Data Profiling 

We consider the RDF graph as a set of RDF triples. A triple is consisted of a subject, 
a predicate and an object[10]. Fig.1 shows the RDF graph of an sample snippet of 
RDF data. The snippet gives information about two music artists, their names, the 
records they have made and the record titles. In such a small snippet, there are four 
used ontologies, the FOAF ontology (with prefix label foaf), the Dublin Core 
ontology (with prefix label dc), the Music Ontology (with prefix label mo) and the 
RDF meta ontology (with prefix label rdf). When the ontologies are absent, it is rather 
difficult to get the big picture for human users. Our purpose is to obtain the actual 
schema of the SPARQL endpoint or RDF dump, gather corresponding statistics, and 
present a UML-based visualization. 
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Fig. 1. RDF data snippet 

Database profiling is the process of analyzing a data set to determine its structure 
and internal relationships. Common profiling methods and tools assume a starting 
point of relational data with a domain specific schema. This assumption does not hold 
for Semantic Web data published on the web, especially the SPARQL endpoint data. 
Such SPARQL endpoint only enables users to query a knowledge base via the 
SPARQL language. We propose a new SPARQL query based approach for Semantic 
Web data profiling. Six different kinds of descriptive statistics are used: (1) data 
structure, denotes the classes, their attributes (datatype property) and relations (object 
property) between classes; (2) class instantiation, the number of instances that are 
typed as a particular class; (3) property instantiation, the number of times a property is 
used to describe instances; (4) multiplicity of object, an inclusive interval of non-
negative integers to specify the allowable number of objects of described property; (5) 
functional property, denotes whether a property have only one (unique) value for each 
instance or not; and (6) inverse-functional property, denotes whether a property is 
inverse-functional or not. 

3.2 Visual Modeling for Semantic Web Data Profile 

Since we construct the actual schema and gather the corresponding statistics, how to 
visualize them for human users becomes an important issue. We adopt the notations 
of properties and classes proposed by [11] and Ontology Definition Metamodel[12]. 

Classes. Usually, an OWL class can be described by six different ways. Among them, 
two ways are used in RDF data profiling. One is the simple named class, it is defined 
by a class identifier. The other is the property restriction class, it restricts the domain 
or range of a property for the context of the class. We use the <<rdfsClass>> 
stereotype to represent RDF/S and OWL class. Fig. 2 demonstrates the notations for 
named class and restriction class. The class name of Fig. 2(a) is mo::MusicArtist 
where mo is the prefix label of name space. Fig. 2(b) shows a restriction class which 
restricts the range of property event::factor for class mo::Lyrics. 

Properties. The object properties and datatype properties are represented as UML 
associations and attributes respectively. Because properties can have multiple 
domains and ranges, we allow several associations with the same name. Fig. 3(a) 
demonstrates the notation for object properties, and Fig. 3(b) demonstrates the 
simplified notation for object properties and datatype properties. 
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Fig. 2. Notations for RDF Classes 

 

Fig. 3. Notations for RDF Properties 

3.3 Implementation 

This part describes the SPARQL-based approach to create the RDF data profiling. In 
order to compute the RDF data structure, we collect all classes used in the RDF data 
firstly. In RDF data, many classes are not declared to be an owl:Class or rdfs:Class 
explicitly. We use the following SPARQL query to statistic all the named classes: 
“ SELECT distinct ?c WHERE {?s rdf:type ?c.}”. Notice that the classes with rdf, rdfs 
and owl namespaces are considered as metaschema-level classes and are not collected 
(except for rdfs:Seq because many blank nodes are declared to be rdfs:Seq). With 
these named classes, the instances are belonged to different blocks according to their 
types. 

After getting the named classes, we explore the property (including relation and 
attribute) usage of every class. For each class, we explore all its instances to collect 
their used properties. For example, the SPARQL query “SELECT distinct ?prop 
WHERE{?s rdf:type mo:Record. ?s ?prop ?o.}” queries the used properties of class 
mo:Record. Moreover, for the object property, we find out the range classes by the 
SPARQL query “SELECT distinct ?rangeclass WHERE{?s rdf:type mo:Record. ?s 
mo:available_as ?o. OPTIONAL{?o rdf:type ?rangeclass. }}”. 

There are still some instances without type declaration despite many typed 
instances. To solve this problem, the first solution is to collect all the non-type 
instances into one unnamed class. While, to provide more clear information for 
human user, the second solution is to divide these non-typed instances into different 
partitions according to their property restrictions. We collect the properties with non-
type instance as subject or object in advance, then the SPARQL query is used to 
divide the non-type instances. 
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Fig. 4. Visualizing Peel data with UML-like Notation 

Using the visual model introduced in Section 3.2, we visualize the data profiling of 
RDF data Peel, a data set from LOD cloud, which contains the information about 
music artists and their productions. Fig. 4 shows the structure and corresponding 
statistics about Peel. For each class, the number of instances belong to this class and 
the percent of all instances are provided. For every property, the instantiation and the 
multiplicity of object are provided, and whether the property is functional (denoted by 
f) or inverse-functional (denoted by inf) is also provided. Moreover, the unnamed 
block in Peel is divided into five restriction classes shown in Fig. 4. Such a graph 
provides the data structure and corresponding statistics for human users. With its help, 
users can understand the RDF data behind a SPARQL endpoint. 

4 Experimental Study 

In this section, we compare the performance of our approach with ExpLOD. ExpLOD 
is a tool that supports SPARQL-based summary creation of RDF usage, it constructs 
label graph by adding labels to RDF graph and computes the bisimulation 
contractions based on the label graph. We use Jena toolkit (jena.sourceforge.net) to 
manage RDF data for ExpLOD and our approach. All the experiments were 
developed within the Eclipse environment and on a PC with 4 GB of RAM (of which 
1.5 GB was assigned to the JVM). 
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We chose six data sets which are shown in the Table 1. These data sets are 
considered from the LOD cloud because they vary in the amount and type of 
information they describe. Data Peel and Jamendo contain information about music 
artists and their productions. Data GeoSpecies contains information on biological 
orders, families, species as well as species occurrence records and related data. Data 
LinkedCT contains information about linked clinical trials. Data LinkMDB contains 
linked data about movies. Data SwetoDblp which focuses on bibliography data of 
publications from DBLP includes information about affiliations, universities, 
publications and publishers. Table 1 shows the following information about each data 
set: the name, the number of triples it contains, the number of instances, classes and 
properties. 

Table 1. The statistics of RDF data sets 

Data set # of classes # of properties # of instances # of triples 

Peel 9 25 76,894 271,369 
Jamendo 11 26 410,893 1,047,950 

GeoSpecies 44 168 184,931 2,076,380 
LinkedCT 13 90 1,169,905 9,804,652 

LinkedMDB 53 222 1,326,001 6,147,995 
SwetoDblp 10 145 2,394,479 13,041,580 

 
To show the efficiency of our approach and ExpLOD, we conduct a performance 

evaluation. Performance is measured as the time taken by different methods. For 
ExpLOD, the premise of computing summary graph is to construct labeled graph. So, 
the time taken by ExpLOD is the sum of the labeled graph constructing time and the 
summary graph computing time. The running time of our approach is composed of 
three parts: the time to get all classes, the time to construct data structure and the time 
to compute corresponding statistics. We divide the six data sets into two groups, the 
Peel, Jamendo and GeoSpecies are in group one, these data sets are relative small and 
are fit into memory to deal with. The LinkedCT, LinkedMDB, SwetoDblp are in 
group two, these data sets are relative large and are put into database. 
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Fig. 5. a) Comparison for group one(in s) b) Comparison for group two(in s) 
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Fig. 5 shows the performance comparison. It can also be seen that the running time 
of ExpLOD is longer than our approach. For ExpLOD, before computing the 
summary graph, a bisimulation label must be assigned to each class, predicate, 
instance and literal. It will increase the triple number largely. Take data Jamendo for 
example, it has 1,047,950 triples. The triple number increase to 3,940,113 after 
adding bisimulation label, it is about four times more than the original triple number. 

5 Conclusion 

Lots of RDF data have been published in the Semantic Web. For human users it is 
often rather difficult to get the big picture of the information contained in a large RDF 
data, especially the data schema is absent or different schemas are mixed. We propose 
a SPARQL-based tool to construct the actual schema, gather corresponding statistics, 
and present a visual, UML-based notation for the RDF data sources like SPARQL 
endpoints and RDF dumps. It helps the human user to understand the data structure 
and construct suitable SPARQL query. Experimental results, using several collections 
from the Linked Open Data cloud, compare our approach and ExpLOD. The 
evaluations show that our approach does not need to construct middle graph and is 
more efficient than ExpLOD. 
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Abstract. DBpedia is the hub of Linked Data, and there might be 
inconsistencies in it. Reasoning with inconsistent ontologies may lead to 
erroneous conclusions, so whether it is consistent is a critical issue. However, 
the current inference engine is only appropriate to reason lightweight 
ontologies, and the existing approaches to handle inconsistencies are 
unreasonable. In this paper, we check the inconsistency in DBpedia by rule-
based distributed reasoning using MapReduce. The experimental results show 
that there are a number of inconsistencies in DBpedia. Furthermore, we should 
handle different types of inconsistencies respectively with different methods to 
improve data quality of DBpedia. 

Keywords: inconsistency, large-scale ontology, DBpedia, MapReduce. 

1 Introduction 

The DBpedia project [1] is a community effort to publish data of Wikipedia infobox 
in the form of RDF. It has large volume of data and is relatively comprehensive. 
During the last few years, a great number of Linked Data datasets have been 
published in which entities are linked to their equivalent resource in DBpedia, making 
DBpedia a central interlinking hub for the Linked Data [2] datasets. 

There might be inconsistencies in DBpedia. From data sources viewpoint, one’s 
understanding of something may vary according to his own background. So, 
inconsistent data might exist in Wikipedia. From another viewpoint, when the data are 
extracted from Wikipedia, errors may occur during this process. For example, when 
we trace LibriVox to its Wikipedia page, we find that it is in fact an online digital 
library. However, in DBpedia it is asserted as a member of libraries in the real world. 
Reasoning with inconsistent ontologies may lead to erroneous conclusions. Hence, we 
need to check its consistency and handle inconsistencies with a reasonable method. 

Since DBpedia is the hub of Linked Data and there are serious consequences if 
reasoning with inconsistent premises, we focus on checking and handling 
inconsistency of it in this paper. However, the TBox of the DBpedia ontology is 
relatively simple such that we cannot directly check its consistency. So, firstly we 
extend the DBpedia ontology with disjointness axioms. Ontologies, or generally 
speaking schemas, are an effective mean to improve the quality of Linked Data.  

                                                           
∗ Corresponding author. 
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In particular, the disjointness axioms are definitions of relation between two classes 
that share no instances, and can be used to check the consistency of ontologies. Thus, 
enriching ontologies with disjointness axioms is a hot topic in ontology engineering. 

The remainder of this paper is organized as follows: after giving a brief overview 
of related work in Section 2, we present how to extend the DBpedia ontology using 
UMBEL in Section 3. Based on this, we show the consistency checking of DBpedia 
in detail in Section 4. In Section 5 we present our analysis and discussion of 
experimental results. Finally, there is our conclusion and future work in Section 6. 

2 Related Work 

The consistency is an important metric for quality of ontologies. Many researchers 
have been working on checking and handling inconsistencies of large-scale RDF data.  

In [3] they define some types of inconsistency when measuring data quality of 
Linked Data. But they only give representations of inconsistencies in the natural 
language and there are no formal definitions. Pellet [4], one of the most popular OWL 
reasoners, could check the consistency of ontologies. However, Pellet is only 
appropriate to reason lightweight ontologies and there are memory overflow problems 
when reasoning large-scale ontologies. It is required to use a distributed method to 
solve this problem. WebPIE [5], proposed by J. Urbani, is a distributed inference 
engine based on MapReduce [6]. Its experimental results show that it has high 
efficiency and good scalability. But it only restricts to RDFS and OWL Horst rules. 

When handling inconsistencies, the traditional approach is just removing or 
ignoring the corresponding axioms uniformly. In [7][8] they make efforts to obtain a 
collection of maximum consistent sub-ontologies. Both of the approaches have a 
shortcoming that they lack considering reasons causing inconsistencies. 

The work in [9] is similar to ours. But it has two drawbacks. One is that they 
convert consistency checking to SPARQL query, so they do not tackle the essential 
large-scale ontology reasoning problem. The other is that they just simply list the 
number of inconsistencies in DBpedia, but they do not analyze the experimental 
results thoroughly and give no reasonable solutions for handling inconsistencies. 

3 Ontology Extension of DBpedia 

As shown in [1], the TBox of DBpedia is relatively simple such that we cannot 
directly check its consistencies. So, firstly we extend it with disjointness axioms using 
the relation between UMBEL and DBpedia. 

UMBEL [10] (Upper Mapping and Binding Exchange Layer) is a lightweight 
ontology which has been created for interlinking Web content and data. It is a subset 
of OpenCyc[11]. OpenCyc is a common knowledge base and has a long development 
history. Now, it has been accepted around the world and there are many applications 
based on it. So, there is a strong persuasiveness to extend the DBpedia ontology using 
UMBEL. UMBEL has two valuable functions. First, it defines a base vocabulary 
which can be used for the construction of ontologies from other domains. Second, 
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based on the vocabulary, it provides many reference concepts that can be used as 
standard links in external datasets, so different datasets could interoperate easily. 

There are two reasons why we can use UMBEL to obtain disjointness axioms in 
the DBpedia ontology. First, the UMBEL ontology defines the disjointness relations 
between different classes. Second, the DBpedia ontology is linked to the UMBEL 
ontology by rdf:subClassOf. Thus, we could extend the DBpedia ontology using rule 
(1) and obtain 25534 disjointness axioms. 

1 1 2 2 1 2

1 2

( , rdfs:subClassOf , )( , rdfs:subClassOf , )( , owl:disjointWith, )

( , owl:disjointWith, )

RC C RC C C C

RC RC
 (1)

Note that RC1 and RC2 are classes from DBpedia and C1 and C2 are classes from 
UMBEL. All relationships are defined in files downloaded from the website1. 

4 Reasoning with MapReduce to Check Inconsistency 

In this Section, we first give a brief introduction to MapReduce. Next, we summarize 
five types of inconsistencies in the form of inference rules in DBpedia based on [3]. 
Finally, we take a rule as an example to describe how we implement it using 
MapReduce. 

4.1 The MapReduce Programming Model 

The MapReduce programming model proposed by Google is a parallel processing 
model and suitable for handling large-scale data. A cluster of some commodity 
machines could achieve high efficiency and scalability using this model. In recent 
years, there is a lot of work using this model when consuming Linked Data.  

Each job consists of two phases: a Map phrase and a Reduce phrase. When a job 
arrives, the input files are divided into many chunks. Then each chunk is processed 
respectively. The Map phase emits the input data in the form of a set of key/value 
pairs. All pairs with the same key will be collected to the same machine. Every 
machine processes intermediate values independently and outputs a new set of 
key/value pairs as output. 

4.2 Definitions of Inconsistencies in DBpedia 

INCONSISTENCY 1: Usage of undefined classes or properties 

( ,rdf:type, )
(inconsistency)

s X
 (X is not defined in TBox.)   (2)

( , , )

(inconsistency)

s p o

 

(p is not defined in TBox.)   (3)

                                                           
1  http://code.google.com/p/umbel/source/browse/ 
#svn%2Ftrunk%2Fv100 
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INCONSISTENCY 2: Usage of literals incompatible with ranges of data type 
properties 

1 2( , rdfs:range, )( , , )( , rdf:type, )

(inconsistency)

p d s p o o d
 (d1 is incompatible with d2.)  (4)

INCONSISTENCY 3: One class is subclass of and disjoint with another class 

( ,owl:disjointWith, )( , rdfs:subClassOf , )

(inconsistency)

X Y X Y
  (5)

INCONSISTENCY 4: One class is subclass of two disjoint classes 

( , rdfs:subClassOf , )( , rdfs:subClassOf , )( ,owl:disjointWith, )

(inconsistency)

X Y X Z Y Z
  (6)

INCONSISTENCY 5: Invalid entity definitions as members of disjoint classes 

( , rdf:type, )( , rdf:type, )( ,owl:disjointWith, )

(inconsistency)

s X s Y X Y
   (7)

Note that s and o stand for instances; p stands for properties defined in the TBox; X, Y 
and Z stand for classes defined in TBox; d1 and d2 stand for data types from XML or 
DBpedia. 

4.3 Example Rule Execution with MapReduce 

In this Section, we take rule (7) as an example to illustrate how the inference rule is 
executed with MapReduce. The inputs of this job are documents of triples in the form 
(s, p, o). In the Map phrase, triples with rdf:type as predicates and classes as objects 
are emitted. The intermediate outputs are pairs of <s, o> as shown in Algorithm 1 and 
Fig. 1. After the Map phrase, values with the same key are collected to one machine. 
When all emitted triples are grouped for the reduce phase. The reduce function starts 
to work. In the Reduce phrase, we traverse values to check whether the two classes 
are disjoint. If they are, an inconsistency is output; if not, nothing is output. 

 

Fig. 1. Encoding rule (7) with MapReduce. C1 and C3 are disjoint classes; C2 and C3 are not 
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5 Experiments 

We conduct several experiments on the dataset provided by DBpedia2. So far, the 
latest version is 3.7. First we check consistencies in the original dataset, and then we 
experiment on the dataset enriched with triples obtained according to two RDFS 
reasoning rules (8, 9). Since RDF data have semantics and we often consume inferred 
data, it is necessary to check consistencies of it after reasoning. 

In this section, we use the following prefixes to abbreviate resource URIs in the 
DBpedia dataset. 

dbo: http://dbpedia.org/ontology. 
dbr: http://dbpedia.org/resource. 
dbd: http://dbpedia.org/datatype. 

5.1 Data Inconsistency before Reasoning 

(1) Usage of undefined classes or properties 

Experimental Results: In DBpedia, there are no classes used without definitions. But 
15 undefined properties are used in the ABox which consists of foaf:based_near,  
foaf:familyName, foaf:surname, foaf:page, foaf:thumbnail, foaf:homepage, foaf:logo, 
foaf:name, foaf:givenName, foaf:nick, geo:lat, geo:long, skos:subject, 
purl:description, and georss:point. The number of triples using undefined properties is 
3170567 and accounts for 18% of all. 

Discussion: From the result we conclude that although a lot of undefined properties 
are used, they are just not defined in DBpedia. These properties are from FOAF, the 
geospatial namespace, SKOS, Dublin Core, and GeoRSS. 

                                                           
2 http://wiki.dbpedia.org/Downloads37 

Algorithm 1. Encoding rule 7 with MapReduce 

1: map (key, value) 
 // key: line number (not relevent). 
 // value:triples. 
2:   if (value.p=rdf:type and value.o=owl:Class) 
3:         EMIT (<value.s, value.o>) 

1: reduce (key, iterator values) 
 // key: resource. 

// values: classes which are types of the resource. 
2:     for each v1 in values 
3:       for each v2 in values 
4:         if (v1 owl:disjointWith v2) 
5:            new INCONSISTENCT 5 (key, "v1, v2") 
6:            EMIT (<NullWritable, INCONCSISTENCY 5>) 
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Solution: We need to import ontologies which define these properties in the header of 
the DBpedia document. 

(2) Usage of literals incompatible with ranges of data type properties 

Experimental results: There are 39632 triples whose literals are incompatible with 
ranges of data type properties. Table 1 enumerates the top five properties instantiated 
with incompatible values. 

Discussion: We find that ranges of these properties are all defined to xsd:double in 
the TBox. However, in the ABox, objects in triples with these properties are assigned 
to user-defined data types in DBpedia and they are not of the same type. So, there is 
no proper and unified data type for this type of properties. 

Solution: There are two solutions to solve this problem. First, we could make no 
definition for its range and the value of it can be of any data types. Second, we could 
define a new data type as superclass of these existing types as its range in the TBox. 
In the ABox, we could assert its value to the corresponding subclasses if necessary. 

Table 1. Top five data type properties with literals incompatible with ranges 

Data type properties Number of occurrences 

<http://dbpedia.org/ontology/budget> 
<http://dbpedia.org/ontology/revenue> 
<http://dbpedia.org/ontology/gross> 
<http://dbpedia.org/ontology/netIncome> 
<http://dbpedia.org/ontology/cost> 

8248 
6960 
6447 
3502 
2871 

(3) One class is subclass of two disjoint classes 

Experimental results: We find the following inconsistency of this type. 
(dbo:Library , rdfs:subClassOf , dbo:Building) 
(dbo:Library, rdfs:subClassOf, dbo:EducationalInstitution) 
(dbo:Building , owl:disjointWith, dbo:EducationalInstitution) 

Discussion: When analyzed respectively they are all correct because of various 
characteristics of something. But there are real world libraries and digital ones. When 
it is the latter, the first axiom is wrong. Therefore, it is unreasonable to decide which 
of them should be removed only from the concept definitions. 

Solution: Classes defined in the DBpedia TBox are not comprehensive and the 
granularity of classification is relatively rough. We should improve quality of the 
DBpedia TBox. For example, we could define subclasses of the class dbo:Library. 

(4) Invalid entity definitions as members of disjoint classes 

Experimental results: We find 960 inconsistencies of this type. All these 
inconsistencies are instances of the following two disjointness axioms. 
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(dbo:Building, owl:disjointWith, dbo:EducationalInstitution) 
(dbo:Building, owl:disjointWith, dbo:Organisation) 

Discussion: As shown in Section 1, there are some reasons that cause inconsistencies. 
In order to handle inconsistencies reasonably we need to seek out what causes 
contradictions on earth. The first axiom is reasonable since we believe that buildings 
are disjoint with organizations. For example, we can assert dbr: 
Yale_University_Library to an instance of dbo:Building and dbo:Organization. 
Therefore, when handling this inconsistency we should ignore the disjointness axiom. 
But when we consider dbr:LibriVox the solution is not proper. It is in fact a digital 
library. There is an erroneous assertion when data are extracted from Wikipedia. So 
when handling this inconsistency we should remove the incorrect assertion. 

Solution: We divide this type of inconsistency into two categories based on reasons: 
(1) Inconsistencies that should be retained due to various characteristics of things. (2) 
Inconsistencies that should be removed. We should deal with each inconsistency 
respectively according to its category. 

5.2 Data Inconsistency after Reasoning 

As triples we obtain only relate to inconsistency 5, other experimental results are the 
same to results before reasoning. In this Section, we only show results of 
inconsistency 5.  

Experimental results: We obtain 2,483,391 triples with rules (8, 9) and find 55829 
inconsistencies. Table 2 enumerates the top five disjoint classes. 

Discussion: The number and type of inconsistencies both increase after reasoning. As 
shown in Table 2, the top two pairs of disjoint classes are the same as results before 
reasoning. In addition, we also find apparent inconsistencies such as 
dbo:PopulatedPlace and dbo:Person. The results indicate that DBpedia cannot 
guarantee the correctness of reasoning. In other words, there are a lot of 
contradictions between the TBox and the ABox. The essential reason is that the 
domain or range of one property in the TBox is disjoint with types of an instance in 
the ABox. 

Solution: If we would like to develop applications based on the DBpedia dataset we 
should pre-process the data first of all. Fortunately, our results point out the direction 
in some extent. For example, we recommend to analyzing instances asserted to 
classes in Table 2. 

( , rdfs:domain, )( , , )

( , rdf:type, )

p X s p o

s X
   

(8)

( , rdfs:range, )( , , )

( , rdf:type, )

p X s p o

o X
       

(9)
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Table 2. Top five disjoint classes

 
Disjoint classes Number of instances 

Organisation & Building 
EducationalInstitution & Building 
School & Building 
MeanOfTransportation & Fungus 
PopulatedPlace & Person 

10030 
8559 
7910 
7692 
1473 

6 Conclusion and Future Work 

In this paper, we focus on checking consistencies of DBpedia. We first extend it with 
disjointness axioms via UMBEL. Then we define five types of inconsistencies and 
present them in the form of six inference rules. Based on that, an algorithm using 
MapReduce is proposed to check consistencies for large-scale ontologies. After 
analyzing the experimental results we summarize three reasons that cause 
inconsistencies in DBpedia: (1) user-defined data types of DBpedia are inadequate; 
(2) there are a lot of incorrect assertions in the DBpedia ABox; and (3) the quality of 
the DBpedia TBox is low. For instance, the granularity of classification is relatively 
rough. Finally, we draw the conclusion that it is not wise just to remove or ignore 
corresponding axioms uniformly and we should classify inconsistencies according to 
the reasons and deal with them respectively. 

In the future, we will give more rules of inconsistencies for more datasets such as 
GeoNames and Bio2RDF. Regards to handling inconsistencies, an automatic 
inconsistency classifier is needed. 
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Abstract. In vector space model, a document is represented by words.
As the new words appear dramatically in the Internet era, this kind
of method draws back the IR systems performance. This paper puts
forward a new approach to present the concepts, query expressions, and
documents based on the ontology. The approach has two levels, theWord-
Concept level and the Concept-Document level. In the first level, the
transition probability matrix is constructed by using the appearing times
of word-word pairs in documents. The biggest eigenvector of matrix is
computed, and it reflects the importance of words to the concept. In the
second level, the distance matrix is constructed by using the distance
between words in a given ontology, and the average variance value of
elements is computed. It reflects the relevance of documents to concepts.
In the last section, the query expansion is discussed by using the personal
information profile of the user. It is proofed to be more effective than
previous one.

Keywords: Ontology, Word-Concept level, Concept-Document level,
Relevance Computing, Personal Information Profile.

1 Introduction

With the explosive growth of information in Internet, search engine (SE) is
used in information retrieval (IR). Users of IR Systems expect to find the most
relevant items to a certain query. Generally, the IR system does not feed back
an ideal behavior. They feed back much more results to users, and users have to
spend a considerable time to find these items which are really relevant to their
initial queries.

One of the reasons is that the system does not know what the user wants
to get actually. The search engine separates the terms in the query expression,
and computing the page value by using the contents or the page-links or the
both of the pages. The top − n pages are feed back to the users. This kind of
searching method neglects the relevant documents that do not contain the index
terms which are specified in the users queries. In order to improve the effect of
retrieval, the specific domain knowledge should be added to the queries.

F.L. Wang et al. (Eds.): WISM 2012, LNCS 7529, pp. 489–496, 2012.
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Ontology is a conceptualization of domain knowledge. It is a concept set
with the human understandable, machine readable format. It consists entities,
attributes, relationship, and axioms. For an ontology based information retrieval
system, when the user input the query expression, the system tries to insert the
ontology knowledge to enhance to query expression in order to increase the
probability of relevancy. In the concept level, documents having very different
vocabularies could be similar in subject and, similarly, documents having similar
vocabularies may be topically very different.

This paper is organized as follows: Section 2 introduces the concepts of Ontol-
ogy and Query Expansion. Section 3 discusses new approach combining words,
concepts and documents in two levels. Section 4 presents the methods of query
expansion. Finally, a summary of this paper and directions for future work are
discussed in Section 5.

2 Related Works

2.1 Ontology

In the traditional IR approaches, documents and query expression are repre-
sented as a vector of terms simply. One of the examples is VSM. The relevance
of the document and the query is computed by the cosine distance between two
vectors. This approach does not require any extraction or annotation phases.
Therefore, it is easy to implement, however, the precision value is relatively low.

Ontology is explicit representations of a shared conceptualization, i.e., an
abstract, simplified view of a shared domain of discourse. More formally, an
ontology defines the vocabulary of a problem domain, and a set of constraints
(axioms and rules) on how terms can be combined to model specific domains. An
ontology is typically structured as a set of definitions of concepts and relations
between these concepts. Ontology is machine-processable, and they also provide
the semantic context by adding semantic information to models, thereby enabling
natural language processing, reasoning capabilities, domain enrichment, domain
validation, etc [1, 2].

2.2 WordNet

WordNet, a manually constructed electronic lexical database for English, was
conceived in 1986 at Princeton University, where it continues to be developed.
WordNet is a large semantic network interlinking words and groups of words by
means of lexical and conceptual relations represented by labeled arcs. WordNets
building blocks are synonym sets (synsets), unordered sets of cognitively syn-
onymous words and phrases. Each member of a given synset expresses the same
concept, though not all synset members are interchangeable in all contexts. Each
synset has an unique identifier (SynsetID). Synsets are interlinked by means of
conceptual-semantic and lexical relations. The resulting network of meaningfully
related words and concepts can be navigated with the browser [3].
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In this paper, we select one ontology from the WordNet to discuss our ap-
proach.

2.3 Conceptual Representation

In VSM, the term is the word of the document normally. Due to the ambiguity
and the limited expressiveness of single word, it is difficult to decide which word
is more important for the document.

One way of improving the quality of similarity search is Term FrequencyIn-
verse Document Frequency (TFIDF). The main idea of TFIDF is the more vo-
cabulary entry in document set, the lower separate ability of document property,
and then the weight value is small. On the other hand, the higher frequency for
a certain vocabulary entry in a document, the higher separate ability, and then
the weight value is big. The method is widely used in selecting text feature. But
it has many disadvantages too. First, the method undervalues that this term can
represent the characteristic of the documents of this class if it only frequently
appears in the documents belongs to the same class while infrequently in the
documents of the other class. Second TFIDF neglects the relations between the
feature and the class [4].

The another way is Latent Semantic Indexing (LSI). The most improvement is
mapping the document from the original set of words to a concept space. Unfor-
tunately, LSI maps the data into a domain in which it is not possible to provide
effective indexing techniques. Instead, conceptual indexing permits to describe
documents by using concepts that are unique and abstract human understand-
able notions. After that, several approaches, based on different techniques, have
been proposed for conceptual indexing.

One of the well-known mechanism for conceptual representation is conceptual
graph (CG). In Ref. [5], two ontologies are implemented based on CGs: the
Tendered Structure and the abstract domain ontology. And, the authors first
survey the indexing and retrieving techniques in CG literatures by using these
ontologies.

2.4 Query Expansion

In an IR system, the user inputs his query expression for his requirements. Nor-
mally, the query expression is not clear enough to let the IR system understands
what the user wants. Query expansion is one of the ways to solve this problem [6].

Query expansion technology was brought forward in Ref. [7]. It expands a
query expression with the addition of terms that are semantically correlated with
the original terms of the query. Several works demonstrated the performance
of IR system was improved by using it. As the terms, which are added to the
query, play a decision rule in the query process, they should be selected carefully.
Experimental results show that the incorrect choice of terms might harm the
retrieval process by drifting it away from the optimal correct answer [8].
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3 Document Representing

There are three tasks for the documents representing based on the concept:

(1) Labeling the terms in the document. The document consists of terms, and
most of them should be belonged to one or more concepts. Some of the
terms are not so closed to the concepts, and they are omitted in this step.
The documents are represented by the remain terms.

(2) Computing the relevance. There are many terms in a concept. There is no
experimental result shows that some terms are always more important than
others. The importance of the term is different in different concept. For the
document, we want to get a term list by the importance decrease order to
the concepts.

(3) Deciding the attribution of the document to the concept. For a given doc-
ument, it may have relation with two or more concepts, which concept the
document belongs to finally? Sometime, we need to answer the question that
if two documents had same terms but different term orders, do they have
same importance for a query or in a concept?

In the following, we construct a new approach with two-level structures. The
first level, called Word-Concept (W-C) level, reflects the relation between the
words and the concepts. And the second level, called Concept-Document (C-D)
level, reflects the relation between concepts and documents.

3.1 Labeling Document

In our discussion, the first task is labeling the terms in a document to the concept.
The method of labeling is referencing the WordNet. For the ontology and the
document, we can assume the facts:

(1) An ontology is a very large set of concepts, and there are several hundreds
of concepts in it. Each concept is consisted of many terms and the relations
between the terms, meanwhile each term may belong to more than one
concept.

(2) For a document, it is impossible to include all of the terms in a special
concept or a ontology. In other words, it is impossible that all of the terms
in a document are belonged to one concept.

(3) Assuming the term d is one of the terms of a document D(d ∈ D), d can
be labeled to concept C1 or C2 according to the term-list of the concepts.
Which concept should be selected for the term d finally?

The Word-Concept level of the new approach can be described as :

(1) Constructing the matrix UC for each concept C, it is:

UC =

⎛
⎜⎜⎜⎝

uc11 uc12 . . . uc1n
uc21 uc22 . . . uc2n
...

...
. . .

...
ucn1 ucn2 . . . ucnn

⎞
⎟⎟⎟⎠
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Where the element ucij(i �= j) is the times which word di and dj appear
synchronously in a paragraph, and ucii is the times which word di appears
in a paragraph by itself. In the beginning, all of the elements are 0.

(2) Scanning the document D. We label the words to the different concepts. If
a word was belong to two or more concepts, it was labeled to each of the
concepts. After the scanning, we count the times, of which word di and dj
appear synchronously, and replace the ucij with the value.

(3) Dealing with the matrix UC. If the column i is all 0, it means the word
di does not appear in document D. The column i and row i of this matrix
should be deleted.

It is obviously that the UC is symmetric matrix. In order to decrease the amount
of computation, we set a threshold for value of elements. Deleted the rows and
columns synchronously, the matrix keeps the characters of symmetric.

The document D may have relevance with concepts C1, C2, . . . , Ck. We denote
the relevance by matrix UCp, p ∈ [1, k]. In the following distribution , we indicate
the matrix UCp, p ∈ [1, k] with Q for convenience.

3.2 Computing Relevance

The elements qij(i, j ∈ [1, n]) of matrix Q responds to the times of word pair
di-dj appeared in the same paragraph in a document D. Normalizing the matrix
Q, we explain it as:

We have a word set D = {d1, d2, · · · , dn}, and we name each word in the set
with the state. The process starts in one of these states and moves successively
to another. Each moving is called a step. If the chain is currently in state di,
then it moves to state dj at the next step with a probability denoted by qij , and
the probability does not depended upon which states the chain was in before .
The word set D = {d1, d2, · · · , dn} can be regarded as Markov Chain. The Q is
row-stochastic matrix, and the elements qij is transition probabilities.

According to the Chapman-Kolmogorov equation [9] and characters of Markov
chain [10], the n − step transition matrix can be obtained by multiplying the
matrix Q by itself n times.

In the Q , the elements are connected to others, and the matrix cannot be
divided into two parts. So the Q is irreducible. Meanwhile the Q is aperiodic too.
The Perron-Frobenius theorem guarantees the equation x(k+1) = QTx(k) (for the
eigensystem QTx = x )converges to the principal eigenvector with eigenvalue 1,
and there is a real, positive, and the biggest eigenvector [11].

The biggest eigenvector means the importance of word di to the concept C.

3.3 Deciding Affiliation

In the above, we compute the importance of a word to a concept. In this section,
we will discuss the relevance of the document to the concept. The relevance will
be computed in Concept-Document(C-D) level of our new approach.
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Assuming we have two documents D1 and D2 and a concept C, how can we
consider the D1 has more or less relevance than the D2 to the C?

The graph G discussed previously is consisted by the nodes and the links. The
node represents the word and the link represents the relation. According to the
definition of ontology, there are four kinds of relation between the words, such
as part− of , kind− of ,instancd− of and attribute− of . We define the relation
between the words as,

Define 1. Assuming wi and wj are the nodes of graph G. If wi does not connect
to wj directly, there is a path from wi to wj . The distance between them is the
minimum of the steps from wi to wj .

distance(wi, wj) = Min(n|wi → w1 → w2 → · · · → wn → wj)

Define 2. If wi connected to wj directly, the distance between them is,

distance(wi, wj) =

{
1 Rela(wi,wj) ∈ {part− of, attribute− of}
2 Rela(wi,wj) ∈ {instance− of, kind− of}

Here Rele(wi, wj) is the one of the four relations between the words in a ontology.
According to the Define1 and Define2, we construct the distance matrix

Dis(C,D), which represents the distance of the document D to the concept C.

Dis(C,D) =

⎛
⎜⎜⎜⎝

d11 d12 . . . d1n
0 d22 . . . d2n
...

...
. . .

...
0 0 . . . dnn

⎞
⎟⎟⎟⎠

In Dis(C,D), column’s order can be exchange in order to keep the column i is
the hypernym of column j when i < j.

The sum of the row i, named it with Dis(i) =
∑

j dij , j ∈ [1, n], means the
ability of word wi representing the concept. In general, the more the Dis(i), the
much irrelevance of the word wi to the concept.

So, assuming the matrix Dis(C,D1) and Dis(C,D2) represent the relevance
of document D1 and D2 to the concept C respectively, we compute the distance
respectively just as fellows,

(1) Computing the Average Variance of each rows AVi, i ∈ [1, n];
(2) Sum the Average Variance value V =

∑
AVi, i ∈ [1, n].

Hence, we get two Average Variance values V1 and V2 for the document D1 and
D2 to the concept C respectively. We consider that the document with the less
Average Variance of V1 and V2 has much relevance with the C.

4 Query Expansion

Search Engine (SE) plays the important role in finding information in Internet.
The user inputs the query sentence to SE, and the most important thing for SE



Conceptual Representing of Documents and Query Expansion on Ontology 495

is to know what the user want to get exactly. In normal, the query sentence is
not detail enough to be used to feed back the satisfactory results to the user.
Query expansion is used to solve this problem.

There are many ways to expand the query sentence. But it is difficult to ex-
pand it without any other help, such as the domain information, surfing history
or log records. In our approach, the user is requested to register for the per-
sonalized service. The personal information is used to construct the Personal
Information Profile (PIP). After the IR system feed back the results to the user,
he checks the results and estimates them. The IR system refine the PIP accord-
ing to the estimation. In the constructing of PIP, the ontology play a key role.
By using ontology, we can enrich the implication of query and to enhance the
search capabilities of existing web searching systems. The method of expanding
can be described as,

(1) Splitting the query to words and marking them in the ontology words pool.
The weight of the word plus 1 for each time appeared in the query. It is
obviously that the more times the word appear in the query, the more weight
it is in the ontology words pool.

(2) Selecting the concept, which the query words are involved in, we order the
words belong to the concept just as following steps,

(a) Ordering two word-lists. The first one is that the words order by the
relevance, which are computed in W-C level. We named it as,

M(wi1, wi2, ..., wim).

The second one is that the words order by the appearance times in user’s
query in a given period. We named it as,

N(wj1, wj2, ..., wjn).

(b) Setting the final word list as,

P = αM(wi1, wi2, ..., wim) + (1 − α)N(wj1, wj2, ..., wjn), α ∈ (0, 1).

(c) Setting the threshold, and selecting the top−R words. The top−R words
have much relevance with the words appeared in the query sentence.

In general, it can be imaged that the effect of this way is not ideal in the
beginning as the limited of the words in query sentence. With the times of
query input increased, the accuracy will be better.

(3) The R words selected in the last step will be submitted to the SE, and SE
feed backs the results to user according to the these words. The user reviews
the results, and he presents his owner opinion for the retrieval results. The
opinion will be used to refine the parameter α ∈ (0, 1) in the formula.

5 Conclusion

The paper introduces the concepts of ontology, query expansion, and represent-
ing the document by using the ontology. We construct a new approach with two
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levels, the Word-Concept level and Concept-Document level, which reflects the
relation among the words, concepts, documents and queries. By computing the
biggest eigenvector of words matrix to determine the relevance of words appeared
in document to concepts, and computing the average variance to determine the
distance of document to the concept. By constructing the Personal Information
Profile(PIP) of user to expand the query sentence. According to the forecast,
the feedback results will be fine than before.
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Abstract. Many documents share common HTML tree structure on script 
generated websites, allowing us to effectively extract interested information 
from deep webpage by wrappers. Since tree structure evolves over time, the 
wrappers break frequently and need to be re-learned. In this paper, we explore 
the problem of constructing robust wrappers for deep web information 
extraction. In order to keep web extraction robust when webpage changes, a 
minimum cost script edit model based on machine learning techniques is 
proposed. With the method, we consider three edit operations under structural 
changes, i.e., inserting nodes, deleting nodes and substituting nodes’ labels. 
Firstly, we obtain the change frequencies of three edit operations for each 
HTML label according to the frequency of webpage change on real web data 
with machine learning method. Then, we compute the corresponding edit costs 
for three edit operations on the basis of change frequencies and minimum cost 
model. Finally, we choose the most proper data to extract the interested 
information by applying the minimum cost script. Experimental results show 
that the proposed approach can accomplish robust web extraction with high 
accuracy. 

Keywords: Web Data Extraction, Wrapper, Robust, Minimum Cost Script, 
Machine Learning. 

1 Introduction 

Several websites use scripts to generate highly structured HTML from backend 
databases, such as: recruitment sites, shopping sites, academic sites and form-based 
websites. The structural similarity of script-generated webpages can help information 
extraction systems to extract information from the webpages using simple rules. 
These rules are called wrappers. Once a wrapper is learnt for a site, it will keep up-to-
date information. Nowadays, wrappers are becoming a dominant strategy for 
extracting web information from script-generated pages. 
                                                           
* Corresponding author. 
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However, the extraction operation of wrappers is greatly depended on the structure 
of webpage. Since the information of webpage changes dynamically, even very slight 
change may lead to the breakdown of wrappers and require them to re-learn. This is 
the so-called Wrapper Breakage Problem. Therefore, it is very important for web data 
integration to effectively improve the adaptive capacity of web data extraction. 

To illustrate, Fig. 1 displays an XML document tree of a script-generated job page 
from 51job.com. If we want to extract working place from this page, following XPath 
expression can be used: 

W1 ≡ /html/body/div[2]/table/td[2]/text() . (1)

which is an instruction on how to traverse HTML DOM trees. However, there are 
several small changes which can break this wrapper. For instance, the order of 
“Working place” and “Position” is changed, the first div is deleted or merged with the 
second one, a new table or td is added under the second div, and so on. 

 

Fig. 1. An HTML webpage of 51job.com 

In fact, the expression W1 is one form of a simple wrapper, and the problem of 
robust web extraction has caught much attention and has been widely researched [1, 
2, 3]. Jussi Myllymaki and Jared Jackson [1] proposed that certain wrappers are more 
robust than others, and the wrappers can have lower breakage. For instance, each of 
the following XPath expressions can be used as an alternative to W1 to extract the 
working place. 

W2 ≡ //div[@class = ‘btname’]/*/td[2]/text() . (2)

W3 ≡ //table[@width = ‘98%’]/td[2]/text() . (3)

Intuitively, these wrappers may be preferable to W1 since they have a lesser 
dependence on the tree structure. For example, if the first div is deleted, W1 will not 
work, while W2 and W3 might still work. 

In this paper, we aim to design a wrapper that can achieve substantially higher 
robustness. Wrapper can complete and extract web data records from deep webpage 
accurately, which is denoted as “distinguished node” in this paper. Then, wrapper 
constructs a set of extraction rules according to website template, extracts information 
from webpage and translates into structured data automatically. In general, when 
webpage changes beyond the limitation of wrapper script, we can only re-locate the 
data by modifying wrapper scripts. Otherwise, the information extraction might be 
failed. When webpage evolves over time, we use the existing information of web data 
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integrated system combining with other techniques to recognize and label the data 
elements and attribute tags. Then, we can generate an optimal training sample. 
Finally, we can rebuild a new wrapper by using the existing wrapper induction 
techniques, and make it possible for wrappers to cope with the changes in websites 
effectively. In order to keep web extraction robust when webpage changes, we 
propose a novel and highly efficient approach based on minimum cost script edit 
model with machine learning techniques for robust web extraction. 

Our contributions involve four aspects in this work. Firstly, we propose a general 
framework for constructing robust wrapper to extract interested information from 
deep webpages. Secondly, we present a novel and efficient algorithm for enumerating 
all minimal candidate wrappers to speed up the robustness of the evaluation. Thirdly, 
we design a model that takes the archival data on real websites as input, and learns a 
model that best fits the data to extract the information from deep webpages. Finally, 
we perform an extensive set of experiments covering over multiple websites, and the 
experiments are able to achieve very high precision and recall. It demonstrates that 
our wrapper is highly effective in coping with changes in websites. 

The rest of the paper is organized as follows. In Section 2, we introduce our robust 
web extraction framework, and generate minimal candidate wrappers with 
enumeration method in Section 3. The minimum cost script edit model for evaluating 
the robustness of wrappers is proposed in Section 4. Our experimental evaluation is 
presented in Section 5 and conclusion is provided in Section 6. Finally, 
acknowledgements and related references are given in the following sections. 

2 Robust Web Extraction Framework 

In this section, we give an overview of our robust web extraction framework on the 
basis of the framework which was recently proposed by Nilesh Dalvi et al. [2]. This 
framework is depicted in Fig. 2. Some related concepts about robust web extraction 
are from the reference [16]. We describe the main components as follows and the 
functions in italic indicate our new methods. 

 

Fig. 2. Robust web extraction framework 
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In the framework, the Archival Data component contains various evolutions of 
webpage. Suppose a webpage w denotes the 51job page for the Java Developer, 
undergoing various changes across its time. Let w0, w1, … denote the various future 
versions of w. The archival data component is a collection of pairs (wt, wt +1) for the 
various future versions of w, i.e. it includes {(w0, w1), (w1, w2), …, (wt, wt +1)}. The 
archival data can be obtained by monitoring a set of webpages over time. 

The Model Learner component is mainly responsible for minimum cost model. 
Model learner takes the archival data as input and learns a model that best fits the 
data. It learns the parameter values that minimize the cost of each edit operation, i.e. 

)}y:(cos),:(cos),:(cos{
x

min
arg

),( 1

→∏
∈+

xsubstitutetxdeletetxinsertt
taArchivalDaww tt

 . 
(4)

where x represents a node of webpage; cost (insert: x) represents the cost of inserting 
a node with the label x; cost (delete: x) represents the cost of deleting a node with the 
label x; cost (substitute: x→y) represents the cost of substituting node x to node y. 

The Minimum Cost Model component consists of costs of three edit operations: 
inserting nodes, deleting nodes and substituting labels of nodes. This is the salient 
component of our framework. The minimum cost model is specified by a set of 
parameters, computing the minimum cost of each edit operations by means of the 
parameter obtained by model learner. We intend to compute the change frequencies of 
three edit operations for each HTML label according to the frequency of webpage 
change on real web data with machine learning techniques. Then, we derive the cost 
of edit operations according to the frequency of webpage change combining with 
model learner. If the operations of webpages are frequent, then we need to make the 
corresponding cost as low as possible. Since the cost of each edit operation is 
minimal, the cost sum of a sequence of edit operations for webpage is minimum. 

The Training Examples component for an extraction task consists of a small subset 
of the interested webpages that specify some fields. Such as: the working place, 
release date, education background and position for job information of the webpages 
from 51job and zhaopin sites. 

The Candidate Generator component takes labeled training data and generates a 
set of candidate alternative wrappers. The problem of learning wrappers from labeled 
examples has been extensively studied [4-11], and some focus specifically on learning 
XPath rules [1, 4]. Any of the techniques can be used as part of candidate generator in 
this paper. In this section, we consider a method that generates wrappers in a bottom-
up fashion, by starting from the most general XPath that matches and specializes 
every node until it matches the target node in each document. We want to generate an 
XPath expression, which makes both precision and recall equal to 1. Precision reflects 
the accuracy of the results, and Recall reflects the cover of getting correct results. We 
can enumerate all the wrappers according to the above idea, but enumerating all the 
wrappers is relatively time-consuming for evaluating the robustness of wrappers. 
Consequently, we consider enumerating all “minimal” candidate wrappers to improve 
our algorithm. 

The Wrappers Robustness Evaluator component takes the set of candidate 
wrappers, evaluates the robustness of every one by the minimum cost model, and 
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chooses the most robust wrapper. We define the robustness of wrappers as the 
minimum cost and it will continue to work on the future new versions of the webpage 
for extracting the distinguished node of interest when webpages evolve over time. The 
wrapper that has the most robustness is chosen among the set of candidate wrappers 
as the desired one.  

3 Generating Minimal Candidate Wrappers  

We intend to obtain a set of alternative wrappers for our extraction task to pick the 
most robust wrapper according to our model. The set of candidate wrappers should 
contain a variety of potentially robust ones. Previous work [11] on automatically 
learning XPath rules from labeled webpages works in a top-down fashion, namely, it 
starts from the specific paths in each webpage and generalizes them to a single XPath. 
But unfortunately, this results in the most specific XPath which contains all possible 
predicates across all webpage. For instance, in Fig 1, a full XPath expression W1 is 
obtained by applying a top-down fashion when we extract the information of 
“Working place”. For W1, if the first div is deleted or merged with the second one, it 
will not work, namely the robustness of wrapper W1 is extremely poor. Therefore, the 
resulting XPath is complex and not robust, thus, it is not a suitable candidate for a 
robust wrapper.  

Nilesh Dalvi et al. [2] recently proposed an algorithm for enumerating wrappers; 
however, the algorithm is not complete. Besides, the problem of constructing the most 
robust wrapper is still unsolved. In this paper, we describe a more complete and 
effective method based on their algorithm. It generates wrappers in a bottom-up 
fashion, by starting from the most general XPath that matches and specializing every 
node until it matches the target node in each document. 

Suppose D represents a set of labeled XML documents, i.e. it contains several 
distinguished nodes of interest in corresponding webpage. For each Dd ∈ , we want 
to extract the target nodes coming from the set of labeled nodes of D ,which is written 
as T(d). For an given XPath expression x, we intend to generate such an XPath 
expression x which satisfies the following rule: for each d, x(d) = T(d), namely, the 
result of extraction is exactly equal to the target node. We define evaluation criteria 
according to the information retrieval as follows.                      

)(/))()(()Precision( dxdTdxx
d

=
 . 

(5)

)(/))()(()Recall( dTdTdxx
d

=
 . 

(6)

We intend to generate an XPath expression, which makes both precision and recall 
equal to 1. To illustrate, we use the following XPath expression: 

x0 ≡ // html/body/div/ table/*/td/text() . (7)
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We define a one-step specialization of x to be an XPath expression obtained by any 
of the following four operations on x:  

1. Adding a predicate to some node in x. E.g. 

x1 ≡ // html/body/div/ table[@width = ‘98%’]/*/td/text() . (8)

2. Adding child position information to some node in x. E.g. 

x2 ≡ // html/body/div[2]/ table/*/td/text() . (9)

3. Adding a //* at the top of x. E.g. 

x3 ≡ //*/ html/body/div/ table/*/td/text() . (10)

4. Converting a * to an HTML label name. E.g. 

x4 ≡ // html/body/div/ table/tr/td/text() . (11)

We represent 
10 xx →  as a one-step specialization of x0, and we identify 

1
*

0 xx ⎯→⎯  as multi-step specializations, namely, x1 can be obtained from x0 using a 

sequence of specializations. The basic idea behind the proposed algorithm is 
maintaining a set P of partial wrappers. Each element of set P is an XPath expression 
which has a recall equal to 1 and a precision less than 1. Initially, set P contains the 
single XPath expression “//*” that matches every node in each document. The 
algorithm applies specialization steps to XPaths in P to obtain new ones repeatedly 
until the precision of XPaths reaches 1. Then, XPaths are removed from P and added 
to the set of output wrappers. By this method, we can enumerate all XPaths 
expressions. However, it is really time-consuming to evaluate the robustness of 
wrappers by enumerating all XPaths, besides, the efficiency is quite low. Thus, we 
consider enumerating all “minimal” candidate wrappers to improve our method.  

For a set of given documents D and an XPath expression x, we say x is minimal if 
there is no other XPath x0 fits: xx ⎯→⎯*

0
, Precision(x0) = Precision(x) and 

Recall(x0) = Recall(x). 
Suppose x is a wrapper expressed by XPath expression, namely its precision and 

recall equal to 1, but x does not meet the conditions of minimal wrapper. Then we 
need to discover a smaller XPath expression x0 which is also a wrapper. Moreover, 
smaller XPaths expressions are less likely to break when extracting the information in 
the webpages. 

Obviously, suppose X be any XPath expression and x a wrapper, such that 
xX ⎯→⎯* . If x is minimal, X is also minimal. Thus, we can obtain all minimal 

wrappers by enumerating wrappers and discarding non-minimal XPath expressions in 
the set P after each specialization. 

The algorithm includes three cases. Firstly, if x0 in set P is not the minimal 
wrapper, we will remove it from P. Then, if the wrapper x0 meets the conditions of 
minimal wrapper, the recall equals to 1 but the precision is less than 1, we will put x0 
in set P and continue looping until the precision reaches to 1. Finally, if the wrapper is 
the minimal one and the precision reaches to 1, then we remove the wrapper x0 from P 
and add it to the set of resultset. In Table 1, the algorithm for enumerating minimal 
wrappers is described in detail. It can be seen that Algorithm 1 is very reasonable and 
complete, thus, it generates all minimal candidate wrappers and only minimal ones. 
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Table 1. Generating minimal candidate wrappers with enumeration method 

Algorithm 1.  Generating minimal candidate wrappers 

Input: A set of labeled webpages, i.e. webpages include several distinguished nodes. 
Output: ResultSet: a set of wrappers expressed by XPath expressions. 

 

1.  ResultSet = ∅   // Initially, ResultSet does not contain element. 
2.  P = {“//*”}          // P is the set of partial wrappers. 
3.  while P ≠ ∅ do 
4.  Suppose x be any XPath expression in P of partial wrappers, namely, each x∈P. 
5.         P = P – x  

6.  for all x0 s.t. 0xx →  do      // x to x0 is one-step specialization operation. 

7.     if  isMinimal(x0) = false then  
8.           P = P – x0 

9.     end if 
10.    if  isMinimal(x0) and Precision(x0) ＜ 1 and Recall(x0) = 1 then 

11.         P = P ∪ x0 
12.    end if 
13.    if  isMinimal(x0) and Precision(x0) = Recall(x0) = 1 then 
14.        ResultSet = ResultSet ∪ x0 
15.    end if 
16.   end for 
17.  end while 
18.  Return ResultSet 

4 Minimum Cost Script Edit Model for Evaluating the 
Robustness of Wrappers 

We have described edit costs for three edit operations (i.e. inserting nodes, deleting 
nodes and substituting labels of nodes). We now depict cost function for computing 
the cost corresponding to each operation in detail. Let L denote the set of all labels, 
li∈L. We assume that there is a cost function cost(x) for computing the cost for each 
edit operation, such as cost (∅, l1) represents the cost of inserting a node with label l1, 
cost (l1, ∅) represents the cost of deleting a node with label l1, and cost (l1, l2) 
represents the cost of substituting a node with label l1 to another node with label l2.  
Note that cost (l1, l1) = 0. In addition, we assume that cost functions are satisfied for 
the triangle inequality, i.e., cost(l1, l2)＋cost(l2, l3) ≥ cost(l1, l3). S is an given edit 
script and the cost denoted as cost(S), which is simply the sum of costs of each of the 
edit operations in S as given by the cost function cost(x). 

It is easy to compute the minimum cost scripts according to the cost model is 
trained in Section 2, since each cost of the operations is minimum which are trained 
in model. 
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Table 2. Minimum cost script edit algorithm for robust web extraction 

Algorithm 2  Minimum Cost Script Edit Algorithm for Robust Web Extraction 

Input: W: A webpage; 
W’: the future version of webpage W; 
d(W): a distinguished node of interest. 

Output: New_d(W)’: new location of d(W) in W’; 
Extr_Conf: confidence of extraction. 

 

1.  Compute the change frequencies of three edit operations for each HTML label 
according to the frequency of webpage change on real web data with machine 
learning techniques. 

2.  Compute the corresponding costs for three edit operations according to the change 
frequencies of edit operations and the minimum cost model. 

3.  cost(insert: x) := Cost(insert a node); 
4.  cost(delete: x) := Cost(delete a node); 
5.  cost(substitute: x→y) := Cost(substitute a node to another node); 
6.  Take webpage W to W’ by a set of edit scripts, using the dynamic programming to 

compute the costs of all edit scripts and save the results with array. 
7.  Choose the minimum cost script S1 such that W’ are obtained by applying S1 in W, 

namely S1(W) and W’ are isomorphic, i.e. 
S1(W)≡W’; 
New_d(W)’ = S1(d(W)); 

         Extr_C1 = cost(S1); 
8.  Choose the minimum cost script S2 such that W’ are obtained by applying S2 in W, 

namely S2(W) and W’ are isomorphic but does not map d(W) to the node 
corresponding to S1(d(W)), i.e. 

S2(W)≡W’ and New_d(W)’≠S1(d(W)); 
   Extr_C2 = cost(S2); 

9.   Extr_Conf = Extr_C2 － Extr_C1; 
10.  Return New_d(W)’, Extr_Conf 

  

 
Confidence is a measure of how much we trust our extraction of the distinguished 

node for the given new version. Intuitively, if the page w’ differs a lot from w, then 
our confidence in the extraction should be low. However, if all the changes in w’ are 
in a distinct portion away from the distinguished node, then the confidence should be 
high despite those changes. Based on this intuition, we define the confidence of 
extraction on a given new version as follows [3]. 

Let S1 be the smallest cost edit script that takes w to w’, namely S1(w) and w’ are 
isomorphic trees, the node extracted by wrapper is denoted S1(d(w)), and the 
corresponding cost is cost(S1). We also look at the smallest cost edit script S2 that 
takes w to w’ but does not map d(w) to the node corresponding to S1(d(w)), and the 
corresponding cost is cost(S2). We define the confidence of extraction as cost(S2)－
cost(S1). Intuitively, if this difference between cost(S2) and cost(S1) is large, the 
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extracted node is well separated from the rest of nodes, and the extraction is likely to 
be correct. If this difference is low, the extracted node is likely to be wrong. 

Aditya Parameswaran et al. [3] proposed a method by enumeration method for 
computing the minimum cost scripts and extracting the distinguished node of interest. 
The method is simple but inefficient, for the efficiency of enumerative algorithm is 
very low. Next, we design a more efficient algorithm using dynamic programming to 
compute the costs of all edit scripts efficiently. The basic idea behind the more 
efficient algorithm is to pre-compute the costs of all edit scripts, and finally choose 
the most suited data to extract the interested information. In Table 2, the process is 
illustrated. 

In Algorithm 2, output parameter New_d(W)’ represents the new location of 
distinguished node of interest, expressed by XPath expression. Output parameter 
Extr_Conf represents the confidence of extraction. If Extr_Conf is large, the 
extraction is likely to be correct. The confidence of extraction can be used to decide 
whether to use the extracted results or not. 

5 Experimental Evaluation 

In our experiments, we evaluate the effect of our robust web extraction framework on 
a dataset of crawled pages on two real-world recruitment sites. 

5.1 Data Sets 

To test the robustness of our techniques, we use archival data from two sites: 51job 
and zhaopin sites. Each data set consists of a set of webpages from the above websites 
monitored over last 10 months respectively. We choose about 100 webpages acting as 
archival versions from each website, and we crawl every version once a week. 

In each of our data sets, we manually select distinguished nodes which can be 
identified. We choose distinguished nodes including “Working place”, “Position”, 
“Release date” and “Education background” and so on. 

5.2 Evaluation Criterion 

In this paper, evaluation criteria from information retrieval [12] are adopted to 
evaluate the effect of this method. 

We use the expressions (5) and (6) to evaluate the Precision and Recall, 
respectively. F1 measure is: 

2 Pr Re
F1

Pr Re

ecision call

ecision call

× ×=
+  . 

(12)

Precision reflects the believe level of the results, and Recall reflects the cover of 
getting correct results, with F1 synthesizing precision and recall. 
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5.3 Experimental Results and Analysis 

(1)  The Change Frequencies and Costs of Edit Operations 
In this section, firstly, we obtain the change frequencies of edit operations by using 
machine learning techniques, then edit costs are calculated. 

Table 3 shows the top 10 change frequencies that we implement our approach on a 
dataset of crawled pages on two real-world recruitment sites. Intuitively, the edit cost 
for an operation should capture the difficulty for a website maintainer to make edit 
operation. For instance, inserting a new table should be more expensive than inserting 
a new row or column, so the frequency of inserting a new row is higher than inserting 
a new table. Therefore, if the operations of webpages are frequent, we need to make 
the corresponding cost as low as possible. We set the cost of edit operations as 1, 
same with the frequencies of edit operations. Table 4 shows the edit costs according 
to the frequency of webpage change combining with our minimum cost model. 

Table 3. The change frequencies of edit operations 

Insertion frequency Deletion frequency Substitution frequency 

Label name Frequency Label name Frequency Label name Frequency 
a 0.0286 a 0.1070 a 0.0518 

span 0.0162 li 0.0779 td 0.0311 

div 0.0154 td 0.0375 li 0.0199 

li 0.0112 div 0.0269 div 0.0102 

td 0.0081 img 0.0232 span 0.0077 

b 0.0064 span 0.0143 img 0.0064 

img 0.0051 tr 0.0129 b 0.0045 

tr 0.0042 b 0.0125 tr 0.0040 

br 0.0036 br 0.0110 br 0.0034 

ul 0.0011 ul 0.0099 ul 0.0026 

Table 4. The edit costs of edit operations 

Edit operations Edit costs 

Insertion 0.5414 

Deletion 0.1624 

Substitution 0.2962 

(2)   Evaluating the Robustness of Wrappers  
In our experiments, we implement two other wrappers for comparison. One uses the 
full XPath containing the complete sequence of nodes’ labels from the root node to 
the distinguished node in the initial version of the webpage. This wrapper is often 
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used in practice. The other one uses the probabilistic robust XPath wrappers from [2]. 
We call these wrappers FullXPath and ProRobustXPath respectively, and our wrapper 
MinCostScript. 

The input of a wrapper consists of the old and new versions of a page as well as the 
location of the distinguished node in the page. As to each execution, we check 
whether the wrapper finds the distinguished node in the new version. We study how 
well our wrapper performs as a function of elapsed time between the old and new 
versions of the webpage. Also, we use skip sizes as a measure for the elapsed time. 
We say a pair of versions has a skip of K if the difference between the version 
numbers of the two versions is K. We evaluate the accuracy of wrappers by varying 
the skip size. We plot the results of three methods on 51job site in Fig. 3(a). As we 
can see, our wrapper performs much better. Meanwhile, our wrapper is also suitable 
for other websites, such as Zhaopin site in Fig. 3(b). For each skip size K, we run all 
the rappers and plot the results in Fig.4. We can find that the three schemes perform 
worse when skip size is increased, while our approach performs much better. 

 

 

Fig. 3. Performance comparisons of three methods 

 

Fig. 4. Accuracy comparisons of three methods VS K(Skip Size) 
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6 Conclusion 

In this paper, we propose a minimum cost script edit model based on machine 
learning techniques to construct robust wrapper for extracting interested information 
from deep webpages. The method considers three edit operations under HTML tree 
structural changes, namely, inserting nodes, deleting nodes and substituting labels of 
nodes. We obtain the change frequencies of three edit operations for each HTML 
label-name by applying our approach on a dataset of crawled pages on two real-world 
recruitment sites, i.e. 51job and zhaopin sites. The model takes archival data on the 
real-world recruitment sites as input and learns a model that best fits the data, such 
that the parameter values minimize the cost of each edit operation. Finally, the model 
chooses the most suited data to extract the interested information from deep 
webpages. By evaluating on real websites, it demonstrates that our wrapper is highly 
effective in coping with changes in websites. 
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Abstract. Through several thousands years of clinical research and the-
oretical thoughts, traditional Chinese medicine (TCM) has accumulated
rich experiences on Chronic Obstructive Pulmonary Disease (COPD).
However, the usage of Chinese herbal medicines in formulae are flexible in
TCM clinical practice according to pattern differentiation, so, it is impor-
tant to get the composition rules of Chinese herbal medicines through lit-
eratures. Based on the keyword list of Chinese herbal medicine, through
the keyword filtering skill, we can get the lists of Chinese herbal medicines.
However, for Chinese herbal medicines, they are not only mentioned in
the plain format of herb names, but also densely described in the form of
formulae (also called Chu-Fang, Yao-Fang or Tang-Yao in Chinese). As
formulae are composed by Chinese herbal medicines according the theory
of traditional Chinese medicine, so, it is necessary to filtering them out
and de-compose them back into specified Chinese herbal medicines. In
this study, take COPD for example, we explored the composition-rules
of Chinese herbal medicines and the network of TCM pattern with them.
By doing this, we might get a deeper understanding of composition-rules
of Chinese herbal medicines in clinical practice which might be a better
reference for both clinical practise and research.

Keywords: text mining, Chinese herbal medicine, composition rule,
chronic obstructive pulmonary disease, traditional Chinese medicine.

1 Introduction

Through several thousand years of clinical practices and theoretical thoughts,
traditional Chinese medicine has developed into several genres [1–3]. For even
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the same disease, doctors of different genres might prescribed different formulae
or different composition of herbal medicines, and what’s more, patients with the
same diseases can also be cured. This might be confusing [1], yet by text mining
[4], we might get the objective composition rules of Chinese herbal medicines.
In this study, focused on the disease of Chronic obstructive pulmonary disease
(COPD), we got the rules of Chinese herbal medicines for treating this disease.

COPD, also known as chronic obstructive lung disease (COLD) [5–
8], chronic obstructive airway disease (COAD), chronic airflow limitation
(CAL) and chronic obstructive respiratory disease (CORD), is the co-
occurrence of chronic bronchitis and emphysema, a pair of commonly co-
existing diseases of the lungs in which the airways become narrowed
(http://www.nhlbi.nih.gov/health/health-topics/topics/copd/). This leads to a
limitation of the flow of air to and from the lungs, causing shortness of breath
(dyspnea). In clinical practice, COPD is defined by its characteristically low
airflow on lung function tests [9–14].

In traditional Chinese medicine, COPD belongs to asthma syndrome (Chuang-
Zheng in Pinyin, or “��” in Chinese) [1]. In clinical, asthma syndrome can be
demonstrated by symptoms of cough, sputum, chest stuffiness, palpitation, limb
edema and so on. The therapeutic methods are facilitating the flow of blood

(“��” in Chinese)benefiting qi (“��” in Chinese)reducing phlegm (“��” in
Chinese)warming yang(“��” in Chinese).

Based on TCM theory, on COPD, researchers have done some research work
on it, i.e., syndrome [20], syndrome differentiation [21], and therapy effect[22, 23].
However, there is no work done on the analysis of Chinese herbal medicines used
for COPD. In this study, based on the therapeutic methods, Chinese herbal
medicines are classified into different functions according to their ‘nature’ charac-
ters [2]. What’s more, in clinical practices, the usages of Chinese herbal medicines
are flexible according to the healthy conditions of different patients [3][2]. So, it
is important and necessary to mine out the composition-rules of Chinese herbal
medicines for COPD.

By applying the algorithm set based on data slicing with the principle of
co-occurrence, we mined the dataset of literature on cirrhosis. The text mining
process is executed for Chinese herbal medicine, herb formula, and pattern in
traditional Chinese medicine associated with them. Then, based on the rules of
herb formulae, we decomposed formulae into Chinese herbal medicines and then
built the networks of Chinese herbal medicines.

2 Material and Methods

2.1 Data Collection

The dataset were downloaded from SinoMed (http://sinomed.cintcm.ac.cn/
index.jsp) with the query terms of “��������” and “���” (both are
COPD in Chinese) on January 22, 2012. This dataset conatins 18,199 records of
literatures on COPD, and in this dataset, each record/paper is tagged with an
unique ID. These records contain the title, keywords, and abstract of published
papers.
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2.2 Data Filtering

Chinese Herbal Medicine in the Plain Text Format. Based on the key-
word list of Chinese herbal medicines (both legal names and other popular names
are included for calculation) [2], we filtered the Chinese herbal medicines in the
plain text format, and then converted all popular names into legal names. All
the Chinese herbal medicines were tagged with their unique paper ID. Based on
the unique paper ID, we could construct the pairs of co-existed Chinese herbal
medicines as they do co-existed in literature [4, 16–19]. For example, in one
paper, Chinese herbal medicines of “Mahuang” (“��” in Chinese), “Guizhi”
(“��” in Chinese), and “Xixin” (“��” in Chinese) are mentioned. Then, the
pairs of co-existed Chinese herbal medicines of “Mahuang-Guizhi”, “Mahuang-
Xixin”, and “Guizhi-Xixin” are constructed.

Chinese Herbal Medicine in Herb Formulae. As Chinese herbal medicines
are densely described in herb formulae (also called FuFang or TangYao in Chi-
nese) [1–3, 15], and they are composed in order of sovereign, minister, assis-
tant and courier (Jun-Chen-Zuo-Shi in Pinyin, and “����” in Chinese) [15]
within a formula according to their functions which is based on the theory of
traditional Chinese medicine [3]. So, in order to get a deeper understanding of
the composition-rules of Chinese herbal medicines, it is necessary to decompose
Chinese herbal medicine out from herb formulae. Based on this, we filtered the
names of herb formulae. Then, according to their components of Chinese herbal
medicines, we built another kinds of co-existed pairs of Chinese herbal medicines.
That is to say, all the Chinese herbal medicines that existed within a formula
are considered as co-existed. As for the calculation process, the formulae were
also mined out with their unique paper ID.

Patterns and Symptom Sets of Traditional Chinese Medicine. Pattern
differentiation is of key role in the clinical practise of traditional Chinese medicine
[1, 3]. What’s more, in traditional Chinese medicine, pattern can be identified
by a set of symptoms. In clinical practices, patterns are usually as described
with symptoms, herb formulae, Chinese herbal medicines, and other information
associated with diseases. Based on the theory of traditional Chinese medicine,
patterns should be associated with the usage of Chinese herbal medicines and
the symptom sets of patients. Then, it is natural and intuitive to filter out the
pattern, together with the association rules among Chinese herbal medicines,
and symptom sets with them.

After calculation, the most outstanding TCM pattern are: phlegm-damp ob-
structing lung (“����” in Chinese), and qi-deficiency of lung (“���”).
For symptoms, the most frequently mentioned are: shortness of breath, cough,
expectoration, chest stuffiness,lack of strength, and so on.

2.3 Calculating the Merged Order of Chinese Herbal Medicines

As we have the table of Chinese herbal medicines filtered from plain text format,
together with those induced from herb formulae, we got the total order of them.
This total results are listed in Table 1.
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Table 1. Top 15 Chinese herbal medicines mentioned in plain text format

Pinyin Name Chinese Latin Name Order of Order of Order of
Name Merged Plain Formula

Renshen �� Radix Et Rhizoma Gin-
seng

1 1 3

Huangqi �� Radix Astragali 2 3 8
Gancao �� Radix Et Rhizoma Gly-

cyrrhizae
3 11 4

Banxia �� Rhizoma Pinelliae 4 15 2
Maidong �� Radix Ophiopogonis 5 2 -
Baizhu �� Rhizoma Atractylodis

Macrocephalae
6 - 1

Danshen �� Radix Et Rhizoma
Salviae Miltiorrhizae

7 4 -

Chenpi �� Pericarpium Citri Retic-
ulatae

8 14 5

Fuling �� Poria cocos (Schw.)
Wolf.

9 - 6

Guizhi �� Ramulus Cinnamomi 10 - 7
Mahuang �� Herba Ephedrae 11 7 -
Xixin �� Radix Et Rhizoma

Asari
12 8 -

Taoren �� Semen Persicae 13 - 14
Chuanxiong �� Rhizoma Chuanxiong 14 5 -
Danggui �� Radix Angelicae Sinen-

sis
15 13 -

Dongchongxiacao ���� Cordyceps - 6 -
Xiebai �� Bulbus Allii Macroste-

monis
- 9 -

Shengdihuang ��� Radix Rehmanniae - 10 -
Gejie �� Gecko - 12 -
Fuzi �� Radix Aconiti Lateralis

Praeparata
- - 9

Dongguazi ��� Semen Benincasae - - 10
Dazao �� Fructus Jujubae - - 11
Lugen �� Rhizoma Phragmitis - - 12
Shengjiang �� Rhizoma Zingiberis Re-

cens
- - 13

Wuweizi ��� Fructus Schisandrae
Chinensis

- - 15

From Table 1, we can see that the column of “Order of Merged”, top 15
Chinese herbal medicines are selected from both “Order of Plain” and “Order
of Formulae”. Among the top 15 merged Chinese herbal medicines, 11 are from
plain text format and 9 are from those induced from herb formulae. That is
to say, there are 5 Chinese herbal medicines existing in both plain format and
formulae.



514 J. Zhan et al.

By checking the nature of these Chinese herbal medicines according to their
relationships with the major patterns of phlegm-damp obstructing lung and qi-
deficiency of lung. They can be classified into three groups: group one is for pat-
tern phlegm-damp obstructing lung which will be demonstrated in green, group
two is for pattern qi-deficiency of lung which will be demonstrated in orange,
and group three is belonging to other patterns which will be demonstrated in
gray.

2.4 Network Construction

Rule Based Inducing Chinese Herbal Medicines Out from Herb For-
mulae. With respect to the theory of traditional Chinese medicine, each herb
formula has its function structure for each consisting herbs. As the name of herb
formulae can be filtered out from literatures tagged with paper IDs. Then, ac-
cording to the unique paper ID, we built the co-existed pairs of Chinese herbal
medicines. For example, herb formula of Xiao-Qing-Long decoction is one of the
top two formulae which are associated with COPD. It is composed by seven
Chinese herbal medicines, in PinYin, they are Mahuang (“��” in Chinese),
Shaoyao (“��” in Chinese), Xixin (“��” in Chinese), Ganjiang (“��” in

Chinese), Zhigancao (“���” in Chinese), Guizhi (“��” in Chinese), Wuweizi
(“���” in Chinese), Banxia (“��” in Chinese). In this formula, co-existed
pairs of Chinese herbal medicines can be constructed by rules which is demon-
strated in Table 2 marked by checkmark.

From Table 2, we can see that only the different composition of Chinese herbal
medicines within one herb formula (for example, Xiao-Qing-Long decoction) can
be constructed into co-existed pairs. These co-existed pairs of Chinese herbal
medicines are demonstrated by checkmark.

Chinese Herbal Medicine in the Plain Text Format. One natural and
intuitive goal for text mining is to count the frequencies of Chinese herbal
medicines existed in literatures. As Chinese herbal medicines were filtered out
from literatures tagged with paper ID, and what’s more, these herbal medicines

Table 2. Rules of co-existed pairs of Chinese herbal medicines constructed from herb
formulae

Co-existed Mahuang Shaoyao Xixin Ganjiang Zhigancao Guizhi Wuweizi Banxia
pairs (��) (��) (��) (��) (���) (��) (���) (��)

Mahuang – – – – – – – –
Shaoyao

√
– – – – – – –

Xixin
√ √

– – – – – –
Ganjiang

√ √ √
– – – – –

Zhigancao
√ √ √ √

– – – –
Guizhi

√ √ √ √ √
– – –

Wuweizi
√ √ √ √ √ √

– –
Banxia

√ √ √ √ √ √ √
–
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might be mentioned more than once in one particular paper. So, the filtering
process which is based on the keyword filtering might get redundant Chinese
herbal medicine within one particular paper. These redundant keywords tagged
with paper ID are useless for further analysis. Based on this, the redundant list
of Chinese herbal medicines must be cleared. After eliminating the redundant
information, we got the clean list of Chinese herbal medicine with paper ID.

Based on the table of co-existed pairs of Chinese herbal medicines, we cal-
culated the frequencies of herb pairs which existed in the whole dataset. Then,
sorted them on descendent order of frequency, and this sorted list is the original
data for network of Chinese herbal medicine filtered from plain text format.

Chinese Herbal Medicine Induced from Herb Formulae. As we have
filtered out the formulae list from literature, together with the composition-rules
of these formulae (demonstrated in Table 2), we can build the list of Chinese
herbal medicines tagged with both formulae and paper ID. By then, as the table
of Chinese herbal medicines induced from formulae was ready, we calculated the
frequencies of Chinese herbal medicines.

Based on the table of co-existed pairs of Chinese herbal medicines which are
induced from formulae, we calculated the frequencies of herb pairs which are
existed and induced from formulae in traditional Chinese medicine. When that
was done, these herb pairs were also sorted on descendent order of frequency.
Again, these sorted list of co-existed pairs forms the original data of network of
Chinese herbal medicine induced from herb formulae.

Chinese Herbal Medicine as a Whole. Now, we get the original data of
networks of Chinese herbal medicines from two formats. One is filtered from
plain text format, and the other is induced from herb formulae. Because both
of them represent the usages of Chinese herbal medicines for COPD in TCM
clinical practices yet from different formats, so, it is natural and reasonable to
merge them into one.

The merging process for frequencies of Chinese herbal medicine is based on
the formula of

HerbMerged = HerbPlain +HerbFormulae

where the HerbMerged represents the frequencies of merged Chinese herbal
medicines, HerbPlain represents the frequencies of Chinese herbal medicines fil-
tered from plain text format, and HerbFormulae represents the frequencies of
Chinese herbal medicines induced from herb formulae by rules.

3 Results

3.1 Network of Chinese Herbal Medicine

The results of Chinese herbal medicine networks are demonstrated in Figure 1.
In this figure, nodes in orange area representing the Chinese herbal medicines
for tonifying qi for pattern qi-deficiency of lung, nodes in green area representing
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Fig. 1. Networks of Chinese herbal medicine on COPD from plain text,
herb formulae, and the merged one. For part A, it demonstrates the network of
Chinese herbal medicine mined from plain text format. For part B, it demonstrates
the network of Chinese herbal medicine induced from herb formulae. For part C, it
demonstrated the merged network of part A and B.
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Fig. 2. Networks of Zheng, symptom and Chinese herbal medicine on
COPD. The upper network is Zheng/syndrome of traditional Chinese medicine. The
middle network is symptom which belongs to Zheng/syndrome in traditional Chinese
medicine. The lower network is Chinese herbal medicine. The upper orange arrow points
from qi-deficiency of lung to symptom set of it. The lower orange arrow points from
the symptom set to the set of Chinese herbal medicines regulating them. As for the
green arrows, the upper one points from phlegm-damp obstructing lung to the symptom
set of it, and the lower one points from the symptom set to the set of Chinese herbal
medicines regulating them.
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the Chinese herbal medicines for drying dampness to resolve phlegm for pattern
phlegm-damp obstructing lung.

In Figure 1, there are some Chinese herbal medicines in gray areas i.e., Gancao,
Shaoyao, Guizhi, Fuling, Danggui, and so on. They do not aim the patterns of
drying dampness to resolve phlegm and phlegm-damp obstructing lung directly.
However, they “support” the set of Chinese herbal medicines in areas of orange
and green by the meaning of reducing their toxicity and enhancing their efficacy.

3.2 Networks of Zheng/Pattern, Symptom, Chinese Herbal
Medicine, and Their Relationships

We got the networks of Zheng/pattern, symptom, Chinese herbal medicine by
executing the methods described in the previous section. What’s more, as they
are all came from the literature of COPD, then, there should be relationships
among them. Thus, the networks of Zheng/pattern, symptom, Chinese herbal
medicine, and their relationships are demonstrated in Figure 2.

4 Conclusion and Discussion

In this study, by analyzing the networks of co-existent pairs of Chinese herbal
medicines, we can get the following conclusions:

1. Dictionary based text mining is an effective method to explore the
co-existence of Chinese herbal medicines
In this study, based on the mining principle of constructing co-existence
pairs of Chinese herbal medicines, we executed the algorithm set based on
data slicing, and found large dataset of co-existence pairs of Chinese herbal
medicines.

2. Rule based induction of Chinese herbal medicines from herb for-
mulae is an important complementarity to dictionary based text
mining
By applying the rule based text mining skill of decomposing herb formulae
into Chinese herbal medicines, we got another large dataset of co-existence
pairs of Chinese herbal medicines. These binary relationship of Chinese
herbal medicines have been existing in the long history of clinical practise
of traditional Chinese medicine. So, it is very importance to mine them out
and demonstrated in networks.

3. Merging results is a better option of finding co-existence of Chinese
herbal medicines
Merging the results of dictionary based and rule based, we got more complete
and deeper understanding of co-existence pairs of Chinese herbal medicines
from literatures.

4. “Supporting” set of Chinese herbal medicine for patterns in COPD
are found
By checking the results of merged network of Chinese herbal medicines, we



Rule-Based Text Mining of Chinese Herbal Medicines with Patterns 519

not only found the set for patterns directly, but also found the “supporting”
set of Chinese herbal medicines for those directly ones. According to the
theory of Chinese herbal medicine, these “supporting” medicines have the
functions of reducing their toxicity and enhancing their efficacy.
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Abstract. In order to ensure security and reliability of the equipment, so as to 
decrease the maintenance cost, combining with the characteristics of fault data, 
this paper adopts ε − support vector regression to establish a fault forecast 
model and evaluation system to prediction model effect which are proper to the 
electronic equipment. Selecting multi-electronic equipment and training on the 
ε − SVR with different kernel functions. It is demonstrated that the prediction 
effect is better and it is still of vital realistic significance for realizing condition-
based maintenance of modern electronic equipment. 

Keywords: Data Mining, ε -SVR, Kernel Function, Fault Forecast. 

1 Introduction 

Ship electronic equipment is applied to every field of naval industry. A lot of 
equipment needs repair, maintenance tasks is extremely difficult. Traditional 
maintenance mode can not keep with the requirements of development with high - 
speed. 

So fault forecast should be done by data mining and other algorithms before the 
equipment out of work. Combining with available resource information, condition-
based maintenance of modern electronic equipment can be realized, and also 
maintenance cost can be decreased. 

In the related fields, for example, using adding-weight one-rank local-region 
method is applied in electric power system short-term load forecast[1]; using grey 
Markov model is applied in prediction of flight accident rate, annual precipitation and 
flood disasters[2-4]; using wavelet analysis and chaotic time series technology is 
applied in world oil price forecasting[5]. Chaos and data mining is applied in fault 
diagnosis for electronic system[6]. According to the characteristic of fault data and 
available maintenance information, this paper establishes a fault prediction model 
based on ε − SVR to forecast the fault of electronic equipment. 
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2 Support Vector Regression 

Support vector machine (SVM) is proposed by Vapnik and some people, it is a new 
machine learning method based on the small sample statistics theory and has study 
ability. It solutes some problem, for example, dimension disaster, small sample, local 
minima and nonlinear problems, and so on. SVM is applied in the data classification 
and regression estimate at present[7].  

The basic idea of support vector regression (SVR) is to map training data into a 
high dimensional feature space for the linear regression by a nonlinear 
transformation ( )xφ , it realize non-linear regression in the original space. 

ε − SVR is an algorithm of SVR. The following is the algorithm: 

(1) Let ( ) ( ){ } ( )1 1, , , ,
l

l lT x y x y X Y= ∈ × be known training set, in which 

n
ix X R∈ = ， iy Y R∈ = ， 1,2, ,i l=  ； 

(2) Select proper C and positive number ε  and also proper kernel function 

( ),K x x′ ； 

(3) Structure and solve optimization problems 
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Optimal solution ( )1 1

T* *
l l, , , ,α α α α α=  can be obtained; 

(4) Structure decision-making function 

( ) ( ) ( )
1

l
*
i i i

i

f x K x ,x bα α
=

= − +  

In which b is calculated by the way as follows: select jα or *
kα which are in the 

open interval 0
C

,
l

 
 
 

. If jα is selected, 
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( )( )
1

l
*

j i i i j
i

b y x xα α ε
=

= − − ⋅ + ; 

If *
kα is selected, 

( )( )
1

l
*

k i i i k
i

b y x xα α ε
=

= − − ⋅ + . 

The following are kernel functions: 
(1) Linear kernel function    

( , ) ( )K x x x x′ ′= ⋅  

(2) Polynomial kernel function 

( , ) (( ) )mK x x x x c′ ′= ⋅ +  

in which， 0c ≥ ，m is arbitrary positive integer; 
(3) RBF kernel function 

( )2 2( , ) expK x x x x σ′ ′= − −  

(4) Sigmoid kernel function 

( ) ( ), tanh ( )x xK x bx ρ ′⋅= +′  

3 Empirical Analysis 

This paper selects fault data from February 2009 to December 2010 of electronic 
equipment for the fault diagnosis and detection. The following is prediction model: 

( )1 2, , ,t t t t ny f y y y b− − −= +  

In which, n is the numbers of continuous month before month t , and ty is fault 

conditions of electronic equipment in the month t . 

0,

1,t

non failure
y

failure

−
= 


 

This paper adopts ε − SVR with Linear kernel function, Polynomial kernel function, 
RBF kernel function and Sigmoid kernel function, compared with BP neural network. 
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RMS error is used as the standard of prediction model in which 3n = . Select 
anterior 14 group data from 19 group data samples as training samples and the rest 5 
group data as testing samples. Figure.1 is simulation diagram of ε − SVR and 
Figure.2 is simulation diagram of BP neural network. 
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 (b) Polynomial kernel function 2C = , 0.2ε = , 3m =  

Fig. 1.  
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 (c) RBF kernel function 2σ = , 2C = , 0.2ε =     
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 (d) Sigmoid kernel function 20σ = , 2C = , 0.2ε = , 0b =  

Fig. 1. (Continued) 
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Fig. 2. BP Neural Network 

Training effects of ε − SVR are shown as Table 1, and prediction results are 
shown as Table 2. 

Table 1. RMS Error 

Linear kernel 
function 

Polynomial kernel 
function 

RBF kernel function Sigmoid kernel 
function 

0.166772 0.239734 0.239909 0.239999 

Table 2. Error 

Linear kernel 
function 

Polynomial 
kernel function 

RBF kernel 
function 

Sigmoid kernel 
function 

BP neural 
network 

0.360410 0.200630 0.200200 0.200000 0.331880 

 
From the Figure 1, Figure 2 and Table 1, the training effect of ε − SVR with 

Linear kernel function is better than ε − SVR with other kernel functions for data 
with characteristics of this electronic equipment. 

From the figure 1, Figure 2 and Table 2, the prediction results of ε − SVR is 
better than BP neural network. The comparison study of the prediction results of 
ε − SVR with four kernel functions, ε − SVR model with Sigmoid kernel function 
is the best. 

4 Conclusion and Prospect 

This article does explorative research on the fault data in time series based on 
ε − SVR with different kernel functions. The experiment results of ε − SVR for 
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fault prediction demonstrates effectiveness, and the prediction effect is better than BP 
neural network. It is still of vital realistic significance for realizing condition-based 
maintenance of modern electronic equipment. For the future study, this approach is 
prospectively suggested in other kinds of fault prediction. 
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Abstract. This paper analyzes and designs a monitoring system on public topic 
based on cloud computing and NLP technology. The system solves the internet 
massive data processing and computational complexity based on Hadoop 
platform; it realizes the analysis on the web page, extraction of public opinion 
and tracking technology based on NLP techniques and machine learning 
technology; it also can analyze the feelings on the users’ comments and further 
determine the trend of public topic based on emotional thesaurus; finally, it 
provides a visual interface and the retrieval interface for users to use this 
system. Implementation of the system will improve the efficiency and quality of 
public topic. 

Keywords: Cloud computing, Hadoop, NLP, Public topic. 

1 Introduction 

At the present time, network media has become the main carrier of public topic. In 
recent years, at home and abroad there will cause a strong reaction and a high degree 
of public attention after the occurrence of major events on the network media 
immediately, this phenomenon has brought tremendous impact to the different social 
groups and social structures. Because of development of information technology, 
especially the emergence of computer networks and social complexity, rapid increase 
in levels of interaction, the contemporary social sciences, management science and 
information science has been unable to deal with the modeling, analysis, management 
and control challenges brought by complex social dynamics network. While the 
network is providing a convenient way of information exchange, it also constitutes a 
threat that cannot be ignored on political security and cultural security. 

Facing on the massive network information, it is very important to collect and 
process them only rely on traditional manual method. Therefore, we need the more 
scientific and effective information analysis technology to analyze the public topic 
quickly, thereby enhancing the regulatory capacity and the ability to handle 
emergencies. So it is an important task currently to use the scientific method to 
research public topic and master the development and the law of the social impact. 
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In order to efficiently process vast amounts of information on the network, this 
paper proposes cloud computing platform and stores large amounts of web 
information based on Hadoop and HBase. To improve the computational efficiency, 
we can realize distribute computing based on Map/Reduce framework. In addition, in 
order to effectively identify and describe network events, it uses NPL to analyze and 
process the text information, and classify and track network events using the related 
clustering method, finally it will realize the timely detection, tracking and monitoring 
on public topic. 

2 Related Works  

The research on public topic on abroad started earlier and the development was more 
rapid. Some universities, research establishments and commercial companies have 
close cooperation, the former have a professional research team, the latter can quickly 
research the formation of products, the practical application can return to the 
promotion of research and create a good recycling industry chain. The professional 
public topic network  of European Commission, the world’s public topic network are 
the professional bodies to research the network public topic. 

Domestic research on network public topic started late, because of the difference 
between Chinese and Western culture, we cannot draw their advanced technologies 
such as text mining technology. At the same time, as the application institutions and 
research institutions are out of line, our public topic products are more expensive and 
the development is relatively slow. Throughout the areas of domestic public topics, 
public topic monitoring room of People’s Daily Network Center is the earliest one of 
the professional bodies, which began as early as 2006. Founder Technology, Beijing 
Institute of Technology Networks and Distributed Computing Laboratory, 
respectively, also developed a proprietary network monitoring of public topic. 
January 10, 2009 China's first network security research organization of public topic--
Beijing Jiaotong University, Center for Security Studies Network was formally 
established. 

At present, we have formed many networks monitoring system products, the 
majority of them are based on keyword frequency or co-occurrence frequency. In this 
paper, we can fully extract the overall event through the monitoring system based on 
NLP, it has good usability. 

3 The Analysis and Design of Network Monitoring System on 
Public Topic Based on Cloud Computing and NLP 

3.1 System Analysis 

In order to monitor public topic on the network, we must first collect the related web 
page information , and filter, classify them; the main task of filtering is to delete the 
non-essential information such as navigation and advertisements; the main task of 
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Fig. 5. Process of Event Extraction 

3.2.4 The Discovery and Track of Public Opinion and Sentiment Analysis 
Comments 
Access to the events described in each page, we cluster all the events, and statistic the 
number of samples in each category, the size of the sample is most that is taken as the 
current hot topic. At the same time, we also achieve the track of public opinion by this 
method, the event tracking. We achieve Sentiment analysis of the comments 
information with thesaurus of emotional word. 

3.2.5. Public Opinion Service 
Based on the above analysis, the system provides event timing change of plans, 
information retrieval interfaces to help users view the results of public opinion 
analysis. 

4 Summary 

This article analysis and design a system of public opinion monitoring which is based 
NLP and NLP and cloud computing. The core of each module technology and 
solutions is given in this article. The implementation of the system will effectively 
improve the time efficiency of the Internet public opinion monitoring, and provide 
efficient public opinion monitoring services for government departments and others 
related departments. Meanwhile, after the system is transformed, it could provide 
products of automatically track, intelligence collection and analysis services for 
related companies. 
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Abstract. People often use similes of pattern “as adjective as noun” to express 
their feelings on web medias. The adjective in the pattern is generally the 
salient property and strong impression of the noun entity in the speaker’s mind. 
By querying the simile templates from search engines, we construct a large 
database of “noun-adjective” items in English and Chinese, which highlight the 
same and different basic sentiments on the same entity in the two languages. 
The approach is a fast and efficient way to extract people’s basic sentiments and 
feelings across languages.  

Keywords: sentiment extraction, simile, natural language processing. 

1 Introduction 

Sentiment extraction is a heated topic in natural language processing. People’s 
attitudes towards a person, product, organization and other objects are potentially of 
great value to business intelligence and decision making systems[1]. Most of the 
previous researches focused on the supervised or unsupervised machine learning 
algorithms for the constructions of monolingual or multilingual lexical resources, 
corpus and systems[2]. However, there is one important and simple phenomenon that 
is not fully explored but able to provide new access to the knowledge. People would 
use the salient sentiments of an object in simile expressions, which could be used to 
detect people’s sentiments. As shown in example(1,2,3), the three real sentences 
express strong attitudes on BlackBerry apps, Mike and he, which are the key topics to 
extract in sentiment research. But we want to emphasize that, the iPhone, Kobe and 
pig are more basic and important topics with their salient properties polished, selfish 
and lazy. These properties are the speaker’s sentiments on the nouns. 

(1) BlackBerry apps tend not to look as polished as iPhone. 
(2) Mike was just as selfish as Kobe. 
(3) He is as lazy as a pig. 
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It is obvious that, the adjective used in a simile template “X be as ADJECTIVE as 
VEHICLE” precisely describes the property of the vehicle. In linguistics, the template 
can serve as comparison (example 1, 2) or simile(example 3) or irony(as fast as a 
snail), but the vehicle has the property expressed by the adjective in both the first two 
cases. So the simile templates are very useful in acquiring the vehicle nouns’ 
properties. If tens of thousands of simile expressions are collected, a great number of 
vehicle-adjective items will be gathered. Then it is easy to obtain the different 
sentiments and properties of the same vehicle like iPhone-polished, coveted,  
fancy, etc.  

The similes do not often occur in news and technique texts but in web blogs, micro 
blogs and forums. Thus, using search engine is a good way to get the similes fast and 
efficient. For the purpose of extracting basic attitudes cross languages, we employ 
simile sentences to collect “vehicle-adjective” items in English and Chinese. In this 
way, we construct a large database which reveals the shared and dependent attitudes 
on entities in the two languages. 

2 Related Work 

Cross language sentiment extraction has been experimented on parallel texts[3], 
translated texts[4] and comparable corpus[5]. All these work employed machine 
learning methods to classify or extract the sentiments in the corpus of comments, 
reviews and blogs. 

Turney put forward a fast method to obtain the polarity of a word by querying the 
word from search engine with good and bad words[6]. Point-wise mutual 
information(PMI) is calculated as the polarity score. But it cannot supply the detailed 
attitudes of people on the entity word. 

To collect similes from search engines is the interest of the metaphor researchers. 
Veale collects English “noun-adjective” pairs by querying the simile templates “as 
adjective as *” and “as * as noun” from Google(google.com) with WordNet to 
construct the English lexical metaphor knowledgebase “sardonicus”, which contains 
about 10,000 items of “noun-adjective” pairs[7]. Similarly, Jia collects 20,000 items 
of Chinese “noun-adjective” pairs with similes from Baidu(Baidu.com)[8]. Thus, 
querying search engine is an efficient way to collect “noun-adjective” pairs. However, 
they concentrate on the adjectives of the common nouns in WordNet-like dictionaries, 
but not the entity words like “iPhone” and “Kobe”. Second, they separately do the 
collecting work in one language. Third, they don’t pay enough attention the 
frequencies of the items. Therefore, we want to extend the research to multi-
languages and further the research with stress on the frequencies to show the 
sentiments distributions. 

3 Simile Extraction 

As the methods applied in [7] and [8], we use the specific simile templates to collect 
English and Chinese “noun-adjective” pairs by querying the search engines. The 
words in WordNet[9] and HowNet[10] are used for querying the search engines. 
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3.1 English Simile Extraction 

We use the 21,479 adjectives in WordNet to fill in the simile template “as ADJ as”. 
Google advanced search is queried with 3 limitations to refine the search results: 
exact search, English language and up to 100 results for each query. Then, 585,300 
“as…as…” items(1,054,982 tokens) are obtained, many of which are nonsense, noisy 
and error items. We simply use the adjectives in HowNet as the filter to trim these 
items. Functional words, pronouns and the vehicles longer than 2 words are trimmed 
off. Only 98,057 types(178,622 tokens) of “noun-adjective” pairs are left, covering 
12,468 adjectives in WordNet and 68,752 vehicles. Table 1 gives the top 10 most 
frequent pairs with their frequencies.  

Table 1. Top 10 most frequent vehicle-adjective pairs in English 

Id Vehicle Adjective Freq 

1 blood red 628 
2 twilight gay 466 
3 grass perennial 413 
4 ice cold 392 
5 mustard keen 385 
6 Barack Obama Irish 358 
7 snow white 340 
8 sea boundless 314 
9 feather light 289 

10 night black 280 

 
The “blood-red” is the most frequent item in English. And “Barack Obama-Irish” 

gets a high rank in the results. The frequency tells the salience of people’s feelings of 
the vehicles. “Barack Obama” also have ten other adjectives like inexperienced(4 
times), socialistic(once), etc. The short name “Obama” gets many more results like 
liberal(26 times), funny(14 times), and black(6 times), etc. These items are very 
useful as they take the basic and strong impressions in people’s minds. 

The frequencies here are not the exact data on the web. They are only the statistical 
situation in the collected items. And the frequency of the item can be over 100, 
because the item also occurs in the querying results of other words.  

3.2 Chinese Simile Extraction 

For Chinese, 3 simile templates “像(as)+NOUN+一样(same)”, “像(as)+VERB+一样
(same)”, “像(as)+一样(same)+ADJ” are filled with the 51,020 nouns, 27,901 verbs 
and 12,252 adjectives in HowNet to query the Chinese search engine 
Baidu(baidu.com). Verbs are considered as vehicles, because Chinese words do not 
have inflections and some of verbs may serve as a noun in some context. We submit 
91,173 queries to Baidu advanced search, setting that up to 100 results returned for 
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each query. As a result, 1,258,430 types(5,637,500 tokens) of “vehicle-adjective” 
pairs are gathered. Then, adjectives in HowNet are used to filter these items, leaving 
only 75,336 items. The database of the Chinese filtered items is already available for 
search at http://nlp.nju.edu.cn/lib/cog/ccb_nju.php. Table 2 shows the top 10 most 
frequent items with their frequencies. 

Table 2. Top 10 most frequent vehicle-adjective pairs in Chinese. 

Id Vehicle Adjective Freq

1 苹果apple 时尚fashionable 1445
2 宝钗lady name 懂事reasonable 998
3 可卿lady name 漂亮pretty 943
4 美玉fine jade 美丽beautiful 840
5 呼吸breath 自然natural 758
6 晨曦sun rise 朝气蓬勃spirited 750
7 纸paper 薄thin 660
8 雨点rain drop 密集dense 557
9 自由freedom 美丽beautiful 543

10 雪snow 白white 521

 
It is surprising to see that the products of “apple (Inc.)” have taken the first place in 

Chinese eyes on the web media. And the two ladies named “宝钗” and “可卿” in the 
famous Chinese novel “A Dream of Red Mansions” get the second and third place. 
The rest of the vehicles in top10 items are common nouns. The rest of the adjectives 
of “apple” are 红(red,68 times) and 可爱(lovely, 25times), etc. Most of them do not 
refer to the company but the fruit. 

In next section, we will compare the basic sentiments based on the collected data 
from Google and Baidu. 

4 Bilingual Comparison of Basic Sentiments 

In the last 2 sections, we’ve got the basic sentiments in English and Chinese. Now, it 
is natural to see if the sentiments are the same between them. However, we still lack a 
large dictionary or ontology of entity words and the sense tagging tool for 
disambiguation the senses of the vehicles. So what we can supply is to search these 
named entity words in the database bilingually with Google (translate.google.cn) or 
Bing (dict.bing.com.cn) translation service. 

We randomly select 13 words of famous persons, products and companies to see 
their sentiments in people’s eyes bilingually. The nouns in table 3 are common topics 
in English, including 3 famous persons, 3 products of apple and 7 enterprises. Most of 
the properties are correct, with few polysemous words like “Kobe-marbled”1 and 
“apple-round”. The bold adjectives are the same property shared by English and 
Chinese speakers.  

                                                           
1 “Kobe” is also the name of a city in Japan. 
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Table 3. Bilingual comparison of sentiments on 13 entities 

Noun_# of adjs Top8 adjs with frequencies and Chinese translations 

Obama_35
_5

liberal_26,funny_14,magnanimous_6,black_6,ineligible_4,incompetent_4,phony_4,
fake_4 

peremptory_15, pure minded_5, good look_3, good_2,
excellent_1 

Messi_6 
_7

talented_8,acceptable_4,midget_2,reliant_5,skilful_2 
great_16, nimble_4, outstanding_3, deadly _2, low-key 

_2, good_1, nimble_1, high level_1 

Kobe_7
_8

cocky_6,[marbled_6],arrogant_2,selfish_2,disliked_1,emphatic_1,streaked_1 
strong_11, strong heart_5, successful_3, accurate_2,

outstanding_1, lonely_1, brave_1, selfish_1

iPod_9
iPod_8

portable_4,common_2,swarthy_1,preferred_1,noteworthy_1,intuitive_1,important_
1,dinky_1 

popular_10, colorful_7, delicate _4, simple_2,
luxury_2, success_1, easy to use_1, heated_1 

iPad_24
iPad_4

lambent_8,diverse_5,slippery_5,intuitive_4,less_4,fast_3,nascent_2,telepathic_2 
popular_5, long haul_4, exquisite_2, easy_1 

iPhone_80
iPhone_8

useless_18,polished_6,mature_5,responsive_5,coveted_4,modal_4,popular_4,insecu
re_4,smooth_4,discreet_3, 

convenient_2, successful_2, short supply_1, thin_1,
strong_1, cute_1, cool_1, dazzle_1 

apple_62 
_30

round_49,modern_12,cool_6,light_6,loved_6,pretty_6,closed_5,crisp_4
fashionable_1445, red_68, lovely_25, sweet_20, round_17,

firm_12, fresh_8, red_7

Microsoft_22
_4

sneaky_16,commercialized_4,rugged_4,arrogant_2,inadequate_2,evil_2,ephemeral
_2, monopolistic_2 

outdated_3, successful_2, powerful_1, sneaky_1

Google_28
_6

mighty_16,permanent_4,acquisitive_3,omniscient_2,relevant_2,international_2,intel
ligent_2,helpful_2 

simple_19, well known_3, bright young_1,
powerful_1, good_1, rich_1

Facebook_56 
Facebook_2 

social_40,bitchy_6,boring_6,creepy_6,indispensable_6,malign_6,erudite_4, 
extraordinary_4 

successful_2, good_1
KFC_4 

_2
sly_4,fried_2,fortified_1,synergistic_1, 

delicious_2, sick_1

McDonalds16
_5

fattening_10,inhumane_6,mammoth_2,patronized_2, 
prevalent_2,caloric_2,corporate_2,dying_2 

convenient_8, powerful_8, nomal_6, heated_3, delicious_1 

Walmart_7 
_3

classy_4,scummy_2,sanctified_2,predatory_1,exploitive_1,communist_1,avaricious
_1

large_5, many_3, boon_1
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It is obvious that, most of the properties are different in the two languages. They 
are language or culture dependent, and the number of adjectives in English is almost 
larger than in Chinese. For the famous persons, people have positive and negative 
sentiments on them. Obama is somewhat welcomed in China, Messi is perfect without 
negative comments. Kobe is a great player, but his selfish is criticized cross 
languages. For apple’s products, people love them very much. To have an apple 
product is a fashion in China, while the west users are not very satisfied with it. The 
three great companies Apple, Google and Facebook are enjoyed by the 2 language 
users, while Microsoft is getting worse. The two fast food companies and supermarket 
company Walmalt are still welcomed in China, but get more criticisms in the west. 

The evaluation of the sentiment data is not easy to conduct. First, it is almost 
impossible to score the recall rate of the “vehicle-adjective” items, because we cannot 
know exactly how many adjectives people will use to describe the objects. Second, 
due to the large scale of the data, we can only manually check some samples to see 
the accuracy of the items. And the accuracy is high on the randomly selected 13 
nouns. In the future, we need to design better methods for the evaluation. 

5 Conclusion and Future Work 

Extracting multi-lingual sentiments from web is a useful but hard task in natural 
language processing, because it has to face the efficiency and accuracy in lexical 
analysis, parsing, word sense disambiguation and machine translation. To avoid the 
complexity and low efficiency of the traditional methods, we put forward an easy and 
fast way to extract basic sentiments from search engines. Simile templates are 
accurate to obtain the adjectives expressing people’s feelings and search engines are 
easy to query. Using Google and Baidu, we collected a database of tens of thousands 
“vehicle-adjective” pairs and then conducted filtering by phrase length and adjectives. 
The database constructed in the process supply the bilingual basic sentiments of a 
given topic.  

In the future, we will collect bilingual entity dictionaries and ontologies to make 
full analysis of the basic sentiment database and supply online search service. We also 
want to expand our method to collect basic sentiments in more languages. At that 
time, it will become easy to browse the basic attitudes of things all over the world. 
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Abstract. As the rapid development of the internet, we can collect more and 
more information. it also means we need the abitily to search the information 
which really useful to us from the amount of information quickly. Automatic 
summarization is useful to us for handling the huge amount of text information 
in the Web. This paper proposes a Chinese summarization method based on 
Affinity Propagation(AP)clustering and latent semantic analysis(LSA). AP is a 
new clustering algorithm raised by B. J. Frey on science in 2007 that takes as 
input measures of similarity between pairs of data points and simultaneously 
considers all data points as potential exemplars. LSA is a technique in natural 
language processing, in particular in vectorial semantics, of analyzing 
relationships between a set of sentences. Experiment results show that our 
method could get more comprehensive and high-quality summarization. 

Keywords: Summarization, AP, LSA, clustering. 

1 Introduction 

With the rapid development of Internet, it has become increasingly important to find 
ways for getting useful information. The automatic summarization [1] can generate a 
short summary expressing the main meaning of a text, which helps us to find the 
information we really need quickly. 

Summarization can be divided into different categories along several different 
dimensions. Based on whether or not there is an input query, the generated summary 
can be query-oriented or generic; based on the number of input documents, 
summarization can use a single document or multiple documents; in terms of how 
sentences in the summary are formed, summarization can be conducted using either 
extraction or abstraction — the former only selects sentences from the original 
documents, whereas the latter involves natural language generation. Overall, 
automatic summarization systems aim to generate a good summary, which is expected 
to be concise, informative, and relevant to the original input. 

In this paper, we consider extractive summarization. We propose a new clustering 
algorithm called Affinity Propagation [2,3,4]. In the sentence extraction strategy, 
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clustering is frequently used to eliminate the redundant information resulted from the 
multiplicity. Clustering for text summarization mainly take the sentences into some 
clusters according to the distance or similary between each two senteces, and select 
one or more sentences from each cluster until fitting the length of the summary. 

The popular k-centers clustering technique [5] begins with an initial set of 
randomly selected exemplars and iteratively refines this set so as to decrease the sum 
of squared errors. k-centers clustering is quite sensitive to the initial selection of 
exemplars, so it is usually rerun many times with different initializations in an attempt 
to find a good solution. However, this works well only when the number of clustersis 
small and chances are good that at leastone random initialization is close to a good 
solution. AP simultaneously considers all data points as potential exemplars. By 
viewing each data point as a node in a network, AP transmits real-valued messages 
along edges of the network until a good set of emplars and corresponding clusters 
emerges. As described later, messages are updated on the basis of simple formulas 
that search for minima of an appropriately chosen energy function. At any point in 
time, the magnitude of each message reflects the current affinity that one data point 
has for choosing another data point as its exemplar, so we call this method "affinity 
propagation". 

Affinity propagation takes as input a collection of real-valued similarities between 
data points, where the similarity between two sentences calculated by Latent semantic 
analysis (LSA) here. LSA is a technique in natural language processing, in particular 
in vectorial semantics, of analyzing relationships between a set of sentences. LSA 
assumes that words that are close in meaning will occur close together in text. This 
method could mitigate the problem of identifying synonymy and the problem with 
polysemy [6]. 

This paper is organized as follows: We first give a brief survey on previous work 
in Section 2. Then, we detail our proposed automatic summarization method in 
Section 3. Following that, we present the experiments in Section 4. Finally, 
conclusions are given in Section 5. 

2 Related Work 

Automatic summarization has received a lot of attentions in recent years, and various 
approaches exist for extractive summarization, including the use of word frequency 
[7], cue words or phrases [8], machine learning [9], lexical chains [10] and sentence 
compression through syntactical or statistical restrictions [11]. 

Wang et al. [12] proposed a Chinese automatic summarization method based on 
thematic sentence discovery. They utilized terminology rather than traditional word as 
the minimal semantic unit, computed terminology weight with its length and 
frequency to extract keywords, and discovered thematic sentences using an improved 
k-means clustering method. 

Rada Mihalcea and Paul Tarau [13] introduced TextRank – a graph-based ranking 
model for text processing. Graph-based ranking algorithms are essentially a way of 
deciding the importance of a vertex within a graph, based on global information 
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recursively drawn from the entire graph. The basic idea implemented by a graph-
based ranking model is that of “voting” or “recommendation”. When one vertex links 
to another one, it is basically casting a vote for that other vertex. The higher the 
number of votes that are cast for a vertex, the higher the importance of the vertex. 
Moreover, the importance of the vertex casting the vote determines how important the 
vote itself is, and this information is also taken into account by the ranking model. 
Hence, the score associated with a vertex is determined based on the votes that are 
cast for it, and the score of the vertices casting these votes. 

Jen-Yuan Yeh, Hao-Ren Ke [14] proposed a approach to address text 
summarization: LSA based and T.R.M.approach(LSA+T.R.M.).). They used latent 
semantic analysis(LSA)to derive the semantic matrix of a document or a corpus and 
uses semantic sentence representation to construct a semantic text relationship map. 

Shasha Xie [15] investigated several approaches to extractive summarization on 
meeting corpus. Their thesis first proposed two unsupervised frameworks: Maximum 
Marginal Relevance (MMR) and the concept-based global optimization approach. 
Second, They treat extractive summarization as a binary classification problem, and 
adopt supervised learning methods and propose using various sampling techniques 
and a regression model for the extractive summarization task. Third, They focus on 
speech specific information for improving the meeting summarization performance. 

Lucas Antiqueira, Osvaldo N. Oliveira Jr. [16] employed concepts and metrics of 
complex networks to select sentences for an extractive summary. The graph or 
network representing one piece of text consists of nodes corresponding to sentences, 
while edges connect sentences that share common meaningful nouns. This method 
uses a simple network of sentences that requires only surface text pre-processing, thus 
allowing us to assess extracts obtained with no sophisticated linguistic knowledge. 

3 Process of LSA+AP 

The process of LSA+AP consists of five phases: (1) preprocessing, (2) calculating 
similarities between sentences by LSA, (3) clutering the senteces in the text by AP 
algorithm, (4) sentences selection for summary. 

3.1 Preprocessing 

Preprocessing delimit each sentence by punctuation. Furthemore, it segments each 
sentence into words based on dictionary. In addition, we remove the meaningless 
words like "de", "a", etc. 

3.2 Calculating Similarities between Sentences by LSA 

LSA was patented in 1988 (US Patent 4,839,853) by Scott Deerwester, Susan 
Dumais, George Furnas, Richard Harshman, Thomas Landauer, Karen 
Lochbaum and Lynn Streeter [17]. In the context of its application to information 
retrieval, it is sometimes called Latent Semantic Indexing (LSI). 
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We select the LSA to get the similarities between sentences because that LSA 
could analyzing relationships between a set of sentences by producting a set of 
concepts related to the sentences. LSA assumes that words that are close in meaning 
will occur close together in text. So it can mitigate the problem of identifying 
synonymy and the problem with polysemy. 

The specific steps of LSA to calculate similarities between sentences are as 
follows: 

Occurrence Matrix. The following elucidates how to construct the word-by-sentence 
matrix for the single-document. 

Let D be a document, W(|W| = M)be the set of keywords in D, and S(|S| = N)be the 
set of sentences in D. A is the word-by-sentence matrix whose every row Si indicates 
a sentence and every column Wi indicates a keyword.                                 

In A, ai,j is defined as Eq.(1), where Lij is the local weight of Wi in Sj, and Gi is the 

global weight of Wi in D.Lij is defined as Lij = log(1 + 
nj

aij
), and Gi is defined as Gi = 

1 - Ei, where cij is the frequency of Wi occurring in Sj, nj is the number of words in Sj, 
and Ei is the normalized entropy of Wi , which is defined as (Bellegarda, Butzberger, 
Chow, Coccaro, & Naik, 1996). 

aij = Gi ×  Lij (1)

Rank Lowering. We then perform singular value decomposition (SVD) to A. The 
SVD of A is defined as AUZV T, where U is an M× N matrix of left singular vectors, 
Z is an N× N diagonal matrix of singular values, and V is an N× N matrix of right 
singular vectors. 

Finally, the process of dimension reduction is applied to Z by deleting a few entries 
in it, and the result of dimension reduction is a matrix Z'. A new matrix, A', is 
reconstructed by multiplying three component matrixes. A' is defined as Eq. (2), 
where Z' is the semantic space that derives latent semantic structures from A, U' is a 
matrix of left singular vectors whose ith vector ui' represents Wi in Z', and V' is a 
matrix of right singular vectors whose jth vector vj' represents Sj in Z'. 

A' = U'Z'V'T≈A (2)

Each column of A' denotes the semantic sentence representation, and each row 
denotes the semantic word representation.  

Calculating Similarities between Sentences. In our method, a sentence Si is 
represented by the corresponding sementic sentence representation, instead of the 
original keyword-based frequency vector. The similarity between a pair of sentences 
Si and Sj is evaluated to determine if they are semantic ally related. The similarity is 
defined as Eq.(3). 
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3.3 Clutering the Senteces in the Text by AP 

Up to now, we have got the similarity between each sentence, which is the input of 
the AP clustering algorithm.  

Rather than requiring that the number of clusters be prespecified, affinity 
propagation takes as input a real number s(k,k) for each sentence k so that the 
sentences with larger values of s(k,k) are more likely to be chosen as exemplars. 
These values are referred to as "preferences". The number of identified 
exemplars(number of clusters) is influenced by the values of the input preferences, 
but also emerges from the message-passing procedure. The preferences should be set 
to a common value— this value can be varied to produce different numbers of 
clusters. The shared value could be the median of the input similarities (resulting in a 
moderate number of clusters) or their minimum (resulting in a small number of 
clusters). 

Because of that we need to generate a summary, so we want the number of clusters 
should be small, we select the minimum of the input similarities as the " preferences". 

In addition, we knows that the first sentence in a paragragh always be important 
than other sentences in a chinese text. So we add a weight to a sentence if it is the first 
sentence of a paragragh as Eq.(4). 

P(i) =


 ×+

not ,

sentencefirst   theis Si ,

ifPvalue

ifPvaluePvalue γ  (4)

Where the Pvalue is the minimum of the input similarities, and the γ is 0.9.  
There are two kinds of message exchanged between sentences, and each takes into 

account a different kind of competition. Messages can be combined at any stage to 
decide which sentence are exemplars and, for every other sentence, which exemplar it 
belongs to. The "responsibility" r(i,k), sent from sentence i to candidate exemplar 
sentence k, reflects the accumulated evidence for how well-suited sentence k is to 
serve as the exemplar for sentence i, taking into account other potential exemplars for 
sentence i. The "availability" a(i,k), sent from candidate exemplar sentence  
k to sentence i, reflects the accumulated evidence for how appropriate it would be for 
sentence i to choose sentence k as its exemplar, taking into account the support from 
other points that sentence k should be an exemplar. r(i,k) and a(i,k) can be viewed as 
log-probability ratios. To begin with, the availabilities are initialized to zero: a(i,k) = 
0. Then, the responsibilities are computed using the rule: 

r(i,k) = s(i,k) )}',()',({max
'..'

kiskia
kktsk

+−
≠

 (5)

Whereas the above responsibility update lets all candidate exemplars compete for 
ownership of a sentence, the following availability update gathers evidence from 
sentences as to whether each candidate exemplar would make a good exemplar: 
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For sentence i, the value of k that maximizes a(i,k) + r(i,k) either identifies sentence i 
as an exemplar if k = i, or identifies the sentence that is the exemplar for sentence i. 
The message-passing procedure may be terminated after a fixed number of iterations, 
after changes in the messages fall below a threshold, or after the local decisions stay 
constant for some number of iterations. We select in our process that if the exemplar 
have not changed for 20 times that the procedure could be terminated. 

When updating the messages, it is important that they be damped to avoid 
numerical oscillations that arise in some circumstances. Each message is set to λ times 
its value from the previous iteration plus 1–λ times its prescribed updated value, 
where the damping factor λ is between 0 and 1. In all of our experiments, we used a 
default damping factor of λ = 0.5, and each iteration of affinity propagation consisted 
of (i) updating all responsibilities given the availabilities, (ii) updating all 
availabilities given the responsibilities, and (iii) combining availabilities and 
responsibilities to monitor the exemplar decisions and terminate the algorithm when 
these decisions did not change for 20 iterations. 

Finally, we put the each sentence i which is not the exemplar into the 
corresponding exemplar which max the value of a(i,k) + r(i,k). 

3.4 Sentences Selection for Summary 

After clutering, we could select sentences from each cluster orderly until the length of 
summary is suitable. Morris A.H etal [18] tested many short text from GMAT reading 
comprehension and determined that the best length of the summary of the reported 
text was the 20% - 30% of the original length of text, and found that at the length the 
information of the summary is similar to the original text. 

4 Experiments and Results 

In this section, we report our experimental results. 

4.1 Data Corpus 

We select 100 news and articles from the web as our test text for generate the 
corresponding summary. 

4.2 Evaluation Methods 

There are two sorts of methods to evaluate the performance of text summarization: 
extrinsic evaluation and intrinsic evaluation (Mani & Bloedorn, 1999; Mani & 
Maybury, 1999). Extrinsic evaluation judges the quality of a summary based on how 
it affects other task(s), and intrinsic evaluation judges the quality of a summary based 
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on the coverage between it and the manual summary. We chose intrinsic evaluation 
and used recall (R), precision (P) and F -measure (F) to judge the coverage between 
the manual and the machine-generated summaries. Assume that T is the manual 
summary and S is the machine-generated summary, the measurements are defined as 
Eq. (7) (Baeza-Yates & Ribeiro-Neto, 1999). 

P =
||

||

S

TS ∩ ,  R =
||

||

T

TS ∩ ,   F =
PR

PR

+
2  (7)

4.3 Results 

We select the TextRank and k-means clustering method for comparing to our method. 
Table 1 shows the average performance of each method. 

Table 1. The average performance of each method 

 R P F_measure 
TextRank 0.377 0.392 0.376 
k-means clustering 0.330 0.326 0.330 

AP+LSA 0.665 0.489 0.548 

 
From the table 1, we can see that our method could get better accuracy than the 

other two method. 

5 Conclusions 

We used affinity propagation to cluster chinese sentences for summary,and from the 
results we can see that this method could get a summary which has higher accuracy. 
LSA not only calculate the similary between two sentences effective and mitigates the 
problem of identifying synonymy and the problem with polysemy. Affinity 
propagation cluster need not define the number of the cluters in advance and it only 
need simple update rules and could get high precision.  

There are also any problems in our proposed method, such as the definition of the 
preferences and the the damping factor λ .We will continue to research how to define 
these two parameters more effectively. 
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Abstract. Duplicate webpages can affect the user experience of search engine. 
This paper proposed webpage deletion algorithm based on hierarchical filtering 
according to the features of duplicate webpage. The webpage feature extraction 
is divided into three layers, which are paragraphs, sentences and words. The 
webpage features are formed by layer filtering redundant information. In the 
sentence layer paragraph sentences are extracted according to the sentence 
semantics, while in the word layer the sentences are denoised filtering based on 
statistics of the part of speech in them. This algorithm improves the noise 
immunity and the original coverage of the feature extraction. The experiments 
show that the proposed method can accurately filter out duplicate webpage. 

Keywords: webpage deletion, hierarchical filter, paragraph sentences, denoise. 

1 Introduction 

The internet developed rapidly for its openness and interoperability. There are a large 
number of duplicate webpages among some websites, especially in news and blog 
webpage. This case is formed by reproducing or copying the same content. These 
duplicate webpages will be indexed repeatedly by search engines, such as Google or 
Baidu, which waste the storage and lower the retrieve efficiency. Users may pay more 
time to read the same content, which is a bad practice. Therefore, how to get rid of 
these duplicated webpages is an urgent problem to be solved. Webpage deletion is an 
effective way to eliminate the defects. 

Webpage deletion algorithm can be classified based on URL and text content and 
the latter is concerned in this paper. Generally, the algorithm based on text contents 
includes two steps, including feature extraction and similarity computation. Lots of 
related works are concerned[1][2][3]. There are two categories of methods to extract 
feature, they are rule based and weight based method. The former study on the 
position of feature extraction [4] or the part of speech[5], which rely on the stop 
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words selection. For the semantic of original text content is ignored completely, the 
feature matching process will be interfered by noise. The latter based on term weight 
calculated by some ways and terms with heavy weight are selected as keywords. TF-
IDF[6] is an popular method to calculate term weight. Meng W. C.[7] and Matsuo 
Y.[8] propose keyword weight calculation method respectively, the former is 
concerned with term similarity and the latter consider the word co-occurrence 
probability. Other algorithms proposed by Jie Luo[9] and Jun Fang[10][11] introduce 
many text factors into weight calculation, but the features retrieved can’t cover the 
original content for ignoring the text structure and word appearance order. The 
similarity calculation commonly utilize Jaccard Coefficient, angle cosine of feature 
vector or Longest Common Substring(LCS). The first two methods will deal with data 
with high dimension, and LCS limit the repeat form of feature string, which can’t 
handle the partly duplicate contents. 

As the analysis above, some issues of the current webpage deletion algorithm as 
follows: feature extraction granularity is too simple; noise immunity and adaptability 
in feature extraction are poor; similarity calculation can’t consider text structure and 
semantic at same time with low accuracy rate; weight calculation can’t retrieve 
keywords from partially duplicate content. A webpage deletion algorithm based on 
hierarchical filtering is proposed in this paper by combining rule extraction with 
weight extraction, which can extract feature richly and cover the original content 
uniformly.  

2 Hierarchical Filtering Algorithm 

The main idea of Hierarchical Filtering Algorithm(HFA) is to considers feature 
extraction as the process of the filtering information in different layers. Initial input of 
HFA is some webpage texts with some noisy information. During the feature 
exaction, the output of one layer is treated as the input of next layer, and features to 
eliminate duplicate content are retrieved finally. Three layers are defined in HFA, 
they are paragraphs, sentences and terms respectively. Paragraphs are retrieved by 
screening in webpage text content. For each paragraph, sentences are extracted by 
sentence screening strategy. For sentence sets, feature terms are generated term layer 
filtering. The input of each layer above is independent, which can’t interfere with 
each other to avoid noise. The overall process of HFA is shown as Fig. 1. 

 

Fig. 1. The overall process of HFA 
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2.1 Paragraph Filtering 

According to analysis of large number of webpage text content related to news and 
blog, two main interferences in paragraph level filtering are found, short paragraphs 
and news explanation. Short paragraphs include webpage explanation or copyright 
information. News explanation is generally located in the start or end of one 
paragraph, three forms as follows: 

1 The paragraph is around by " ( )", such as "(Sina sports in Guangzhou Asian 
Games combined reported group of reporter Liang Xiaochen)". 

2 The font is different from others in the same paragraph, such as bold, italic or 
different colors. 

3 The paragraph is separated with others by spaces. 
Paragraph filtering steps are as follows: 

1. According to the webpage text content A, calculate the number of paragraph n 

and length of each paragraph il . 

2. Calculate the average paragraph length l in text A with 
1

/
n

ii
l l l

=
= . 

3. For each paragraph, calculation its weight /i iw l l= . 

4. If iw  is greater than the threshold, the corresponding paragraph is reserved, go 

to step 5; otherwise, the paragraph is abandoned. 
5. Remove the description information in the paragraph reserved, go to step 3. 

2.2 Sentence Filtering 

The input of the sentence filtering is the paragraph collections reserved. Sentence 
filtering process includes two steps, key words extraction and sentence extraction 

1. Keywords extraction 
Chinese terms are segmented and the average frequency of each terms, freq, are 
calculated in each paragraph. Set 0.7p freq= × , 1.3q freq= ×  and reserve those 

terms as candidate keywords whose term frequency is between p and q. Select verbs 
and adverbs from the candidate keywords and calculate their weight as formula (1).  

1 2(1 )i i iw a w a w= × + − ×  (1)

Formula (1) is composed of two parts: word frequency wi1 and semantic wi2. wi1 is 
derived by the traditional TF-IDF, but the strategy is improved, that is when the both 
terms and their speech are same, they can be considered as same. wi2 is defined as 
whether the term appear in title, wi2 is determined as (2) 

2
1

0
i

appear intitlew
neverappear intitle

= 


 (2)

The n terms with largest weight are extracted as the paragraph key words. Semantic 
weight is defined as whether or not is in the title. 

In formula (1), the value of a is between 0 and 1, Here its value is 0.8. 
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2. Sentence Extraction 
Sentence extraction process refers to long sentence extraction[12]which is improved 
in this paper. If the number of sentences in a paragraph is too small, no sentence will 
be extracted. In order to avoid this case, different extraction threshold is used for 
different number of sentences in different paragraph. Other feature weights of 
sentence are also referred. Sentence extraction process as follow: 

(1) Calculate the number of sentence in a paragraph. if the number is greater than 
two, then go to step 2, otherwise the sentences are extracted in their original order in 
the paragraph, and go to step 5. 

(2) For those sentences whose length is greater than threshold, calculate their 
weight according to their own features. 

(3) For a paragraph, sort the sentences according to their weights. 
(4) Select 1/3 of the total number of sentences which has the larger weight and 

output them in their original order, go to step (5). 
(5) The end. 
In step 2, sentence weight is calculated as formula (3)[13] 

1
*

n

i j ijj
W a w

=
=  (3)

In formula (3), n is the number of the weight factor, here n is four, including sentence 
position in paragraph, sentence classification, whether the sentence contains contain 

keywords and sentence length; 0< ja <1; ijw is the weight of the factors of sentence i 

and
1

1
n

jj
a

=
= . The weight values of the factors of sentence are show in Table 1. 

Table 1. The weight values of the factors of sentence 

Sentence attribute Attribute value weight 

Position 

The begin or the end of 
a segment 

0.5 

The begin of the paper 1 
others 0 

Sentence class 

The statement / 
imperative sentences 

1 

Interrogative sentence 0 
Exclamatory sentence 0.5 

If it contains the 
key words 

Yes 
W(sum of the keywords weight 

contained in the sentence) 
No 0 

Sentence length m m/max(length of the sentence) 

2.3 Term Filtering 

The input of term filtering is the complete sentences with term segmentation, and the 
output is the keywords screened. Term filtering can eliminate the noise in sentence 



 A Webpage Deletion Algorithm Based on Hierarchical Filtering 555 

 

and extract the core terms. In order to reduce the computation overhead, some 
candidate terms are selected from sentences based on part of speech, further filtering 
will be done for the candidate words  

Candidate term set definition: 

{ } { }( ) |can posset w w w S S a an d n nr ng ns v vg vn t= ∈ =， ， ， ，， ， ， ，， ， ，  

Candidate term filtering rules: 

1. adverb/ adjective+(verb/noun): these adverb/adjective are eliminated. 
2. in addition to adverb+verb and adverb+Auxiliary word, other adverb are 

eliminated. 
3. verb and gerund appear at the end of sentence:gerund are eliminated. 
4. verb+“front/middle/behind”:verb are eliminated. 
5. preposition+noun: noun are eliminated. 

3 Experimental Results and Analysis 

3.1 Experiment Data 

A web crawler called Larbin is used to download lots of webpages, and a number of 
duplicate webpages are saved by utilize Google and Baidu. These webpages acquired 
above constitute the basic data set. 

3.2 Experiment and Result Analysis 

The following experiments verify that HFA is better than Long Sentence based 
Algorithm(LSA)[12]. The basic data set is divided into group3 according to the 
number of terms in webpages: G1, smaller than 4000 bytes; G2, between 2000 and 
4000 bytes; G3, smaller than 2000 bytes. The proposed algorithm and LSA are 
executed with G1, G2 and G3 to obtain their precision, recall and storage overhead 
comparison. The value of paragraph ratio is set 0.55. The comparison results are 
shown in Fig.2, Fig.3, and Fig.4. 
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Fig. 2. Precision comparison 
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Fig. 3. Recall comparison 
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Fig. 4. Storage overhead comparison 

From Fig. 2 and Fig. 3 we can see that the precision and recall of HFA are better 
than that of LSA. Especially for G1, the precision of LSA is 0.675 and 0.885 for HFA. 
We also can see that for G1, the precision of both of algorithms are not good for fewer 
sentences are extracted. 

Fig.4 shows that for the same precision and recall, the storage overhead of 
proposed algorithm surpass that of LSA because no surplus sentences will be 
extracted, which induct to fewer nodes will be created. Especially for G3, the storage 
overhead of our algorithm is only one third of that of LSA. 

4 Conclusion 

Webpage deletion algorithm based on hierarchical filtering considers the association 
of paragraph, sentence and word. The feature word and speech pairs are obtain by 
screening webpage information hierarchically to combine webpage structure and 
information weight. The proposed algorithm can extract features which can cover the 
whole webpage uniformly and resist noise. Experiment results show that the proposed 
algorithm can delete duplicate webpage with better performance. 
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Abstract. This study is a productivity review on the literature gleaned from 
science citation index expanded (SCI-EXPANED) database on web of science, 
concerning knowledge transfer research with network. The result indicates that 
the number of literature productions on this topic mainly distributes in recent 10 
years, reaching climax of 4 in 2010 and then followed by 2008 of 3. The main 
research development country is USA, accounting for 40% meanwhile China is 
on the second place. And from the analysis of institutions, UNIV TORONOTO 
and UNIV WASHINGTON are in parallel top one for almost one fourth of the 
total. As for the analyze results of source title, it has close relation with 
computer science and management. As a result, expert system, management and 
methods become the three main points of research focus. 

Keywords: knowledge transfer, keyword, computer science, management, 
expert system. 

1 Introduction 

Keywords can be considered as brief summaries of a text. Although a summary of a text 
is capable of providing more information about the text than keywords of the text, the 
summary may not be suitable for some applications due to the complex structure of 
sentences. Keywords are not replacements for summarization but alternative summary 
representations that could be consumed by other applications more easily. Since they are 
concise representations of the underlying text, it is possible to use them in different 
applications such as indexing in search engines or text categorization. 

With the currently growing interest in the Semantic Web, keywords/metadata 
extraction is coming to play an increasingly important role. Keywords extraction from 
documents is a complex task in natural languages processing. Ideally this task concerns 
sophisticated semantic analysis. However, the complexity of the problem makes current 
semantic analysis techniques insufficient. Automatic keyword extraction has attracted 
much attention due to the many applications in information retrieval, text mining, 
information processing, etc. To extract desired keywords from documents 
automatically, other than lexical relations among words or sentences, the content-based 
measures are critical at the same time. 

The main objective of this paper is to analyze keyword extraction research on 
Science Citation Index Expanded (SCI-E) database from web of science. As a result the 
related work in this area can be thoroughly explored. The rest of this article is 
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organized as follows: Section 2 surveys the keyword extraction research. Section 3 
briefly introduces research focuses of them. Last, we conclude our article in 
Section 4. 

2 Analyze Result of Keyword Extraction Research 

Keywords are a fundamental part of information retrieval (IR) and as such they have 
been studied extensively. They are used for everything from searching to describing a 
document. A Keyword extraction algorithm can be defined as a combination of a 
keyword representation and a selection/weighting scheme. The most common 
selection/weighting schemes are based on collection statistics or using supervised 
machine learning algorithms. In these cases, keywords can, typically, only be extracted 
from documents that belong to a collection or using a large amount of annotated training 
data. Unfortunately, a great portion of existing documents available today does not have 
keywords available for them. Keyword extraction is highly related to automated text 
summarization. In text summarization, most indicative sentences are extracted to 
represent the text. In keyword extraction, most indicative keywords are extracted to 
represent the text.  

According to Science Citation Index Expanded and Social Sciences Citation Index 
Database in web of science, only 29 records were found in related discipline when 
“keyword extraction” as search title.  

2.1 Country/Territory Analyze 

According to country/territory, analyze results can be shown as table 1. People R China 
accounts for 34.483%, ranking in the top one, following that is Japan accounting for 
17.241%. 

Table 1. Analyze Results of Country/Territory 

Country/Territory Record Count % of 29 
People R China 10 34.483% 
Japan 5 17.241% 
Canada 3 10.345% 
South Korea 2 6.897% 

2.2 Publication Year 

Table 2. Analyze Results of Publication Year 

Publication Year Record Count % of 29 
2006 6 20.690% 
2007 4 13.793% 
2003 3 10.345% 
2011 3 10.345% 
2001 2 6.897% 
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Almost all the papers were published mainly in last ten years. As shown in table 2, 
there are 6 papers in publication year 2006, twice the number of that in year 2003 and 
2011. Publication year 2007 is in the second place with 4 records, twice that of the rest 
publication year. And accordingly citations per year are presented in Fig 1, citations in 
2009 reach climax. 

2.3 Institutions 

As far as institutions are concerned, as shown in table 3, TSING HUA UNIV ranks top 
one, following by BEIJING UNIV POSTS TELECOMMUN, UNIV TEXAS 
DASSLAS AND UNIV TOKUSHIMA, accounting for 6.897% respectively. 

Table 3. Analyze Results of Institutions 

Institutions Record Count % of 29 
TSING HUA UNIV 3 10.345% 
BEIJING UNIV POSTS TELECOMMUN 2 6.897% 

2.4 Source Title 

There are four main sources, lecture notes in computer sciences is in the priority place, 
accounting for 27.586%. Following that are lecture notes in artificial intelligence. The 
four sources have the half number of all papers, as shown in Table 4. 

Table 4. Analyze Results of Source title 

Source Titles Record Count % of 29 
LECTURE NOTES IN COMPUTER SCIENCEs 8 27.586% 
LECTURE NOTES IN ARTIFICIAL INTELLIGENCE 3 10.345% 
COMPUTATIONAL INTELLIGENCE 2 6.897% 
INFORMATION PROCESSING MANAGEMENT 2 6.897% 

2.5 Subject Areas 

As shown in Table 5, subject areas are mainly in computer science, accounting for 
79.310%. 

Table 5. Analyze Results of Subject Areas 

Subject Areas Record Count % of 15 
Computer Science  23 79.310% 
Engineering 3 10.345% 
Mathematical Computational Biology 3 10.345% 
Biochemistry Molecular Biology 2 6.897% 
Biotechnology Applied Microbiology 2 6.897% 
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3 Focuses of Keywords Extraction Research 

3.1 Applications of Keyword Extraction  

Interest Topic. Messages posted by micro blogging users, are usually noisy and full of 
new words, which is a challenge for keyword extraction. The mining of the interests of 
micro blogging users via keyword extraction have been proposed by Liu Zhiyuan, et al 
(2012) [1]. There are still several open problems that can be further investigated, 
including other sophisticated word alignment models can be explored for keyword 
extraction, to build a more practical system and to build recommender systems. 

Contextual Advertising. Keyword extraction is a key step in this kind of advertising, 
through which appropriate advertising keywords are extracted from Web pages so that 
corresponding ads can be triggered. Liu Jianyi et al (2010) describes a system that 
learns how to extract keywords from web pages for advertisement targeting [6].  

Meeting Transcript. As meeting transcripts is significantly different from written text 
or other speech domains, a supervised framework for extracting keywords from the 
meeting transcripts is investigated by Liu Fei, et al (2011) [5]. A variety of features are 
proposed beyond the traditional frequency and position-based features, including term 
specificity features, decision-making sentences-related features, prosodic prominence 
score, and a set of features extracted from the system generated summaries. Different 
reasons for errors in the current keyword extraction systems point out interesting 
directions for future studies. 

Press Release. Samejima Masaki, et al.(2010) propose a method of automatically 
extracting numbers for particular objects related to product trends and the 
corresponding time stamps from press releases on a company’s web pages, and 
graphing the extracted time series numerical data [7]. Focusing on the fact that the same 
words are used for the same objects in the press releases from one company, words 
included in the topics for extraction can be regarded as keywords.  

Scientific Text. Domain keywords of scientific text play a primary role in scientific 
text classifying, clustering and personalized services. Luo Xiangfeng et al (2008) 
propose a new method called TDDF to extract domain keywords from multi-texts [8]. 
The quantity and the quality of domain keywords can be flexibly controlled by the rate 
of word common possession. TDDF is only limited to the extraction of domain 
keywords from multi-texts that belong to one domain, which is not suitable for the 
extraction of textual keywords from single text. 

Internet News Articles. The importance of extracting keywords without a document 
collection has been gradually increasing due to the Internet. A keyword extraction 
algorithm designed with news in mind that requires neither a document collection nor 
training data is presented by Bracewell David B., et al (2008) [9]. It uses noun phrases 
as its keyword representation and takes in document statistics to derive its weighting 
scheme.  
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3.2 Keyword Extraction Methods 

Supervised Classification. High Relevance Keyword Extraction (HRKE) facility is 
introduced to Bayesian text classification to perform feature/keyword extraction during 
the classifying stage, without needing extensive pre-classification processes. In order to 
perform the task of keyword extraction, HRKE facility uses the posterior probability 
value of keywords within a specific category associated with text document [2]. The 
experimental results show that HRKE facility is able to ensure promising classification 
performance for Bayesian classifier while dealing with different text classification 
domains of varying characteristics. This method guarantees an effective and efficient 
Bayesian text classifier which is able to handle different domains of varying 
characteristics, with high accuracy while maintaining the simplicity and low cost 
processes of the conventional Bayesian classification approach.  

Ranking. A method for ranking the words in texts by means of nonextensive statistical 
mechanics is put forth by Mehri Ali and Darooneh Amir H (2011) [3]. The 
nonextensivity measure is a convenient tool used to classify the correlation range 
between word-type occurrences in a text. Therefore, a q measure is applied to order the 
words of a given text. It is clear that q values for most relevant words are greater than 
their values for irrelevant words. Consequently, this method can be applied 
systematically to keyword extraction and summarization processes.  

Supervised Learning. From the perspective of information retrieval, multiple 
content-based measures for the weights, contributions to document classifications and 
coverage of words are proposed by Yue Kun et al. (2011) to facilitate effective and 
intuitively-interpretable methods for automatic keyword extraction [4]. The measure 
based on the Laplace's law to determine the weight of a word in documents and the 
measure based on the concept of average mutual information to determine the influence 
of a word on document classifications were given. Furthermore, the concept of 
semantic coacervation degree as the measure for the coverage of words on documents 
was proposed, and a branch and bound algorithm to find the minimal set of keywords 
that maximize the coverage was given.  

The problem of automatic extraction of keywords from documents can be treated as 
a supervised learning task. A lexical chain holds a set of semantically related words of a 
text and it can be said that a lexical chain represents the semantic content of a portion of 
the text. Although lexical chains have been extensively used in text summarization, 
their usage for keyword extraction problem has not been fully investigated. A keyword 
extraction technique that uses lexical chains is described by Ercan Gonenc and Cicekli Yas 
(2007) [10], and encouraging results are obtained to investigate the benefits of using 
lexical chain features in keyword extraction.  

Machine learning methods can support the initial phases of keywords extraction and 
can thus improve the input to further semantic analysis phases. A machine 
learning-based keywords extraction for given documents domain is proposed [11], 
namely scientific literature. More specifically, the least square support vector machine 
is used as a machine learning method. The proposed method takes the advantages of 
machine learning techniques and moves the complexity of the task to the process of 
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learning from appropriate samples obtained within a domain. Preliminary experiments 
show that the proposed method is capable to extract keywords from the domain of 
scientific literature with promising results. 

4 Conclusions 

Keywords can be considered as condensed versions of documents and short forms of 
their summaries. Keywords enable readers to decide whether a document is relevant for 
them or not. They can also be used as low cost measures of similarity between 
documents. The written word is one of the important manifestations of natural 
language.  

Keywords are a fundamental part of information retrieval (IR) and as such they have 
been studied extensively. Various universal features characterize text as a complex 
system. The existence of a long-range correlation in the spatial distribution of terms in a 
given text is another universal feature. The methods borrowed from statistical 
mechanics are the best candidates for finding universal regularities in complex systems. 
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Abstract. Entity relation extraction is mainly focused on researching extraction 
approaches and improving precision of the extraction results. Although many 
efforts have been made on this field, there still exist some problems. In order to 
improve the performance of extracting entity relation, we propose a tuple 
refinement method based on relationship keyword extension. Firstly, we utilize 
the diversity of relationships to extend relationship keywords, and then, use the 
redundancy of network information to extract the second entity based on the 
principle of proximity and the predefined entity type. Under open web 
environment, we take four relationships in the experiments and adopt 
bootstrapping algorithm to acquire the initial tuple set. Three tuple refinement 
methods are compared: refinement method with threshold set, refinement 
method with relation extension and refinement method without relation 
extension. The average F-scores of the experimental results show the proposed 
method can effectively improve the performance of entity relation extraction. 

Keywords: Relation Extraction, Tuple Refinement, Relationship Keyword 
Extension, Proximity Principle. 

1 Introduction 

With the rapid development of the Internet, extracting structured data from the vast 
amounts unstructured data called as information extraction (IE) has been the present 
research hotspot. The major research directions of IE [10, 11] are named entity 
recognition, anaphora resolution and relation extraction (RE). Since RE can be used 
in many applications such as semantic web, automatic answering and social 
relationship network, it is very important in the IE.  

Generally speaking, RE has two methods based on knowledge engineering and 
machine learning. Knowledge engineering methods require a lot of professional 
knowledge, which waste a lot of time and manpower. Meanwhile they lack the area 
portability. Machine learning methods need to apply a lot of deep natural language 
processing (NLP) technologies which inevitably produce a lot of noise. SVM methods 
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use syntactic analysis and semantic analysis [5, 6, 7] to construct feature vectors, 
kernel approaches [4, 12] introduce dependency trees to build the shortest tree 
kernels, while weakly supervise bootstrapping methods require the entity recognition 
technology. Machine learning methods are more extensible and applicable than 
knowledge engineering methods in general. 

With the continuous improvement of extraction approaches, RE needs more and 
more support of language technology platform. However deep NLP technologies face 
a lot of problems and bootstrapping methods have the cyclic dependence problem. 
Both of them lower precision of RE.  

As the complexity of natural languages, a relationship has different expressions. It 
makes RE become a big challenge while it makes refining extracted entity tuples 
become possible. In this paper, we present a tuple refinement method according to the 
diversity relationships and the redundancy of web information to further refine the 
extracted tuples, thereby improving the precision of entity relation extraction. 

The remainder of this paper is organized as follows. Section 2 introduces the 
related work of tuple refinement methods and section 3 introduces the tuple 
refinement method based on relation keyword extension. The experimental procedure 
and analysis of the experimental results are described in section 4. A discussion of the 
proposed method in the paper and future work are given in section 5. 

2 Related Work 

Recently, researchers make so many efforts on the study of searching extract 
methods, but ignoring tuple refinement makes the precision of RE low in general. So 
finding effective and useful refinement methods is very meaningful.  

Now, tuple refinement methods are mainly concentrated on the credibility 
evaluation. DIPRE [2] uses bootstrapping methods to generate new tuples. Since it 
lacks a tuple refinement method, the precision is very low. Baseline tuple refinement 
method [3] simply uses co-occurrence statistics, which also have low precision. 
Snowball [1] designs a tuple credibility evaluation method (see Formulas 1 and 2) 
without human intervention. It only preserves the most credible patterns and tuples 
whose credibility value exceeds the threshold T into the next iteration. Since the 
credibility evaluation depends only on one key attribute of the relationship, so it has 
small scalability. HIT [8] designs an automatic credibility evaluation method (see 
Formula 3 and 4). Firstly it uses the initial seeds to extract multiple iteration patterns; 
secondly, it uses the initial seeds to instance each pattern; thirdly, it puts each instance 
pattern into search engine for extracting the matched estimated number, then ranks the 
tuples according to the estimated number of the search engine returned results; finally, 
it takes the first N patterns as the evaluate pattern set called as EvalPSet. HIT [8] just 
uses the seed tuples to evaluate, and it doesn’t take into account the diversity 
expressions of tuples and patterns, so the precision is not high.  ConfሺPሻ ൌ P.P୭ୱ୧୲୧୴ୣ ሺP.P୭ୱ୧୲୴ୣ൅ P.୬ୣ୥ୟ୲୧୴ୣ⁄ ሻ . (1)

ConfሺTሻ ൌ 1 െ ∏ ሺ1 െ ሺConfሺP୧ሻ · MatchሺC୧, P୧ሻሻሻ|P|୧ୀ଴ . (2)
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CሺTሻ ൌ log|Σ୧ୀଵ୬ ሺT ൅ P୧ሻ ൅ λ| log|Σ୧ୀଵ୬ HitsሺTሻ ൅ γ|⁄ ൈ Σ୧ୀଵ୬ δP౟ . (3)

While δ୮౟ ൌ ൜1, if HitsሺT ൅ p୧ሻ ൐ 00, if HitsሺT ൅ p୧ሻ ൌ 0 . (4)

In order to improve the performance of RE, we propose a new tuple refinement 
method based on extension of relationship keyword. Since an entity relation has 
different expressions, so we can use a different keyword to express a same relation.  
For example, the words of 夫妇 and 夫妻 can be used to express the relation of 
couple. In order to use this feature, we construct an extended relational keyword list 
according to the relation diversity. And then, we use the entity and keyword co-
occurrence features to extract the second entity with the predefined type. 

The relation keyword extended method has two advantages. First it is independent 
of extraction methods. It just has been given initial evaluated tuples, while the HIT [8] 
relies on initial seed tuples and seed patterns, and snowball [1] must use the last 
patterns and tuples in each iteration. Second it can be used after any per iteration of 
RE, at the same time it doesn’t use deep NLP technologies to avoid noises. 

In experiments of this paper, the initial tuples are acquired by HIT [8] method 
without refinement. HIT [8] proposed a bootstrapping method of automatically 
obtaining entity relation tuples based on web mining. According to cutting rules, it 
uses seed tuples and relationship keywords to obtain multiple context patterns, and 
puts the patterns into web to get more tuples in each iteration. 

3 Proposed Tuple Refinement Method  

In this paper, a novel tuple refinement method based on relationship keyword 
extension [9] is proposed. Firstly it extends the relationship by an extended 
relationship keyword list, followed by using the entity and keyword co-occurrence 
features to extract the second entity. Finally, it uses the new extracted tuples to 
evaluate the candidate evaluated tuple for improving the relation extraction results. 

3.1 Problem Definition  

Evaluated Tuple: ET(e1, e2, k, r_type), where e1 represents first entity, e2 
represents second entity, k represents relationship keyword, and r_type represents 
entity relationship type. 

Initial Tuple: IT(e1, k, r_type), where e1 represents first entity, k represents relation 
keyword, and r_type represents entity relationship type. 

Extended Relation List: KeywordsList(k, ki), where k represents relationship 
keyword, and ki represents the extended relationship keyword.  
Co-occurrence Sentence Set: CSS(e1, ki), where e1 represents first entity, and ki 
represents the extended relationship keyword. 



 Tuple Refinement Method Based on Relationship Keyword Extension 567 

 

Extended Tuple: ET(e1, ki, r_type), where e1 represents first entity, ki represents the 
extended relationship keyword,  and r_type represents entity relationship type.  

As a relationship has various expressions, we build a relational keyword extended list 
to extend relation, for example, the relationship of couple could be extended to (夫妻

、夫妇、伉俪、伴侣、两口子). 
ET gets from the HIT [8] without tuple refinement. IT comes from ET. 

KeywordsList is firstly acquired by the existing knowledge base of TongYiCi CiLin 
and then artificial extended. For example, the relationship of couple is firstly extended 
to（夫妻、夫妇、伉俪、终身伴侣、小两口、老两口、两口子、家室）by 
TongYiCi CiLin, then we remove manually some of the uncommonly used words and 
contradictory words, finally the relationship of couple can be extended to (夫妻、夫

妇、终身伴侣、两口子、伉俪).  

3.2 Tuple Refinement Method Based on Extended Relationship Process 

Refinement method detailed process: 
1. Extend IT into a set of ET by KeywrodsList, for instance, (姚明，夫妻，人物与

人物 ) is extended to {( 姚明，夫妻，人物与人物 ), ( 姚明，夫妻， 

人物与人物), …}. 

 

Fig. 1. The process of tuple refinement method based on relation keyword extension. 
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2. Crawl the co-occurrence sentences CSS of e1 and ki. 
3. Take word segmentation and POS tagging of CSS. 
4. Extract candidate words from CSS according to the predefined relation type r_type 

and the principle of proximity 
5. Take the largest statistical value of the candidate words as e2. 
6. Evaluate ET by the new acquired tuple (e1, e2): remove those different and 

unreturned tuples and then same tuples are reserved. 

Our method makes use of the relationship’s diversity and the redundancy of the web 
information, according to extended relationship grabs a lot of web information, and 
then uses proximity principle to extract second entity after simple pretreatment. 

4 Experiment and Analysis 

4.1 Experiment Set  

Four common relationships that are couple (夫妻 ), chairman of the company  
(董事长), mayor (市长) and prime minister (总理) are selected. The relationship 
keywords list is shown in table 1. 

Table 1. Relation Keywords List 

Relationship Relation Keywords List 
Couple 夫妻、夫妇、终身伴侣、两口子、伉俪 
Prime Minister 总理、 代总理 
Chairman 董事长、老总、CEO 
Mayor 市长、代市长 

 
Firstly the experiment uses the HIT method [8] to produce evaluated tuples ETs 

(see table 2), and then the initial tuple IT is constructed by ET.  

Table 2. Evaluated Tuples ETs 

Relationship ET Correct ET 
Couple 65 50 
Prime Minister 114 27 
Chairman 63 51 
Mayor 1488 1214 

 
In this paper, three tuple refinement methods are compared. The first method is the 

HIT method [8] by setting parameter threshold, the second method is our non-
extended relationship tuple refinement, and the third method is our extended 
relationship tuple refinement. 
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4.2 Assessment Methods  

As different relationship extract different number of tuples, we evaluate all of the 
tuples less than 100 and randomly select 100 tuples from more than 100 tuples. 

In order to assess the experiment result, we use three common evaluation indexes: 
precision P, recall R and F-score. Here, CRT represents the correct refined tuples, 
ART represents the all refined tuples, and CTD represents the correct evaluated tuples 
(ETs). 

P =CRT/ART . (5)

R= CRT/CTR . (6)

  F=2*P*R/(P+R) .   (7)

4.3 Experimental Results and Analysis  

A method: HIT method [8] of setting parameter threshold, B method: tuple refinement 
method without relational keyword extending, C method: tuple refinement with 
relational keyword extending. The experiment results are shown in table 3. 

Table 3. Experiment Results 

Relationship Method P R F  

 
Couple 

A 79.63% 86.00% 82.69% 

B 82.00% 82.00% 82.00% 

C 87.23% 82.00% 84.53% 
 
Prime Minister 

A 26.74% 85.18% 40.70% 
B 42.85% 77.77% 55.26% 
C 45.60% 77.70% 57.50% 

 
Chairman 

A 85.10% 90.10% 87.60% 
B 89.70% 86.20% 88.00% 
C 90.00% 88.20% 89.10% 

 
Mayor 

A 80.52% 83.44% 81.19% 
B 93.49% 70.00% 80.05% 
C 93.82% 75.04% 83.38% 

 
To fully evaluate the experimental results, we compare the average F-score, the 

average F-score of A method is 73.04%, the average F-score of B method is 76.32%, 
and the average F-score of C method is 78.62%. According to the comparison of A 
and B, we can find our non-extended method is valid, meanwhile we can find our 
extended method is more effective by comparing B and C methods. 
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5 Conclusion 

In this paper, we use the redundancy of web information and the relationship’s 
diversity to design a tuple refinement method. We firstly construct a keyword list 
based on the diversity of relation to extend the entity relation keyword, crawl the co-
occurrence of entity and relation keywords by the redundant web information, then 
use the principle of proximity and the predefined entity type to extract entities as the 
candidate entities, and finally save the highest statistical value of candidate entities as 
the second entity. The proposed method only uses shallow language processing 
technologies to avoid noise. The experimental results show our method is relatively 
effective.  

However, in our proposed method, relationship extension still needs some manual 
participation, so our future work will focus on extending relationship automatically. 
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Abstract. Addressing the problems that available search engines seldom 
consider the personalized needs of users with low precision rate and the discrete 
retrieval results, an Agent-based intelligent meta-search engine model is 
proposed. Agent technology is used, which makes the system more intelligent. 
In order to achieve personalized retrieval analysis, the model uses a four-tuple 
user interest model and improved text classification model. A retrieval result 
synthesis strategy is proposed based on the factors of initial positions, related 
degree of retrieval queries and abstracts, and weight of individual search 
engines. And result consistence sorting is also realized. The experimental 
results show that the proposed model has a preferably performance. 

Keywords: Agent, Meta search engine, Personalized retrieval. 

1 Introduction 

Search engine is an important tool for people to find information online. But 
traditional search engines have exposed various problems since network information 
resources are expanding greatly and needs of users are increasing quickly. It is very 
difficult to locating users’ specific information needs accurately; different retrieval 
resources of various search engines lead to diverse and distributed retrieval results, so 
users have to seek different search engines to get a more comprehensive result. 
Besides, most available search engines work in an identical mode and return the same 
results for different users with the traditional retrieval model without considering their 
personalized needs. 

Addressing the problems above, a new search model needs to be developed, which 
should not only retain the advantages of traditional search engines such as with simple 
operations and quick responses, but also solve the problems above to improve users’ 
searching experiences and fit their needs. The meta-search model using Agent 
technology is an effective and prospect method. Agent is an autonomous, initiative 
and intelligent entity, which can perceive environment information autonomously, 
carry on intelligent learning and then make reactions instantly. With meta-search 
model, meta-search engines convert user’s search queries to a unified format which 
most individual search engines can recognize, and search the individual search 
engines at the same time, and then compare and analyze all the retrieval results. After 
that the final results are integrated with a unified format and presented to users. 
Combination of Agent technology and meat-search engine technology can solve the 
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problems above to a certain extent. Based on the above research and analysis, an 
Agent-based intelligent meta-search engine model is proposed in this paper. 

2 An Agent-Based Intelligent Meta-search Engine Model 

As an instinct feature, meta-search engines don’t need to consider the low level 
retrieval processes such as crawling web pages and analyzing them and so on for all 
of these processes are done by individual search engines. So more efforts can be made 
to meet users’ high-level needs and improve the intellectualization level. An Agent-
based meta-search engine model proposed by Amir [1] has been proved effective in 
the Webfusion meta-search engine. But the model is a simplified one, in which 
intellectualization has not been much considered. This paper makes a further analysis 
based on it and proposes a new meta-search engine model. It adds several intelligent 
modules like user personalization module, retrieval results feedback module and so 
on, which make the procedure of the model more specific and efficient.  

The entire model procedure can be divided into three phases: The first phase is user 
query personalization analysis phase. Personalization Agents group intelligently and 
analyze user queries based on users’ personal information in the personalization 
information database and then form new retrieval queries which reflect users’ personal 
needs. The second phase is to schedule and retrieve member search engines. Scheduling 
Agent will choose several most appropriate search engines in the individual search 
engine list and then request to the corresponding retrieval Agents. The third phase is to 
synthesize retrieval results. Synthesizing result Agent deals with various retrieval results 
according to weight of each member search engines, and sorts and presents them to user 
in a unified format. In addition, after the entire retrieval process it tracks users’ options 
and clicks. Feedback Agent will return information about users’ final options and update 
the personalization information Agent and individual search engines knowledge 
Agent. A concrete structure is presented in Fig.1. 
Functions of each part of the model are illustrated as follows. 
1) Personalization Agent Groups 
Personalization Agent Groups contain a group of related Agent personalizing for 
individual users, including recording and analyzing Agent which mines and analyzes 
users’ browsing histories, segmentation and classification Agent which initializes user 
interest model, interest renewal Agent which renews users’ interests; query and 
analysis Agent which personalizes users when they are searching.  
2) Personalized Information Database 
Personalized Information Database is used to store users’ personal information, 
including their different kinds of interests and corresponding weights according to the 
user interest model. In addition, it includes classification reference lexicon and words 
with their occurrence frequencies by removing low frequent words. 
3) Individual Search Engine Knowledge Database 
Individual Search Engine Knowledge Database stores different capabilities of 
different topics and languages (Chinese/English) of different individual search 
engines. Information is stored in form of a weight matrix. The database also includes 
different search formats of different individual search engines to ensure it can retrieve 
as requested. 
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Fig. 1. The structure of the Agent-based intelligent meta-search engine model 

4) Scheduling Agent 
Scheduling Agent’s main function is to choose appropriate individual search engines 
based on the search queries. After analyzing queries’ topic classes and using 
languages, it chooses several individual search engines and informs corresponding 
retrieval Agent by synthetic consideration of searching information capabilities of all 
individual search engines in individual search engine knowledge database. 

5) Retrieval Agent 
Retrieval Agent’s main responsibility is to receive messages from scheduling Agent 
and individual search engines with retrieval queries provided by Scheduling Agent 
and take corresponding coordinative actions. Different individual search engines are 
accessible through their own corresponding interface by which retrieval Agent 
submits queries for retrieval. 

6) Synthesizing Results Agent 
Synthesizing Results Agent gets all retrieval results and calculates each retrieval 
result’s final weight on factors of initial results, related degree of retrieval queries and 
abstracts, and weight of individual search engines, and sorts the results. After 
reduplication removal, the results are presented to users. 
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7) Feedback Agent 
Feedback Agent tracks users’ options and clicking behaviors and returns information 
according to the options’ topic and information of the individual search engine which 
provides it. Then feedbacks are converted to personalization information Agent and 
individual search engine knowledge database to update information stored in them. 

3 Personalization Analysis of Retrieval Queries 

Personalization analysis of queries is the first phase of the model. And there are two 
main problems in the phase: One is how to construct the user interest model, and the 
other is how to do text classification, judging which class it belongs to. The most 
frequently used method of constructing users’ interest model is the spatial vector 
modeling which is improved in this paper based on the research of Park YW [2] and 
in this paper a four-tuple spatial vector model is proposed. This paper also makes an 
improvement on the Naive-Bayesian model and proposes a refined word-frequency-
based Naive-Bayesian model about the classification. 

3.1 A User Interest Model 

For the user interest model, users’ potential behavior features and interests are found 
out through analyzing users’ browsing histories firstly to construct the fundamental 
interest model. Then users’ browsing behaviors when using search engines and are 
analyzed to update the user interest model. The user interest model consists of a series 
of interest feature vectors which can be denoted as a four-tuple spatial vector as 
follows. 

{ki,ci,di,wi} (1)

In the formula above, ki denotes a vocabulary entry referring to users’ interest. ci 
denotes classification referring to users’ classified category. di denotes the updated 
date and time meaning the latest updated date and time. If users haven’t searched for a 
certain topic for a long time, its weight should be decreased. wi denotes weight, 
meaning the vocabulary entry ki’s weight in its displayed updated date and time. The 
TF algorithm is used to calculate the weights with the following formula. 

wi =TF (ki, d)=
=

n

d 1

 (fid/
=

m

v

f
1

fv )   (2)

In the formula above, d denotes the document name where the keyword ki appears in, 
where 1<=p<n fid denotes the number of the keyword wi occurring in a document. m 
denotes the vocabulary entry number in the document d, where 1<=w<m, meaning the 
vth word occurrence times in the document d. The algorithm first calculates the 
number of a certain keyword occurrence in a document, and let it divided by the sum 
of all vocabulary entries occurrence to get the word frequency in this document. Then 
the keyword occurrence frequencies in other documents of the category which the 
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keyword is classified to are calculated and the frequencies are summed up. The sum is 
used as the key word’s weight. 

3.2 A Text Classification Model  

Text classification model uses the improved word-frequency-based Naive-Bayesian 
model. In this paper, the Text Classification Corpus provided by the Sogou Lab is 
preprocessed to be used as a training library. There are nine categories in the Text 
Classification Corpus: IT, Finance, Health, Travel, Education, Recruitment, Culture 
and Military. There are 1990 documents in each category. The preprocesses includes 
classifying all documents, ruling out useless words by word characteristic and length, 
using the remaining words as characteristic results of their own category and saving 
them into text files. The model uses the following Naïve-Bayesian formula. 

CNB = argMax (P (cj)*∏c 
1 P (xi|cj))  (3)

CNB denotes text classification. P (cj) is the prior probability of the category j. P 
(xi|cj) is the class condition probability that the feature vector xi belongs to the 
category cj. Take the maximum as the text category after calculating its probabilities 
of all sorts of categories. 

P (cj) =
=

v

k

TF
1

(X=xi,C=cj)/
= =

w

m

v

k

TF
1 1

(X=xk,C=cm)  (4)

Formula (4) is a prior probability calculation formula based on the word-frequency-
based Naïve-Bayesian formula. And v denotes feature vocabulary, meaning the 
number of words/attributes of cj category in the treated training library. TF(X=xk, 
C=cm) denotes attribute xi’s sum of occurrence numbers in the category cj. w denotes 
the sum of the categories. The formula calculates the sum of all feature words 
occurrence in a certain category divided by the sum of the numbers of all feature 
words occurrence in all categories as the certain category’s prior probability. 

P (xi|cj) = (TF(X=xi,C=cj)+1)/(v+
=

v

k

TF
1

(X=xi,C=cj))  (5)

Formula (5) is a class condition probability calculation formula based on the word-
frequency-based Naïve-Bayesian formula. In the formula, the increase is to avoid the 
class condition probability is 0. In this paper, we improve the class condition 
probability with considering the situation where a feature word occurs in a to-be-
classified document many times. The boosted-formula is as follows. 

P (xi|cj) =TF (ki,d)*(TF(X=xi,C=cj)+1)/(v+
=

v

k

TF
1

(X=xi,C=cj)) (6)

In the formula TF (ki, d) is the occurrence number of the keyword ki in a to-be-
classified document d. Take P (cj) and boosted P (xi|cj) as input parameters of the (3-
3) formula and we can get the text’s classification. 
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4 Retrieval Result Synthesis Strategy 

This paper designs a retrieval result synthesis strategy consists of three factors of the 
initial positions, the related degree of retrieval queries and abstracts, and the weight of 
individual search engine, referring to the view that a synthesis algorithm based on the 
retrieval results and abstracts is more efficient than other algorithms addressed by Lu 
Y[3]. Concrete related functions are completed by synthesizing result Agent. 

The feedback position relations of retrieval results and individual search engine 
should be considered first. Different individual search engines return different 
positions with different results, which are calculated using the following formula. 

Ti(result)=1-ri/N  (7)

In the formula, result denotes a certain retrieval result. ri denotes the result’s position 
in feedback result list of the individual search engine i. N is the number of all results 
retrieved by individual search engine i. If a certain result hasn’t been appeared in the 
results retrieved by i, Ti(result)=0. Those reduplicate retrieval results’ should be 
deleted after calculation. The related degree of retrieval results position in different 
individual search engine list can be calculated with the following formula. 

Relrank (result) =
=

n

i 1

 Ti (result) (8)

Then consider the related degree of the query and result abstract and the body topic. 
The query sentence is segmented to words Qdiv= {q1,…, qm}. The segmented query 
sentence Qdiv and abstract can be calculated with the following formula. 

Rel (Qdiv,abstract)=
=

m

j 1

 Rank(qj,abstract)  (9)

Rank(qj,abstract)=occ(qj,abstract)
=1i

ln(len(abstract)/loc(qj,i,abstract))  (10)

In the formula above, occ (qi, abstract) denotes the keyword qj occurrence times in the 
abstract. If qj dosen’t occur, Rank (qj, abstract) =0. len (abstract) denotes the length of 
the abstract. loc (qj,i,abstract) denotes the ith occurrence position in the abstract. The 
body topic is always short, and related degree of retrieval queries position in the body 
topic has a small effect. The important consideration is whether the word has 
appeared in the body topic. If it has appeared, the topic has a close tie with the 
retrieval result. The related degree of the retrieval result and the body topic can be 
calculated with the following formula. 

Rel (Qdiv,topic)=(nq1+nq2+…+nqm)/len (topic)   (11)

In the formula above, the nq1 denotes the keyword qj occurrence number in the body 
topic (1≤j≤m). len (top) denotes the length of the body topic. m denotes the keyword 
number in the retrieval queries. Considering the two factors above, the related degree 
of the retrieval queries and the body topic and abstracts can be calculated with the 
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following formula. In the formula, α, β denotes the weight coefficients of body topic 
and abstracts, and α+β=1. 

Rel (Q,result)=αRel (Qdiv, topic)+βRel (Qdiv,abstract)  (12)

Finally, the effect of the weight of individual search engines on results synthesis is 
considered. A higher weight an individual search engine has, a relatively higher 
quality its retrieval results will have. So the wfinal calculated by scheduling Agent 
should be a factor taken into account of sorting retrieval results. The final weights of 
individual search engines can be calculated based on the three factors above. 

w (result, q)= αRelrank (result) +βRel(Q, result) +γwfinal   (13)

In the formula above, α, β, γ are weight factors and α+ β+ γ=1. Retrieval results are 
sorted by w (result, q) in descending order and the top N are be used to as the final 
retrieval results. 

5 Experimental Results 

In order to verify the meta-search engine model proposed in this paper, an Agent-
based meta-search engine model prototype system ASE is designed. We choose the 
popular search engines Baidu, Google, youdao, soso, meta-search engine 
Webcrawler, and metacrawler as comparative search engines. Then it is practically 
tested in web environment. Because the analysis on the searching habits shows that 
most users only browse the top 10~30 retrieval results [4], the top 30 results are 
collected, and according to the related degree of each retrieval result documents, the 
nine categories degrees are averaged. Then the results are evaluated using evaluating 
methods proposed by literature [5]. 

R= (2r+u)/2t        (14)

In the formula, r, u and t denote related documents, uncertain documents and retrieval 
documents. The experiments test the average correlation between queries and results 
provided by prototype of meta-search engine ASE and compare them with different 
individual search engines. The related degree distribution of different Chinese search 
engines can be found in Fig.2. 
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Fig. 2. The distribution of related degree of Chinese search engines 
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From Fig.2 we can find that the average related degree of ASE is better than the 
others’. Compared with the domestic search engines, ASE shows some other certain 
advantages as well. 

6 Conclusion 

This paper provides an Agent-based meta-search engine model, which implements the 
strategies and algorithms of the three phases of model procedure, reflecting 
intellectualization. The personalization Agent groups implement users’ personal 
retrieval. And in retrieval result synthesis the initial positions, related degree of 
retrieval queries and abstracts, and weight of individual search engines are considered 
to reach a satisfying synthetic effect. Through experiments based on the prototype of 
ASE system it shows that the model has a higher personalization level than those 
individual search engines. 
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Abstract. We propose an Internet-search-based automatic image annotation 
feedback model, combining content-based and web-based image annotation, to 
solve the relevance assumption between the image and text and the limited vo-
lume of the database. In this model, we extract candidate labels from search re-
sults using web-based texts associated with the image, and then verify the final 
results by using Internet search results of candidate labels with content-based 
features. Experimental results show that this method can annotate the large-scale 
database with high accuracy, and achieve a 5.2% improvement on the basis of 
web-based automatic image annotation. 

Keywords. automatic image annotation, Internet search, the verification of 
feedback. 

1 Introduction 

Automatic image annotation technology has great value and significance on image 
retrieval. The technology can be widely used in image search engine and image data 
management. Common Web-based automatic image annotation approach research 
presumes certain relevance between the text and the corresponding image in the page, 
and is highly subject to the scale of the image dataset. 

As a training set, the size, scope and accuracy of the database are the key to the 
evaluation of the automatic image annotation system. For example, Corel5K [1], La-
belMe[2], PASCAL[3] have been widely used in the field of computer vision. How-
ever, due to its limited number of pictures, these databases are lack of diversity and 
practical application. The appearance of Flicker makes up these shortcomings, and 
covers most of the content that related. Since Flicker can be added by users, so the 
quality of the data is unevenness. 

It’s effective to use the image-to-word relation (IWR), image-to-image relation 
(IIR), or word-to-word relations (WWR) to annotate images. Using a training set of 
annotated images, we learn the joint distribution of blobs and words which we call a 
cross-media relevance model (CMRM [4]) for images. CRM [5] and MBRM [6] make 
use of feature values directly, together with kernel based techniques as a distance 
measure. In contrast, as to classification-based methods, each semantic keyword or 
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concept is treated as an independent class and corresponds to one classifier. Taking 
into account the semantic relations between words, the WWR will often be added to the 
annotation process, such as the coherent language model [7] based on WordNet[8]. 
Then Liu etc.[9] augment the classical model with generic knowledge-based WordNet. 
It employs image-based image learning to achieve basic image annotation to fix an-
notation results combined with the text-based image learning. The text-based annota-
tion method relies on the specific context of the images. Using the text related to the 
web images to reveal its semantic content is an important method of automatic Web 
image annotation.  

Most of the content-based automatic image annotation methods are based on the 
training set. Since most of the training sets are limited and difficult to update, and every 
day there will be a lot of image resources and new keywords appear, the majority of 
automatic image annotation methods only achieves good results in a particular small 
database in the laboratory. While facing the large quantity images with updating, it is 
hard to achieve the desired results. Web related text-based method is often confined to a 
separate page where the picture in and also based on the assumption of the relevance 
between the images and text [10]. Therefore, the use of the text is very limited, and 
vulnerable to the current text. 

We propose an Internet - search based automatic image annotation feedback model 
combining the content based and web-based automatic image annotation. First, we use 
the search engine and the nature language process to extract keywords. The point of this 
process is using the results that from several different pages by the search with image, 
reducing the impact of a single text associated with the image in one page. Then we use 
the image content features of the image, combined with powerful database of search 
engine, for analysis the initial keywords and revise, resulting in the final keywords. 
Taking advantage of the huge Internet data, without using the training set, the novel 
model can annotate the large-scale image set, and then uses the Internet data again to 
the analysis and re-rank. 

2 Image Annotation Feedback Model 

2.1 The Main Idea of the Image Annotation Feedback Model 

In the paper, we obtain the relevant text and images using the image-to-image search 
supported by the search engine online. Comprehensive utilization of the text and im-
age’s visual features, corresponding keywords will be extracted as the initial result. 
Then image content features will be used to revise the keywords. The basic algorithm is 
as follows: 

Input: image g 

Output: keyword set { }1 2, , , nfw fw fw…  

1. Images similar with image g obtaining through search engine serves as the image 

set. ( ) ( ) ( ){ }1 1 1 2 2 2, , , , , , , , ,m m mG g h r g h r g h r= … , where ig  is the related image, ih  is the 

text associated with image ig , and ir  is the position of output sequence by the 

search engine. 
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2. Count the weight of all words in the associated text { }1 2, , , mh h h… ,and take the first n  

words as the candidate word, { }1 2, , , nw w w… . 

3. Put the candidate annotation word set into the search engine to obtain the image set

{ }
1 2
, , ,

nw w wG G G… , where { }
1 2
, , ,

i sw i i iG g g g= …  is the image set related to the word iw . 

4. Calculate ( , )
iwSim g G  to achieve the similarity value of the HSV color, texture and 

SIFT features between the original image g and the image in
iwG . Finally, reorder 

candidate label word { }1 2, , , nw w w… , and get the corresponding keyword set

{ }1 2, , , nfw fw fw… . 

2.2 The Selection of Candidate Words Based on Multi-page  

We use the image search engine, comprehensive use of multiple texts where the images 
exist, to get the candidate label words. It reduces the impact of a single text, being more 
robust compared to the traditional single text-based annotation.  

Input the original image g , and upload it to search using the image-to-image search 

module of search engine. Get the websites that the similar images in and open them for 
the text information. Keep the Chinese and then we will get the textual information

{ }1 2, , , nT h h h= … , and ( )1,2,ih i n= …  corresponds to each text message of one 

similar image. Each piece of text information contains the title and content, { },ih t c= , 

where t  is the text title and c  is the content. We then do word segmentation, tagging, 
retain the term and filter the abstract nouns to get a noun set, 1 2{ , , , }nNW nw nw nw= … . 

Set individual weight on each paragraph to measure that the front of the text in the 
search results is more accurate than the latter: 

_
_ _ -

10
i

i

Para Num m
t weight Title Weight

×
=  (1)

_
_ _

10
i

i

Para Num n
c weight Text Weight −

×
=    (2)

where _ it weight , _ ic weight  are weight of the title and the body. _Title Weight , 

_Text Weight  are the initial weight set by the man, _ iPara Num is the position in the 

search result sequence, m and n are the related parameters. 
Because of the entity object the image content reflects, the label word must be a 

noun. For each noun inw , there is 
inwN weight value while the word appears 

inwN  

times in the text. Each weight could be denoted by , ( 1,2, ),
i inw k nwW k N= … . The prob-

lem that whether the word inw  exists in the title or the text, ,inw kX , which appears at 

the k-th time, can be estimated as follows: 
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,

,
,

is in the titl1 when

0 when

e

is in the text
i

i

nw k

NWi k
nw k

X
X

X

= 


 
  (3)

While one word appears at somewhere, the weight value is set as follows: 

, , ,_ _ (1 )
i iNWi k i nw k i nw kW t weight X c weight X−×+×=  (4)

We integrate the weight of each word ( 1, 2, , )inw i n= …  in NW  to calculate
inwW , the 

formula is as follows: 

1
,

nwi

i inw
k

N

nw kW W
=

=   (5)

Calculate the weight of all words in the NW , and normalize the weight as follows: 

i

i

nw

nw

W MIN
WI

MAX MIN

−
=

−
 (6)

where MAX and MIN is the biggest and smallest weight of the words in the set NW . 
We set the weight t  and c  in the ih , organize the text, and do word segmentation, 

tagging, retain the term and filter the abstract nouns, then we get the final sort of the text 
through the sequencing as follows:  

  (7) 

where iw  is the keyword, iWT  is the final value of the keyword calculated by the text 

T. Order F by descending order of iWT  value. 

2.3 Feedback Based on Image Content 

The candidate label word is extracted according to the text associated with the image. 
The final result is based on the keywords sequence sorted by iWT , and the source is the 

relevant text without considering the actual content of the image. In this paper, we 
search the image using the candidate label word, and then revise the initial result with 
the content based Image annotation method. 

For the initial label sequence of words 1 2, ,..., nw w w  ( n  is the number of selected 

keywords), upload to the word-to-image search module and get the result search of the 
word iw ,

1 2
, , ,

i sw i i iG g g g= … , then the final image set is: 

1 2 1 2 1 21 1 1 2 2 2, , , , , , , , , , , ,
s s sw n n nG g g g g g g g g g= … … … …｛ ｝ (8)

We select the HSV color, texture and SIFT [11] feature as the lower visual features to 
match the distance between the original image and the images in wG . 

We extract the HSV feature of the image, then rank the Bhattacharyya distance 
between the three channel histogram of the images in ascending order, and we will 

( ) ( )1 1 2 2[ , , , , ( , )]n nF w WT w WT w WT= …
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obtain the sequence 1a , 2a , 3a ,…, na . Extract the Energy, Contrast, Entropy and Cor-

relation as eigenvalues of the texture feature with gray level co-occurrence matrix[12], 
and describe the parameters as the vector Tex ( )En,Ct,Er,Cr= . We make the Eucli-

dean distance of the texture feature in ascending order to get 1b , 2b , 3b ,…, nb .Score 

each image as follows: 

_ 1 /hsv i iGD a a=    When 1 0a ≠  (9)

2

1
_

2

10 1

1

i
hsv i

i

a
i

a
GD

a
i

a

+

 × == 
 ≠


 When 1 0a =  (10)

_ 1 /gray i iGD b b=    When 1 0b ≠   (11)

1

1
_

2

10 1

1

i
gray i

i

b
i

b
GD

b
i

b

−

 × == 
 ≠


 When 1 0b =  (12)

where _hsv iGD  and _gray iGD  is the HSV feature and texture feature match score of the 

i -th image. 
We calculate the Euclidean distance between the 128-dimensional feature vectors of 

different points. When it is less than a certain threshold, these two points will be 
marked as a pair of match point. The number of the paired points of the original image 
and the match image set should be sorted in ascending order, 1c , 2c , 3c ,…, nc ,and the 

score the SIFT feature respectively: 

_

0 0

0

i

sift i i
i

n

c

GD c
c

c

=
=  ≠


 (13)

where _sift iGD  is the image’s sift feature match score. 

Based on the three results above, the final score can be calculated as follows: 

_ _ _i hsv i hsv gray i gray sift i grayGD GD W GD W GD W= + +× × ×   (14)

where hsvW  , grayW , siftW  are the weights of HSV feature, the texture feature and the sift 

feature respectively. Then normalized the total score to get the score GikMP , which 

means the normalized results of the match score between the k-th image and the orig-

inal image g  associated with iw . By the end, we sort { }1 2, , , nw w w…  by GikMP  to 

obtain the final annotation results{ }1 2, , , nfw fw fw… . 
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3 Experimental Results and Analysis 

3.1 Experiments Setting  

The image-to-image search module and word-to-image search module used in the 
experiments is from Baidu. We take a random way to select the images as the image 
data set online (use the JPG as the image format). In the experimental process, we get 
1000 images after the image-to-image search, whose search result is not null. As the 
example shows in Table (1), the four images are the original images, and there are some 
outputs after uploaded to the image-to-image search. After statistics, the original im-
ages are classified as “Animal”, “Landscape”, “Transport”, “Characters”, “Groceries”, 
“Food”, “Plants”, and “The Other" eight categories, and the number of images of each 
type is shown in Figure (1). Also it can be shown indirectly that, the larger the number 
of some category is, the higher the probability of receiving the return value through the 
search engine, while the smaller means that the probability of the images in this cate-
gory is relatively lower or even hardly to have a return value. From the Figure (1), we 
can see that the "Characters" and "Landscape" categories are the top 2 biggest. 

Table 1. Examples of the image data set 

the images 
    

Human annotated words plane Mona Lisa watermelon lily 

 

Fig. 1. Experimental image classification result 

In this experiment, the Average Precision value, AP, is used to evaluate a single 
result. The AP is the average of the precision rate of the recall at different point, and in 
this paper it is defined as: 

1

1 r

i i

i
AP

r Po=

=   (15)

Im
ag

e
nu

m
be

r
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where r  is the number of the right label word, iPo  is the position of the i -th right 

label word. When there is no right label word, 0AP = . 
At the same time, we use the MAP (MeanAP) to estimate the whole experiment 

which integrate all single experimental results and calculate the macro average. It’s 
defined in the text as:  

1

n

ii
AP

MAP
n
==   (16)

where iAP  is the evaluation results of a single experiment, n is the number of the single 

experiments. 
For each image, we choose the first visual label as the artificial label word result. 

Considering the influence resulting from image size while extracting SIFT feature, the 
images will be scaled to 150 pixels or less both in width or height before extracting 
SIFT. But the image will be kept the original size as extracting the texture feature and 
the HSV histogram feature, to alleviate the impact of image scaling. 

In the experiment, the _Title Weight , _Text Weight  in formula (1) (2) are set to 0.6 

and 0.4 empirically. m, n are set to 0.15 and 0.1 and , ,hsv gray siftW W W  are set to 1 in 

formula (14). We choose the first 3 or at most 3 and the first 2 or at most 2 words in the 
sequence F as the candidate keywords respectively to do the experiment. For each 
candidate label word in the initial result, we download three images to build a com-
parison image set. The experiment uses 1000 original images to analyze which has a 
return value after search, so the n in formula (16) is 1000. 

3.2 Experiment Result Analysis 

As can be seen from Table (2), the AP = 0.5 is the estimate of the initial result, and after 
the feedback, the word "straw hat" move to the first position, so the estimate change to

1AP = , improved than before. 
However, there are failed examples in the experiment, whose final result is worse 

than the initial one after the feedback. Such as the example shown in Table (3). 

Table 2. Experimental results of the original image "straw hat" 

Manual 
annotation 

results: 

The original 
image 

Candidate 
word 1 

Candidate 
word 2 

Candidate 
word 3 

AP 

Material Straw hat Still life 0.5 

Straw hat 
 

word after 
feedback 1 

word after 
feedback 2 

word after 
feedback 3 

AP 

Straw hat Still life Material 1 

 
The final result of the initial label in comparison to the results after feedback is 

shown in Figure (2). While there are 3 keywords at most, there are 90 images whose AP 
is 0.33, the 0.5 ones are 155, and the 1 ones are 487. After the final feedback, the 0.33 
images are 55, the 0.5 ones are 140, and the 1 ones are 537. After the experiment, 
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Web-based image annotation at the initial result has MAP = 0.5942 , and the MAP 
reaches 0.62515 after the feedback using the image content, increasing by 5.2%.  

Table 3. The results of the original image "Grape" 

Manual 
annotation 

results: 

The original 
image 

Candidate 
word 1 

Candidate 
word 2 

Candidate 
word 3 

AP 

Grape Flower shop Tonic 1 

Grape 
 

word after 
feedback 1 

word after 
feedback 2 

word after 
feedback 3 

AP 

Tonic Grape Flower shop 0.5 

 

Fig. 2. The comparison of the results of the candidate label words and the ones after feedback 
with at most 3 keywords and 2 keywords 

When there are 2 keywords at most, there are only three different estimate values. At 
the point 0.5 the number of images reduced to 136 from 179, and it rises to 523 from 
480 at point 1. The MAP of the final result with at most 2 keywords has a 3.8% in-
creased from 695MAP = 0.5  to 591MAP = 0. . 

The Figure (2) show that where there is 0, there is no change, because the final label 
is revised based on the initial results. The final annotation results at point of 0.33 and 
0.5 are slightly less than the initial ones, and at the point of 1 there is a significantly 
raised. The experiment proves that the feedback on the initial annotation has a good 
effect. 

4 Conclusions 

In this paper, we develop an internet-search-based automatic annotation framework 
which is able to achieve annotating a large-scale image set automatically. We employ 
the powerful database from Internet search to process text where the similar images are, 



588 J. Yu et al. 

 

and then get the result of initial label words as the candidate words. After putting the 
initial result in the search engine again, we obtain a series of images related to the word 
and then revise the initial result with the visual features as the final result. Analysis and 
correction to the image content based on the Internet-search ensures the accuracy of the 
image content annotation. Access to image information based on the Internet, this 
method can work without a certain training set, and thus overcomes the limitations of 
the traditional training set. A series of experiments with the image data set built by 
ourselves verify the validity of this automatic image annotation method. 
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Abstract. This paper puts forward an ancient porcelain system that can be 
identified and analyzed online. It can put discriminant analysis of ancient 
porcelain technology identification use to network platform. In addition, the 
system can provide efficient ancient porcelain identification service and collect 
more ancient porcelain samples data. The system exercises JSP, JavaBean and 
SQL Server 2000 technologies to establish an ancient porcelain database 
management system, and to achieve data exchange between JSP pages and 
database, and uses Java program to invoke Matlab program to achieve the 
identification analysis function. Test analysis results show that the system can be 
used to identify Liu Jiamen celadon porcelain, Ruguan porcelain and Zhang 
Gongxiang celadon porcelain.  

Keywords: porcelain, identification analysis, JSP. 

1 Introduction 

China has a long history of porcelain production and the craftsmanship is exquisite [1]. 
People have always been strongly interested in the research of ancient porcelain 
production technology and culture. Ancient porcelain identification has a special 
meaning for the research. Traditional identification methods are facing challenges in 
highly copy porcelain, while technology workers make certain progress by combining 
nuclear analysis technology with multivariate statistical analysis [2, 3]. 

Taking the problems of ancient porcelain identification into account, several science 
research institutions have tested ancient porcelain samples, and have set up database 
management systems in China [4, 5]. But most of these systems are standalone 
versions, which are not beneficial to the communication and cannot meet the needs of 
normal users. Using multivariate statistical analysis method to analyze the ancient 
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porcelain nuclear analysis data, it is expected to find some scientific criterions to 
distinguish ancient porcelain [6]. Now, there are a variety of tools to help people 
analyze the data, such as Matlab, SPSS and so on, but it is difficult to grasp these tools 
for non-professional peoples on data processing and analyzing. 

The purpose of this paper is to design an ancient porcelain online analysis system. 
We establish the ancient porcelain database, and add analysis methods into the system. 
The task of the system is to provide identification analysis service or research for a 
wider range of people. We use JSP and SQL Server 2000 technologies constructing 
network platform, and make some attempts to implement the analysis functions by 
using mixed programming of Java and Matlab. 

2 System Analysis and Function Design 

2.1 The System Function Modules Analysis 

According to the requirement analysis, the system uses the B/S structure. In order to 
ensure the safety of a large number of ancient porcelain nuclear analytical data, the 
system should design a user management subsystem to manage user permissions. To 
access the ancient porcelain data, users need to register and login the system. After 
successfully applying for certain permission, users can use the identification analysis 
function. According to the quantity of samples, the users can choose single-sample 
identification by manually entering a group data or multi-sample identification by 
submitting a excel file. If the data were analyzed, the samples data will be temporarily 
stored in a table of system database. With approved by administrators, the data can be 
shifted to the ancient porcelain standard sample data table and enlarge the amount of 
the standard samples information in the database. By means of the above analysis, we 
develop three subsystems: users management system, ancient porcelain data 
management system and identification analysis system. Fig.1 lists the subsystems and 
main function. 

 
Fig. 1. Ancient Porcelain Identification Analysis System Function Modules 
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2.2 Database Design 

Taking into account the amount of samples information and data security, we select 
SQL Server 2000 as a backend database. 

The database consists of the following tables: 

(1)The user table (tb_usertable): It mainly includes user number, username, 
password, permission and E-mail. 

(2)The ancient porcelain categories table (tb_category): The category number, name 
and remarks are the main components. 

(3)The chemical composition table (tb_PIXE): It is the standard samples library to 
identify porcelain samples, and mainly covers sample number, sample name, category, 
properties, remarks, the content of Al2O3, SiO2, K2O, CaO, TiO2, MnO, Fe2O3 and so on. 

(4)The temp table(tb_temp): Its content is alike tb_PIXE. The table is mainly used to 
temporarily store the porcelain samples data submitted when users use the 
identification function. 

3 The Implementation of the System 

3.1 Development Technology Sketch 

We use JSP and JavaBean technologies to develop dynamic pages. JSP technology has 
some advantages, such as writing once and running everywhere, supporting 
multi-platform. JavaBean is a reusable cross-platform component written in Java. In fact, 
it is a reusable public class packed by Java. JavaBean can achieve database connection and 
data operation, while JSP mainly focuses on generating dynamic pages. Thus, it can not 
only make full use of the reusable JavaBean components, but make the code easy to 
maintain and improve development efficiency. In addition, we use Matlab compiler that 
can pack Matlab code as JavaBean components to achieve the data analysis function. 

3.2 Using Database Connection Pool 

Because distribution, management and release of database connections straightly 
influence the performance of web applications, we use database connection pool 
(DBCP) to manage the database connection. DBCP is a Java connection pool project 
and a connection pool component what tomcat use. When tomcat starts, DBCP can 
produce a sufficient number of database connections for the program, improve the 
speed of the program and save the memory. Program can get one connection from the 
memory when it needs to establish a database connection, and return to the memory 
after using [7]. These connections can make it efficient and safe to reuse, and avoid the 
overhead of database connections that frequently are established and closed [8]. 

3.3 Implementation of the Analysis Model 

3.3.1   To Compile Discriminant Analysis Function File 
The identification analysis function of the system is achieved by Fisher discriminant 
analysis. Matlab has powerful data processing capability, and Fisher discriminant 
analysis function is in Matlab’s toolbox, so we can use Matlab Builder for Java to 
compile Matlab program to .jar file which can call by Java codes [9]. 
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With deploytool command in Matlab, We can open deployment tool, and create a 
project, then add and compile a .m file, while we can get a .jar file and a .ctf file from 
fiher.m file. In order to import the package to MyEclipse web project, we can use the 
component in the web project. And then we can use Beans to take porcelain samples 
data from database. Finally, it can invoke the component to identify samples. 

3.3.2   The Single Sample Identification 
According to the number of samples, the identification analysis module is divided into 
the single-sample identification and the multi-sample identification. If the porcelain 
sample number is small, users can enter the data of one sample’s chemical composition 
of Al2O3, SiO2, K2O, CaO, TiO2, MnO, Fe2O3 and so on, input introduction of its origin, 
and select its properties, then the system will identify it and display the analysis result. 

If the information of the sample is entered, the result may be affected. So the system 
should check it when we click on the “Identify” button. What’s more, it will alert the 
user if the information is not complete. The function is achieved by JavaScript. 

The system will add the data submitted successfully to tb_temp, and then invoke the 
identification analysis module to identify. The single-sample identification analysis 
call classify()—a member function of fisherclassify class. The function can read the  
 

 

Fig. 2. Flow chart of single-sample identification analysis 
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data form tb_temp table, get its property, read the data with the property from tb_PIXE 
table to identify and store analysis result. The program flow chart of the identification 
analysis is shown in Fig. 2. 

3.3.3   The Multi-sample Identification 
If several or more samples are to be tested, it is inconvenient to select the single-sample 
identification analysis, while users can select multi-sample identification analysis via 
submitting a specific format Excel file. The system will add the samples data in the file 
to tb_temp table, and then invoke the module to analyze and store their analysis results. 
The module is more complex than the single-sample module, but the process is 
somewhat similar, so there is no longer described. 

3.4 To Increase the Standard Samples in the Database 

The more standard samples are in the database, the more reliable identification results 
are. So it is an important work to increase the number of standard samples in the 
database by rationally using users’ samples data. However, this data is not necessarily 
reliable. Therefore, we cannot add them to standard samples table, but store in 
temporary table—tb_temp. If this data is reliable, the administrator can shift them to 
the standard samples table. 

4 Running Instances 

According to certain criteria, to develop the discriminant equation, discriminant 
analysis can test the unknown sample’s category based on the known types of samples 
data. As a result, we cannot correctly distinguish the samples unless there are standard 
samples which have the same category with the samples in the database. To test 
identification performance of the system, we can make use of the single-sample and the 
multi-sample identification analysis to test the samples of known category. Now we use 
the former to test a Liu Jiamen celadon porcelain sample, and its identification result is 
shown in Fig. 3. 

 

Fig. 3. The report of the single-simple identification analysis 

Next, to submit 4 samples data through an Excel file, the identification report shows 
that their test results are all correct. It is shown in Fig. 4. 
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Fig. 4. The report of the multi-simple identification analysis 

5 Summarization 

Through the design and application of the ancient porcelain online identification 
analysis system, we have the following harvest: Firstly, to build the system platform by 
using JSP and SQL Server 2000 database, we can effectively manage ancient porcelain 
data, and provide users with more convenient services through the Internet. Secondly, 
the combination of the JSP and JavaBean enables separation of the HTML and Java 
program. What’s more, it is easy to program development and code maintenance. 
Finally, the identification analysis function is applied to network by mixed 
programming of Java and Matlab. The running instances show that the system can be 
used effectively identify Liu Jiamen celadon porcelain, Ruguan porcelain and Zhang 
Gongxiang celadon porcelain, and satisfy users’ need of identifying porcelain samples 
from these categories. However the system still need to add more variety of types of 
ancient porcelain samples and other nuclear analytical data and to use other methods to 
scientifically analyze the data to validate each other, and then the system will be more 
practical. Furthermore, this is the next work we still need to do. 
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Abstract. This paper analyzes some characteristics of in-site search and 
proposes a self-adaptive strategy for web crawler. This strategy is polite and the 
number of concurrent threads is automatically adjusted according to the 
analyses of pages’ average download time in different time units. Some factors 
such as web server load and network bandwidth are synthetically considered. 
The experimental results show that our strategy can achieve higher performance 
than some other strategies. It objectively reflects the practical crawling course 
of web crawler and fully exploit local and network resources. 

Keywords: In-site search, Web Crawler, Multithreading, Self-adaptive. 

1 Introduction 

Web crawler provides data source for search engine as an essential component. The 
performance of crawler directly affects the richness and timeliness of source data. 
Since the first crawler was implemented by Matthew Gray Wanderer in the spring of 
1993 [1], the study of web crawling has never been interrupted in both academia and 
industry. 

No matter what kind the crawler is, its efficiency is inevitably influenced by some 
factors such as the quality of network environment and the operational efficiency of 
local environment. Many approaches and strategies have been used to sufficiently 
utilize network bandwidth and increase the crawling speed. Meng et al. (2008) 
proposed a bandwidth control strategy to predict download speed and maximum 
request frequency for crawling different sites. Yin et al. (2008) present efficiency 
bottleneck analysis and built an improved schema for web crawler. 

 In order to improve operational efficiency of local environment, concurrent 
technique is widely applied in crawlers. Most research on web crawler concentrate on 
internet search where distributed and cloud computing are required because of vast 
amounts of information. Those studies rarely involved in-site search. 

This paper analyzes various characteristics of web crawler in in-site search, and 
presents a self-adaptive strategy for downloading web pages from specific site. This 
strategy is to consider the average download time of web page, the number of 
concurrent threads, network bandwidth and web server load, etc. The number of 



596 R. Sun, P. Jin, and W. Xiang 

 

threads can be adjusted to adapt to the actual operating environments. We carry out 
several experiments to compare different thread settings of crawler.  

The remainder of the paper is structured as follows. We first describe our related 
works in Section 2. The next Section is concerned with the self-adaptive strategy in 
detail. Section 4 presents our experiments and analyses the experimental results and 
performances. At last we conclude our present achievements and possible future 
works. 

2 Related Works 

2.1 Operational Strategy of Web Crawler 

The essential algorithms, such as breadth first search (BFS) and depth first search 
(DFS) [4, 5], are adopted to visit each node in network topology diagram. 

Normal crawlers only focus on efficiently downloading useful web pages and 
ignore their topics. Focused crawlers needs to consider the relevance of web pages 
and the specific topic. Valuable resources should be given priority, and low-value 
resources should be put off even ignored [4]. Incremental crawlers must consider the 
frequent updated pages and regularly maintain the freshness of local copies [6]. 

2.2 Characteristics of In-Site Search 

In-site search engine searches a specific website for content that matches the visitors’ 
query. It is similar to internet search engine on basic search concepts, but there are 
some characteristics which need to be concerned in it. In this paper, we are mainly 
concerned about their influences in crawling system. 

Simple Network Topology. In a crawling system, we often only care about the 
hyperlinks in pages. Many irrelevant links should be thrown off by URL parsing. In 
in-site search, the network topology may be approximately viewed as a tree structure, 
as shown in figure 1, and this tree can be traversed in level-order. 

Polite Crawling Strategy. Similarly, concurrent technique ought to be used in in-site 
search. Thread synchronization implies that the thread waiting time will be increased. 
If the shared data is frequently accessed, a lot of overhead will be spent to achieve the 
management of critical section. So, the multithreading may result in an efficiency 
bottleneck of crawling system. 

Inevitably, the crawler will access web server for a long time. The connection 
established to server is bound to occupy some server resources. In some violence 
crawling strategy, because thread number is too large, the internet user’s normal 
access to the website is seriously impacted. In extreme cases, web server even may 
collapse because of too much burden. So, crawling in-site should adopt courteous 
crawling strategy. This polite way does not affect the normal operation of the site [1, 
2, and 5]. 
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Fig. 1. Network Topology of Website 

Crawling Strategy for Sub-periods. Generally, the frequency of accessing website 
in different time periods is different. The number of connections that web server 
allows is limited. The performance of crawler in the different time periods is also 
different. Therefore, the number of threads should be increased to take advantage of 
network resources in server idle time, and be reduced in server busy periods. 

We propose a self-adaptive algorithm in next section. These factors above-
mentioned are concerned in our crawling system. 

3 Self-adaptive Strategy 

3.1 Basic Concept 

Pages’ Average Download Time. The main factors which affect the page’s 
download speed are its size and its download time. There is certain randomness in 
page size on the same web server. Considering that paging and other techniques are 
used in most of web sites, the page size may be approximately looked as the average 
size in this paper. We uses average model to calculate pages’ download time.  

In the single-threaded mode, web pages’ average download time is the mean of 
time which is used to download all pages, as shown in (1).  

1

1ˆ
n

i
i

t t
n =

= 
 

(1)

Where t̂ denotes average download time, it denotes the actual web pages’ download 

time, n denotes the number of pages downloaded. 

Pages’ Download Precision 
Some web pages may be lost during the downloading. If the pages’ download 
precision is lower, the local resources are wasted; otherwise the performance of 
crawler is better. The pages’ download precision is defined by 

p td d= . (2)

where d denotes the number of pages which will be downloaded, td denotes the 
number of pages which are successfully downloaded. 
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Pages’ Average Download Time in Time Unit. Considering that a lot of crawling 
tasks are executed in multithreading strategy, we simply think that these tasks are 
started in the same time and all tasks are finished at end time. Web pages’ download 
time in unit time is defined by 

2(1 ) ( ) ( ) ( ) ( )i i i i i i i it p T td d td T td d T td= × = × = ×  (3)

where T denotes a time unit, id denotes the number of required pages in time 

unit i , itd denotes the number of pages successfully downloaded in time unit i .  

Pages’ Average Download Time in Window. The number of threads is dynamically 
adjusted according to the tendency of the changing of average download time. So, a 
window-like prediction mechanism is used to predict this tendency. Using n to denote 

the window size, we can calculate the average download time t in a window. It is 
defined by 

1 1 1

( ) (( / ) )
i n i n i n

k k k l k
k i k i l i

t p t thrd thrd t
− + − + − +

= = =

= × = ×  
 

(4)

where kt denotes average download time in time unit k , kp is defined as the weight of 

time unit k and calculated according to the difference of thread number in 

windows, kthrd denotes thread number which is set in the time unit k . 

Comparing t  to the average download time in prior time unit 1kt − , we can predict 

the number of threads should be set in time unit k . In formula (5), x denotes the 
number of thread which should be added or reduced in next time unit, namely step size. 

1 1
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(5)

3.2 Algorithm Description 

1) Set the initial number of threads to 1, and calculate average download time 1t ; 

2) Set the number of threads to 1x + , calculate 2t ; 

3) According to the formula 4, calculate average download time in window t ; 

4) If 1kt t α−− > , we predict that web server load or network bandwidth is 

limited. The number of threads is too high and should be decreased by step size; 

5) If 1kt t α− − > , the download speed of pages is climbing, the number of threads 

should be increased by step size; 
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6) If 1kt t α− − ≤ , the current download speed of pages is stable, and the number 

of threads should not be changed; 
7) In the next new time unit, go back to step 3, and loop for the course above 

mentioned. The algorithm is over until all pages are downloaded or kt is equal to 0. 

4 The Experiments and Discussion 

4.1 Experimental Settings 

A large portal website, York BBS (www.yorkbbs.ca), which is one of biggest Chinese 
website in Canada, is the crawl target in our experimental system. Considering the 
efficiency of a web crawler is tightly related to its operating environment, all 
experiments are carried out on same computer system. The network bandwidth is 
limited to 10Mbps. 

4.2 Experiments 

We design several experiments to compare various implementations on different 
strategies respectively, such as different number of threads, self-adaptive and fixed 
number of threads, polite crawling and violent crawling.  

The frequency of accessing website in different time periods is also different and 
the number of allowed connections to the website is limited, so the performances of 
web crawler at different time periods are uneven. So our experiments are carried out 
at the same time everyday (e.g. midday). 

In each experiment, the time unit is set to 5 minutes, and the total crawling time is 
2 hours, and the step size is 5. We respectively record the number of the requested 
pages, the number of the successfully downloaded pages, and calculate the pages’ 
average download time. 

4.3 Experimental Results and Discussion 

Different Number of Concurrent Threads. The fixed number of threads in 
experiments is set to 1, 10, 20, 30, 40, 50, 60, 80, 100, and 120 respectively. We 
compare with the pages’ download precision and the pages’ average download time in 
different strategies. As shown in figure 2, the pages’ download precision gradually 
declines when the number of threads is increased to 50. There is small change before 
50. Therefore, it is not true that the bigger the number of threads, the better the 
performance of crawler is. Similarly, the pages’ average download time doesn’t 
always decline due to the increasing number of threads. 

So, we think that the performance of crawler is divided into three stages, as shown 
in figure 3. 
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Fig. 2. Change of precision values in different thread number 

 

Fig. 3. Comparison of the numbers of downloaded pages in different thread number 

The first is a rising stage. With the increase of the number of threads, the pages’ 
average download time is declining. The advantage of multithreading has been shown 
undoubtedly. At this time, the performance of crawler is quickly improved.  

When the number of threads is increased to a specific range, the precision and 
average download time is stabilized because of the influence of the local operational 
environment and the network environment. This is the stable stage. 

In the downward stage, the pages’ download precision starts to decline. Though the 
number of requested pages is increasing, the number of successfully downloaded 
pages decline sharply. At this time, the increase of the number of threads will not 
bring any efficiency gains. On the contrary, it will expend more system overhead, and 
even cause network congestion. So, the violence crawling strategy will bring bad or 
even fatal effects on the web server. 

Obviously, the number of threads should be added in the rising stage and vice 
versa in the downward stage. In our experiments, when the number is approximately 
set in the range between 30 and 50, the performance of crawler can remain relatively 
high. 

Self-adaptive Strategy. Use self-adaptive crawling algorithm to record the average 
download time of each time unit, and compare to other strategies where the different 
number of threads is fixed. Figure 4 illustrate the comparison of the pages’ average 
download time of different strategies in a certain sequence of time units.  
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Fig. 4. Comparison of the pages’ average download time of different strategies 

Some significant phenomena can be found from this above figure. 
The pages’ average download time is relatively stable in self-adaptive strategy. On 

the contrary, there are some fluctuations the other crawling strategies. Our strategy is 
little influenced by the actual operational environmental. 

The average download time is also relatively small in self-adaptive strategy where 
the number of threads is neither fixed nor limited by specific site. So it can effectively 
reduce the influence of local operational efficiency and network environment. 

Parameters’ Settings of Self-adaptive Strategy. We carry out several experiments 
where the windows size is set to 2,3,5,8 individually. Through comparing the 
precision and the average download time, we find that the performance is better when 
the size is set to 3. What’s more, the value of step above-mentioned is set to 5 
presently. 

5 Conclusions and Future Works 

This paper presents a self-adaptive crawling strategy based on polite crawling policy. 
According to the statistics of pages’ average download time and pages’ download 
precision in different periods of crawling process, the number of concurrent threads is 
dynamically adjusted in crawling system. 

Experiment results show that our strategy is better than other fixed number 
strategies. It is simple but effective, and can be applied in some fields, such as general 
crawling, deep web crawling, focused crawling, etc. It should be noted  that the 
rationality of some parameters like the window size still needs to be testified in the 
algorithm.  

In future work, we will deeply study our algorithm and improve the performance  
of web crawler. At the same time, we will combine with distributed and cloud 
computing in our system. 
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Abstract. The shark-search algorithm is a classical content-based theme 
crawling algorithm. However, it has some disadvantages on crawling scope, 
including the viscousness phenomenon. To avoid this shortcoming of the 
original shark-search algorithm, an improved shark-search algorithm combining 
URL-analysis algorithm and host-control strategy is proposed in this paper. The 
accessed frequency of a host is considered in this new algorithm. The 
experimental results show that the proposed algorithm can overcome shortages 
of the original shark-search algorithm and improve the efficiency of a theme 
crawler. 

Keywords: theme crawler, shark-search algorithm, crawling strategy, vertical 
search. 

1 Introduction 

With the developments of Internet industry in recent years, the amount of web 
information increases greatly. So it is more difficult to gather web information for 
traditional search-engines. To avoid this problem, researchers proposed the vertical 
search-engine which becomes a new development direction of search-engine 
technology in this information explosion era [1]. 

One vertical search engine focuses on a specific domain which can generate more 
accurate and professional search results than a traditional search engine. For a vertical 
search-engine, the most important module is a well-designed theme crawler [2]. Some 
algorithms are integrated into a theme crawler to filter the information unrelated to a 
theme. So a theme crawler can reduce greatly I/O cost and the number of indexed 
documents compared to a traditional search engine which makes a vertical search-
engine more efficient. The core part of a theme crawler is the crawling strategies. The 
efficient crawling strategies can improve the performance of a theme crawler. 

The Shark-Search algorithm [3] is a classical content-based algorithm of a theme 
crawler. However, in current Internet situations, the Shark-Search algorithm works 
only in one host or a small number of hosts because the breadth of Internet nodes 
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structure is neglected in the algorithm which leads to the obtained data concentrative 
excessively. 

The main contributions of this paper can be described as follows. (1) A schema is 
proposed on how to evaluate the viscousness phenomenon of a theme crawler 
algorithm (The viscousness phenomenon is defined in section 2). (2) Two strategies are 
introduced for reducing the viscousness of a crawler. (3) A new algorithm that 
combined these two strategies is proposed. (4) Experiments were performed to confirm 
whether the new algorithm can lessen the viscousness phenomenon effectively. 

2 The Existing Theme Crawling Strategies 

There are two kinds of common used crawling strategies: the heuristic strategies 
based on the evaluation of text content and the strategies based on the evaluation of 
web links [4]. 

The early heuristic strategies based on the evaluation of text content include Fish-
Search [5] and Shark-Search [3]. These algorithms evaluate a URL link by calculating 
the similarity between the contents of the web page it locates and the themes, and the 
similarity between its anchor text and the themes. The main idea of Shark-Search 
algorithm is as follows. 

The Shark-Search algorithm adopts a similarity engine to compute the score of a 
web page. 
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where inherited() is used to compute the inherited score, which is defined as  
equation (2): 
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The decay factor δ is a threshold value in a range of 0 and 1. The neighborhood score 
is computed by function neighborhood() with the similarity between the anchor text 
of a hyperlink and the theme. 
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Based on above equations, the vector space model (VSM) is used to compute the 
similarity. 
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Note that n means the dimension of the vector. (wi1,wi2,…,wik) is feature vector of the 
context text and (wj1,wj2,…,wjk) is feature vector of the theme keywords. 
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The main advantages of the strategy based on text content evaluation include the 
well-formed theoretical basis, low computing complexity and high accuracy. 
However, it cannot obtain the web link structure effectively because it neglects the 
link information. When these algorithms were proposed, most of web pages in a 
website belong to static (inactive) web pages. Moreover, the total number of web 
pages at that time  is very small compared to the current number. Therefore, these 
algorithms presented a good performance at that time. However, there is currently a 
huge number of websites and web pages which are updated frequently. In current 
Internet environment, these original algorithms can make one crawler focus on some 
websites containing much information related to one theme or several themes, which 
is called as viscousness phenomenon. For example, from the investigation in WOW-
bar of Baidu Tieba (Baidu Tieba is a famous website of theme-BBS groups in China), 
we can know that about 200 posts are replied in one minute at rush hour. New 
information of one theme is generated at a high speed, which does beyond the 
limitation of a simple theme crawler. A traditional theme crawler may meet 
viscousness phenomenon that keeps itself always access this website. The Viscousness 
phenomenon is harmful to a vertical search engine, because it limits the source 
websites in a finite range. Obviously, a vertical search-engine with a little number of 
indexed websites is not a satisfied search engine.  

The representatives of strategies based on web-link evaluation are PageRank[6] 
and Hits[7]. In these algorithms, the importance of web pages is evaluated through the 
URL links among them, and the important web pages are downloaded preferentially. 
One of the important advantages of these algorithms is that the structure of a web 
page can be recognized effectively, so that the information in a web page can be 
obtained pointedly. However, there are some obvious disadvantages in these 
algorithms, including high computing complexity and topic excursion, which are 
caused by the lack of content evaluation. 

The combination of the two kinds of strategies becomes a hot research topic in 
consideration of their properties. References [8-11] presented the investigation results 
of all crawling strategies. A link structure analysis method combined with Shark-
Search based algorithm is proposed in literature [8], in which the web-link evaluation 
is computed in a low complexity. Unfortunately, it still cannot avoid the viscousness 
phenomenon. In literature [9], a method similar to PageRank's link analysis was 
presented to calculate the importance of a web page. Reference [10] introduced a 
genetic algorithm (GA) and the mutation of URLs to alleviate the viscousness. LIU 
Shu-mei etc. proposed a theme transfer method [11] to improve the original Shark-
Search algorithm. All of these methods managed to combine the two kinds of 
strategies and to reduce the viscousness phenomenon. But their emphasis was to 
enhance recall and precision rate. 

In reference [8], Liu proposed a new method to control a theme crawler, which is 
inspired by the idea of access speed control strategies for crawlers and can avoid 
viscousness phenomenon effectively. In this method, the number of accessed hosts 
and the concentration degree are considered as the measurement parameters. 
Experimental results show that this method can reduce viscousness phenomenon 
efficiently. 
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3 The Improved Shark-Search 

3.1 The Core Idea of Proposed Algorithm 

The proposed algorithm is based on Shark-Search algorithm, combining link weights 
analysis with web-link structure analysis and hosts access control method with Fish-
Search algorithm. In the proposed algorithm, every access of a crawler to each host is 
recorded, and the weight of a host is decreased if this host is accessed frequently. 
Therefore, the crawler can avoid viscousness phenomenon effectively. 

3.2 Shark-Search Algorithm Combined with Web-Link Evaluation 

In order to add the web-link evaluation to the traditional Shark-Search algorithm, we 
define the link score as follows: 

)2/(1)(_ −= Lurlscorelink  (5)

where L is the number of symbol "/" appearing in a URL, the more "/" in a URL, the 
harder this web page can be found by a crawler, and the less important the web page is. 
Because a HTTP URL always starts with string "http://", L minus 2 operation and its 
reciprocal transformation should be performed. link_score is a value between 0 and 1. 

The new value score is defined as follows: 
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Note that potential_score(child) represents the score computed by traditional Shark-
Search algorithm, ρ is the weight of a Shark-Search score. 

3.3 Adding Host Control Mechanism to the Algorithm 

In Fish-Search algorithm, there is a response time evaluation in order to reduce the 
time cost. We apply it to the Shark-Search algorithm. 

)10().(_*)1(

)(_*)(_

≤≤−+
=

θθ
θ

hostchildscoretime

childscorenowchildscorefinal
 (7)

where the time_score is defined as follows: 
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In equation (8), Average_access_time(child_host) is the average access time of the 
host containing current URL. 

For viscousness problem of the traditional Shark-Search algorithm, a host control 
strategy is introduced as follows: 
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(1) Set three threshold values n, m and t, and set a counter c for every host for 
counting a crawler’s visit. 

(2) For every visiting page, perform following operations according the value of c: 
a) If c meets the condition c≤m,then compute the time_score of a web page with 

formula Average_access_time(child.host) = Average_access_time(child.host) + t * c, 
and do c++. 

b) If c satisfies m<c<n, then compute the time_score of a web page with 
formula Average_access_time(child.host) = Average_access_time(child.host) + t * m, 
and do c++. 

c) If c satisfies c=n, then compute the time_score of a web page with formula 
Average_access_time(child.host) = Average_access_time(child.host) + t * c, and 
reset c to 0. 

If a host is frequently visited, the counter value c will rise and Average_access_time 
(child.host) will increase too. According to equation (7), the weights of web pages in 
this host will reduce, and then the frequency of this host to be accessed will be 
limited. When the counter value c reaches the threshold value m, a host is in a 
maximum inhibition; the negative influences caused by the host control method meet 
the maximum value and the host will keep stable. When c rises and reaches the 
threshold value n, the host has been inhibited for a long time and finishes a cycle 
period. We reset c to 0 and prepare for a next cycle. 

4 The Experimental Results and Analysis 

In section 3, three different kinds of theme crawlers are designed. In the first crawler, 
only the traditional Shark-Search algorithm is used. The Shark-Search algorithm with 
web-link evaluation is used in the second one. The last one is our proposed algorithm 
in which a host control mechanism is added compared to the second crawler.  

In order to investigate the ability to reduce viscousness phenomenon of a crawler, 
we record the number of accessed hosts and concentration degrees. The concentration 
degree is defined as the proportion of the number of indexed pages from three most 
frequent hosts to the total number of indexed pages. When the number of obtained 
web pages is given, the more hosts a crawler accesses, and the lower concentration 
degree it has, the better performance for the crawler to reduce viscousness. 

The threshold values are set as follows: γ = 0.2, φ = 0.5, β = 0.7, the maximum 
crawling depth is 2, θ = 0.7, m = 100, n = 1000, t = 0.1. The number of web pages to 
be crawled is set as 5000, which means a crawler could gather 5000 web pages in 
each experiment. The keywords used in the experiments are as follows, HangZhou, 
ZhouJieLun, BianXingJinGang, BaiXueZheng. The entrance of a crawler is a list of 
URLs obtained from the previous data by a search engine. We consider these 
keywords as an input in Baidu.com search engine and collect the returned URLs. The 
researching on News is included in nearly all main search engines, but the results of 
News-searching are influenced by time strongly. In order to guarantee the stability of 
the experiments, URLs from News-search engine are removed from the URLs list. 
The experimental results are showed in Table 1. 
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Table 1. The results of three theme crawlers 
 

1: The crawler  with algorithm 1. 
2: The crawler  with algorithm 2. 
3: The crawler with  algorithm 3. 

 
From Table 1, we can know that more hosts can be accessed by algorithm 2 than 

those by algorithm 1, but the concentration degree has not reduced obviously. 
Generally, both algorithm 1 and algorithm 2 have not shown a good performance in 
the number of accessed hosts and the concentration degree. Especially, the 
concentration degree can reach 99% for uncommon keywords, such as BaiXueZheng, 
which means 99% of web pages indexed are from one identical host. This is a typical 
example case of viscousness. If algorithm 1 and algorithm 2 are applied in a vertical 
search engine, then the information sources obtained may be duplicated. 

The number of obtained hosts increased obviously by using algorithm 3, together 
with the reduced concentration degree. It shows that the new algorithm can obtain 
more hosts and gather information from more hosts. At the same time the viscousness 
reduced, which makes the data sources of a vertical search engine diversified. 
However, the precision of our algorithm is lower than those of the other two 
algorithms duo to the work of avoiding viscousness. 

5 Conclusion 

In this paper, in order to solve the viscousness problem of the original Shark-Search 
algorithm, a new improved algorithm is proposed by integrating web-link evaluation 
and host control mechanism to the original one. Experimental results show that the 
new algorithm is efficient and feasible. From the results, we can know that the new 

Keywords Theme 

related 

pages 

Not 

theme 

related 

pages 

Visit 

error 

pages 

Precision 

ratio 

Obtaine

d hosts 

number 

Pages 

from 

frequen

t hosts 

Aggregatio

n rate 

HangZhou 1 4301 642 57 86.02% 276 2809 65.31% 

HangZhou 2 4217 633 150 84.34% 346 2961 70.22% 

HangZhou 3 3888 956 156 77.76% 1782 1653 42.52% 

ZhouJieLun 1 4412 576 12 88.24% 12 3808 86.31% 

ZhouJieLun 2 4567 415 18 91.34% 13 3936 86.18% 

ZhouJieLun 3 4346 577 77 86.92% 149 3083 70.94% 

BianXingJinGang 1 2126 2720 154 42.52% 48 1906 89.65% 

BianXingJinGang 2 1644 3233 123 32.88% 60 1456 88.56% 

BianXingJinGang 3 1313 3470 217 26.26% 1435 706 53.77% 

BaiXueZheng 1 1306 3599 95 26.12% 6 1293 99.00% 

BaiXueZheng 2 1315 3602 83 26.30% 8 1305 99.24% 

BaiXueZheng 3 1089 3766 145 21.78% 372 852 78.24% 
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algorithm reduces the precision ratio of a crawler in a certain extent. In future work, 
we will manage to overcome this shortage. 
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Abstract. Web prefetching is emerging as a promising technology and attracts 
many attentions from industry and research domains. Researches have 
intensively explored many web prefetching related problems such as prediction 
model, prefetching control and performance indexes. However, existing 
approaches emphasize on how to make use of users’ browsing information to 
predict the next request, the technologies on the framework of online web 
prefetching are not intensively explored. It’s obvious that these fundamental 
technologies are also very important for the successful application of web 
prefetching. To address this problem, this paper presents a framework for 
developing the online proxy-based web prefetching, analyzes the technologies 
included in this framework, and presents the design decisions and solutions. 
Finally, a prototype system based on the framework is implemented and proves 
the framework is effective. 

Keywords: web prefetching, web caching, prediction model. 

1 Introduction 

When users browse web pages, it generally exists idle time between two requests 
because users often read some parts of one document before jumping the next one. 
Web prefetching makes use of the idle time to pre-fetch some web pages which will 
be requested and get them into the cache in the background before an explicit request 
is made for them. The main advantages of employing prefetching are that it prevents 
bandwidth underutilization and hides part of the latency. At present, the research 
works of web prefetching mostly focus on prediction models, prefetching control, 
prefetching performance measurement and so on.  

Various prediction models have been proposed to represent users’ behavior patterns 
and predict the user’s next request page. These models can be divided into five types. 
The first type is URL-based related graph where an arc from node A to B means that B 
is likely to be accessed within a short interval after an access to A[1]. Each arc was 
labeled the conditional probability. The second type is Markov model, e.g., traditional 
Markov model[2], multi Markov chains-based model[3], Hybrid-Order Tree-like 
Markov model[4], All-kth-Order-Markov Model[5], Selective Markov Model[6], 
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standard PPM (Prediction by Partial Matching), and LRS (Longest Repeat String) 
PPM[7]. Zipf-like law shows that the probability of one object accessed again is the 
larger if its access number is the larger. According to this law, some popularity-based 
algorithms are proposed such as Top-10[8], Top-n[9], Good-Fetch[10], APL[11] and 
Objective-Greedy[12]. Data mining-based approaches try to find user browsing patterns 
and the motivation behind behaviors by analyzing server logs. Young[13] et al. 
provided comparative study on different  kinds of  sequential association rules for web 
document prediction which showed the antecedents of rules and criterion for selecting 
prediction rules. Nanopoulos[14] et al. identified the factors which affected the 
performance of Web prefetching algorithms and proposed one algorithm called WMo, 
which was proven to be a generalization of existing ones. It is observed that client 
surfing is often guided by some keywords in the anchor text of Web objects. Thus, 
Xu[15] et al. presented a keyword-based semantic prefetching approach to predict future 
requests based on semantic preferences of past retrieved Web documents. 

In order to reduce web prefetching adverse network effect, Wang[16] et al. 
presented one measurement-based web prefetching control. Based on analyzing the 
www's traffic characteristics,a new method to control prefetching is proposed[17].  

To identify which indexes are the meaning ones, Jose Domenech[18] et al. 
proposed a taxonomy based on three categories and studied the relation among them. 
Shi[19] et al presented one stochastic Petri nets based on integrated web prefetching 
and web caching model, and discussed the performance metrics, access latency, 
throughput, hit rate. 

From the above-mentioned, we see that it is easy to ignore others if only one side’s 
problem is considered for web prefetching, which influences its total application. 
Thus, based on the foundation of an important amount works in the open literature, 
we believe it is time to emphasize the total framework of web prefetching and take 
into account its related problems. Based on the thinking, this paper presents a 
framework for developing the online proxy-based web prefetching. The framework 
includes three research contents such as web prediction model, cache management 
and prefetching control engine.  

The rest of the paper is organized as follows. Section 2 presents the related 
background. Section 3 describes the framework for online web prefetching. Section 4 
gives the details of information storage. Section 5 describes prototype system and 
section 6 elaborates the experiments. Section 7 is the summary and conclusions. 

2 Related Works 

There is an important set of research works concentrating on prefetching techniques 
to reduce the user perceived latency. Various prediction models have been proposed 
to model and predict a user's browsing behavior on the web. Markatos and Chronaki 
[8] proposed a Top-10 approach which combined the popular documents of the 
servers with client access characteristics. Web servers regularly pushed the most 
popular documents to web proxies, and then proxies pushed those documents to the  
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active clients. But the approach only made use of page access frequency. In order to 
solve the problem, the study in [1] presented a prefetching algorithm based on 
prefetching in the context of file systems. But the model was not very accurate in 
predicting the user browsing behavior because it only considered first-Order 
dependency [14] and didn’t look far into the past to correctly discriminate the 
different observed patterns. Thus, the studies in [20] described the use of a kth-Order 
Markov model for user request represented the sequence of k previous requests, and 
had conditional probabilities to each of the next possible states. However, it is likely 
that there will be instances in which the current context is not found in a kth-Order 
Markov model if the context is shorter than the order of the model. Therefore, the 
PPM (Prediction by Partial Matching) model [5][7]which originates in the data 
compression community, overcomes the problem. It trained varying order Markov 
models and  used all of them during the prediction phase. Bouras[21] et al. studied 
prefetching’s potential in the Wide Area by employing two prediction models. 
Fan[22] et al. studied how user access latency could be reduced for low-bandwidth 
users by using compression and PPM prediction model between clients and proxies. 
The LRS (Longest Repeated Subsequences) PPM[7] was used to store long branches 
with frequently accessed pages. It made use of the longest repeated sequence and 
conditional probability threshold to predict next request.  These PPM models don’t 
implement the online update and timely reflect the changing user request patterns. An 
online PPM with dynamic updating is presented[23]. Some literatures studied 
prefetching performance and prefetching control.  

These above-mentioned researches provided a foundation for studying the 
framework of web prefetching. Based on our previous researches[23][24][25], We 
study the framework of the online proxy-based web prefetching system. 

3 Framework of Online Proxy-Based Web Prefetching 

We design and implement one proxy-based online web prefetching prototype system, 
called POLP. Based on our previous researches[23][24][25], POLP makes use of  
PPM model to mine user browsing patterns, incremental inserts new user requests and 
deletes outdated access information using non-suffix tree to reflect users’ current 
access interests[23]. According to  the model, it uses stochastic gradient descent rule 
to predict the next user request and updates prediction functions’ weights by feedback 
information[24]. In order to decide what  user requests to be deleted from the model, 
we make use of two-window approach to control samples[25]. By the techniques of 
the online updating prediction model, comprehensive considering access 
characteristics and the changing of prediction precision, POLP improves web 
prefetching performance and reduce its adverse effects. On the other hand, POLP 
integrates web prefetching and web caching which initiative prefetches the possible 
requested pages and caching those accesses a moment ago.  

Figure 1 gives the structure of the online web prefetching framework about the 
proxy side. POLP includes three parts which is respectively prediction model,  
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prefetching control and cache management. It is composed of the following modules: 
OT (offline training), GUIP(Gathering user information and preprocess), OP(online 
prediction), OU(online update), PCE(prefetching control engine), CC(cache control), 
RA(replacement algorithm), CM(construction model), LPP(log preprocess), 
APD(access pattern database), DG(data gather), DPP(data preprocess), DM(data 
management), PM(precision monitor), PDA(prediction decision algorithm), 
STP(selection training period), swc(sliding window control), II(incremental insertion) 
and ID(incremental deletion). In the following sections, we will specify mainly 
modules’ function. 
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Fig. 1. System structure of POLP 

3.1 Cache Management 

Active cache stores web pages prefetched and passive cahce stores user access 
requests a moment ago. CC chooses appropriate replacement algorithm to weed out 
some web pages when cache is full. For active and passive cache, CC may use 
different replacement policy because web caching makes use of the temporal locality 
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and web prefetching adopts spatial locality. At the same time, CC comprehensively 
considers active and passive cache to prevent repeated storage. 

3.2 Prediction Model 

Prediction model includes online prediction, offline training, data collecting and 
online update. 

The online prediction contains PM (precision monitor) and PDA (prediction 
decision algorithm). The function of PM is to monitor the prediction precision. In 
order to avoid the lower precision to cause negative effect to the network system, PM 
reflects user access information to PDA and decide whether PDA to predict the next 
page. The function of PDA is to find the corresponding access patterns in the APD 
according to the user’s current request and uses decision method to predict.  

OT (offline training)  includes LPP (log preprocess) and CM (construction 
model). Its function is to train prediction model offline on the basis of the proxy’s log 
so that prediction model attains the initial access patterns. LPP preprocesses the 
proxy’s log, picks up the related log data and wipes off noise, which includes log 
clear, user identification, session identification and data format.  

Data collection includes DG (data gather), DM (data management) and DPP (data 
preprocess). The function of  DG is to record user request information such as IP 
address, URL, request time, request method and so on, which it sends to DPP. For 
information gathered, DPP wipes off noise and transforms data format. If the proxy is 
idle, DM sends data to OP and OU. If the proxy is busy, DM temporary stores data or 
puts away.  

Online update includes STP (selecting training data), SWC (sliding window 
control), II (incremental insertion) and ID (incremental deletion). STP is responsible 
for selecting data blocks included in the APD. SWC controls the number of deletion 
and insertion requests, which is finished by II and ID. 

3.3 Prefetching Control Engine 

Web prefetching may reduce user’s access latency and improves network 
performance. But if web pages prefetched aren’t used, web prefetching has an adverse 
influence on other network’s applications. Thus, web prefetching system must control 
web prefetching’s amount and time. Based on the network’s condition and system’s 
resource, the cost of resource is computed so that prefetching threshold is attained. 
When the network is congestion or the server’s load is larger and the cost of web 
prefetching is higher, web prefetching system reduces the prefetching’s amount.  By 
doing this, it can prevent system resource’s massive consumption and reduce the 
adverse effect on the network.  

The function of PCE (prefetching control engine) is to receive web page candidates 
from OP module, compute the cost of system and resource, decide the prefetching’s 
opportunity and quantity, then prefetche web pages and send them to CM.  
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4 Information Storage 

The data quantity of user access information is larger. Suppose the throughput of one 
proxy is 10 requests per second, the accumulated access number of the proxy is 36000 
per second. Thus one important problem of  information storage is to better organize 
and store access characteristics so that web prefetching system can rapidly access 
related user request patterns.  

User access interests are changing as time goes on, so storage’s information 
changes along with user interests. At the same time, we must find the similar access 
patterns to prefetch some web pages before they are really requested. Thus, its 
operations to user access information mainly include insertion, deletion and locating. 
In order to improve access speed, we choose non-compact suffix tree to store the user 
access patterns because we can make use of  the structure’s suffix pointer to 
incremental insert and incremental delete. In order to insert the newest user request, 
we partly use the result of  prediction’s location so that it saves a large amount of 
time. Meanwhile, we do index from every user request to non-compact suffix tree so 
that the time of deleting one user request tends to zero. 

5 Prototype System Function Test 

We almost realize all modules in the figure 1. We only introduce prediction model 
partition because of  space limit.  

In order to test the function of POLP, we do experiments using three PC machines 
whose configuration is AMD Athlon X2 Dual 2GHZ. One PC, called PC1,  
is one proxy and is also one client side. Other  machines are client side, respectively 
called P2 and P3. The machines are connecting with local area network and  
P1 is connecting to the internet by campus network. We orderly browse  
http://www.sina.com.cn, http://edu.sina.com.cn, http://edu.sina.com.cn/foreign and 
http://edu.sina.com.cn/toefl/index.shtml in the P1. We orderly browse 
http://www.sina.com.cn, http://edu.sina.com.cn, and http://edu.sina.com.cn/foreign in 
the P2. We orderly browse http://edu.sina.com.cn and http://edu.sina.com.cn/foreign 
in the P3. The table 1 gives the relation between web pages and machines. 

In order to test POLP’s functions such as incremental insertion, incremental 
deletion, prediction, sliding window control and prefetching, we don’t train the 
model. With the arrival of user requests, we construct prediction model and predict 
the user’s next request. Suppose the sliding window’s length is 5 and ignore web 
caching. According to the orderly user requests, POLP makes use of incremental 
insertion, incremental deletion and sliding window control to realize dynamic 
changing of prediction tree. Table 2 shows the prediction tree after the fifth request 
and table 3 gives the result after the eighth request. POLP inserts the new user request 
and deletes the requests beyond the sliding window.  
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Table 1. Successively relation of user requests in the proxy 

Num PC URL 
1 P1 http://www.sina.com.cn/ 
2 P1 http://edu.sina.com.cn/ 
3 P2 http://www.sina.com.cn/ 
4 P2 http://edu.sina.com.cn/ 
5 P3 http://edu.sina.com.cn/ 
6 P3 http://edu.sina.com.cn/foreign/ 
7 P1 http://edu.sina.com.cn/foreign/ 
8 P1 http://edu.sina.com.cn/toefl/index.shtml 
9 P2 http://edu.sina.com.cn/foreign/ 

Table 2. Prediction tree after the fifth user request 

Node Son Node Num 
Root www.sina.com.cn 2 
 edu.sina.com.cn 3 
edu.sina.com.cn edu.sina.com.cn 2 

Table 3. Prediction tree after the eighth user request 

Node Son Node Num 
 
root 
 

edu.sina.com.cn 2 
edu.sina.com.cn/foreign 2 

edu.sina.com.cn/toefl/index.shtml 1 

edu.sina.com.cn edu.sina.com.cn/foreign 1 
edu.sina.com.cn/foreign edu.sina.com.cn/toefl/index.shtml 1 

 
When the the third user request arrives, POLP inserts it into the prediction and 

predicts the next request. The prediction result of P1 is http://edu.sina.com.cn/ because 
has requested http://www.sina.com.cn/.  POLP analyses http://www.sina.com.cn/ and 
prefetches embedded objects.  

6 Experiments 

In order to test the performance of  POLP, we make use of log-derived simulation 
because of few machines. In the experiments, each log is partitioned into two parts. 
One part is training data and other is test data. We use two PC machines. One is client 
side which reads test log and sends user requests to the proxy according to the real 
user’s requests. Other is the proxy. Firstly, it does offline training using training log 
and stores the training result. Then it is waiting for accepting user’s requests. Once it 
receives the user’s request, the proxy do corresponding operations. The replacement 
method of active and passive web caching is LRU. 
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6.1 Log 

In the experiments, we use the following logs. 1）NLANR logs: National Lab of 
Applied Network Research provides pasted seven days web log and users may 
download them by authorized users’ name and password. We collect proxy logs such 
as BO2, PA, SV and NY, respectively called NLANR_BO2, NLANR_PA, 
NLANR_SV and NLANR_NY. 2)College log: We collect one proxy log using proxy 
software from some medium-size education institution, called CU. The access record 
varies from Jan. 1, 2005 to 2 Feb., 2005. Table 4 shows some information about logs. 

We remove all dynamically generated files. These files can be in types of “.asp”, 
“.php”, “.cgi” and so on. We also filter out embedded image files such as “.gif” and 
“.jpg” because we believe the image file is an embedded file in the HTML file. 
Access request sequence of each log file is partitioned into user sessions. One user 
session is one orderly access sequence from the same user. If a user has been idle for 
more than two hours, we assume that the next request from the same user starts a new 
user session. We recognize that the time interval of partitioning sessions may 
introduce some inaccuracy in the simulator, but it will not affect the evaluation of 
different models.  

Table 4. Some information about logs 

Log file   Days Type  Time  
NLANR_BO2 24 Proxy 2007/06/03- 

2007/06/26 
NLANR_PA 23天 Proxy 2007/06/04- 

2007/06/26 
NLANR_SV 20 Proxy 2007/06/05- 

2007/06/24 
NLANR_NY 23 Proxy 2007/06/03- 

2007/06/28 
CU 43 Proxy 2005/01/01- 

2005/02/12 

6.2 Predictin and Updating Time 

The aim of this experiment is to test the time of update and prediction about POLP, 
which is called prediction time as a matter of convenience.  We respectively choose 
CU log from Jan. 1, 2005 to Jan. 10, 2005 and NLANR_BO2 log from JUN. 3,2007 
to JUN. 14, 2007 to train prediction model. Then  we make use of follow-up logs to 
update prediction model and predict the next user’s requests. In the experiment, 
probability’s threshold is 0, the predictin number every time is 3 and the model’s 
order is 8. Figure 2 shows the total time of prediction, where abscissa is the number of 
times about prediction and vertical coordinate represents prediction time. 

From the figure 2, we can see that the total time about 3000 predictions is 3 
seconds and the average prediction time is 1 millisecond for CU log. The total time 
about 3000 predictions is 2 seconds and the average prediction time is 0.67 
millisecond for NLANR_BO2 log.  
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Fig. 2. Relation between prediction time and number 

6.3 Prediction Number for Each User Request 

In the experiment, we mainly analyze the web page’s number of the proxy’s prediction 
for each user request how to affect prefetching performance which is defined in [25]. 
Suppose that all predicted web pages are prefetched, put them in the active web caching 
and the new web page replaces the old web page if the web caching is full. We choose 
CU log from Jan. 1, 2005 to Jan. 10, 2005 for training prediction model and take it from 
 

 
(a) prediction precision and prediction number 

 
(b) hit rate and prediction number 

 
(c) traffic incremental rate and prediction number 

Fig. 3. Prefetching performance vs prediction number 
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Jan 11, 2005 to 20 as test data. We choose NLANR_PA log from Jun. 4, 2007 to Jun. 
14, 2007 for training prediction model and take it from Jun. 15, 2007 to 26 as test data. 
For each log, the model’s order is 3 and the probability threshold is 0. The size of web 
cache is one percent of each log’s requests about one day. In another words, the active 
and passive web cache is 0.5% of one day’s requests. The figure 3 from (a) to (c) 
respectively gives POLP’s different performance index at the condition of different 
prediction number for two logs. In the figure, abscissa is the prediction number for 
user’s current request, which means the system provides the large prediction number 
according to the prediction model, and the vertical coordinate respectively represents 
prediction precision, hit rate and traffic incremental rate.  

We can see that curves’ variation tendency of two logs is almost no difference. 
With the prediction’s increase, POLP’s prediction precision is gradually decreasing. 
For instance, the prediction precision of NLANR_PA drops 69.16% when the 
prediction number varies from 1 to 6. The reason is that the total prediction number is 
increasing with the increasing of the prediction number while at most one prediction 
is correct every time. At the same time, the prefetching quantity increases with the 
increasing of  prediction volume so that the traffic from prefetching is increasing like 
the figure 3(c) showing. In addition, we can deduce that hit rate slightly rises from  
the figure 3(b) and  then it keep steady. Because the active cache accommodates the 
more new prefetching pages and the hit’s probability will increases in the prefetching 
cache with the increasing of prediction quantity. However, with its continuous 
increasing, the size of active web cache is constant and new web pages replace the old 
ones so that it is possible that the web pages which may be visited are replaced. 

7 Conclusion 

This paper designs and realizes one online web prefetching system based on the proxy 
server. It specifies its architecture and each part’s role. We test the POLP’s some 
functions and prove the framework is effective by series of experiments about 
prefetching performance  using log-driven simulations.  
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Abstract. The aim of this study is to mapping the intellectual structure of the 
field of international management science during the period of 1997-2006. Text 
mining and co-word analysis was employed to reveal patterns and trends in the 
international management science field by measuring the association strengths 
of terms representative of relevant publications. Data were collected from 
selected 52 kinds of international journal papers collected from Social Science 
Citation Index (SSCI). In addition to the keywords added by SSCI databases. 
Observe the co-word try to distinguish its dynamic development and evolution, 
and with the help of discipline knowledge to explain these information, mine 
the knowledge mode of its research field. The results show that the international 
management science field has some established research themes and it also 
changes rapidly to embrace new themes.  

Keywords: intellectual structure, co-word analysis, international management 
science. 

1 Introduction 

Along with the development of computer, co-word analysis becomes one of the 
effective methods for mining lexical semantics and text content architecture, also 
becomes a useful method for extracting text knowledge. Co-word analysis mainly 
counts the co-occurrence frequency of the technical terms (words or phrases), with 
this as basis to take datamation processing to these technical terms, accordingly 
proclaim the similarity or dissimilarity of these technical terms, and then analysis the 
structure alteration of discipline and subject presented by these technical terms.  

From the words in the literatures, and take the high co-occurance frequency 
keywords as research object, the understanding to the relationship of the conceptions 
reflected by different words can be obtained, and a “more meaningful ubstance” can 
be formed. Take these “meaningful ubstance” as subject, sub-subject or specific tools, 
accordingly build up a network desciption to knowledge structure[1], [2]. The words 
in literatures can generally describes text knowledge unit relationship and text 
research topic relationship. Accordingly forms description to the discipline structure 
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and its relationship with relative fields, furtherly analysis the discipline and subject 
structure presented by these words, by comparing the discipline structure in different 
periods and space, to obtain acknowledgement to the discipline’s develop, intersect, 
seep and vicissitude tendency[3].  

2 Research Method and Data 

The general procedure for co-word analysis research can be summarized as: confirm 
research object, collect and extract relative literature set, mine text property set from 
literature, build up formalized matrix and take statistical analysis, mapped 
visualization chart display and the result analysis and explaination. 

Word is an important index for scientometrics and bibliometrics research. There 
are two essential methods can be used to extract words and phrases from technical 
texts, one is the keywords, subjects and summaries cited by academic journal papers, 
conference papers or research reports; the other one is the words or phrases extracted 
from complete technical texts[4], [5].   

Keyword has already becomes an essential constituent for the papers published by 
academic journals, is a necessary supplement for dissertation topic, and is the 
substantive terms or phrases which can furthest explain the subject and reflect centric 
content. Keyword is the natural language word obtained by direct random selection 
from textual topic, summary or full-text, owns material meaning, and processed by 
normative or non-normative approach. As the common mark for databank recruits and 
retrieves literature, the effect of keywords is to make readers to be clear with the 
works’ main content at a glance.  

Intercept high frequency keywords according to the variation of high frequency 
keywords’ accumulative frequency. Take the front 150 keywords whose accumulative 
frequency reached up to 62.5% of the total keyword frequency as research object; 
because these keywords own high occurrence frequency in the management science 
research, they present the hotspot of current management science research. In order to 
furtherly reflect the relationship of these words, build up a co-word matrix for these 
high frequency keywords: doubly count their occurrence frequency in the same 
dissertation, and name it as co-occurrence frequency, accordingly forms a 150×150 
co-word matrix. This matrix is named as symmetric matrix, in off-diagonal, the unit 
value is the co-occurrence frequency of the high frequency keywords, the data of 
leading diagonal is defined as missing values.        

Law and Whittaker thought, firstly, the keywords cited by papers can reflect the 
current situation of science research without any doubt, secondly, the viewpoints 
accepted by the other scientists can effect the science papers which published with 
similar keywords[6], [7]. Co-word analysis method is based on such hypothesises. If 
these presuppositions are tenable, it is probable to reflect the text conception with the 
co-occurrence frequency of the word pairs in the papers.   

With co-word matrix as base to analysis the connect strength of these words, firstly 
utilize the Pearson’s correlation coefficient to transfer the initial matrix into 
correlation matrix, then takes hierarchical clustering. The adoptive method for the 
visualization of co-word structure is multidimensional scaling and social network 
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map, through the visual map, the structure and variation of discipline and subject of 
management science can be directly seen. 

In the social network map of each word group, the nodal point link presents the co-
occurrence strength of the keywords, the co-occurrence strength takes use of Salton 
index[8],  

Salton = /i j i jC N N  (1)

presents the co-occurrence frequency of keyword i and j, presents the occurrence 
frequency of keyword i, presents the occurrence frequency of keyword j. Salton value 
is between 0 and 1, the bigger is the value, the higher is the co-occurrence frequency 
strength of the keywords, this index can excellently proclaim the co-occurrence 
strength of these keywords. In this section, the nodal point link strength of the social 
network map is defined as Salton≥0.2.     

In the visual social network map, the nodal points present the co-corrence 
keywords, the link of the nodal points presents the two nodal points exist strong co-
occurrence relation. It can be thought that, the nodal points lie in the network center 
are the center conceptions of word groups, the other keywords associated with the 
center conceptions reflect the research content of the word groups. The research 
content with keywords as presentation get detailed and full-scale display in the two-
dimensional space.  

In order to understand the inner connection and reciprocity of different word 
groups, can measure the centrality and density of word groups. The centrality is used 
to measure the interrelation between one and the other word groups, the bigger is the 
interrelation strength between one and the other word groups, the nearer to the centre 
stage is the word group in the whole discipline. Density is used to measure the 
interrelation strength of the keywords in the same word group [9].  

In order to fully understand the developed discipline structure of international 
management science in 21 century, this dissertation selected 52 kinds of international 
journal papers published in ten years from 1997 to 2006 as data source. With co-word 
analysis method to proclaim the subject and knowledge structure of the international 
management science research, with visualization method to directly understand the 
co-relation between content architecture and thematic structure of the discipline 
knowledge. Observe the co-word try to distinguish its dynamic development and 
evolution, and with the help of discipline knowledge to explain these information, 
mine the knowledge mode of its research field.  

3 Result Analysis 

3.1 High Frequency Keywords 

Through statistics and analysis to the dissertation keyword frequency, can quantize 
the attended degree of some research object or the utilized degree of some research 
method, accordingly analysis the hotspot of some discipline or some research field. 
Take statistics to the occurrence frequency of all keywords in the selected journal 
papers; find 1001 different keywords in the utilized databank. 
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On the whole, in the past 10 years, the hottest keyword for the international 
management science is performance. From 1997-2001 to 2002-2006, this word lied in 
the first position. After the performance conception was brought up, researchers 
continue to open the intension and extension of this word, performance management 
is becoming a human resource management procedure with extensive approval. Then 
is innovation. Many scholars continue to take research to the innovation issue; it is 
still a hot topic in management science field before and after the 21st century. If add 
up the two keywords model and models, its occurrence frequency is only next to 
performance. If translate model(s) into model, which is also one of the high frequency 
words used to describe the research method. Strategy is treated as an important 
research field is started at the 1960th. The conventional research issues of 
management science including knowledge, organizations, firm, industry, behavior, 
which are still attractive research objects. 

3.2 Discipline Structure Based on Co-word 

Utilizing Hierarchical clustering method to cluster the 150 high frequency keywords 
in 1997-2006, according the cluster result to divide the high frequency keywords of 
this period into four word groups. In order to display the positional concepts of each 
word group, select 5 high frequency keywords from the MDS visualization histogram, 
respectively present each word group; the word groups’ different positions display the 
relations of keywords in each word group.  

Figure 1 displays the MDS histogram of the four word groups in 1997-2006; 
respectively take the front 5 high frequency keywords of each word group as its 
representation and display. 

 

Fig. 1. MDS histogram of the four word groups 
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Word group C1 contains high frequency keywords including organization, 
behavior, strategy, perspective and technology, etc; word group C2 contains high 
frequency keywords including performance, model, management, innovation and 
firm, etc; word group C3 contains high frequency keywords including competitive 
advantage, design, decision-making, choice and cooperation, etc; word group C4 
contains high frequency keywords including firm performance, framework, human-
resource management, dynamics and environment growth , etc.  

In order to display the detailed network structure of the four word groups, figure 2-
5 respectively display the inner network connect visualization chart of each word 
group. If you have more than one surname, please make sure that the Volume Editor 
knows how you are to be listed in the author index. 

 

Fig. 2. The visualization for the word group (C1) 

 

Fig. 3. The visualization for the word group (C2) 
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Fig. 4. The visualization for the word group (C3) 

 

Fig. 5. The visualization for the word group (C4) 

From the above chart it can be found that, the connection strength of the keywords 
in each word group is not the same, there are more network nodal points in word 
group C1 and C2, for example, in word group C1, keywords including behavior、
organizations、perceptions、perspective、workplace, which occupy more links; in 
word group C2, keywords including innovation, knowledge, management, industry, 
resources, firm(s), performance, which occupy more links, this displays that, they are 
the active keywords in word groups, also the key nodal points, and own extensive 
connections with the other keywords. In word group C2, only models and issues are 
isolated points. While in word group C3 and C4, the network nodal points are 
relatively less, the connections of keywords are loose. 

Table 1 lists the co-word structure character of the four word groups in 1997-2006. 
In this table, outlinks means the link quantity between one keyword and  
the other keywords in a word group. Intraconnection means the link quantity of the 
keywords in a word group. Intraconnection percentage means the ratio between the 
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intraconnection and the intraconnection and outlink sum, and outlink percentage 
means the ratio between the outlink and intraconnection and outlink sum. There are 
many different calculation methods for centrality and density, in this dissertation, the 
centrality takes the ratio between outlink quantity and keyword quantity; density takes 
the ratio between intraconnection and keyword group. 

Table 1. Co-word structure of the four word groups 

 C1 C2 C3 C4 Average 
Keyworde 42 40 41 27 37.5 
Inlinks 158 162 57 61 109.5 
Outlinks 80 216 14 4 78.5 
Outlinks (%) 66.4 42.9 80.3 93.8 58.2 
Inlinks (%) 33.6 57.1 19.7 6.2 41.8 
Centrality 1.05 1.08 0.38 0.41 - 
Density 1.91 5.40 0.34 0.15 - 

 
From table 1, it can be found that, the intraconnection strength of word group C1 

and C2 is bigger than their outlink strength, while word group C3 and C4 are on the 
contrary.  

Word group C2 owns the highest centrality and density in the whole research network, 
its density is much higher than centrality. This word group not only owns intense inner 
connection, also owns extensive connection with the other word groups. This explains 
that, this word group lies in the core of all research subjects, and the research subjects 
composed by this word group are tending to maturate. From figure 4, it also can be  
found that, the main nodal points for this word group are the keywords including 
innovation、knowledge、management、industry、resources、firm(s)、performance, 
accordingly it is not difficult to understand the positions occupied by the word groups 
composed by these high frequency words in the international management science 
research.  

In the whole research network, word group C1 occupies higher density but lower 
centrality, the inner connection of this word group is intense, this explains that, the 
research of these fields have already been cared, and have got good researchment. 
This word group is a network mainly composed by the high frequency keywords 
including behavior、organizations、perceptions、perspective、workplace.  

Centrality and density of the word group C3 and C4 are low, their research subjects 
lie in the edge of the whole research field, and the research is immature. The two 
word groups almost don’t have important network nodal points. 

4 Conclusion and Discussion 

This study demonstrates the feasibility of co-word analysis as a viable approach for 
extracting patterns from, and identifying trends, in large corpora where the texts 
collected are from the same domain or sub-domain and are divided into roughly 
equivalent quantities. Hence, this examination points the way for further research into 
international management science field and well-restricted sub-domains. On the other 



628 H. Yue 

 

hand, co-word analysis successfully visualizes the inter-relations of the keywords and 
sub-fields of international management science, while the importance of visualizing 
methods in the convincing presentation of results has not been sufficiently understood 
in the past. Co-word analysis opens a new opportunity for cartography of science and 
information visualization. The co-word results have produced a great deal more than 
statistical artifact. This study aimed to exploit the visualization effect of the co-word 
maps to the aid of searchers in the international management science domain. Overall, 
this study has led us to an increased confidence in the co-word analysis. 
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Abstract. China is the world's largest coal producer and consumer countries. 
With the continuous progress of the modernization drive, the demand for coal is 
more and more, but coal mine safety situation is still grim. All of various types 
of coal mine accidents in production, the roof accident continued to hold the 
forefront. As we known, coal production is a dynamic process, a variety of 
parameters and variables are subject to change, yet all variables are not isolated, 
they are interconnected. These factors are from a different side to reflect a 
change or movement of the roof, so they are multi-information fusion 
integration. In this study, we take Xing-Cun village coal mine, which locate on 
Shandong province, for an example. In E3207 working face, underground 1000 
meters, five kinds of sensors are installed. They are micro seismic sensors, fully 
mechanized working face powered support sensor, roof-to-floor convergence, 
two sides convergence of roadway, and borehole stress sensor. The ground 
control central can collected above five kinds of data in real-time. Using data 
fusion method, we setup up the model of fuzzy logic. Through data analysis, the 
five membership function are given, finally we get the fusion curve. By the 
curve we can identify the roof movement consistent with the law production 
practices, analysis the overlying rock strata, with good guidance to production. 
Facts have proved that the information can be fused to fully reflect the 
comprehensive and complementary data, improve the accuracy of the warning 
of roof movement, has positive significance to ensure safety in production.  

Keywords: information fusion, mine roof, multi sensor, safety warning, fuzzy 
logic. 

1 Introduction 

With the development of China, the demand for coal mine is more and more. And 
coal-related security incidents frequently occur, and the security situation remains 
grim. All of various types of coal mine accidents in production, the roof accident 
continued to hold the forefront. As we known, Coal production is a dynamic process, 
a variety of parameters and variables are subject to change, but all these variables are 
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not isolated, they are interconnected. These factors are from a different side to reflect 
a change in the roof, is a question of multi-information fusion integration. In recent 
years, scholars have made a lot of research work of information fusion. Some 
applications had also been in the coal field. 

The multi-sensor information fusion technology is a new discipline leads by 
modern warfare as early as the 1970s. Multi-sensor information fusion refers to data 
from multiple sensors and multi-level, multi-faceted, multi-level processing, resulting 
in new and meaningful information, and this new information can not be obtained in 
any single sensor [1]. [2]Set up roof integrated dynamic monitoring system, but it 
only applied statistical pattern recognition to deal with the real-time information of 
roof. Model for safety of coal mine roof based on evidence fusion theory discussed 
the method, applying combination rule of Dempster-Shafer (D-S) evidence theory, 
showed the mine roof safety status [3]. [4] Using information fusion theory predicts 
the mine floor water irruption.  

From above we can see those method does not using real-time data extraction and 
analysis; Failed to identify the nature of links between the various variables. Data 
fusion method could be improved. In this paper, the author proposes a multi-sensor 
information fusion method based on fuzzy logic, the method using for dynamic 
monitoring and control of the roof. It includes five sections.  

2 Individual Systems and Monitoring Principles 

In this study, we take Xing-Cun village coal mine for an example, which locate on 
Shandong province. In E3207 working face, five kinds of sensors are installed. They 
are micro seismic sensors, fully mechanized working face powered support sensor, 
roof-to-floor convergence, two sides convergence of roadway, and borehole stress 
sensor. The control central can collect real-time mining parameters and analysis and 
processing. Next we will introduce the working principle of five independent sensors. 

2.1 Micro Seismic System 

The new generation SOS micro seismic monitoring instrument purchased from 
Portland. It was design and manufacture by Polish Mining Research Institute of Mining 
Institute of Seismology. The main purpose of micro seismic is predicting rock burst. 

 

Fig. 1. It is the working principle of micro seismic monitoring system. It includes four sub 
graphs, (a) is 16-channel DLM-SO signal acquisition station; (b) is recorder system; (c) is 
Analyzer and (d) is detector measuring probe. 
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The SOS micro seismic monitoring system can be achieved, including the rock 
burst on mine earthquake signals over long distances no more than 10km in real time, 
dynamically and automatically monitoring, getting full vibration waveform of the 
rock burst and mine earthquake signal. Software can accurately calculate the energy 
greater than 102J of the coal-rock shock occurred at a time, include energy and three-
dimensional space coordinates, to determine each mine earthquake shock type, to 
determine the vibration of the power source rock mine pressure level of risk 
assessment and forecast. And through the application of the SOS micro seismic 
monitoring system, engineer can analyze the mine overburden fracture, describe the 
migration of the space rock structure motion and stress field evolution for coal mine 
safety production. Fig. 1 is the working principle.  

2.2 Fully Mechanized Working Face Resistance of Support 

The resistance is connected with shield powered support. Using strain gauge pressure 
sensors or vibrating wire pressure sensor. The emulsion of the pillars of the internal 
pressure is delivered to the sensor, the sensor output of the analog signal converted by 
the circuit after the computer acquisition. The total collection real-time pressure 
information includes three parts: the anterior column pressure, posterior column 
pressure and the probe beam pressure.  

 

Fig. 2. is the structure of mining shield working resistance system. The sensors are installed in 
the stope. With the promoting of the working surface, the working resistances of supports are 
observation, The size of the total pressure provide the basis for research and rational bracket-
wall rock relations, roof control and management.  

Step and strength of the working face support resistance monitoring role mainly in: 
master the law of cycle pressure and strata behavior; analyze and verify the 
adaptability of the supports on the roof conditions; adjust supports reasonable control 
top state; roof accident prediction that may occur; bracket failure rate of the hydraulic 
system monitoring, and easy to correctly guide the production.  
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2.3 Roof-to-Floor Convergence 

The sensors are used to detect roof-to-floor convergence, usually the convergence 
ratio are recorded everyday. Detection sensor includes: inductive displacement sensor, 
a capacitive displacement sensor, magneto resistive displacement sensor and so on 
.General instrument perpendicular to the roof and floor installation, wood braze or 
drill rod set the reference point can be used in the installation of a relatively soft floor. 
It can also be tilted installation. The resolution of the measurement is of 0.1-0.01mm. 
From the moving speed, the staff can master the law of strata movement, it can also 
inferring the stability of surrounding rock and strata behaviors. 

2.4 Two Sides of Roadway Convergence 

Tunnel convergence generally refers to the relative displacement between the two 
opposite sides, it common first set of basis points, then measure the deformation by 
displacement method. The displacement is different from geological condition. Similar 
to the roof-to-floor convergence, the convergence ratio are also recorded everyday. 

2.5 Borehole Stress 

The system is located in the face ahead of the roadway, the sensor is located in the 
stress field on both sides of the fracture line of the face roof strata end and beyond, 
monitoring of roof strata at a relatively stable and significant movement in the whole 
process, the abutment pressure in the internal and external stress field changes in the 
process, provide the basis for the rock pressure is based on changes in the bearing 
pressure distribution and transfer decision-making, such as peak pressure distribution 
of the location, extent, and the roof pressure the mid-and long-term prediction. 

Borehole stress of coal or rock is used to internal vertical stress testing. Playing 
level in the coal seams or rock drilling, install the sensor to a direct effect of drilling 
deep, coal or rock stress to the sensor, the sensor output signal is measured through 
the secondary instrument. 

3 Fuzzy Theory in the Roof Dynamic Monitoring System 

Coal mining is a very complex, dynamic process. The factors that affect the working 
face stability are much, such as geological conditions, mining conditions, equipment 
conditions, management level and so on. These conditions have fuzzy characteristics. 
Different mines have different feature. It is not possible to quantitatively describe the 
precise variable or algorithm. Therefore, in this paper, the author proposes the 
application of fuzzy mathematics approach to create the roof dynamic response model.  

3.1 The Set Up of Information Fusion Model Base on Fuzzy Logic  

The model shows in Fig.3, with detailed descriptions of the modeling methods and 
ideas. From Fig.3 we can see the model has five inputs, micro seismic data, fully 
mechanized working face powered support, roof-to-floor convergence, two sides 
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convergence of roadway, and borehole stress. The value comes from the same 
roadway; weighted dimensionless value of between 0 and 1, and I called it the 
eigenvalue of the tunnel roof movement. The size of the eigenvalue reflects the state 
of the roof movement. The model has an output, to reflect the state of motion of roof 
characteristic; its value can change with time. 

 

Fig. 3. Instruct the model of information fusion of monitoring system base on fuzzy logic 

3.2 The Membership Function to Determine the Method of Classification  

Membership function of fuzzy control applications based on one of the keys to the 
membership function of a properly constructed is the ability to make good use of 
fuzzy control. The membership function to determine the process, in essence, should 
be objective and understand their differences, but everyone with a vague 
understanding of the concept, therefore, the membership function to determine and 
subjective. Fuzzy set membership function curve by fuzzy statistics based on 
indicators of the score distribution, according to the shape of the curve to select the 
appropriate function expression, we can get the corresponding membership function. 
Commonly it used membership functions of fuzzy statistics, example of law, and 
expertise in law, and dual contrast sort. 

4 Experiments 

Let us take Xing-Cun village Coal Mine, the E3207 working face, for an example. 
The face is located underground 1000 meters. The experiment time was from 



634 Y. Zhang, Z.-J. Liu, and Y.-F. Cheng 

 

3/13/2011 to 3/28/2011, the data from underground 1000m, five kinds of sensors 
parameters are collected. According to data fusion method, we get the fusion curve; 
they are shown on Fig.4 and Fig.5. 

4.1 Membership Function 

According to working principle of the sensors, combination of expert and engineering 
and technical personnel, field staffs, we get the following membership function.Semi-
trapezoidal and trapezoidal distribution was established as follows. 

(1) The membership function of the micro seismic system (initial unit J, weights 0.35) 
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(2) Resistance of supports data function (initial unit KN, weights 0.35) 
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(3) Roof-to-floor convergence ratio (initial unit mm, weights 0.1) 
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(4) The two sides convergence of roadway membership function (the initial units of 
mm, weights 0.1) 
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(5) Borehole stress function (initial units of Mpa, weights 0.1) 
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4.2 Data Fusion Method 

According to the above membership functions formula to calculate the membership 
value of each parameter:                              

}U,U,U,U,U{ 54321=U  (6)

1) According to the five parameters on the roof dynamic monitoring results, selected 
the values of various parameters of the right, on this study, the weights are 0.35, 0.35, 
0.1, 0.1 and 0.1.                        

}W,W,W,W,W{ 54321=W  (7)

2) Calculation of the total membership model. The result of A is between 0 and 1. 
Weight can be modified according to the specific circumstances and working field 
data.          

 }WUWUWUWUW{ 5544332211 ×+×+×+×+×= UA  (8)

3) Generate time-varying data fusion curve and optimization model 

4.3 Experimental Results 

The results are shown on Fig.4 and Fig.5. Fig.5 highlights the fusion curve. On the 
graph, A is micro seismic data; B is resistance of fully mechanized powered support; 
C is roof-to-floor convergence; D is two sides convergence of roadway; E is borehole 
stress and F is the result of fusion curve. All data have been converted into the value 
between 0 and 1. 

 

Fig. 4. The data form five sensors and fusion curve            Fig. 5. The fusion curve 

5 Conclusion 

From above graph we can see the roof experienced a cycle pressure process. During 
the period from 3/17/2011 to 3/21/2011, the direct roof pressure occurred, strata 
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behavior markedly enhanced than usual, and micro seismic events and vibration 
energy significantly enhanced. On the day 3/21, direct roof has been breaking down. 
But these are normal monitoring situation, without beyond the pre-set warning value. 
Through Fig.5 we can got the movement law of roof.  

In fact, in the early stages of model building, there are no ready-made curves and 
the actual mining conditions consistent and, we had to find the membership function, 
the weights based on site conditions and experience. Finally we must determine 
whether the fusion curve we obtained line with actual production. If not, the weights 
of each parameter, must be recalculated, the model must be modify and optimize, and 
thus infinite approximation of the actual exploitation of the dynamic model. 

In conclusion, in this paper, information fusion method was used to deal with fives 
different sensors data, finally finding a curve matching of the dynamic variation of the 
roof. From this we can draw a conclusion:  information fusion model can reflect the 
roof moving behavior, has positive significance to guide mine coal safety production. 
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Abstract. Microblog plays a more and more important role on the emerging 
and propagation of the public opinion on the Web. Although topic detection has 
long been a hot research topic, the characteristics of microblog make it a non-
trivial task. In this paper, we propose a novel hot topic detection approach based 
on keyword extraction and frequent patterns mining. We analyze the 
characteristics of hot topic microblogs and the topical keywords are extracted 
according to the increasing rate and frequency in Chinese microblog streams. 
Different from traditional clustering based detection methods, in this paper we 
treat the short texts of microblogs as transaction items, and apply Apriori 
algorithm to generate the hot topics. The experiments in the real dataset verify 
the efficiency and effectiveness of our proposed methods. 

Keywords: Microblogs, topical keyword extraction, hot topic detection. 

1 Introduction 

As an emerging Web 2.0 application, the microblog has become a new platform for 
information sharing and dissemination. Microblog users can publish short texts, 
pictures through the Web and mobile clients, which ensures that the users can receive 
the shared information immediately. Each microblog is mainly restricted to 140 
characters, which makes the published microblogs become fast streaming short texts. 
Therefore, hot topics can spread fast. However, huge numbers of users publish their 
microblogs with little hot topics information. They mainly talk about personal things. 

The major challenges about detecting hot topics in microblog streams include: 

Mixed Topics. Since the microblogs containing hot topics are mixed up with the ones 
expressing personal feelings and opinions, it is necessary to design efficient 
algorithms to filter out irrelevant microblogs for further processing steps. 
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No. 2011CB302200-G), State Key Program of National Natural Science of China (Grant No. 
61033007), National Natural Science Foundation of China (Grant No. 61100026, 60973019,), 
and the Fundamental Research Funds for the Central Universities (N100704001). 
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Limited Length. Different from traditional long news articles and blogs, the short 
texts in Chinese microblogs bring new obstacles to the hot topic detection problems. 

To tackle the challenges, we analyze the characteristics of microblogs that contain 
hot topic and design algorithms to filter out the microblogs without hot topics. Some 
words without topical information are employed by users frequently, which interfere 
with algorithm. We filter out these words, and extract potential hot topics keywords.  

Based on the burst and wide-spread of hot topics in microblog streams, a method to 
extract hot topic keywords is proposed, which considers both frequency and growth. 

Hot topics can be inferred by several keywords, which appear in the similar 
context. We apply an improved Apriori algorithm to compute the frequency of every 
word (as itemset) in the high score words, and the hot topics with the maximal 
frequency itemset are inferred from microblog streams. 

The framework of the proposed approach is shown in Figure 1. Firstly, we 
eliminate the most irrelevant topic microblogs. Secondly, we preprocess the topic 
keywords. Then we compute the keyword score and extract the high ranked 
keywords. Finally, we discover maximal frequent patterns from the extracted topic 
keywords to generate the hot topics. 

 

Fig. 1. The framework of the proposed approach 

2 Related Work 

Recently, the microblog has attracted more and more attentions in the research 
communities. Wayne Zhao compared Twitter [4] and traditional media using topic 
models, and developed a new Twitter-LDA model for short tweets [5]. Pal et al. 
summarized a set of features for characterizing social media authors [6]. He showed 
how probabilistic clustering over the new feature space, followed by a within-cluster 
ranking procedure, could yield a final list of top authors for a given topic. Welch et al 
described a detailed model of Twitter as a graph, and demonstrated important 
distinctions between edge types in the graph [7]. 

Our work focuses on the hot topics keywords extraction and hot topics detection in 
Chinese microblogs. Lu et al choose a two-level K-means-hieratical hybrid clustering 
method to cluster the selected tweets into news [8]. Zheng Fei-ran combined the word 
frequency and the increasing rate to measure the possibility of a keyword, and they 
constructed the topics by the conditional probability [9]. 

3 Microblog Preprocessing 

There are large numbers of useless texts in the microblog data streams, which bring 
obstacles to our research. To tackle these challenges, we propose a preprocessing 
method based on the characteristics of the Chinese microblogs.  
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3.1 Microblog Filtering 

We analyze the differences between hot topic microblogs and the common ones. 
Based on the differences, we eliminate some microblogs considering 5 factors:  

(1) Number of words. The distributions of the number of words in common 
(30,745 items) and hot topic microblogs (2,000 items) are shown in Figure 2. The 
number of microblogs with less than 60 words in common microblogs is much larger 
than in topic ones. We filter out microblogs with less than 60 words. 

(2) Emoticons and smileys. Microblogs containing emoticons and smileys usually 
talk about personal feelings. So we delete microblogs with emoticons and smileys. 

(3) #topic name#. There are large numbers of microblogs containing hashtags. 
These kinds of microblogs are usually initiated by the microblog platform, and 
contain a lot of human factors. Therefore, we also filter out these microblogs. 

(4) @username. We ignore the microblogs including "@username", because these 
microblogs mostly appear in the conversational contexts. They have directionality. 
However, the hot topic microblogs have no directionality, and have no possibility of 
including the "@username". We ignore these microblogs containing @username. 

(5) URL. Many companies publish the advertisement microblogs with the form of 
URL. Hot topic microblogs rarely contain URL. So, we filter out these microblogs.  

The examples of the last four kinds of microblogs are shown in Table 1. 

Table 1. The examples of the filtered microblogs 

Characteristic Example

Emoticons, smileys 今天好开心啊！  (What a happy day!) 
#topic name# #男女距离#，50厘米(#distance between boys and girls#, 50 cm) 
@username @Xuweili，好想你啊!(@Xuweili, I miss you so much!) 

URL 工具不错：http://t.cn/zOKyq9C (good tool : http://t.cn/zOKyq9C) 

3.2 Hot Topic Keywords Preprocessing 

We make the word segmentation on the remaining microblogs. Each microblog is 
represented as a word vector, and each word is labeled with part-of-speech tags. Since 
the nouns and verbs can express hot topic information, we select the nouns and verbs. 

The most frequent words in microblogs always have nothing to do with the hot 
topics. The statistical distribution of word-frequency in one day is showed in Figure 3. 
We manually tagged the top ranked words without topic information, and finally 297 
words are selected. These words spend much virtual memory and much time when 
computing their weights. So we delete these common words as well as the stop words. 

4 Hot Topic Detection 

Topic detection has long been a hot research area, and many research works have 
been done. The characteristics of microblogs make it difficult in microblog text 
streams. In this section we propose a new keyword extraction approach. 
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Fig. 2. The distributions of the number of 
words   

Fig. 3. The distribution of word-frequency 

4.1 Hot Topic Detection in Microblogs and Other Datasets 

There are many previous researches focusing on hot topic detection. The topic can be 
defined as an event or live activity and their related events or activities [1]. James 
Allan et al. divide the topic detection into two branches [2]: the first one is the 
retrospective topic detection; the other branch is the new online event topic detection. 
The characteristics of microblogs make them as the fast streaming texts. We can also 
divide the microblogs into streaming documents by the time interval. 

The traditional topic detection methods focus on finding new clustering algorithm 
or improving the existing algorithms. Based on the characteristics of the microblogs, 
we employ a frequent pattern mining based algorithm to generate hot topics. 

Generally, the hot topics microblogs have two characteristics. The first one is that 
the contents are always changing. There are few previous microblogs contents are 
similar to current hot topic microblogs. They will appear in a short period of time. 
Another one is that once the hot topics happened, they will acquire much discussion. 

4.2 Hot Topic Keywords Extraction 

According to the first characteristic mentioned above, we compute the increasing rate 
of each word (Growth) as follow: 

( ) ( )
( ) log

1 ( )

ci pi
i

pi

F w F w
Growth w

F w

−=
+

 (1)

where F(wci) presents the number of times word wi used in the current time period, 
F(wpi) presents the number of times word wi appear in prior time period. 

According to the second characteristic, we get another ranking metric, i.e. the 
traditional TF-IDF method. The formula is defined as follow: 

( ) 1
( ) log

( )

ci
i

max i

F w D
TD w

F D w

+= ∗  (2)

where Fmax is the maximum number of unique words in documents, D(wi) is the 
number of documents which contain the word wi. D is the number of the documents. 

We now propose the measurement of weighting each word and define it as follow: 
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where α is a parameter between 0 and 1 to control the probability of the growth. 
According to Formula (1)~(3), we give the algorithm extracting hot topic keywords 

as Algorithm 1. 

Algorithm 1: Extracting hot topic keywords 
Input: MD //microblog set of all time period including current and before 
current 
     α //parameter for controlling the probability of the growth; k //a 
parameter 
Output: HW //high score words set (words with top-k score) 
Method: 

1. for all md∈MD preprocess md with the method in Section 3; 
2. for every word w∈MD  
3.  {compute Growth(w) with Formula (1); 
4.   compute TD(w) with Formula (2); 
5.   compute Score(w) with Formula (3);} 
6. for all w∈MD Rank w by Score(w); 
7. HW= word set with top-k score; 

The purpose of line 1~5 is to compute the Score in Formula (3) for every words, 
and line 6~7 is to rank the scores for discovering top-k words with high score. 

4.3 Hot Topic Detection 

The previous algorithms of hot topic detection are based on the words’ semantics. 
However, these methods are not appropriate for hot topic keywords generation. 
According to the characteristics of microblogs, based on the score in Formula (3), we 
detect hot topics by applying Apriori algorithm. Algorithm 2 describes the process. 

Algorithm 2: Detect hot topics 
Input: MD, HW // see Algorithm 1; min_sup // minimum support threshold; 
Output: HT //hot topic set detected; 
Method: 
1. L1=HW; //set the high score words as the frequent_1-itemsets  
2. Apply Apriori algorithm for mining all frequent itemsets set L; 

//Apriori algorithm description see [3] 
3. HT=maximal(L) //∀ht∈HT, ¬∃ht′∈HT ∧ ht′⊃ht 

In the algorithm, we apply classical Apriori algorithm. Differing from the process 
of generating frequent 1-itemsets in Apriori algorithm, we assign HW, i.e. hot topic 
keyword set obtained in Algorithm 1 to frequent 1-itemsets (line 1), and then continue 
to call Apriori algorithm to get other frequent itemsets with various length (line 2). 
Finally, we discover the maximal frequent itemsets which mean that ht∈HT, and there 
exists no super-itemset ht′ such that ht′⊃ht and ht′∈HT, as the hot topic (line 3).  
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An example for above algorithm is shown in Table 2. There are eight microblogs 
(transactions) in the microblog set as shown in Table 2. 

Table 2. The Transaction List 

No. Text 

1 房价上涨是为了让我们好好工作，油价上涨是为了让我们好好节约 

2 上调汽柴油600元，汽油0.44元，柴油0.51元。油价上涨以后，价格突破8元大关。 

3 房价上涨是为了让我们好好工作 

4 由于油价上涨，车流虽有所下降，但人流大幅上升并出现交通堵塞的情况 

5 汽油上涨，车流量下降，但行人流量增加，交通压力增大 

6 单眼皮单日出行，双眼皮双日出行，一单一双夜间出行，戴墨镜出行者按故意遮挡号牌 

7 今天好开心，好开心呀，好开心 

8 因93号汽油上涨至8元大关，车流量下降，行人流量陡增，交通压力增大。 

 
We set the minimum support as 0.25. After preprocessing and computing, three words 
("油价" (oil price), "汽油" (oil), "上涨" (rise)) are extracted from a document. The 
maximal frequent itemset {"上涨油价" (oil price rises), "上涨汽油" (oil rises)} is 
acquired. We can infer that the hot topic is 'the price of oil rises'. 

5 Experiment 

For the purpose of this study, the microblog data was crawled from Weibo.com from 
April 9th 2012 to April 15th 2012. There are 3,634,150 microblogs in total. After 
filtering, there remains 159,942 items. We manually tag each day’s hot topics.  

5.1 Hot Topic Keywords Extraction in the Dataset 

The preprocessing can improve both the time and the space efficiency. After filtering 
microblogs, the dataset reduce to about 10%. The time of processing words from 1 
minute 50 seconds reduces to 11 seconds. For the two days' dataset, it took 30 minutes 
to weight the words before preprocessing, and after that it took 3 minutes.  

In order to find the most efficient function, we conduct the experiment by varying 
the parameter α. For example, the hottest topic on April 11th is 'earthquake occurs at 
the 8.6 level in Indonesia'. Topic keywords are '海啸' (tsunami), '震感' (earthquake 
feelings), '里氏' (Richter), '海域' (waters). These words are denoted as set Sh. 

Assume l is a ranked word list computed by the Formula (3) with different α, wi is 
a word in Sh. Let l(wi) be the rank position of wi in l (a higher ranked word 
corresponds to a lower value of l(wi)). The efficiency of the function is measured by 

the metric ( ) ( )
i h

i

w S

Q l wα
∈

=  . The lower value Q(α) is, the higher efficiency of the 

corresponding function is. Table 3 lists the Q(α) for different value of parameter α. 
The function achieves the optimal performance when α=0.7 or α=0.8 from the results 

in Table 3. However, the other keywords of the topics rank higher when α=0.8. So we 
set α=0.8 for further steps. Table 4 shows part of the ranked words when α=0.8. 
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Table 3. The Q(α) values with different α 

α 0 0.4 0.5 0.6 0.7 0.8 0.9 1 

海啸(tsunami) 1 1 1 1 1 1 2 16 

里氏(Richter) 10 4 10 2 2 2 3 13 

海域(waters) 5 5 5 5 4 11 19 429 

震感(earthquake feelings) 105 58 47 21 20 13 34 132 

Q(α) 121 68 62 29 27 27 58 590 

Table 4. Part of the top ranked words and their corresponding scores 

word score word score word score word score 

海啸(tsunami) 0.6022 火线(fire wire) 0.4386 书本(book) 0.4204 特产(specialty) 0.4003 

里氏(Richter) 0.5443 放弃(give up) 0.4314 海域(waters) 0.4168 学生( student) 0.3997 

姑息(tolerate) 0.4400 碟子(dish) 0.4204 变味(sour) 0.4008 国旗(flag) 0.3890 

条例(rules) 0.4393 拥护(support) 0.4204 震感(quake feel) 0.4008 辛苦(hard) 0.3880 

5.2 Hot Topics Detection in the Dataset 

We use F-score to measure the performance as defined in formula (4). S presents the 
number of hot topics in keyword set extracted. C is the number of the elements in 
frequent itemset. We denote the number of the manual tagged hot topics as R. 

S
Precision

C
=    S

Recall
R

=    2 Precision Recall
F score

Precision Recall

× ×− =
+

 (4)

5.2.1   The Influence of the Number of Extracted Words 
The experiments results on different number of the extracted words are shown in 
Figure 4. F-score reaches the highest value at the top 500 ranked words. Here 
Maximal F-set represents the maximal frequent itemset. The result shows that, the 
maximal frequent itemset can express the hot topics the most effectively. 

5.2.2   The Influence of the Minimum Support 
The experiment results with different minimum supports are shown in Figure 5. F-
score achieves the highest value at 0.0001. 

     

   Fig. 4. Influence of the number of keywords        Fig. 5. Influence of minimum support 
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5.2.3   Case Study 
Table 5 lists part of the detected hot topics.  

Table 5. The experiments results of hot topic detection 

Date Hot Topic keywords Corresponding microblog with hot topic  

2012/

04/11 

海啸|海域|里氏|震感 

(tsunami| waters| Richter| 

earthquake feel) 

印尼亚齐省附近海域11日发生8.6级地震，当地已发出海啸预

警。据美国地质勘探局网站消息，北京时间4月11日16时38

分，北苏门海岸发生里氏8.6级地震。震源深度33公里。 

军舰|对峙|海域|渔民 

(warship| confrontation| 

waters| fishermen) 

据法新社4月11日报道，菲律宾政府宣布，菲律宾的一艘军舰

11日“在该国海域试图抓捕非法捕捞的中国渔民”时，与数艘中

国海监船发生对峙。 

2012/

04/14 

单身|贵族|过节 

(single| nobility| holiday) 

4月14日是“黑色情人节（Black Day）”，是属于单身贵族们的

情人节。打算过节的人享受黑咖啡的苦涩原味。 

6 Conclusion 

In this paper, we propose a hot topic detection approach for Chinese microblog based 
on keyword extraction and frequent pattern mining. Firstly we analyze the hot topic 
microblogs' characteristics, based on which to eliminate most topic irrelevant 
microblogs. Then we extract the hot topic keywords considering both the increasing 
rate and the frequency of the words. Finally, we introduce a frequent pattern mining 
algorithm to form hot topics in the extracted words. The experimental results show 
that the proposed methods can effectively find hot topics in Chinese microblogs. 
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Abstract. This paper proposed a knowware based supervised machine learning 
technique for domain specific regression and classification of Web documents. It is 
simple because it is only based on word counting techniques without natural 
language understanding and complicated statistic techniques. Starting from 
constructing a domain sub-division tree and assigning a training set of documents to 
its nodes, the algorithm produces a labeled classification tree with a characteristic 
vector for each node. This tree is used to classify any number of documents in that 
particular domain. A tool for developing Web portal is also provided to build a Web 
station for displaying the final treelike library of documents. 

Keywords: Web portal, document classification, supervised learning, knowware. 

1 On Knowledge Acquisition from World Wide Web 

The World Wide Web has become a major source of knowledge acquisition for experts 
and also for the general public. However, we still suffer from the insufficient capability 
of currently available browsers in acquiring Web knowledge. Generally, a browser 
provides only a quite huge set of Web pages upon the key words inputted by the user. 
They (the browsers) are incapable of extracting the needed knowledge from this huge 
set of Web pages and let the users take the burden of reading, searching and extracting 
knowledge from each Web page. What even worse is, the Web pages pushed forwards 
to the users by the browsers are usually not sorted carefully to easy the users during 
knowledge searching. The Web pages are often listed in a messy order with lots of 
repeats and junk documents, together with the massive sets of advertisements. Our 
experience of using different Web browsers has shown that the claim made by them 
like ‘we have found 1234567890 Web pages for your search’ is often meaningless. 

The motivation of the research presented in this paper is to create a knowware based 
DIY technique, which, when inputted an appropriate search request, can develop a 
                                                           
* Partially supported by 973 Program 2009CB320701,NSFC 61073023 and Tsinghua-Tengxun 

Lab Project. 
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library of documents acquired from the search results of any browser. These documents 
will be classified and presented in tree form to easy users’ work of finding the 
documents containing the information or knowledge they need. Knowware is a 
technique proposed by the first author[15-16], which aims at separating domain 
knowledge from application software to make it an independent product to be used 
interchangeably with different products of software. The use of knowware in this 
technique is essential because only knowledge based approach will make the search 
and classification successful. 

Roughly speaking, the KACTL approach consists of the following parts: 

Step 1: Prepare the initial domain knowledge in form of knowware (a classification 
tree of domain/sub domain organization);   

Step 2: Using a set of documents to train the classification tree to get a labeled 
classification tree;  

Step 3: Using the labeled classification tree to classify a large set of documents to get 
a treelike library of documents; 

Step 4: Establish a Web portal of this library for public use. 

Step 1 shows that the KACTL approach is knowware based. Step 2 shows that it is also 
based on supervised learning. Step 3 shows that the learning result is effective. Step 4 
shows that our approach can help people develop domain specific Web portals in a 
basically automated and even DIY way. 

2 The Main Idea of KACTL Approach 

More precisely, the (unlabeled) classification tree is a repeated division of user 
interested points with respect to some well defined domain. Fig. 1 shows such a tiny 
classification tree regarding ‘computing technology’. 

 

Fig. 1. Unlabeled Classification Tree for the domain IT 

Once the classification tree is built, we have to train it. In this context training means 
telling the computer which documents should belong to which node(s) of the 
classification tree. Given a small set of training documents, the knowledge engineer is 
required to assign each of them to some nodes of the tree, meaning that this document 
belongs to sub-domains represented by these nodes. Note that it is possible that a 
document belongs to several sub-domains. Just considering the case of a survey paper 
is enough for convincing oneself. However, each document belongs to at most one 
node along each path from root to leaf. Now assume we have 4 documents {P1, P2, P3,  
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P4} as the trainings set, where P2 contains information about both hardware and 
software, P1 contains neither hardware information nor software information. They are 
attached by the knowledge engineer to the tree as shown in Fig. 2. 

 

Fig. 2. Classification tree with Training Documents 

The second part of training is generalization. An algorithm is provided to extract 
common characteristics of documents assigned to the same node. We decided to take 
frequency vectors (consisting of ‘most frequent words’ contained in documents) and 
strength vectors (strength of a word equals to frequency of the word divided by length 
of the document containing it) as common characteristics of documents belonging to 
the same node. A classification tree with its nodes equipped with strength vectors is 
called a labeled classification tree and is ready for use in document classification. For 
simplicity we assume the frequency vectors and strength vectors are all of length 2. 
Assume the training algorithm calculates the following results: 

Frequent words: P1: {IT, market}, P2:{chip, compiler}, P3:{chip, CPU}, P4:{ 
service, compiler}; 

Frequency vectors: P1: (9, 4), P2: (7, 5), P3: (8, 4), P4: (6, 3);  
Strength vectors: P1: (9/10, 2/5), P2: (7/8, 5/8), P3: (8/11, 4/11), P4: (3/4, 3/8); 

A short note to explain the above data: the term ‘IT’ appears 6 times in document P1. 
The length of P1 is 10. 

The algorithm then calculates the strength vectors for the nodes. They are composed 
of ‘most strong’ terms of each node as shown in Fig. 3: 

 

Fig. 3. Classification Tree with Basic Strength Vectors 

Computing technology: (9/10, 2/5), hardware: (7/8, 8/11), software: (7/8, 3/4). 
When calculating these strength vectors only the documents in the relevant node are 

taken into account (for example P2, P3 and P4 are not taken into account when 
calculating the strength vector of ‘Computing technology’). They are therefore called 
basic strength vectors. However, the son nodes of each node are supposed to belong to 
the sub-domains of the father node. They should be also considered when classifying 
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new documents. The algorithm therefore calculates the ‘enhanced’ strength vectors by 
taking into account also the son nodes. Thus, the enhanced strength vectors of 
‘hardware’ and ‘software’ nodes are the same as their basic strength nodes, while that 
of the ‘computing technology’ gets the value (9/10, 7/8). 

By the above reasoning we get a labeled classification tree with enhanced strength 
vectors attached to each node, see Fig. 4. 

 

Fig. 4. Labeled Classification tree with Enhanced Strength Vectors 

During document classification, the enhanced strength vectors will be used to 
calculate the distance between a new document and a node of the labeled classification 
tree. We have tried two different ways to calculate this distance. The first one is the 
usual tf-distance of the vector space model. The second choice is the extended 
tf-distance, which is a generalization of the conventional tf-distance of the vector space 
model. We call it the extended tf-distance. For the conventional tf-distance model the 
query term vector decides the terms to be queried, while the document term vector 
checks the existence of the queried terms in the document. But for the extended 
tf-distance model proposed by this paper, the query term vector and the document term 
vector decide the terms in a cooperative way by merging the terms of both side’s 
strength vectors. For example, if the terms (computer, program) are to be queried, the 
classical query term vector may have the value (0.2, 0.5), where the numbers are 
weights. Searching the (same) terms (computer, program) in the document provides the 
document term vector (0.3, 0.8).  The tf-distance between (0.2, 0.5) and (0.3, 0.8) will 
be calculated. But in our definition, if the strongest words of node N are (computer, 
program) with enhanced strengths vector (0.6, 0.4), while the strongest words of the 
new document P are (software, program) with strengths (0.9, 0.5), then the terms to be 
checked in extended tf-distance calculation are (software, computer, program), which 
is generated by merging the strongest terms of both sides. The node term vector and 
document term vector may look like (0.2, 0.6, 0.4) and (0.9, 0.3, 0.5), where 0.2 and 0.3 
are strengths of ‘software’ and ‘program’ in node N and document P, respectively. 

Note that according to different ways the strength vectors are produced, we have 
designed and tested four variants of the learning algorithm. The variance 1 algorithm 
produces strength vectors of fixed length 10 (the 10 ‘most strong’ words). The variance 
2 algorithm produces strength vectors with a maximal length of 10 ╳ number of 
documents in that node. The variance 3 algorithm produces strength vectors of a length 
no more than the number of documents in that node. Experiments have shown that the 
three variants of the algorithm provided different accuracies in classification. 

Note also that the classifying of new documents is not based on mutual exclusion of 
document sets on different nodes. The same new document may belong to different 
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nodes of the tree, provided that no document belongs to two different nodes on the same 
path of the tree. When classifying a new document, the procedure starts from the root 
node in a top down way. The principle is to attach new documents to nodes as close to 
the leaves as possible. The intuitive meaning is to classify new document as ‘concrete’ 
as possible. Whenever a new document P ‘arrives’ at some node N of the tree its 
tf-distances (or extended tf-distances) with N and with all son nodes of N will be 
calculated. P will be moved to (some) son nodes if the calculation shows that P is closer 
to these son nodes than to N. Otherwise P will remain in N. We call such documents as 
rear documents of N to mean that N is one of the ‘best fit’ nodes for P. 

Now we can explain the problem on where and how the knowware concept is applied 
in the KACTL methodology. We provide a three level approach of knowware application 
to support the learning and classification task. The most basic level of knowware used  
in it is the classification tree, where the hierarchical sub-division of a domain has already 
been made. The second level of knowware application is the labeled classification tree 
with enhanced strength vectors or characteristic vectors. The third level of knowware 
application is the treelike library of classified documents. One can start from any level  
of knowware application to construct the library, as shown by Table 1. 

Table 1. Application of Knowware in Web Portal Establishment 

Embedded Knowware System Modules remain to be produced  
nothing Classification tree + labeled classification tree + Treelike 

library of documents + Web portal 
Classification tree labeled classification tree + Treelike library of 

documents +Web portal 

labeled classification tree Treelike library +Web portal 
Treelike library  Web portal 

3 Procedure and Algorithms of KACTL 

This section transforms the main ideas described in last section into concrete procedure 
and algorithms. In this section we differentiate between procedure and algorithm. An 
algorithm is such a list of instructions, which can be programmed in computer 
languages and performed by a computer automatically. On the other hand, a procedure 
can not be performed in a totally automated way. A major part of it must be performed 
by a human being, either a knowledge engineer or a programmer. 

In the following we provide the tree construction procedure as the first module of 
our KACTL approach. 

 
Procedure 1: Constructing the Classification Tree 
1.Given a (unlabeled) classification tree T(D), where D is a specific domain; 
2.Given a training set W of documents supposed to belong to the domain D; 
3.Mark all nodes of T(D) as ‘inactive’ but the root node, which is marked as ‘active’; 
4.Attach all documents of W to the root node of T(D)  
5.While there is at least one ‘active’ node in T(D) 
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Do 
1) Take any ‘active’ node N, remark it as ‘inactive’; 
2) For all documents P attached to N do 
3) Case of 

Case1: If P is supposed to belong to some sub-domains represented by some 
son nodes {N1, N2, …, Nk} of N, then make k copies of P and attach 
them to {N1, N2, …, Nk} respectively. Mark {N1, N2, …, Nk} as 
active and remove P from N; 

Case 2: If P is supposed to belong to some sub-domain D′ of D, which is not 
represented by any son node of N, then generate a new son node N′ of 
N, mark N′ as ‘active’ and remove P from N; 

Case3: If neither case 1 nor case 2 is true, then mark P as a rear document of 
N 

End of Case; 
End of Do 

 
Now comes the central part of the approach—the learning algorithm. 

Algorithm 1: Learning the Labeled Classification Tree 
1. Given the (unlabeled) classification tree built in Procedure 1 with the training 

documents attached to its nodes; 
2. Calculate the frequency vector V(P) of each document P. It consists of 10 most 

frequent words appearing in P together with their frequency, where the length of 
each frequent word should be larger than 1; 
3. Mark all nodes of T(D) as ‘unprocessed’; 
4. While there is at least one ‘unprocessed’ node of T(D) 
Do // calculate the (basic and enhanced) strength vector of each node in a bottom 

up way) 
1) Take any ‘unprocessed’ node N, which has no ‘unprocessed’ son nodes, 

remark it as ‘processed’; 
2) Calculate the basic strength vector BV(N) as follows: let the set of rear 

documents in node N be S. Using the formula: 
strength of w in P = frequency of w in P / length of P 

to calculate the strength of each word w in each rear document P in S. The 
ten words with highest strength with respect to all documents in S are 
selected to form the basic strength vector BV(N); 

3) Calculate the enhanced strength vectors EV(N) in a bottom up way as 
follows: If N has no son nodes, then EV(N) = BV(N), otherwise let the set of 
enhanced strength vectors of all son nodes of N be S′. The ten words with 
highest strength are selected from S′∪{BV(N)}to form the enhanced strength 
vector EV(N); 

End of Do; 
5. Call the classification tree with enhanced strength vectors at all its nodes as 

labeled classification tree. 
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Finally, we present the algorithm for applying the above result (to classify new 
documents): 

Algorithm 2: Build the Treelike Document Library 
1. Given a labeled classification tree T and a set U of documents to be classified; 
2. Mark all documents in U as ‘unclassified’; 
3. Set up a set S of (document, node) pairs. Its initial content is empty; 
4. While there is at least one ‘unclassified’ document in S 

Do 
1) Build a copy W of T; 
2) Mark all nodes of W as ‘unprocessed’; 
3) Take any ‘unclassified’ document P from U and remark it as ‘classified’; 
4) Calculate the strength vector V(P); 
5) Assign P to the root node R of W; 
6) Calculate the extended tf-distance between the strength vector V(P) and the 

enhanced strength vector EV(R) as follows: Combine V(P) with EV(R) to 
form a new vector NV(P, R), which consists of (and only consists of) 
elements of V(P)∪EV(R). Using NV(P, R) to calculate the distance between 
P and R based on the vector space model. 

7) Remark R as ‘undeveloped’; 
8) While there is at least one ‘undeveloped’ node of W, where the set of its son 

nodes is not empty and all its (direct) son nodes are ‘unprocessed’ 
Do 

1)) Take any ‘undeveloped’ node N from W and remark it as ‘developed’; 
2)) Calculate the extended tf-distance between P and Z for all son nodes Z 

of N in the same way as the extended tf-distance between P and R is 
calculated in step 6) above; 

3)) For all such nodes Z do 
Begin 

If the extended tf-distance between P and Z is less or equal than that 
between P and N 

Then 
Begin 

1))) Remark Z as ‘undeveloped’ and put the pair (P, Z) in M; 
2))) Attach the document P to Z; 

End 
Else 

remark Z as ‘processed’; 
End;  

4)) If P is attached to at least one of the son nodes Z of N 
Then  

remove P from N; 
End of Do 

End of Do
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4 Experiments and Results 

We take the domain ‘cloud computing’ as the target of experiment. In the first step, we 
construct a classification tree for this domain according to our personal feeling about 
how to subdividing this now very hot domain. The resulted tree is shown in Table 1 of 
appendix. In the second step we use the Chinese browser Baidu to search Web pages 
with the keywords ‘cloud computing’. The browser reported in total about 100,000,000 
Web pages. Based on the assumption that all these Web pages are ‘cloud computing’ 
related, we selected the first 730 Web pages and used a document extractor to extract all 
documents from these Web pages as our training documents. The number of documents 
we got after removing repetitions was 103.  In the third step we attach each of the 103 
documents to some node(s) of the tree. Note that according to our approach a document 
can be attached to several nodes of the tree. The number of documents attached to each 
node is shown in Table 2. In the fourth step we apply the learning algorithm to the tree 
with attached documents to calculate the enhanced strength vectors. We take a sub-tree 
and show the strength vectors of all its nodes in Table 3. After all these four steps are 
done, the labeled classification tree is built and the learning process is completed. Then 
we test the labeled classification tree by using the training set as test set, in order to see 
how well the obtained classification will meet the original classification made 
manually. We used three measures for the comparison: the Jaccard Coefficient, recall 
and precision, all based on the vector space distances tf and extended tf. 

For the Jaccard Coefficient, we just calculate the value of 

|HD(N)∧CD(N)| / |HD(N)∨CD(N)| (1)

for each node, where HD(N) and CD(N) are the sets of documents assigned to node N 
by human assignment and by computer classification respectively. The average values 
for the three measures are shown in Table 2 for the learning algorithm and both models 
of tf-distance.  

Table 2. Statistical comparison of human and computer classification 

Comparison Jaccard Coefficient Recall Precision 
tf-distance 0.2211 0.4782 0.2947 
Extended tf-distance  0.1432 0.7050 0.1492 

 
The values reported in Table 2 are not very high because a general statistical 

comparison does not reflect the real quality of the classification precisely. One of the 
reasons is that this test does not take account of the data structure of the classification 
tree. In fact, whether to assign a document to some node N or to its father node is not a 
strict contradiction, but a problem of inheritance. Usually, in this case neither 
assignment should be considered as a mistake. On the other hand, human classification 
usually suffers from casualness, randomness and incompleteness. Similar situation 
appears in particular during assigning a document among several brother nodes of a 
tree. For example, a document reporting some conference on cloud computing may be 
assigned by the programmer to the node “conference”. But the computer would assign 
the same document to the node ‘technique’ as well because many technical problems 
are discussed on this conference. In this case, the computer’s behavior can be 
considered as a complement to the programmer’s work. 
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Table 3. The Classification Tree 

Labeled Classification Tree Tree-like Document Library 
Cloud Computing (0) 

CC Concept (0) 
CC Basic Principles (8) 
CC Definition (22) 
CC Discrimination Criteria (8) 

CC Publication (0) 
CC Journals (1) 
CC Web sites (0) 
CC Books (3) 

CC Activity (0) 
   CC Conference (0) 

CC Domestic Conference (6) 
CC International Conference 

CC Training Course (0) 
CC Workshop (0) 

CC Technique (7) 
   CC Basic Technique (0) 

CC and Map Reduce Software (1) 
CC and Big Table Technique (1) 
CC and Distributed File System (1) 

   CC New Technique (0) 
CC Classification (10) 

Public Cloud (2) 
Private Cloud (5) 
Mixed Cloud (2) 

CC Application (14) 
CC and Browser (6) 
CC and e-Commerce (5) 

CC and Mobile Communication (6) 
CC Product (1) 

CC Hardware (1) 
CC Software (4) 
CC Platform (5) 

Hadoop (2) 
GAE (0) 
EC2 (0) 
Blue Cloud (4) 

CC Develop Tendency (14) 
CC Market (22) 

CC Device Provider (9) 
CC Service Provide (12) 
CC Consultation Provider (2) 

CC Stock Market (7) 
    CC Concept Stock (3) 

CC Policies (3) 
CC Security (12) 
CC History (5) 
CC Current Issues (10) 
CC Problems (11) 
CC Characteristics (8) 
CC Practice (1) 
CC Standards (2) 
CC Comments (4) 
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Our technique is already put in use in practice. The reader can visit our experimental 
Web portal with the address http://159.226.47.103/sct/demo.jsp, wheresome 3500 
documents on ‘cloud computing’ are organized as a treelike library by algorithm 2. To 
visit the Web portal, one needs browsers such as IE 9, Firefox or other browsers that 
comply with the W3C standard. Two pieces of images cut down from this Web portal, 
together with an English translation of the classification tree, are shown in Table 2. 
They are the original classification tree with training data (103 documents) and the 
same classification tree with re-classified documents obtained after using the learning 
algorithm. The numbers attached to each node in these trees are the numbers of 
documents belonging to this node. 

5 Related Work 

Categorizing Web pages automatically is an active research area in information 
retrieval, usually aiming at maximizing the intra-category similarity and minimizing 
inter-category similarity. Most previous work focused on grouping the results returned 
by search engine into clusters flatly or hierarchically and assigning a label to every 
cluster. 

The first commercial clustering search engine named Northern Light, based on 
predefined set of categories, was released in the late 1990s. Vivisimo, founded in 2000 
by a trio of computer scientists at Carnegie Mellon University, started to generate 
clusters and cluster labels dynamically and won “The Best Meta-search Engine Award” 
assigned by SearchEngine.com from 2001 to 2003 and “InfoWorld Technology of the 
Year” from 2006 to 2008 by Best Enterprise Search.  

In addition, a large number of published papers also discussed specific issues and 
systems in this research area. Suffix Tree Clustering [1-2], proposed by Zamir et al, was 
a linear time clustering algorithm and used in the demonstrated system called Grouper. 
Zheng et al [3] reformulated the clustering problem as a salient phrases ranking 
problem. In [4-5], Osiński et al developed a novel algorithm called Lingo, which took 
advantage of algebraic transformations of the term-document matrix and frequent 
phrase extraction using suffix arrays to cluster the search result and accomplish the 
cluster label induction. This algorithm was implemented as the fundamental component 
in the open source project Carrot2[6-7], another state-of-art clustering search engine 
besides Vivisimo. Moreover, one recent and more detailed survey in this area can be 
found in [8]. 

In recent years, more advanced clustering algorithms have been developed and 
applied in several practical areas including clustering the documents and Web pages. 
One approach was called Spectral clustering and was already successfully used in 
image segmentation [9] and search result clustering [10]. Roughly speaking, it was a 
technique of partitioning the rows of a matrix according to their components in the top 
few singular vectors of the matrix [11]. In [12], Frey et al devised a method called 
“affinity propagation,” which took as input measures of similarity between pairs of data 
points and then exchanged real value messages between data points until a high-quality 
set of exemplars and corresponding clusters gradually emerged. Hierarchical affinity 
propagation was also proposed in [13]. Another different modern approach, based on 
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Bayesian nonparametric model and Chinese restaurant random process, was proposed 
in [14]. Given a collection of documents, a hierarchy of topics and words allocation to 
these topics could be generated by this algorithm. However, it may not be directly used 
in Web page clustering in an online system because of its efficiency problem and 
practical issues. 

In this paper, as mentioned above, we used a supervised learning algorithm based on 
classification tree and strength vector instead of traditional unsupervised algorithms for 
clustering. As a result, it will bring us significant improvement in efficiency and enable 
us to evaluate the results more accurately. Moreover, our algorithm can provide more 
delicate taxonomies, which means our algorithm can classify the Web pages or 
documents into categories more accurately than existing algorithms and systems. More 
important than all advantages mentioned above, the most salient feature of our work is 
to provide a DIY technique which is missing in any other related work. 

6 Conclusion and Future Work 

In this paper we proposed a new approach of classifying Web documents in form of a 
treelike library. This approach has the following characteristics. First, it provides a tool 
for setting up Web portals of documents by non-experts in a DIY way. Everybody can 
set up a Web library in tree form by himself, just by using the KACTL software with a 
minimum of knowledge (in form of knowware). No extra programmer or knowledge 
engineer is required. Second, the KACTL approach is knowware based. Since the first 
author proposed the knowware concept and its methodology seven years ago[15-16], this 
is the first time to have the knowware technique implemented in a software/knowware 
complex in practical use. The knowware used in this approach is exchangeable to meet 
new user’s need. Third, the KACTL approach is domain independent. Though the 
example given in this paper is cloud computing, actually any domain is possible. This is 
a consequence of using knowware technique in the approach. Fourth, the result of Web 
document classification is developer dependent. Even with the same title such as cloud 
computing, different developers will provide different classification trees and produce 
different libraries of Web documents. Therefore, developing document libraries on the 
same domain but of different flavors are always possible. Fifth, the knowware applied 
in this approach is scalable. We provide a three level approach of knowware application 
in the KACTL methodology. 

Our future work will be improving the document classification accuracy by making 
a deep study on the non-deterministic and noisy nature of Web page content. Many 
problems are difficult to solve by currently existing techniques. It is our goal to look for 
techniques or to create new techniques appropriate for use in such kind of tasks. 
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Abstract. Query interface schema extraction is an important issue for Deep 
Web data acquisition and integration. In order to obtain the query interface 
schema, it is firstly required to associate elements and labels of Deep Web 
query interface correctly. Due to the fact that query interface on HTML page 
can be parsed as well structured DOM, we proposed an effective algorithm for 
associating elements and labels of Deep Web query interface based on 
hierarchical DOM. Our algorithm mainly adopted the nearest-neighbor-distance 
and other two useful heuristic rules to associate the most related label of a given 
control element. The experimental results on real query interfaces show that our 
proposed algorithm is highly effective. 

Keywords: Deep web, element and label association, DOM, query interface. 

1 Introduction 

As the largest web data resources on the Internet, Deep Web, which can be accessed 
through form-based query interfaces, has become the main channel for us to obtain 
the valuable information [1-3]. Logically, elements and their associated labels of 
Deep Web query interface together form different attributes of the underlying 
database. Using such a schema-based interface, users can specify complex and precise 
queries to Web databases [4]. So the accurate extraction of query interface schema is 
essential and it is firstly required to associate labels and elements of the Deep Web 
query interface correctly. 

Generally, two approaches can be used to associate labels and elements of the 
Deep Web interface schema: 1) Label-centered association, i.e., to scan the context 
control elements based on the labels and associate semantically related labels and 
elements to form logical attributes. 2) Control element-centered association, i.e., to 
scan the context labels based on the control elements and associate semantically 
related elements and labels to form logical attributes. ATTACH [5] is a control 
element-centered algorithm in which the query interface is divided as some blocks 
and the labels are associated with given elements by considering the vision-distance 
in each block. This algorithm has a feasible theoretical basis as well as high precision. 



658 B. Qiang et al. 

 

But the shortcoming of the algorithm is the low performance due to highly 
computational complexity. Literature [6] presented a label-centered approach to 
associate the elements with given labels. This algorithm can solve some limitations in 
literature [5], but the computational complexity still exists and the results are 
unstable. Literature [7] proposed an improved N-Gram approach to associating the 
elements and labels by measuring the similarity of string. But this algorithm only 
applies to English characters and the Chinese characters of Deep Web query interface 
should be translated into English characters firstly. So whether the Chinese and 
English can be mapped correctly determine the results. More researches about this 
topic can be found in the literatures [8-10]. 

The present approaches excessively rely on theoretical computation to associate the 
elements and labels and neglect the characteristics of the HTML code of query 
interface. According to our observations and analysis, the Web browser parses the 
page to generate DOM according to the sequence from top to bottom and from left to 
right. We can obtain the desired results by considering the characteristics of Web 
DOM nodes. In this paper we proposed an effective algorithm for associating labels 
and elements of the Deep Web query interface based on DOM. The experimental 
results showed that our proposed approach not only has higher precision, but also can 
maintain higher recall. 

The main body of this paper is organized as follows. We firstly describe the DOM 
of Deep Web query interface in Section 2. Then the algorithm for associating labels 
and elements of Deep Web query interface based on DOM is presented in Section 3. 
In Section 4 the experiments of our proposed approaches are given. Section 5 
concludes the paper. 

2 DOM for Representing Query Interfaces 

Deep Web query interface is an HTML form with some control elements and labels. 
The Deep Web control element refers to those form elements, such as textbox, radio 
button, checkbox and selection list, for receiving users’ parameters. The Deep Web 
label refers to those text elements semantically associated with the control elements. 
For example, E1 and E2 in Fig.1 are two control elements and From and To are their 
corresponding labels in the domain of airline, respectively. The correct combination 
of each control and its corresponding label can reflect the semantic relationship of 
Deep Web query interface, which will help to improve the accuracy of subsequent 
schema matching and query processing. So the effective association between the 
control elements and their corresponding label texts is critical. 

According to the principle of web browser, web browser adopts DOM to parse and 
represent the Web page. DOM is a platform and language-neutral interface that will 
allow programs and scripts to dynamically access and update the content, structure and 
style of documents. DOM defines the logical structure of documents and the way a 
document is accessed and manipulated. So the web page can be expressed as a set of 
elements such as TagNode representing control elements, TextNode representing label 
texts and CommentNode representing comments. Due to the control elements and label 
texts are our concerned objects, we will focus on the TagNode denoted as INPUT, 
SELECT and RADIO, and TextNode denoted as #TEXT. DOM has good hierarchical 
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structure as Fig.2. By adopting DOM, the irregular HTML codes of web pages can be 
represented as well structured interface as Fig.1 visually. So the DOM can be 
employed to associate labels and elements of the Deep Web query interface effectively. 

 

Fig. 1. A flight query interface example 

 

Fig. 2. The hierarchy of DOM 

3 Algorithm for Associating Elements and Labels of Deep Web 
Query Interface 

Given a control element, its corresponding label usually locates within a certain range 
before or after this control element. We denote the DOM sequence of a Form as 
DomNodes: 

{ }nTagTxtTagTxtTagDomNodes ,,,,, 4321 =  

Tagi denotes the control element node, and Txtj denotes the text element node. The 
probability of Node tag3 associated with text node Txt2 or Txt4 is far greater than with 
other text nodes by our large number of experiments, which enhances our inference. 
So one important heuristic rule, the most related label of a given control element is 
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the minimum distance label text node, will be adopted to improve the association 
accuracy. This heuristic rule is called as the nearest-neighbor-distance rule. Due to the 
diversity of HTML coding style, some other useful heuristic rules should be used to 
filer unrelated information before associating the control element and its label. 

Other two useful heuristic rules are: (1) Generally, the control element should be 
associated with the label text in front of it; (2) The corresponding labels of elements 
such as radio button, checkbox are always located behind them in the sequence of 
DOM nodes. So the control elements such as radio button, checkbox should be 
associated with the label text behind it. 

In order to capture the semantic information of DOM, we define the structure of 
DomNodes as follows: 

 

DOMNodes 
{ 

int  ParserSequence;   //Parsing order 
String  NodeName;   //Name of node such as INPUT 
String  LocalName;   //Attribute Name of NodeName 
String  TextContent;  // Label text 
String  Type;    //Node type 
w3c.dom.Node W3CNode;  //Standard data structure of W3C DOM 

} 

Fig. 3. Data structure of DOMNodes 

The basic idea of our proposed algorithm is: given a Deep Web query interface, the 
web browser API function is called to get the DOM node sequence firstly. Then  
the control elements and label texts are separated into their own node sets. Finally, the 
association process starts to determine the corresponding elements and their 
corresponding labels by comparing the above two node sets (See Fig.4.). 

 

 
Fig. 4. Flow chart for associating controls and labels 

Parse given query interface to 
obtain DOM node sequence 

Separate the DOM nodes 
according to nodes type 

Text nodes set

Control elements 
nodes set 

Associate the 
corresponding elements 
and labels between the 

two sets 

Associated 
elements 
and labels 
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According to the idea of our approach, the detailed algorithm description for 
Associating labels and elements of Deep Web query interface is presented below. 

 

( ) ><→ latePairListTxtlistTaglistRELATER Re,  

                                                             

Input: List<DOMNode> Taglist  //To be associated control element node list 

   List<DOMNode> Txtlist  //To be associated text element node list 

Output: List<RelatePair> Outputlist //Associated control and text element node list 

                                                             
Algorithm Begins: 

List< RelatePair> Outputlist=null; 
While(Taglist.hasNext)       // Traverse the control node list 

Do 
Tag=taglist.next();       
tagSequence=Tag. ParserSequence; 

 Txt_Before= Txtlist.getBefore(tagSequence);  //Obtain the nearest text node 
before tagSequence 

 Txt_After= Txtlist.getAfter(tagSequence);    //Obtain the nearest text node after 
tagSequence 

 Txt_ToRelate=NULL;     // Text node pointer associated with Tag 
If(Tag.Type=={”radio” ,”checkbox”}) 
   Txt_ToRelate= Txt_After; 
Else 
   SeqDistance_bef=Absolute(tagSequence - Txt_Before.ParserSequence);   

 //Compute the distance between the tag and the nearest text node before it 

   SeqDistance_aft=Absolute(tagSequence - Txt_After.ParserSequence);  
 //Compute the distance between the tag and the nearest text node after it 

   SeqDistance_bef= SeqDistance_bef /2; 
   If(SeqDistance_bef >SeqDistance_aft) 
      Txt_ToRelate=Txt_After; 

Else 
Txt_ToRelate= Txt_Before; 

End if 
End if 
Relatepair =new RelatePair (Tag, Txt_ToRelate); //Associate the Tag and 

Txt_ToRelate 

Outputlist.add(Relatepair);    
Txtlist.remove(Txt_ToRelate); 

End Do 
Reurn Outputlist. 
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4 Experiments 

In order to evaluate the algorithm proposed in this paper, we randomly submitted 
queries on Google and Baidu to obtain different numbers of search interfaces from 
five application domains: flights (15), book (19), hotel (33), job (24), and music (9). 
The total number of search interfaces used is 100 from 100 different sites. The 
detailed characteristics of data set and experimental results are listed in Table 1. 

Table 1. Results for associating elements and labels of Deep Web query interface 

Domain Flight Book Hotel Job Music 

Nubmer of query 
interfaces 

15 19 33 24 9 

Nubmer of control 
elements 

169 199 231 275 88 

Number of correctly 
associated elements 

154 162 206 247 83 

Accuracy 92.0% 82.1% 88.5% 89.3% 93.9% 

From Table.1, we note that our algorithm can obtain high accuracy and the average 
overall accuracy of five domains is over 89.2%. Specially, the accuracy in the music 
domain can reach 94%. By analyzing the reason of relatively lower accuracy in domain 
Book, we observe that some of the attributes of Book domain, such as the date control 
elements which is composed of year element, month element and day element are not 
regularly arranged, and this results in the wrong association between control elements 
and labels. Now we are trying to tackle this problem by referring to ontology. 

5 Conclusions 

In this paper, we proposed an effective algorithm for associating labels and elements 
of the Deep Web query interface, which adopted DOM to parse Form query interface 
and used two useful heuristic rules and the nearest neighbor distance between control 
elements and labels to obtain the associated elements and labels. The experimental 
results show that our proposed algorithm is highly effective. In the future work, we 
will make further research to improve the accuracy by combining our proposed 
approach with semantic information of query interface. 
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Abstract. In today's society, online shopping has adapted to the fast-paced 
lifestyle, making ccustomers enjoy the convenience of choosing and buying 
their favorite products at home. This system is based on MVC architecture and 
adopts ASP.NET, Dreamweaver, SQL Server 2005, ADO.NET Entity 
Framework and other related technologies. The foreground system achieves 
some functions including the user registration and login, checking and buying 
commodities, the shopping cart, the personal order management, the customer 
complaint and personal information management, etc. And the background 
system achieves functions including the administrator login, the commodities 
category management, the commodities management, the order management, 
the news and information management, and so on. When released, this system 
will be dynamic and interactive, and become an online shopping system which 
is operated easily and has many functions. 

Keywords: management information systems, online shopping, ASP.NET. 

1 Introduction 

In recent years, with the improvement of people's living standard and the 
popularization of personal computers, online shopping [1-3] has become an 
indispensable part of people's life. Therefore, more and more stores online are opened 
to expand the business scale and market influence, effectively reducing the operating 
costs for enterprises and improving the work efficiency. Compared to the traditional 
shopping style with features of high-cost, low efficiency and extensiveness and a 
variety of waste and corruption happening in the intermediate links, online shopping, 
with features of the "directness" and "transparency" in the business activities, can 
effectively reduce the economic costs and set up a good economic order. Online 
shopping system has a powerful interactive function which makes businessmen and 
users transfer information easily. 

In literature [4], on the basis of the analysis of system requirements, the overall 
programs of the system and the business process and database of the system, are 
designed and Visual Studio. NET 2005 and SQL Server 2005 are adopted to 
implement the online shopping system on the basis of the analysis of system 
requirements. In literature [5], the online shopping system model, based on the 
colored Petri net-based method, is proposed, and the layered characteristics of CPN 
tools are used to overcome the shortcomings of the bigness and the complexity in the 
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established CPN model. In literature [6], using the technology of the ASP.NET is to 
implement online shopping system. In this paper, the ASP.NET MVC2 architecture 
design, the database connection technology and the ADO.NET Entity Framework 4.1 
are adopted to implement the online shopping system. 

2 Key Technologies 

This system, based on B / S mode, uses the ASP.NET MVC2 in the architecture 
design, the Dreamweaver as a front-end development tool, the SQL Server 2005 in 
the management of the database, the ADO.NET the Entity Framework 4.1 technology 
as the database-driven, the Linq as the data query technology. Meanwhile, the front 
desk of this system adopts div + css, jQuery, Ajax and other related developmental 
technologies; the integrated development environment of this system is the Visual 
Studio 2010 and the operating platform is Window 7. 

ASP.NET is a kind of developmental technology of dynamic websites and a part of 
microsoft.COM framework. ASP.NET can be written by Visual Basic.NET、C#、J# 
and any other languages that are compatible to .NET framework. This system is 
written by C#. ASP.NET is the compiled common language runtime code running on 
the server, and the ASP.NET Framework complements the designer integrated 
development environment in the Visual Studio.NET. ASP.NET, using the text of the 
layered configuration system, simplifies the server environment and the application of 
the web program. At the same time, ASP.NET considers the scalability, and increases 
the function of improvement used in the gathered environment and the multi -
processor environment. 

The MVC architecture is a widely used mature procedural framework, which 
divides the application architecture as a model (Model), views (View), controller 
three major units [7-8]. The model layer is responsible for the definition of the data 
structure, communicating with databases, data processing and processing of all data-
related tasks. In the view layer, the ASP.NET technology is used. With ASP.NET, 
ASP.NET can use some of JavaScript. NET Framework, custom tags and other 
technologies.The control layer is mainly used to forward data and requests coming 
from the view to the model layer.  

3 System Design 

The main function modules of the system are divided into the front desk function 
module and the backstage function module: the front part is presented to the users 
including tourists and login users with different permissions and the back part is 
operated by the system administrator. 

3.1 The Function Module Design of the Foreground Users 

Through a browser on the network, the foreground tourists can receive the user 
registration, login, view product information, browse the site news, etc. with the user 
registration module, the user login module, the news-browsing module and the 
product-browsing module. The login users can manage personal information, 
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purchase, view and modify individual orders, review products, initiate complaints, 
etc. with the personal information management module, the purchasing module, the 
personal order management module, the commodity comments module, and the 
customer complaint module. As shown in figure 1  

 

Fig. 1. The picture of the function module of foreground users 

3.2 The Function Module Design of the Background Administrator 

The administrator manages the website in the function module of the background 
administrator which consists of the administrator login module, the personal 
information management module, the products category management module, the 
product information management module, the customer order management module, 
the customer complaint management module, the news and information management 
module. As shown in figure 2 

 
Fig. 2. The picture of the function module of the background administrator 

4 System Implementation  

4.1 Front System Implementation 

A. User registration  
The user registration entrance is located in the upper right corner of the site, the user 
should click on the "Register" link to enter the member registration page where the 
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user need to fill out information about himself or herself. The page has been done 
with the input validation. As what is submitted does not meet the requirements of the 
input, the submission will fail. And the page will prompt the related error about the 
user's filling.  

The user registration interface can save the member registration information to the 
Member of the database table, so that the user can manage his own data, which is 
convenient for the site administrator's management. When the user submits the right 
registration information, the Register action in the Account Controller with Http Post 
attribute will accept the treatment.   

B. User login 

The user login entrance is also located in the upper right corner of the site, the user 
should click on the "Login" link to enter the member login page. When login, the user 
needs to fill in the correct user name, password and verification code and then submit 
the login. If the login is successful, the page will turn to the home page, if not, the 
page will prompt the error information.  

The user using the verification code to login effectively prevent the possibility of 
the user's password being cracked with the brute force. At the same time, using the 
Linq technology to query the membership information in database greatly improves 
the security of user information. After the user submits the right login information, the 
Login action in the Account Controller with Http Post attribute will accept the 
treatment. First it will verify whether the user exists, if it exists, then will judge 
whether the current user is an administrator, if the user is the administrator, the page 
will jump to the main interface of the management of background, otherwise go to the 
home page. 

C. News and information browsing  

The user will open web news list by clicking the "News bulletin" at the top of the 
website which is linked. Through browsing, the user will know the latest news on the 
website, as well as other things.  

D. Products browsing 

The home page provides the list of product information browsing, click on a single 
commodity, the user can browse the detailed information of the products. 

E. Personal information management 

If the user is registered as a member, he or she can login to the page of user's 
information to modify the related data, in order that the user's information can get 
updated.  

After modifying the information, the user should click "Edit information" to submit 
the modification. Then the modification should be verified whether it meets the 
requirement, if meets, the information will be updated and saved to the database, and 
the user's information gets updated. If the user wants to change his or her password, 
he or she needs to fill in the current password, the new password and repeat the new 
password to change.  

F. Commodity purchasing 

The commodity will be added to the shopping cart after the user clicks on the "Buy". 
In the interface of the shopping cart, the user also can change the quantity of 
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commodities and delete the commodities he or she doesn't want to buy. Then, the user 
is going to choose the method of payment and fill in the receipt information to place 
an order, and then the user finishes the shopping. The default receipt information is 
the personal information which the user fills in when registration. After placing an 
order successfully, the Order database will increase a piece of order information and 
the commodities in the shopping cart will be added to the Order Goods table.  

G. Personal order management  

The user can check all his or her orders in "My orders" which is presented in a list 
form. Meanwhile, the user can check the detailed information of orders. In the 
personal order management module, the user can cancel the unfilled orders, confirm 
the receipt. The operation of changing the order made by the user should come before 
the commodities are not shipped. Once shipped, the user can do nothing to the order 
other than confirming the receipt. 

H. Commodity comments  

In the interface of the detailed order information, the user will find the entrance of 
the commodity comments module in the "deal". Just click it, the user will go to the 
commodity comments interface. Comments on the commodity will be displayed 
directly under the detailed information of the commodity. And the comments will be 
added to the "Comment" table in the database after the user submits the comments. 
Comments on the commodity are shown as the Figure 3. 

 

Fig. 3. The interface of Commodity comments 

I. Customer complaint  

At the bottom of the detailed order information interface, the user can find  
the entrance of the customer complaint module. Click it, the user will turn to the 



 Design and Implementation of the Online Shopping System 669 

 

complaint-suggestion interface, by which the user can communicate with the website 
administrator directly. And the complaint from the user will be saved in "Complaint" 
table of the database. 

4.2 Background System Implementation 

The background system is mainly about the administrator's management on the site in 
which the administrator's login and the personal information management share the 
function of front users. When eloigning, the administrator will directly enter the 
background management system through the value judgment of the field is admin in 
Member table. 

A. Products category management 
The entrance of the products category management is located on the left side of the 
background system interface, where the administrator can add new categories, delete 
and change the existing categories. Commodities could be categorized in the products 
category management module, which speeds up the user's looking for commodities 
and presents the user commodities he or she is caring about, improving the user's 
shopping experience.  

B. Product information management  
In the product information management module, commodities on line can be added, 
modified and put off the shelf, so that the information of commodities can get 
increased and updated in time. All the products on the website are presented by the 
form of list in the interface of the product information management. Adding and 
modifying commodities, made in the same interface, are two different operations 
which are distinguished by different IDs. If there is the ID of the commodity in the 
database, commodities are modified; if not, new commodities are added. The 
management of the product information is one of core background system 
managements of online shopping and the convenience of updating commodities 
information can increase the volume. 

C. Customer order management  
The customer order management module aims at managing the orders from users. In 
this module, the detailed information of orders can be checked and the status of orders 
can be set. Entering the interface of the customer order management, you will find the 
customer orders appear in lists. Clicking on the "check" of the specified order, the 
administrator can enter the interface of the detailed information of orders and set the 
orders status. The management of orders is mainly about setting orders status, 
cancelling Invalid orders, make shipment according to effective orders, and so on. 

D. Customer complaint management 
The customer complaints management is the communicative medium between users 
and administrators. In this module, complaints from users about orders are displayed, 
and the administrator can check and respond to the users complaints. 

E. News and information management 
The news and information management is the primary means of releasing the latest 
news and information to users. By doing this, the administrator can make users know 
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the latest news and information on the website. The management of the news and 
information includes adding, modifying and viewing news. 

5 Conclusion 

The system of online shopping is a kind of commercial information system with  
the interactive function. It can make the commodities information gets updated in 
time and users have a better understanding of the trade. This system is developed as 
an e-commerce platform based on the MVC pattern, adopting the ASP.NET 
technology, SQL Serer 2005 as the DBMS and IIS7 as the application server. The 
functions of the front system include the user registration, checking commodities, 
buying commodities, the shopping cart, the personal order management, the customer 
complaint and personal information management, etc. The functions of the 
background system include the administrator login, the commodities category 
management, the commodities management, the order management, the news and 
information management, and so on. At the same time, it is using the jQuery, Ajax, 
Repository encapsulation technology that improves the performance and 
maintainability of the system. When users are shopping on line, the application of 
Ajax-no-refurbish modification technology greatly speeds up the purchase and the 
user's shopping experience. 
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Abstract. In order to making owner’ life convenience and property management 
standardized, the B/S structure MVC model and SSI frame etc. are employed. 
System of residence property management based on WEB is empoldered 
combining with Java, JavaScrip, HTML and SQL language. The prospect of this 
system achieves register module, log in module, complaint service module, 
repair service module, parking space module, building information module and 
PIM module. The background of this system receives log in module, system user 
module, resident management module, complaint management module, repair 
management module and payment management module. The software 
application of residence property management based on WEB is vastly 
convenient the proprietors’ lives and the proprietors’ demand service from the 
property management company. The property management standard is 
developed. 

Keywords: Residence Property Management, WEB, System Development. 

1 Introduction 

With the development of network techniques, the residence property management [1-4] 
has already grown to network. Compared with the traditional property management and 
property companies, the residence property management system software can 
administrate several residential quarters based on Wed. It needs no work place in each 
residential quarter. After the servers are set up, the information of proprietors in the 
residential quarters can be checked and administrated by the property companies, and 
the work efficiency is improved greatly. 

Literature [5] gives research on MapX technology to develop the system with the 
actual examples. It gives out the system’s main functions and the implementation 
techniques of some graphic function, which achieves the seamless connect of MIS and 
GIS. Literature [6] designs and realizes the residence property management using the 
Delphi7.0 and MSSQL2000.This system implements the functional module of house 
property set, customer data set, charge management, administrative personnel, report 
inquiry, community management and system setup. This paper employs Java，
JavaScript, HTML, SQL language to programme. The residential property 
management platform is user-friendly control and rich function. 
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2 Key Technology 

B/S is the application model of Browser/Server which often has the aid of IE browser to 
work. MySQL is SQL date base server with multi-user and multi-threading. It is 
composed with a server demons mysql and many different customer program libraries. 
MySQl allows you to save and record files or images flexibly and it can dispose the 
large-scale very fast. SSI technology means the Strtus, Spring, iBatis technology.The 
aim to use the Struts is to decrease the time to exploit the Web applied through the 
MVC design module. Spring frame is in layered architecture constituting with 7 well 
defined modules. The core point of Spring frame supports binding to reusable business 
and data access object of specific J2EE server. MVC module enforces function division 
of Web system. Model storey realizes system business logic. View storey achieves the 
user interaction using JSP and HTML. 

3 System Model Design  

A. Foreground proprietor module design 
The foreground browser system is an operating system that permits proprietors to 

register, log in, modify and browse. It consists of user register and log in module, 
housing information module, repair service module, complaint service module, 
payment inquiry module and carport information module. The foreground user 
example is as Fig.1. 

 

Fig. 1. Foreground user test cases 
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User register log in: first, the proprietors should register as the website’s user, which 
can only promise them to log in the website. It can protect user’s privacy and also to the 
website information. 

Complaint service module the user can add complaint and track the progress of 
existing complaint. For instance, the audit is pass or not and who processes it. 

Repair service module: the user can get a repair service appointment and track the 
progress that the audit is pass or not or who deal with it. 

Payment inquiry module: the user can check the payment and the payment. 
Parking information module: Parking information is checked. 
Building information module: the user log in the website and check the information 

of his residential quarter. 
B. Background administrator module design 
The background website administrate system is a system that allows the administrator 
to manage the web. It consists of building information module, user management 
module, complaint management module, repair service module, payment management 
module and carport management module. The test cases are as Fig.2. 
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Administrator management

Payment management

Complaint management

Repair management

Carport information

modify proprietor information
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Fig. 2. Webmaster module test cases 
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Administrator management module: The administrator can do the operation to delete 
the user’s account number and give the administrator privileges to some users. 

Complaint management module: the administrator can check, search complaint, 
delete or modify complaint information, and guarantee the complaint information’s 
update timely. 

Repair management module: The manager can browser, search, and delete or modify 
the repair information to ensure the information to update timely. 
Payment management module: according to the user payment state, the manager can 
browser, search, and delete or modify payment. 
Carport information module: The manager can browse, search the carport, delete or 
modify the carport information, and ensure the carport timely update. 
Building information module: the building information is promised to add and modify 
the building information. 

4 System Module Implementation 

4.1 System Foreground Implementation 

(1) Register Module Implementation 
In the user registration page, the user input the necessary information to register to a 
website user, and then you can log on to the website to complaints, repair, and other 
operations. In the page, the system will verify input data, including whether the 
username is available or empty, whether the password is greater than 6, and whether the 
E-mail format is correct. 

(2) Login Module Implementation 
The barrier of the user logs on to the website is the login screen, only by logging in you 
can browse, purchase, complaint and other operations. The user’s input data will be 
checked in the registry and user name will be validated with JavaScript. </script> also 
enabled the session mechanism in the login background and it stores all user 
information in the client session, which is not only convenient for the user information 
extraction, but also helps performance of the membership system. 

(3) Complaints Service Module Implementation 
There is complaint service bar at the top of the website’s home page. It calls the user 
information in the session and puts the user information into the complaint objects from 
the website page finally adding the complaints information to data base with ‘insert’. 
When you click on the complaint records in the service, the background will check all 
the records depending on users’ member Id in session. On the complaint service 
interface, the user can click on the complaints hyperlink and jump to the page with 
complaints detailed information. The parameters are delivered during the hyperlink to 
the complaint detail information to ensure the jumping is correct. The parameters are 
the record number of the complain list in the data base. The parameters are delivered to 
the complaint page, which ensures the complaint detail information show correct and it 
makes the user have a further learning about complaint. 

(3) Repair Service Module Implementation 
The complaint information is checked according the complaint names. The 
implementation technology of the module is similar to complaints module. The repair 
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module is added to the residential user rights. When users add repair appointment, the 
background will take out a house Id from user objects from session to store it to repair 
objects. And finally the object stores repair appointment by inserted into background 
database. Repairing and adding interface are shown in Figure 3. 

 

Fig. 3. Repairing and adding interface 

The repair list can help users to find his record quickly and check the status in time. 
When clicking on repair record in record service, the background will check all records 
based on the user house Id in session which are only users have. 

In the repair record interface, the user can click on the repair hyperlink and jump to 
the repair detailed information page, in order to ensure the jumping is correct. The 
parameters are the record number of repairs list. The parameters are transmitted to the 
repair page, which makes the repair information correct show and let user have a 
further learning about repair. 

(5) Payment Query Module Implementation 
According to owner number, the payment information is checked. The module 
technology is similar to the repair module. The payment list is helpful for users to find 
their payment records to check the status quickly. When the button is clicked, the 
background will find all records based on user’s house Id in session. It’s the rights only 
the users have. 
In the payment record interface, the user can click on the payment hyperlink and jump 
to the payment detailed information page. To ensure the jumping is correct and let user 
have a further learning about the payment, when jumped to the page, the parameters are 
also passed to the detail page.  

(6) Packing Module Implementation 
Depending on the corresponding parking information, all user numbers are checked 
.The module implement technology is similar to payment module. 

(7) Building Information Module Implementation 
Depending on the corresponding building information, all user numbers are checked 
.The module implement technology is similar to the parking module. 
 
(8) Personal Information Management Module Implementation 
Basic information module includes basic information modify, E-mail changing and 
password changing. The input data test is the same as that of the foreground system, 
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including whether the user name is empty, whether the length of password is longer 
than 6, and whether the E-mail format is correct.  

4.2 System Background Implementation 

(1) Login Module Implementation 
Through the interface, the administrator can log on to the background of the website 
management and give some operations. 

(2) System User Module Implementation 
System information module includes the check of user information and the removing 
users with illegal operations. 

(3) Resident Management Module Implementation 
The resident management module includes system user information check and user 
adding. 

(4) Complaint Management Module Implementation 
The complaint module is allowed to check, modify and delete operation, which is 
convenience for manager to update the complaint information in time. The complaint 
management is divided into verify waiting, verify losing record and verify passing 
record. The complaint detail information is checked and status change by click the 
check button to mean the property management company starts to process the 
information. The manger also can select and delete the records in the listing. 

(5) Repair Management Module Implementation 
The repair management module allows managers to search, modify and delete, which is 
same as complaint management module. 

(6) Payment Management Module Implementation 
The manager can modify and add payment. In this module, the payment status is most 
important. Managers change the status according the users’ payment. By clicking the 
detail, manage can log in the payment detail interface to operate the payment status. 
The manager can add a proprietor’s payment bill. The realization of the payment bill is 
as Fig.4.  

 

Fig. 4. Payment add interface 
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(7) Other Modules Implementation 
Other modules management is constituted of carport management and building 
information. The building information is the management of the building. The manager 
should add and modify the information in time. The carport management is the parking 
space management. When the owner bought the house, manages should add connect of 
the parking space and the proprietor’ information. 

5 Conclusion 

Combining the actual demand of current property management, on the basis of 
residence property management design, this paper develop the residence property 
management system based on WEB and finish the basic function for the users and 
administrators. The software application of residence property management based on 
WEB is vastly convenient the proprietors’ lives and the proprietors’ demand service 
from the property management company. It is convenience for the property 
management company to keep and check the user’s information. It moves forward a 
single step to regulate the property management and the standard is developed. 
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Abstract. Metadata extraction is an important prerequisite for remote sensing 
images management and sharing. Business users urgently need to extract 
metadata automatically and quickly. However, existing metadata extraction 
applications extract only one single type of image metadata. In this paper, we 
proposed a generic and extensible metadata extraction approach based on 
Programming by Demonstration (PbD). Data owners can specify the metadata 
items to be extracted and the extraction methods in an interactive and visual 
user interface. Such knowledge will be stored in the rule base in the form of 
rules. The advantage of this approach is that users do not need any 
programming knowledge, but they can handle new types of images themselves. 

Keywords: Metadata Extraction, Demonstration by Programming, Rule-based 
System. 

1 Introduction 

With the rapid development of remote sensing technology, more and more remote 
sensing images can be acquired from satellite data receiving stations. To facilitate the 
management of remote sensing images, data providers usually generate an ASCII 
image metadata in a separate file or in the image file header. However, after 
investigation we found that almost every kind of image metadata formats are not the 
same. Some metadata is a text file, and some metadata is an XML files. Even if in the 
same file type, metadata description and organization are also different. As the 
number of metadata items is very large (from dozens to hundreds) and the extraction 
means is very complex, the programming effort is very large. 

The traditional method of extracting the metadata can be described as follows: 
Business users tell programmers what metadata items need to be extracted; Business 
users tell programmers the extraction approach of each metadata item; Programmers 
write code to achieve the extraction of metadata. Can this process be done in one 
step? Business users tell the computer what to extract and how to extract, and 
programmers do not need to participate in the process. This is the basic idea of 
programming by demonstration (PbD). PbD defines a way to define a sequence of 
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operations without having to learn a programming language. The PbD paradigm is 
first attractive to the robotics industry due to the costs involved in the development 
and maintenance of robot programs. In this field, the operator often has implicit 
knowledge on the task to achieve (he/she knows how to do it), but does not have 
usually the programming skills (or the time) required to reconfigure the robot. 
Demonstrating how to achieve the task through examples thus allows the robots to 
learn the skill without explicitly programming each detail.  

In this paper, we want to apply PbD to remote sensing image metadata extraction. 
To achieve this goal, we must address some key technical issues. Such issues include: 
How users interact with computers? How users pass their knowledge to the computer? 
How computer organize and store this knowledge? How computer use the knowledge 
during metadata extraction process? To solve these issues, we propose to use XML as 
the intermediate file format. Each original header file should be converted to an XML 
file before further processing. Through the introduction of file tree and operation 
wizard, business users can tell the computer how to extract and process each metadata 
item. These steps will be stored in the form of rules in the rule base. At last, computer 
can complete the metadata extraction work based on these rules.  

2 Related Works 

In metadata extraction, there are two main technical routes: statistical model-based 
route and rule-based route.  

2.1 Statistical Model-Based Metadata Extraction 

The basic idea of this route is as follows: find an appropriate statistical model, change 
the parameters and training sample set, apply the trained model for metadata 
extraction. This route has greater learning ability and adaptability compared with rule-
based route. HMM (Hidden Markov Model) and SVM (Support Vector Machine) are 
the typical statistical model-based approaches. 

HMM-based metadata extraction regards the document as a phrase sequence 
generated by some hidden states. The state sequence that can output the document 
with maximum probability will be selected. The model parameters can learn from the 
samples. Seymore et al used HMM to extract the paper header metadata, and the total 
accuracy has reached 90.1% [1]. McCallum et al proposed MEMM (Maximum 
Entropy Markov Model) by adding the text context into HMM [2], which achieved 
good result in the FAQ metadata extraction. 

2.2 Rule-Based Metadata Extraction 

Rules can be obtained in two ways: manual define and automated generation. Manual 
define is a very heavy physical labor, and it requires a high level of knowledge 
engineers to complete. Automated generation does not need the involvement of 
knowledge engineers, thus it is applicable to the diversity of information sources 
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format. The recognition accuracy of the generated rules is generally between 80% and 
90%. Some systems have been developed to automatically generate extraction rules in 
different domains, such as Web site information [3], citation metadata [4], journal 
metadata [5], and biomedical document images [6], digital documents [7], etc. As the 
accuracy of the automatically generated rules is not high, and it is difficult to define a 
number of rules manually, people want to use a new programming technology for the 
definition of rules. 

PbD is based on the idea: the user operation sequence on one instance can be 
applied to other instances. IBM Almaden Research Center developed a Firefox-based 
browser extension: Koala/ Coscripter [8], which support users to record operational 
processes into the script. R. Tuchinda et al developed a Mashup build tool “Karma” 
based on PbD [9], which proposed one unified interactive framework to support users 
accomplish the Mashup build process through demonstration. Wang et al designed a 
table-based programming environment: Mashroom [10], which has implemented the 
data operations as visual actions on nested tables and expressed business logic by 
performing actions on current data. Use cases and analysis show that compare with 
Yahoo! Pipes, Mashroom can reduce time cost (by 90%) and learning cost of 
developing Situational Applications. 

PbD can convert the user's operation into business rule. However, Existing work is 
mainly aimed at Web data manipulation. As we know, HTML file can be easily 
converted to XML file to locate the path for each metadata item. Remote sensing 
image header file may be a plain text file. Therefore, it is difficult to locate metadata 
items. Moreover, the extracted metadata items need to be further processed to be able 
to meet the needs of users. Thus, the rule description and generate methods should 
also be re-enacted. 

3 Convert Original Data into XML Data 

As remote sensing satellites were launched by different countries or organizations in 
different historical periods, metadata storage format is diverse and heterogeneous. 
Before the introduction of our work, let us look at several typical header files, which 
are shown in Figure 1. 

From Figure 1 we can see, although these header files are not standard XML 
format, they still have some structural features. However, it is very difficult to extract 
the value of a metadata item easily. For example, we want to extract the upper left 
corner latitude of the remote sensing images: 38.379949. How can we locate the value 
uniquely? If string “GRINGPOINTLATITUDE” above it is unique in the header file, 
we can search that string first, and then read 3 lines backward. If not, we can only find 
the value by line number. Moreover, To isolate that value, we need to further break 
down the string by equal sign, parentheses, commas, etc. Thus, To extract one 
metadata item from the header file, we should write a separate program for it. This not 
only makes the program complex and unstructured, but the program is difficult to 
extend and maintain. Is there an easy way to extract the metadata? 
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(a) LANDSAT-5 header file (b) LANDSAT-7 (c) ENVISAT header file 

Fig. 1. Three Typical Remote Sensing Images Header File Fragment 

To improve the readability of header file, metadata are generally organized through 
newlines and indentations, which allows them to have the characteristics of tree. 
Thus, using such layering visual features, we can convert the header file into an XML 
file. The conversion principle can be described as follows: 

1) If next line indentation is greater than current line indentation, then next line is 
the child element of current line. 

2) If next line indentation is equal to current line indentation, then next line is the 
sibling element of current line. 

3) If next line indentation is less than current line indentation, then next line is the 
closing tag of current line’s parent element. 

4) For leaf element, the left side of equal sign is the element name, and the right 
side of equal sign is the element value. For non-leaf element, the left side of equal 
sign can be omitted, and the right side of equal sign is the element name. 

5) For non-leaf element, the element name of the opening tag should be equal to 
that of the closing tag. 

Assume that the indentation of the ith line is denoted as Indentation(i); the total 
number of rows equal to the Num. The conversion algorithm is described below. 

Algorithm 1. Converting original data format into XML format 
1. Create an XML document object, set the CurrentParentNode as the root 

node; 
2. Read each line of the header file, and store them into one array lines; 
3. CurrentNode = lines[0]; 
4. CurrentParentNode. AddChildNode(CurrentNode); 
5. For (int i = 0; i < Num; i++) { 
6.   If (Indentation(i+1) > Indentation(i)) // Child Element 
7.     CurrentParentNode = CurrentNode; CurrentNode = lines[i+1]; 
8.     CurrentParentNode. AddChildNode(CurrentNode); 
9.   Else If (Indentation(i+1) == Indentation(i)) //Sibling Element 
10.     CurrentNode = lines[i+1]; 
11.     CurrentParentNode. AddChildNode(CurrentNode); 
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12.   Else //Closing Tag of Parent Element    
13.     CurrentParentNode = CurrentParentNode.ParentNode 
14. } 

For example, metadata segment in Figure 1(a) can be converted into the following 
XML file. 

<ROOT> 
<INVENTORYMETADATA> 
 <MASTERGROUP> 
 <ECSDATAGRANULE> 
<SIZEMBECSDATAGRANULE> 
<NUM_VAL>1</NUM_VAL> 
<VALUE>389.941</VALUE> 
</ SIZEMBECSDATAGRANULE> 
…… 
</ECSDATAGRANULE> 
<SPATIALDOMAINCONTAINER> 
…… 
 < GRINGPOINTLATITUDE> 
     < NUM_VAL>1</ NUM_VAL> 
     <CLASS> "1"</CLASS> 
     <VALUE> (38.379949, 38.077471, 36.591285, 36.873803) </VALUE> 
 </GRINGPOINTLATITUDE> 
…… 
</SPATIALDOMAINCONTAINER> 
</INVENTORYMETADATA> 

</ROOT> 

Now, the path for the element that contains value “38.379949” can be described using 
XPath:  

ROOT/INVENTORYMETADATA/SPATIALDOMAINCONTAINER/HORIZO
NTALSPATIALDOMAINCONTAINER/GPOLYGON/GPOLYGONCONTAINER/
GRINGPOINT/GRINGPOINTLATITUDE/VALUE, which is unique and easily 
obtained. Thus, the element positioning problem has been solved. 

4 Extract the Metadata from the Raw Data Based on PbD 

Due to historical reason, the value of metadata item is mixed and non-standard. For 
example, the four latitude values are organized into a string (38.379949, 38.077471, 
36.591285, 36.873803) in Figure 1(a). We must break down the string to get each 
latitude value. The value for production data time is "2001-05-16-T18:09:04.0Z", 
which must be converted to standard time format before storing it into the database. 
The numeric data presentation is also diverse. For example, the first near latitude is 
equal to +0044727380<10-6degN> in Figure 3, which means that total is 10 digits, 
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fractional part is 6 digits. So the real value is 44.727380. Some values are expressed 
in scientific notation, e.g., the line time interval is equal to +1.13293054E-02<s>. In 
summary, non-standard metadata exist everywhere, which are too numerous to 
mention. 

Generally, to convert such non-standard data into standard data, we should write a 
separate program for each of them. This not only makes coding workload very large, 
but the code is difficult to reuse and maintain. Moreover, programmers do not quite 
understand the implications and handling approach of these metadata, which should 
be introduced by business users firstly. To improve the programming model, we 
proposed a group of data cleaning and processing approach. There are six commonly 
used means which are defined as follows: 

1) Redundant characters removing: remove redundant character, such as quotes, 
left and right parentheses, etc. 

2) Long string splitting: Common delimiters include comma, semicolon, etc. After 
the split, each separate metadata can be mapped to one standard metadata item. 

3) Substring: By taking the substring to remove irrelevant information, such as 
<10-6degN>, <s>, etc. The start position and end position should be specified. 

4) Date format conversion: Specify the date format by business users. For example, 
only business users know whether 08-09-2011 means August 9, 2011 or September 8, 
2011. Recognize the date and time according to special characters. For example, “-” is 
usually used to separate year, month and day; “:” is used to separate hour, minute and 
second. 

5) Scientific notation: Specify whether scientific notation is used in numerical 
representation. If true, the real number in front of E(e) is the coefficient, and the 
integer behind e is the exponent. 

6) Decimal representation: Specify the location of the decimal point. It is no doubt 
that the front part is the integer, and the back part is the decimal. 

For example, To obtain the upper left corner latitude 38.379949, we need to 
perform the following steps: 1) remove the redundant character “(” and “)”; 2) split 
the string into an array, which contain four decimals; 3) pick out the first decimal 
from the array. To get the first near latitude 44.72738 from string +0044727380<10-
6degN>, we need to perform the following steps: 1) take the substring from the 1st 
character to the 11th character; 2) set the decimal point in front of the last 6th 
characters; 3) parse the front part into an integer, parse the back part into a decimal, 
and add them together to get the final value 44.72738. To get line time interval 
0.0113293054 from string +1.13293054E-02<s>, we need to perform the following 
steps: 1) take the substring from the 1st character to the 15th character; 2) convert the 
scientific notation into decimal format. 

From the above description we can see through a combination of some of the basic 
operation, we can implement the cleaning and conversation of the metadata value. 
The operations collection and operations order can be specified by business users. 
Thus, coding was replaced by an operation combination. Each operation is assigned 
zero to multiple operands. This combination approach is easy to understand for 
business users, which allows them to define or expand metadata extraction items by 
themselves. 
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On the basis of the above work, we proposed the novel metadata extraction 
approach based on PbD. The demonstration process is omitted due to page limit. A 
typical configuration file is as follows (Some non-essential information is deleted): 

<Satellite satName="LANDSAT-5" sensorName="TM"> 
<Parameter> 

<FieldName>PRODUCTIONDATETIME</FieldName> 
<DataType>datetime</DataType> 
<ExtractRule 

path="ROOT/INVENTORYMETADATA/ECSDATAGRANULE/PRODU
CTION DATETIME/ VALUE" operations=" redundantChar =‘"’; 
dateFormat=‘Y-M-D’; " /> 
</Parameter> 
<Parameter > 

<FieldName> UpperLeftLatitude </FieldName> 
<DataType>float</DataType> 
<Length>8</Length> 
<DecimalPlaces>6</DecimalPlaces> 
<ExtractRule 

path="ROOT/INVENTORYMETADATA/SPATIALDOMAINCONTAINE
R/HORIZONTALSPATIALDOMAINCONTAINER/GPOLYGON/GPOLY
GONCONTAINER/GRINGPOINT/GRINGPOINTLATITUDE/VALUE" 
operations="redundantChar=‘()’; separator=‘,’; itemIndex=‘0’" /> 
</Parameter> 

</Satellite> 

From the above example we can see, the extraction rule is described using two 
attributes. One attribute is the “path”, which is the exact and unique path for us to get 
the raw metadata item. Another attribute is the “operations”, which contains zero to 
multiple operations separated using “;”. Each operation are in the form “name = 
value”. Detailed description of the usage of these operations is as follows: 

1) redundantChar: its value includes ‘"’, ‘(’, ‘)’, etc. 
2) separator: its value includes ‘,’, ‘;’, etc. 
3) itemIndex: its value is the index of the metadata sub item. 
4) dateType : its value includes ‘Y-M-D’, ‘M-D-Y’, ‘D-M-Y’, etc. 
5) scientificNotation: its value is true or false. 
6) subString: its value includes two integer separated by ‘,’. 
7) decimalPoint: its value is the decimal point position. 

Through these rules, the image metadata can be extracted automatically. Firstly, the 
header file will be converted into an XML file using algorithm 1. Secondly, the raw 
metadata item will be extracted using the “path” attribute in the extract rule. Thirdly, 
the cleaned target metadata value will be extracted based on the “operations” attribute 
in the extract rule. Due to space limitations, we won’t discuss the implementation in 
detail. 
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5 Conclusion 

Metadata extraction is always the core issues of metadata sharing and integration. Due 
to the diversity and complexity of metadata, existing extraction method is difficult to 
expand into new types of images. In this paper, we proposed the PbD based metadata 
extraction approach. Before the demonstration, the original header file should be 
converted into XML file using our algorithm described in section 3. Business users 
can demonstrate how to extract metadata through graphical interface. The 
demonstration result is stored in the configuration file, which will be used in future 
metadata extraction. Our approach builds a bridge between business users and the 
computer. Thus, it greatly reduces the workload of the programmer. Our approach is 
very simple and intuitive to use for business, so it will have a good prospect in the 
remote sensing domain. 
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Abstract. OpenFlow is a promising future Internet enabling technology and has 
been widely used in the network research community to evaluate new network 
protocols, applications, and architectures. However, most of these research 
activities or experimentations are lack of a uniformed description so can be 
repeated by other researchers. In this paper, we investigate the general model of 
an OpenFlow networking experiment and propose a language, OF-NEDL, 
which aspires to bridge this gap by providing a simple, comprehensive and 
extensible language for describing OpenFlow networking experiment. OF-
NEDL allows the researcher to write a script to control every aspect of an 
OpenFlow networking experiment, including the hierarchical network topology 
description, the OpenFlow network devices configuration, the experiment 
software deployment, the experiment process control, monitoring and output 
collection. Our preliminary usage scenario shows that it has the ability to 
describe simple but extensible networking experiment, and we expect to refine 
considerably its design to make it more practical in the future work. 

Keywords: Future Internet, OpenFlow, Network Experiment, XML,  
OF-NEDL. 

1 Introduction 

The Internet has grown so successfully that it plays a crucial role in today’s society 
and business. It interconnects over a billion people, running a wide range of 
applications and is regarded as a great success by almost every measure. However, the 
Internet comes with important shortcomings because it originally not been designed 
for this wide range of usage scenarios. It can’t handle new requisites such as end-to-
end quality of service, security, and mobility. The network research community is 
generally more interested in fundamental questions about the structure of the Internet, 
including the design of new networking algorithms, protocols, and services, even 
construct the Internet completely new from scratch [1]. Of course, any such ideas 
must be rigorously tested and evaluated before being deployed in the actual Internet.  
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A network testbed is simply a collection of networking and systems resources that 
share a common infrastructure, and provides environment which allows researchers to 
develop, test, and evaluate new ideas. During recently years, many kinds of network 
testbed have been developed and some of them were widely used in network research 
community, such as PlanetLab [2] and Onelab [3]. However, most of these testbeds 
have only PC nodes as user configurable resources, and provide only application level 
networking experiment facility for the researchers. Hence, it is almost no practical 
way to experiment with new network protocols (e.g., new routing protocols, or 
alternatives to IP) in sufficiently realistic settings. To address the problem, Software-
Defined Network (SDN) [4] is proposed and getting a lot of attention. SDN 
restructures network and exposes network APIs so that any software can configure the 
network as they want. Recently, OpenFlow [5] has been developing and is considered 
as a promising candidate technology to realize SDN. In brief, OpenFlow is based on a 
model that provides a physical separation of the network forwarding function and the 
network control function. The forwarding elements are dummy elements that have a 
generic shared forwarding table, which is accessed and configured by the independent 
control element called controller. In this situation, it is much easier to change or add 
new features to an OpenFlow enabled network testbed. 

To start experiment on an OpenFlow network testbed, the first problem is how to 
describe the experiment, including the resources will be consumed, the control of 
experiment processes, the result or output of the experiment and so on. In a sense, the 
testbed is similar to the network simulation tools (NS2 etc.) and needs an experiment 
description language to tell the testbed system how to execute the experiment. For 
example, PlanetLab has implemented its experiment description language based on 
XML. However, these languages are lack of support to describe the OpenFlow 
network devices and the characteristics of OpenFlow enabled experiments. So we 
need to explore the principles and design a uniform and systematic framework to 
describe an OpenFlow networking experiment. 

In this paper, we present the preliminary prototype of the OpenFlow Networking 
experiment Description Language (OF-NEDL), which intends to make it possible to 
write a script to control every aspect of an OpenFlow networking experiment, 
including the hierarchical network topology description, the OpenFlow network 
devices configuration, the experiment software deployment, the experiment process 
control, monitoring and output collection. This script file may be used by other 
researchers to repeat the experiment. The open question we are trying to answer is 
how to define a uniform abstract framework that can be used to describe arbitrary 
OpenFlow-based networking experiment, while keep it easy for the new user and 
extensible to design more complex experiments.  

The remainder of this paper is organized as follows. Section 2 reviews some of the 
related works. Section 3 outlines the model of OpenFlow experiment and the Web-
based experiment infrastructure. Section 4 presents the design principle and general 
architecture of OF-NEDL, and then demonstrates a simple usage scenario to evaluate 
it in section 5. Finally, section 6 concludes this paper and presents some future work. 
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2 Related Work 

NS2[6] is a widely used network simulation tool in network research community. It is 
a discrete event simulator that has native support for common networking protocols 
and components. The simulation description language for NS2 is an extension of the 
Tcl (Tool Command Language). Using the various available NS2 commands, it can 
define network topology, configure traffic sources and sinks, program arbitrary 
actions into the configuration, collect statistics and invoke simulation. 

NS3[7] is another popular network simulator with more advanced feature than 
NS2, but not an extension of NS2. Its simulation script language is C++ or optional 
Python, not the Tcl. Recently, the NS3 community are developing an XML-based 
language called NEDL (Ns3 Experiment Description Language) and NSTL (Ns3 
Script Templating Language) [8], which provide a foundation for the construction of 
better interfaces between the user and the NS3 simulator.  

Emulab [9] is a large network emulator, based on a set of computers which can be 
configured into various topologies through emulated network links. The Emulab 
control framework supports three different experimental environments: simulated, 
emulated, and wide area networks. It unifies all three environments under a common 
user interface, definitely, it uses an extend ns script written in Tcl to configure an 
experiment. For the researchers familiar with ns, it provides a graceful transition from 
simulation to emulation. The cost of this feature, however, is that the specification 
language and the relationship between virtualized resources is complex which makes 
it difficult to parse at the syntactic level. 

The Open Network Laboratory (ONL) [10] is another emulation testbed that is 
similar in some respects to Emulab. ONL provides researcher with an user interface 
named Remote Laboratory Interface (RLI). The primary goal of the RLI is to make 
user interaction with testbed resources as easy as possible. In RLI, the most important 
abstraction is the resource type abstraction, which is represented in an XML file and 
consists of two types: the base description and the specialization description. The base 
description represents the physical device, while the specialization description 
represents one set of functionality supported by a particular type. It allows the testbed 
to include highly configurable and programmable resources that can be utilized in a 
variety of ways by the users.  

Plush (PlanetLab user shell) [11] is a set of tools for automatic deployment and 
monitoring of applications on large-scale testbeds such as PlanetLab. Using Plush, the 
researcher can specify the experiment through an XML-RPC or a web interface and 
then remotely execute and control the experiment. In Plush, the experiment 
description or application specification consists of five different abstractions, that is, 
the process, barrier, workflow, component, and application blocks. The combinations 
of these blocks provide abstractions for managing resource discovery and acquisition, 
software distribution, and process execution in a variety of distributed environments. 
However, Plush focus solely on the application-level experiment in an overlay 
network, and is hard to extend to OpenFlow network. 

 Gush (GENI user shell) [12] is an experiment control system that aims to support 
software configuration and execution on many different types of resources. It 
leverages prior work with Plush, and is developed as part of the GENI (Global 
Environment for Network Innovations) project [13]. Gush accomplishes experiment 
control through an easily-adapted application specification language and resource. 
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Similar to Plush, the main goal of Gush project is used to simplify the tasks associated 
with application deployment and evaluation in distributed environments, but is more 
adaptable with other GENI control frameworks such as ORCA (Open Resource 
Control Architecture) [14] and ProtoGENI [15].  

The cOntrol and Management Framework (OMF) [16] provide tools and services 
to support and optimize the usage of testbeds on a global scale, through systematic 
experiment description and execution, resource virtualization, and testbed federation. 
OMF is heavily focused on supporting repeatable experiments through OEDL [17], a 
domain-specific language based on Ruby fully capturing the experiment setup, its 
orchestration, and all relevant contexts. 

Others, such as NEPI (Networking experiment Programming Interface) [18] and 
Expedient [19], proposed alternative frameworks to OMF to describe, execute and 
instrument networking experiments. NEPI proposes a framework based on a unified 
object model to describe a networking experiment which could subsequently be 
executed on different environments (e.g. simulations, emulations, and testbeds). 
Expedient is an ongoing effort to provide a testbed control framework that aggregates 
heterogeneous APIs to the underlying resources such as PlanetLab and Emulab, 
allowing for a user-friendly Web-based configuration and control of the experiment 
slices.  

3 The OF-NEDL Design 

3.1 Principles 

In the previous section we investigated the model and the process of an OpenFlow 
experiment executing on the Web-based experiment infrastructure. Based on the 
discussion in the previous section, we now extract some general principles for an 
OpenFlow network experiment description framework. 

Simple. It should be simple and easy to use, so that the user can concentrate his 
attention on the experiment software design itself but not the experiment description. 
The XML tag names and element structures should be easy enough to write and edit 
by hand as well as automatically generated by some other module (i.e., a front-end 
GUI). Keep it simple also means that it is easy to parse or handle by the Backend, so 
that the development complexity is to be reduced. 

Comprehensive. It should be comprehensive and capture the abstract nature of the 
experiment, identify all aspects of the execution and environment needed to 
successfully deploy, control, and monitor the experiment. Basically, an OpenFlow 
network experiment description should include following components: 

a description of the resources needed and network topology; 
a description of the OpenFlow experiment configuration and deployment; 
a description of the experiment control flow;  
a description of the expected output. 

Extensible. It should be extensible and provide explicitly defined procedures and 
system interfaces, making it easy to incorporate additional resources and 
technologies, even including those that do not exist today. In particular, it should be 
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designed to minimize the effort of adding new node and link types, and ideally it 
should be handled without the need to modify any of the experiment infrastructure 
software. 

The main challenge OF-NEDL attempts to overcome is the trade-off between 
simplicity and extensibility, which means that it should be easy to understand and 
write, while providing flexible constructs that allow for more complex experiments 
design. 

3.2 The Architecture 

According to the principles mentioned above, we have defined an OpenFlow 
Networking Experiment Description Language (OF-NEDL) to describe every task of 
a typical OpenFlow networking experiment workflow. As depicted in Figure 1, OF-
NEDL is hierarchical. Experiment is defined at the highest level, and it contains 
information, topology, deployment, control, output components. 

 

 

Fig. 1. General Structure of OF-NEDL 

Information Component. Experiment information may include information about the 
user, group, experiment and global parameters. The most important is the setup of 
global parameters. These basic parameters, such as the start, duration, end times of 
experiment, the policy of error handle, will tell the Backend how to “treat” this 
experiment. 
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Topology Component. It is static representation of a group of nodes connected by 
links. Hence, it consists of two types of component, node and link. In communication 
networks, a node is either a redistribution equipment such as router, switch, hub, or a 
communication endpoint like a PC or sensor device. Each node has one or more 
interfaces to communicate with each other, and exhibit some attributes to materialize 
itself. To better illustrate the logical structure of the node component, we make use of 
UML class diagram. As show in Figure 2, a node has some general entries and 
attributes, which is similar to the Base Class in OOP (Object-Oriented Programming). 
Other special entries and attributes are stored in a Type structure whose type is one of 
the special devices (Router, Switch, KVM or openVZ virtual node, etc.) Another 
component, link, is the communication channel that connects two node through 
interfaces. To provide more configurable characteristics, the link is designed to have 
“from” and “to” endpoints to define a single direction communication. The attributes 
of link, such as delay, bandwidth, and loss-ratio are common for all kinds of physical 
channel, so there is no need to define “type” like node component. 

 

 

Fig. 2. UML Class Diagram for the Node Component 

Deployment Component. The process of experiment deployment involves preparing 
the physical resources with the correct configuration and software. This typically 
includes copying and installing the OF program to OpenFlow controller, configuring 
the OF switches, copying and installing the software to all of the endhosts. According 
to the analysis of OpenFlow experiment in the subsection 3.2, the OF program and 
OF switch configuration are dedicated to themselves. Otherwise, the endhosts and 
software may have different combinations, so there may be two different ways to 
deploy the endhosts software, one is 

SW_A: (EH_A, EH_B,... EH_X) 

and another is 

EH_A: (SW_A, SW_B,... SW_X) 

where SW and EH represent the software and endhost. The main consideration is 
efficiency and compactness, especially when the number of endhosts and software 
increase to high, so we will provide the options to the user to decide which way to use. 

+id : string
+label : string
+state : State
+pos_x : float
+pos_y : float

node address

+id : string
+label : string

interface

type

router switch hub kvm openvz ......

*1*1
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Control Component. Experiment control includes start/stop the OF program and 
endhosts software, change the OF switches configuration, and issue commands on 
endhosts. All of these control actions may depend on times and events as following 
example:  

AllReady: (ALL: CMD_A, CMD_B,... CMD_X)   

Wait_30S: (ALL_EXCEPT_EH_A•CMD_A)      

The means of these expressions are literal, so it is easy for a novice user to get started. 
One problem is the control granularity provided. Fine granularity may provide user 
more control flexibility, but involve more complexity in the experiment infrastructure. 
We will refine the design details in the future work. 

Output Component. The expected outputs in an experiment may vary widely due to 
the different goals and design. In principle, we categorize these outputs as node-
related states, link-related traffic and software printed information. In general, the 
node-related states include the physical resources’ states such as CPU, memory usage; 
the link-related traffic may contain the packets generated by the endhosts software 
and/or captured by the network interface, both of them may be filtered by special 
packet header; the software printed information is specific to the software and defined 
by the users.  

3.3 XML Schema Samples 

In this subsection we illustrate how we have translated the structure and class 
diagrams described in the previous subsection in an XML format that we describe by 
means of XML Schemas. 

 
<xs:schema version="0.1">
  <xs:include schemaLocation="Information.xsd"/> 
  <xs:include schemaLocation="Topology.xsd"/> 
  <xs:include schemaLocation="Deployment.xsd"/> 
  <xs:include schemaLocation="Control.xsd"/> 
  <xs:include schemaLocation="Output.xsd"/> 
  <xs:element name="experiment"> 
    <xs:complexType> 
    <xs:sequence> 
     <xs:element name="infomation" type="Information" 
/> 
     <xs:element name="topology" type="Topology"/> 
     <xs:element name="deployment" type="Deployment"/> 
     <xs:element minOccurs="0" name="control" 
type="Control"/> 
  <xs:element minOccurs="0" name="output" 
type="Output"/> 
  </xs:sequence> 
  </xs:complexType> 
  </xs:element> 
</xs:schema> 

Fig. 3. Experiment XML Schema 
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Figure 3 shows the format that we have defined for an XML document describing 
an OpenFlow networking experiment. Such a Schema is stored in as XSD file, which 
refers to five external XSD files. These files contain the components of an experiment 
that we have described above. 

 
<xs:schema version="0.1">
<xs:include schemaLocation="Node.xsd"/> 
<xs:include schemaLocation="Link.xsd"/> 
<xs:complexType name="Topology"> 

<xs:sequence> 
<xs:element maxOccurs="unbounded" minOccurs="0" 

name="node" type="Node"/> 
<xs:element maxOccurs="unbounded" minOccurs="0" 

name="link" type="Link"/> 
</xs:sequence> 

</xs:complexType> 
</xs:schema> 

Fig. 4. Topology XML Schema 

<xs:include schemaLocation="Interface.xsd"/>
<xs:include schemaLocation="Type.xsd"/> 
<xs:complexType name="Node"> 

<xs:element maxOccurs="unbounded" minOccurs="0" 
name="interface" type="Interface"/> 
<xs:element name="type" type="Type" use="required"/> 
<xs:attribute name="id" use="required" 

type="xs:nonNegativeInteger" > 
<xs:attribute name="label" 

<xs:simpleTyep> 
<xs:restriction base="xs:string">  
<xs:pattern value=" ([a-zA-Z](_)?)* "/> 

</xs:restriction> 
</xs:simpleType> use="optional"/> 

<xs:attribute name="pos_x" type="xs:float" use="optional" /> 
<xs:attribute name="pos_y" type="xs:float" use="optional" /> 

   <xs:attribute name="state" type="State" use="required" /> 
<xs:simpleType name="State"> 
   <xs:restriction base="xs:string"> 

<xs:enumeration value="CREATED"/> 
<xs:enumeration value="AVAILABLE"/> 
<xs:enumeration value="UNAVAILABLE"/> 

        </xs:restriction> 
      </xs:simpleType> 
</xs:complexType> 
</xs:schema> 

Fig. 5. Node XML Schema 
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Figure 4 shows the structure of the Topology part of a experiment description. This 
document also refers to external files (e.g. Node.xsd). For the sake of brevity, we just 
present the Node structure in Figure 5. These XML Schema samples imply that the 
design of OF-NEDL if a from-top-to-bottom process. The detail of each component 
can be redefined without affecting other component. This property provides the 
capacity to extend the language with minimal effort in the future. 

4 Usage Scenario 

To demonstrate the potential use of the OF-NEDL framework, we consider a simple 
but realistic networking experiment, the ping application. A minimal setup is shown 
in Figure 6. It consists of one switch (s1) and two endhosts (h1 and h2), each of which 
is configured with an IP address and connected by physical link. The logical model 
and XML description of the topology are shown in Figure 7. Each physical link is 
represented by two logical links with specified attributes. To be brief, we only show 
the description of s1 and ulink1.  

 

Fig. 6. The Ping Experiment Setup 

The main goal of the ping application is to determine the connectivity of the 
network. In the experiment, the user need to implement an OF program with some 
basic function (ARP, STP etc.), a ping software (of course, user can use the existing 
software), and configure the OF switch properly (e.g. send the whole packet other 
than the first 128 bytes to the controller at the beginning). The deployment of the ping 
experiment is shown in Fig. 8. The two “config” components will add flow tables on 
the OF switch, so it can forward the packets correctly. By the way, the actions of 
manipulating the flow tables are all through the OF controller, so this configuration 
can be moved to the OF program. 

The control of the ping experiment is simple (Fig. 9). When all the nodes are ready 
to run, endhosts h1 and h2 execute the commands to ping each other, and after 10 
seconds, all the processes of the experiment will stop. The last part is the output 
component and we can imagine that the user want to show the information printed by 
the ping application, so the user only need to specify the “software print” as “ping” 
software in the output component. 
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<topology> 
<node id="s_0001" label="switch1" 
pox_x="400" pos_y="200" state="AVALIABLE"> 
<interface id="s_0001_001" label="s1-eth1"> 
<macAddr>fa:7a•c3:ea:c6:d1</macAddr></interface> 
<interface id="s_0001_002" label="s1-eth2">...... 
</interface> 
<switch> ...... </switch> 

</node>...... 
<link id="ul_00001" label="ulink1"  delay="0.0" 

lossratio="0.0" bandwidth="100000.0"> 
<from>h1-eth0</from> 
<to>s1-eth1</to> 

</link>...... 
</topology> 

Fig. 7. Topology of the Ping Experiment 

<deployment> 
<ofp> 

<name>example</name> 
<location>./example.py</location> 

</ofp> 
<ofs> 

<name>s1</name> 
<config> in_port=1,actions=output:2</config> 
<config> in_port=2,actions=output:1</config> 

</ofs> 
<software> 

<name>ping</name> 
...... 

</software> 
<ehs> 

<sw>ping</sw> 
<endhost>h2</endhost> 
<endhost>h3</endhost> 

</ehs> 
</deployment> 

Fig. 8. Deployment of the Ping Experiment 

<control>
<event name="AllReady"> 

<command>ofnedl h2 ping c3 h3 
ofnedl h3 ping c3 h2</command></event> 

     <time wait="10s"><command> ofnedl killall</command> 
</time> 
</control> 

Fig. 9. Control of the Ping Experiment 
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5 Conclusions and Future Work 

In this paper we have investigated the general model of OpenFlow networking 
experiment, presented the design principle and architecture of an XML description 
language OF-NEDL, which aims to describe every aspects of an OpenFlow 
networking experiment. Since OF-NEDL is still in early design and prototyping 
stages, it is lack of full evaluations in the real experiment infrastructure. We will 
refine the design of OF-NEDL through ample evaluation in practice so it can be more 
practical for the researchers in the future.  
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Abstract. The similarity evaluation between XML documents is the basis of 
XML structural mining, and it is a crucial factor of the mining result. After 
introducing the popular XML tree edit method and frequent pattern method for 
XML data mining, in this paper, we use 10 basic statistics to describe the 
structural information of the XML documents, and then using the improved 
Euclidean distance to evaluate the similarity of XML documents.  Moreover, in 
order to verify the performance of the proposed evaluation method, it is applied 
to XML documents clustering. The experimental results show that our method 
is superior to the methods based on edit tree or frequent pattern. 

Keywords: XML, basic statistics, similarity evaluation, cluster. 

1 Introduction 

With the growing popularity of XML for data representation and exchange, large 
numbers of XML documents have emerged. There is a pressing need for discovering 
valuable information from the massive documents. XML data mining is an important 
application of knowledge discovery technology, and similarity evaluation plays a 
crucial role in XML data mining. 

XML data mining consists of contextual mining and structural mining. XML 
documents are semi-structural data, and the structure is an important characteristic of 
XML documents. Structural mining could excavate the knowledge among the 
structures of XML documents, and facilitate XML data extraction, integration and 
other applications. Classification and clustering are commonly used methods in XML 
structural mining.  No matter classification or clustering, it is the first problem to be 
solved to evaluate the distance (or the similarity) between XML documents. 

In the XML arena, similarity evaluation between documents has been receiving a 
lot of attention and many approaches have been developed. At present, there are two 
main categories of approaches, namely approaches based on XML tree edit and 
approaches based on frequent pattern. Modeling XML documents as trees is an 
ordinary representation. Such as DOM [1], which is a W3C proposed standard, 
presents XML documents as a hierarchy tree of node objects. A common way of 
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evaluating the similarity of two trees is by measuring their tree edit distance [2], and 
there are three classical algorithms of tree edit distance: Selkow [3], Chawathe [4] and 
Dalamagas [5]. The tree edit methods contain all information of the XML documents 
and the tree edit operations are time-consuming operations, thus the efficiency of the 
evaluation algorithms based on tree edit is considered as a challenge work. Frequent 
patterns [6] are another category of important models transformed from tree models, 
such as frequent paths model [7], frequent sub tree model [8] and element sequence 
pattern [9]. The evaluation algorithms based on frequent patterns can evaluate the 
similarity between XML documents efficiently, but it is difficult to find out all the 
frequent patterns, and the accuracy of the evaluated similarity is not satisfied because 
they miss lots of structural information. 

In this paper, we use 10 basic statistics to describe the structural information of the 
XML documents, and then using the improved Euclidean distance to evaluate the 
distance (or the similarity) of XML documents. Moreover, in order to verify the 
performance of the proposed evaluation method, it is applied to XML documents 
clustering. The experimental results show that our method is superior to the methods 
based on tree edit or frequent pattern considering either the processing cost or the 
clustering accuracy. 

2 Basic Statistics of XML Documents 

In an XML document, elements, attributes and text nodes are the three most common 
types of nodes, and the elements can be regarded as structural nodes and the others as 
contextual nodes. In this paper, we only focus on the structural similarity, and content 
similarity can be done a good job by the traditional information retrieval technology, 
so we use 10 basic statistics to describe XML documents’ structural information. The 
notations used in this paper are shown in Table 1. If node v is the root node, then h(v) 
= 1; otherwise,  h(v) = h(φ(v))+1. Using |S| to denote the count of elements in a set S, 
then the fan out f(e)=|π(e)|+|ρ(e)|. 

Table 1. The notations used in this paper 

Notation Description 
D An XML document or an XML document tree 

v, e, a A node, an element node or an attribute node of D 
V, E, A Nodes set, elements set or Attributes  set of D 
∑ Different tokens set  used as names by E and A of D 
φ(v) The parent node of the node v 
h(v) The height of the node v 
π(e) The child nodes set of the element e 
ρ(e) The attribute nodes set of the element e 
f(e) The fan out of the node e 
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Definition 1 (Statistics of the XML document) Given an XML document D, then the 
structural information of document D can be presented as statistics X1~X10, where X1 

is the ratio of the number of contextual nodes and the number of structural nodes 
which is defined as: 

X1 =
|V|－|E|

 |E|  . (1)

X2 is the number of different tokens used by the names of elements and attributes in D 
which is defined as: 

X2 = |∑|. (2)

X3, X4, X5 and X6 are the mean, the standard deviation, the standard error and 
coefficient of variation of the height of the nodes in V, which are defined as follows: 

X3 =
1

 |V| 
i=1

 |V|
 h(vi), X4 =

1
 |V|－1 

i=1

 |V|
(h(vi)－X3) 2 , X5 =

X4

|V|
 , X6 =

X4

 X3
 . (3)

X7, X8, X9 and X10 are the mean, the standard deviation, the standard error and 
coefficient of variation of the fan out of the elements in E, which are defined as 
follows: 

X7 =
1

 |E| 
i=1

 |E|
 f(ei), X8 =

1
 |E|－1

i=1

 |E|
(f(ei)－X3)

 2 , X9 =
X8

|E|
 , X10 =

X8

 X7
 . (4)

According to the definition 1, given an XML document D, the structural information 
of D is presented as a vector (x1, x2, …, x10), where xi (1≤i≤10) is the value of the 
statistic Xi (1≤i≤10) of D. Now, we can use the basic statistics to evaluate the 
similarity between XML documents.  

3 XML Documents Clustering 

The first step of XML document clustering is to define the similarity or to calculate 
the distance between documents. Euclidean distance is the most widely used method 
in data mining, but the influence of variable’s dimension and different variance 
among variables are not considered by the Euclidean distance. Apparently, different 
variance of variables will produce different effects to the Euclidean distance. 
Moreover, the variable with bigger variance will produce greater contribution to the 
distance. Therefore, given n XML documents, the weighted Euclidean distance is 
introduced to evaluate the similarity among the n XML documents. 

Definition 2 (Weighted Euclidean Distance of XML Documents) Given two XML 
documents Di and Dj, (x1(Di), x2(Di), …, x10(Di)) and (x1(Dj), x2(Dj), …, x10(Dj)) are 
the vectors describing the structural information of Di and Dj, and  X̄k denotes the 
mean of Xk, where 1≤i≠j≤n and 1≤k≤10. Then the structural similarity between 
document Di and Dj is defined as dij: 
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dij = 
k=1

 10

 (
xk(Di)－xk(Dj) 

sk
) 2
, where sk =

1
 n－1

t=1

 n
 (xk(Dt)－X̄k)

 2 . (5)

The second step is to choose the clustering algorithm, and the hierarchical clustering 
algorithm is used in this paper. Firstly, the n XML documents are considered as n 
cluster; secondly, the two clusters with the minimum distance are combined into a 
cluster, and then we get n-1 clusters; finally, the process of combining clusters with 
the minimum distance is repeated until all the XML documents are in a cluster. 
Therefore, it is the key problem to evaluate the distance between two clusters in the 
hierarchical clustering method. Three classic methods to evaluate distance between 
clusters are applied to verify our idea. 

Let dij denote the distance between Di and Dj, where 1≤ i≠j ≤n, C1, C2, … denote 
the clusters, and Spq denote the distance between cluster Cp and Cq. When cluster Cp 

and Cq are combined into cluster Cr, Srk denotes the distance between the new cluster 
Cr and other clusters Ck. Then the minimum distance method defines: 

Spq =min{dij | Di ∈Cp ∧ Dj∈Cq}, Srk =min{ Spk, Sqk}. (6)

The maximum distance method defines: 

Spq =max{dij | Di ∈Cp ∧ Dj∈Cq}, Srk =max{ Spk, Sqk}. (7)

The third method is the centroid method, and the distance between clusters is defined 
as the distance between the centroids. Given Cp and Cq contain np and nq XML 
documents, and cluster Cp and Cq are combined into cluster Cr with nr=np+nq XML 
documents. Then Srk denoting the distance between the new cluster Cr and other 
clusters Ck is defined as: 

S
2
rk  = 

np
nr ·S

2
pk +  

nq
nr ·S

2
qk － 

np
nr·

nq
nr ·S

2
pq  . (8)

4 Experiments 

4.1 Experiment Setup 

In order to verify our idea, we have implemented the hierarchical clustering algorithm 
based on three classic methods for distance evaluation. All the algorithms were 
implemented in C# and all the experiments are carried out on a 2.8 GHz Pentium 
processor with 2 GB RAM running Windows XP.  

In order to apply the algorithms to XML documents clustering for performance 
evaluation, two kinds of datasets were used, namely ACM Sigmod Record [10] and 
INEX 2007 datasets [11]. To test the sensitivity of the algorithms on datasets with 
different sizes, we prepared 4 sub datasets shown in Table 2 for our experiments. 
After preparing the datasets, all the 48 XML documents no matter from ACM Sigmod 
or Shakespeare are encoded from D01 to D48. 
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Table 2. Datasets used in our experiments 

ID Datasets Sources Documents(*.xml) 
D01~D12 Proceedings Page Sigmod-2002 152,162,172,182,192,202, 

212,222,232,242,252,262. 

D13~D24 Ordinary Issue Pages Sigmod-1999 211,213,214,221,223,224, 
231,233,234,241,243,244. 

D25~D36 Ordinary Issue Pages Sigmod-2002 251,253,254,261,263,264, 
271,273,274,281,283,284. 

D37~D48 140358 INEX 2007 3810,4036,4530,4649, 
4904,5206,6104,6548, 
6777,6945,3802,3439. 

4.2 Results of Preprocessing Stage 

In order to cluster XML documents, the algorithm are divided into two stages. One is 
the preprocessing stage including reading the documents and turning their structural 
information into the vector of 10 basic statistics. The other is the clustering stage 
including the similarity evaluation of any pair of documents and clustering them by 
the hierarchical clustering algorithm. 

Table 3. The results of the 48 XML documents after preprocessing stage  

ID X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 
D01 1.179 24 4.665 0.028 0.845 0.182 2.177 0.108 2.199 1.010 
D02 1.191 24 4.685 0.025 0.839 1.179 2.190 0.103 2.334 1.066 
D03 1.186 24 4.688 0.024 0.835 0.178 2.185 0.102 2.410 1.103 
D04 1.184 24 4.680 0.026 0.843 0.180 2.182 0.104 2.274 1.042 
… … … … … … … … … … … 
D45 2.036 27 5.672 0.044 1.335 0.235 3.033 0.196 3.412 1.125 
D46 3.056 20 4.041 0.064 0.778 0.193 4.028 0.547 3.282 0.815 
D47 2.388 20 5.767 0.121 1.818 0.315 3.373 0.321 2.628 0.779 
D48 3.038 14 4.038 0.096 0.980 0.245 4.000 0.590 3.007 0.752 

 

Table 3 shows the results of the 48 XML documents after preprocessing stage. It 
can be seen that the observations of 10 basic statistics from the same dataset have 
small differences, and the observations of 10 basic statistics from the different 
datasets have obvious differences. 

4.3 Clustering Accuracy 

Among the different quality measures for clustering accuracy, we used the precision 
and recall rates as clustering accuracy measure. The measure assumes that a cluster is 
the result of a query and a category is the desired set of the documents for the query. 
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Let Ci and Ri denote the cluster set and category set respectively, where 1≤i≤4 in 
our experiments, R1={D01~D12}, R2={D13~D24}, R3={D25~D36} and R4={D37~D48}. 
Then the precision and recall rates of that cluster-category pair can be computed as 
follows: 

Precision =  
|Ci ∩ Ri|

 |Ci|
 , Recall = 

|Ci ∩ Ri|
 |Ri|

 . (9)

where |Ci ∩Ri| is the number of the documents of category Ri falling into the cluster 
Ci, |Ci| is the number of documents in the cluster Ci, and |Ri| is the number of 
documents in the category Ri. 

 

Fig. 1. The hierarchical clustering results using minimum distance 

 

Fig. 2. The hierarchical clustering results using maximum distance 

According to Fig.1 shown the hierarchical clustering results using minimum 
distance, C1={D01~D12}, C2={D13~D24}, C3={D25~D34}, C4={D37~D45}, C5={D35, 
D36}, C6={D46, D48} and D47 is an isolated document. Therefore, the precision of the 4 
clusters is 100%; the recall of C1 and C2 is 100%, the recall of C3 is 83.33%, the recall 
of C4 is 75%. 
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According to Fig.2 shown the hierarchical clustering results using maximum 
distance, C1={D01~D12}, C2={D13, D16~D21, D23}, C3={D25~D32, D35, D36}, 
C4={D38~D41, D43~D45}, C5={D37, D42, D46~D48}, and C6={D14, D15, D22, D24, D33, 
D34}. Therefore, the precision of the 4 clusters is 100%; the recall of C1 is 100%, the 
recall of C2 is 66.67%, the recall of C3 is 83.33%, and the recall of C4 is 58.33%. 

 

Fig. 3. The hierarchical clustering results using centroids distance 

According to Fig.3 shown the hierarchical clustering results using centroids 
distance, C1={D01~D12}, C2={D13~D24, D33, D34}, C3={D25~D32, D35, D36}, 
C4={D37~D46, D48}, and D47 is an isolated document. Therefore, the precision of C1, 
C3 and C4 is 100%, and the precision of C2 is 85.71%; the recall of C1 and C2 is 100%, 
the recall of C3 is 83.33%, and the recall of C4 is 91.67%. 

5 Conclusions 

The experimental results show that: Firstly, in the three distance calculation methods, 
the clustering accuracy result using centroids distance (average precision is 96.43%, 
and average recall is 93.75%) is the best, and the result of minimum distance (average 
precision is 100%, and average recall is 89.58%) is better than the result of maximum 
distance (average precision is 100%, and average recall is 77.08%).  

Secondly, on synthetic data, the average precision and recall of Chawathe’s 
method are 71% and 90%; on real data the average precision and recall are 100% and 
95% [5]. By the report in [7], the accuracy of the PBClustering based on frequent 
pattern is affected by the different minimum support. When the minimum support is 
from 70% to 100%, the accuracy of the PBClustering algorithm is around 40%, the 
accuracy becomes over 50% when the minimum support is from 35% to 70%, and the 
accuracy becomes around 80% when the minimum support is from 2% to 35%. 
Therefore, our method using centroids distance is superior to the methods based on 
tree edit or frequent pattern.  
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Thirdly, in order to clearly draw the clustering hierarchy tree, the sample size of 
XML documents is 48; with the sample size increasing, the system error will be 
reduced and the clustering accuracy rate will be better.  

Future work will focus on: using the increment of the cluster’s variance and the 
variance between two clusters to evaluate the distance between the clusters, and 
designing basic statistics to describe the contextual information of XML documents to 
further improve the clustering accuracy. 
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Abstract. Aiming the special tree-structure of XML data, a triples-encoded 
method for searching XML documents is proposed. By representing both XML 
documents and XML queries in triples-encoded sequences, querying XML data 
is equivalent to finding subsequence matches. Triples-encoded method uses tree 
structures as the basic unit of query to avoid expensive join operations. The 
proposed method also provides a unified index on both content and structure of 
the XML documents; hence it has a performance advantage over methods 
indexing either just content or structure. Experiments show that the proposed 
method is more effective, scalable, and efficient in supporting structural queries 
than traditional XML data query ways which based on Join operations. 

Keywords: XML, structure-encoded, query, index, ternary-code. 

1 Introduction 

XML (eXtensible Markup Language) has emerged as the standard format for web 
data expression and exchange, which leads to requirements involving XML data 
management. Data described by XML have semi-structure characteristics and make 
challenges to the traditional data management[1],[2],[3]. 

In order to improve the query efficiency of the XML data, researchers made a lot 
of different index technologies [1],[2],[3],[4]. These ways need JOIN operation to 
merge the middle results, and affect the query efficiency. Moreover, existing ways are 
inefficient when they deal with XML data with "*" or "//"[2].In the existing methods, 
typical methods are XISS[2] and Index Fabric[1]. 

Index Fabric takes path as the basic query units, and establishes indexes from the 
root node to all the other nodes to different paths to accelerate XML data query speed. 
This method suits single paths. If the query statement structure with branches, it will 
be divided into some single paths and separately execute its queries. Then get the final 
results through JOIN operation of every query result of single paths. 

In fact, XML-based semi-structured data query is a matching procedure of the tree 
(the query) and the graph (the data object) [2], XML data and XML queries can be 
transformed to specific character strings. And a query based on XML data becomes to 
search the continuous substring (the discontinuous substring) to match in a set of 
strings. Based on such consideration. This paper presents a new method to query 
XML data based on the structural features: each of the basic unit of XML data use 
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Triples-encoding to express,（Name, Path, Branch）,and in this encoding method, 
XML data query is transformed into a string matching problem. The content as 
following: The second part introduces the relevant knowledge. The third part shows 
the algorithm for the XML data query based on structural features encoding. The 
fourth part is experimental results and the last is conclusions. 

2 Preliminary Knowledge 

XML data query format has 4 kinds: the signal path query (the logical structure of the 
query without branches), the signal path query with wildcard character asterisks (*), 
the signal path query with character “//” and the query with a branch. As a simple 
example: Fig. 1 is a product record of an expression tree that contains buyer and 
purchases. 

.  

Fig. 1. A tree expression of a product purchased records 

 

Fig. 2. A tree expression of a product purchased records 

The tree representation of the several fundamental queries: 

Q1: Find all manufacturers; 
Q2: Find all the orders which sellers’ addresses are in v1 and buyers’ addresses are 

in v2; 
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Q3: Find all the orders contain  sellers in v1 and  buyers in v2; 
Q4: Search for all the orders contains product v4; 

Fig. 2. shows the query tree expressions corresponding to them, which are the single-
path query (Q1), with a branch of the query (Q2), with the wildcard (*) single-path 
query (Q2) and with the "/ / "symbol of the single-path query (Q4). 

The XML documents with tree structure can be expressed by preorder traversal, for 
the records in Fig. 1., corresponds to the preorder traversal sequence is: 

PBAv1Nv2SAv3IIMv6Mv4Nv5INv7Nv8     (1)

In which, V1 V2 …V8 represent ZHENGZHOU、LIPIN、…Lenovo. 

Definition 1: Ternary-code is a triple (Name, Path, Branch), where  Name denotes a 
node of the XML document tree, it can be the name of the element or attribute and 
can also be the specific values of the elements or attributes;  Path shows a path from 
the root of the document to the node of the node's parent; Branch  indicate  the 
children number of the node.  

Definition 2: Ternary-code sequence is a string sequence of triples which is 
composed by all the elements of the tree structure adopting triples encoding as pre-
order traversal. 

For example, formula(1) corresponds to the ternary-code sequences as follows: 
D= (P,ε,2) (B, P,2) (A, PB,1) (v1,PBA,0) (N,PB,1) (v2, PBN,0) ( S, P,4) (A, PS,1) 

(v3, PSA,0) (I,PS,3) (I,PSI,1) (M,PSII,1) (v6,PSIIM,0) (M, PSI,1)(v4,PSIM,0) (N, 
PSI,1) (v5,PSIN,0) (I,PS,1) (N, PSI,1) (v7; PSIN,0) (N,PS,1) (v8; PSN,0)         (2) 

Table 1 shows the path expressions and ternary coding sequences which 
correspond to queries Q1, Q2, Q3 and Q4.  

Table 1. The path expressions of queries Q1, Q2, Q3, Q4 and the ternary coding sequences 

 Path expressions Corresponding ternary coding sequences 

Q1 /Purchase/Seller/Item/Manufacturer (P,ε)(S,P)(I,PS)(M, PSI) 

Q2 /Purchase[Seller[add = v1]]/Buyer[add 
= v2] 

(P,ε,2)(S,P)(A,PS)( v1, PSA,0) (B, 
P)(A,PB)(v2, PBA,0) 

Q3 /Purchase/*[add = v5] (P,ε)(A, P*)(v5, P*A,0) 

Q4  /Purchase//Item[Manufacturer = v3] (P,ε)(I, P//)(M, P//I)(v3,P//IM,0) 

3 The Query Algorithm of XML Data Based on Structural 
Features 

3.1 The String Matching Algorithm 

According to the previously described the way of ternary encoding, the XML data is 
converted to ternary coding sequences. Now the query is equivalent to searching a 
specific sub-string (the XML query) in a long string (the XML data). Therefore the 
traditional string matching algorithms can complete the task, such as KMP algorithm, 
BM algorithm [7] etc. Of course, the key issue of XML data query need to address is 



 An XML Data Query Method Based on Structure-Encoded 709 

 

how to process the queries with branches. Here focus on the queries with branches. 
Fig. 3. shows the MatchSearch algorithm of the XML data queries based on the string 
matching principles.  
 
Input: Q =q1….qn,        
S= S1…. Sm,         
Output: the results of all matching Q in S. 
MatchSearch(S•rootroot， 1);          
Function  MatchSearch(m， i) 

If i ≤ n 
then 
for each node j is a descendent of node m do 

if (Namei = Namej)and (Pathi ≤ Pathj)  and 
(Branchi≤Branchj) //sj matching qi 
then  MatchSearch(j, i + 1) 
else 

if i > n   
then  

Output matched results; 
i=1； 

    end 
end 

Fig. 3. The MatchSearch algorithm of the XML data 

Where: Q is a query sequence expressed by ternary-code qi = (Namei, Pathi, 
Branchi); S is a data sequence expressed by ternary-code Sj = (Namej, Pathj, Branchj) 

The algorithm's time complexity is O(m + n). Where m is the length of the data 
string and n represent the length of the corresponding query. 

3.2 The indexed Matching Algorithm  

After adoption above ternary encoding, the data alignments in the string has two 
relations: the logical ancestor – successor(A-D) relation (such as the elements (B,P,2) 
and (v1,PBA,0) in the sequence (3)), the priority order (B-A) (such an the elements 
(B,P,2) and (S,P,4) in the (3) ). Clearly the elements have the priority orders don’t 
mean they have logical ancestor - successor relations. On the contrary, it is the same. 
In the query process, after it had found the element X matching with qi-1, when it was 
needed to find the successor element of X matching with qi, sometimes  X and Y 
having the relationship A-D.  

For any two data elements in the sequence, by examining the Path of each other, it 
can determine whether there is a logical relationship A-D between them. However, to 
determine whether they have the order relationship B-A, more information is needed. 

Here we add a binary identifier <nX，sizeX> for the each element X of the data 
sequence, where nX is the sequence number of the ternary coding sequence of X, sizeX 
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is the number of subsequent elements of the ternary coding sequence of X. The binary 
identifier can be obtained by depth-first traversal of data elements. For example, the 
binary sequence identifier corresponding to the sequence (2) is as follows:  

(P,ε,2) <1,21>(B, P,2)<2,20> (A, PB,)<3,19> (v1,PBA,0)<4,18> (N,PB)<5,17> 
(v2, PBN,0)<6,16> ( S, P,4) <7,15>(A, PS,)<8,14>(v3, PSA,0) <9,13> (I,PS,3) 
<10,12> (I,PSI)<11,11> (M,PSII)<12,10> (v6,PSIIM,0) <13,9>(M, PSI) <14,8> 
(v4,PSIM,0)<15,7> (N, PSI)<16,6> (v5,PSIN,0)<17,5>(I,PS)<18,4> (N, PSI)<19,3> 
(v7; PSIN,0)<20,2> (N,PS)<21,1> (v8; PSN,0)<22,0> 

By introducing the binary identifier, it is easily to determine the B-A relation 
between any two elements in the indexes. If the binary identifier of X is <nX，sizeX > 
and the binary identifier of Y is < nY，sizeY >, then: 

Theorem 1:X and Y satisfy the relationship B-A if nY∈（nX，nX + sizeX）.  
The correctness of the theorem is clearly and the proof is omitted. 
Here we introduce the ways to build up indexes. 
First, we can build up indexes in (Name, Path) for the keywords to the data objects 

by the use of B + tree. Through the indexes we can directly find the set {Y} of 
elements, which matching to the X and meeting to A-D with X, in the data objects. Of 
course, between X and some (or all) part of {Y} may not the B-A relationship of the 
actual sequence, the elements of this part shall be excluded. Therefore, for the same 
(Name, Path) elements, B+ trees are built up by the use of their own nX. So the B-A 
relationship between the elements can be determined.  

This set includes two-level B+ trees: it is used to determine the A-D relationship 
between the elements of B+ trees by the keyword of (Name, Path) or nX. 

 

 

Fig. 4. The index structure corresponding to the ternary-code sequences of D 

Here B+ trees built by the (Name, Path) keyword are A-D trees, and by the nX are 
B-A trees. Figure 4 is the index structure corresponding to the Figure 2. Through the 
establishment of two-level B+ trees, it realized the indexing to the structure and 
content of XML data, and avoided to build up the indexes to the structure and 
contents of the semi-structured data, making the index structure is relatively simple. 

After building up the index structure, query can be achieved as follows: Suppose 
that node X has been matched to the query sequence q1….qi-1, in order to find the next 
element qi matching to the element Y, first, to use (Name, Path) of qi as the key words 
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to search in the A-D tree, if the elements satisfy the condition, it will obtain a pointer 
to point a B-A tree as (Namey, Pathy) for its root. The B-A tree covers the set {Y} of 
the elements which meet the A-D relationship to the matching to the X and possibly 
to the Y. As between X and some elements of {Y} might have no the B-A 
relationship, it is needed to remove such elements from {Y}. In the B-A tree queries 
are executed according to the range of nx＜nY ≤ nx +sizex so as to find the real 
subsequent {Y} of the X. Also , when looking for the qualified Y, if the Branch of qi 
is more than 1, the Y satisfying Branchi≤ Branchy is the real matching elements of qi . 
So it is needed to search for Y satisfying Branchi≤ Branchy in the {Y} of the real 
subsequent of X. Similarly you can continue to look for the elements matching to qi+1. 

Figure 5 shows the matching algorithm based on query string in this index 
structure. 

 
Input: Q =q1….qn, 
 Data S is the B+ tree index whose keywords is (Name, 
Path) // the A-D tree 
B+ tree index whose keywords is nx ; // B-A tree 

Output: the results of all matching to  Q in  S; 
BMS (S→root, 1)；   
Function  BMS (m，i) 
 If i ≤ n 
    then 
      if qi =‘//’  then i=i+1； 
     Search (Namei, Pathi) in the A-D tree, and assign 

the results to T; // T is a pointer which point 
to the root of B-A. 

    while T ≠nil do 
       Looking for the elements within（nm，nm +size） 

in the B-A tree pointed by T, and assign the 
results to N; 

         for each node j ∈ N do 
        if Branchi ≤ Branchj  
           then BMS(m+1，i+1) 
        end; 
        T=T.NEXT; 
      end                                       
  else 
     if i > n   
       then  
          Output matched results; 
          i=1； 
        end 
   end 

Fig. 5. BMS query algorithm 
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Assuming the length of XML data is M and the data length of the query is N. The 
core factor of the algorithm is how to find the next matching element. The algorithm 
accomplishes the task by twice indexes. First, through the statement 4 it searches 
indexes to the B+ tree satisfying the A-D relationship, O(㏒2 M）of time is required 
and then it does the search based on the scope to the B-A tree to find the match 
meeting the conditions, it takes O（㏒2 M）. So the time to find a matching element 
is O（㏒2 M）. Since the data length of query is N, it takes O（㏒2 M）to find a 
query result satisfying the conditions. Known by the KMP algorithm, O(M+ N㏒2 M) 
is required to find all matches in the XML data, of which the length is M.  

As the indexes space of A-D tree and B-A tree is O(M), the indexes of the 
algorithm is O(M). 

4 Performance Test 

In order to verify the actual performance of the algorithm, we achieved the BMS 
algorithm, and compared to the XISS algorithm, the Index Fabric algorithm and the 
RISI algorithm. Experimental environment: Linux Operating System and through the 
API of B+ tree provided by the Berkeley DB library [8] build up the indexes. Two test 
data sets, DBLP [9], XMARK [10] are chosen to compare.  

The queries shown in Table 2. Selected the DBLP size is 30MB, contains 289,627 
records, 2,934,188 elements and 364,348 properties. Size of the XMARK data set is 
108MB. 

Table 2. Queries and the corresponding data sets 

 Path Expressions Data sets 
Q1 /in proceedings/title DBLP 
Q2 /book/author[text=`David'] DBLP 
Q3 //author[text=`David'] DBLP 
Q4 /book[key=`books/bc/MaierW88']/author DBLP 

Q5 
/site//item[location=`US']/mail/date[text=`02

/18/2000'] 
XMARK 

Q6 /site//person/*/city[text=`Pocatello'] XMARK 

As shown in Table 3, the query based on string matching method is better than the 
traditional Join-based query method when executing the complex query with braches.  

Table 3. The comparison of performances on BMS, RIST and XISS 

 BMS RIST Index Fabric XISS 

Q1 1.8 1.2 0.8 9.7 
Q2 1.7 2.4 4.6 53.2 

Q3 1.7 1.9 22.1 29.7 
Q4 1.7 2.8 7.5 18.1 

Q5 2.3 3.7 17.2 22.1 

Q6 2.4 2.5 36.3 26.9 
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The experiments show that the BMS algorithm has good scalability, and better 
query performance than RIST which also belongs to string matching method. 

5 Conclusions 

An advantage of using structural coding to realize XML data query is the query as a 
whole processing, and not need to decompose a complex query into some units to 
execute the query, and then obtain the final result by JOIN operation. It promotes the 
query efficiency. This paper adopts a triples-encoded method to describe the XML 
data and it clearly shows the structural features of the data elements. Using similarly 
string matching to query XML data.  It can make full use of the existing information 
retrieval technology. It is more efficient when executing the query with branches. 
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